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Plenary Lecture 1

Stiff Models and Gradient Methods with the Exponential Relaxation

Professor Igor G. Chernorutskiy
Saint Petersburg State Polytechnical University
Russia
E-mail: igcher@spbstu.ru

Abstract: 1. For a class of matrix gradient methods a new concept of the relaxation function is suggested. This concept allows to evaluate the effectiveness of each gradient optimization procedure, and to synthesize new methods for special classes of ill conditioned (stiff) non-convex optimization problems. According to the suggested formula, it is possible to build relevant search procedures for any given relaxation function.

2. The theorem about the relaxation conditions of each matrix gradient method is proven. Based on the concept of the relaxation functions it is given the geometric interpretation of relaxation properties of gradient methods. According to this interpretation it is possible to build a relaxation area, and to evaluate the speed of the objective function values decreasing.

3. The analysis of classical matrix gradient schemes such as simple gradient method, Newton's methods, Marquardt method is given. It is shown that the relaxation function and its geometric interpretation gives almost full information about the properties and capabilities of relevant gradient optimization methods.

4. A new class of matrix gradient methods with the exponential relaxation function (ERF) is suggested. It is shown that ERF-method summarizes the classical gradient methods including Newton methods, and Marquardt method. In contrast to these methods, ERF-methods have the relaxation functions, entirely located in the relaxation area, which significantly increases the computational efficiency of gradient methods.

5. The ERF-methods convergence for a wide class of non-convex objective functions is established.

Brief Biography of the Speaker: Dr. Chernorutskiy currently is a Professor of Saint-Petersburg State Polytechnical University (SPbSPU). Degrees (SPbSPU): Professor, 1990; Doctor of Technical Science, 1987; Associate Professor, 1982; Ph.D., 1978; M.S., 1970.
Professor Chernorutskiy is the Chair of Information & Control Systems Division of Computer Science and Engineering School (CSES).
Research Interests
Plenary Lecture 2

Enhancing Efficiency and Performance of Electric Power Systems by Using Smart Grid Technology

Professor Nikolay V. Korovkin
Chef of Theoretical Electrical Engineering Department
Saint Petersburg State Polytechnical University
Russia
E-mail: nikolay.korovkin@gmail.com

Abstract: A new approach for optimization of power system states with Smart grid utilities will be proposed. The development of electric power systems (EPS) goes to the construction of power plants, connection of new consumers to networks, introduction into service of new power transmission lines. The complication of electric power system structure and configuration results in reduction of their flexibility and has an adverse effect on the main indices of EPS performance: power distribution losses, power quality and power supply security. Actual conditions of operation and development of large EPS call for new control techniques to be introduced, that is why the elaboration of methods to control the power system operation and to optimize its states with respect to various criteria is now the trend of scientific researches of current concern.

Brief Biography of the Speaker: Education (degrees, dates, universities):
1978, Leningrad Polytechnic Institute, research engineer
1984, Leningrad State University, candidate of science (Phd)
1997, Saint Petersburg Polytechnic university, doctor of science
Career/Employment (employers, positions and dates):
1978, Leningrad State University, assistance professor
1984, Leningrad State University, docent
1997, Saint Petersburg Polytechnical university, professor
2010, Saint Petersburg Polytechnical university, head of Theoretical Electrical Engineering department
Modeling of Mechanism of State and Private Partnership Development of the Social Infrastructure in the Regions

Abstract: 1. There are identified and analyzed the problems of development of social infrastructure in the regions of Russia. It is developed the mechanism and proposed the forms of cooperation for their solution on the basis of private and state partnership.
2. It is developed institutional framework for interaction between city administrations and business communities, aimed at creating an environment for effective development of the social infrastructure in the regions.
3. It is developed the game theory approach for modeling the interaction of city administrations and businesses considering the possible development of the institutional environment.
4. It is described a class of cooperative games simulating the interaction of businesses and city administration.
5. It is proposed a mechanism for solving the problems of social infrastructure development based on the analysis of game interaction models of city administrations and businesses.

Brief Biography of the Speaker: Vice-Rector for administrative and economic activity of St. Petersburg State Polytechnic University, Professor of Russian-German Center of Management and Marketing “Progress”, laureate of state prize “President of Russian Federation Prize in Higher Education”, laureate of St. Petersburg governor prize for excellence in higher education, laureate of V.V. Novozhilov prize (the Russian Academy of Sciences).

Member of following Academies:
• International Academy of Technological Cybernetics
• International Academy of Informational Support
• Baltic Academy of Informational Support
• International Academy of Ecology and Security Sciences
• Academy of Humanities
• International Academy of Higher School Science
• Academy of Municipal Sciences

The scholarly works of Vladimir V. Gloukhov develop the “effective management” research area.
Vladimir V. Gloukhov developed the full system of optimization mathematical models for iron and steel enterprises, which found their places in engineering practice and were described in “Mathematical methods and models in manufacturing planning and management” scientific work. These models formed a basis of new school of thought and applied research area – optimization models of iron and steel production.

Vladimir V. Gloukhov has also developed some methods of economic analysis of newest technological processes (in the fields of powder metallurgy, laser processing, ferrous and non-ferrous industry), which have later been implemented in many production enterprises of Russia. The theory of economic analysis of newest technological processes allowed to form the “economics and management of innovation technologies” educational direction.
Plenary Lecture 4

On Complete Monotonicity of Some Functions of the Mittag-Leffler Type in Non-Debye Relaxation Processes

Professor Francesco Mainardi
Department of Physics, University of Bologna, and INFN
Via Irnerio 46, I-40126 Bologna, Italy
E-mail: francesco.mainardi@bo.infn.it

Abstract: In this talk we discuss some interesting examples of relaxation occurring in viscoelastic and dielectric materials, which are described by special completely monotone functions of the Mittag-Leffler type. This means that these response functions are represented by continuous distributions of elementary (i.e. exponential) relaxation processes via non-negative spectra of relaxation in frequency or time. In addition to the well known functions of Mittag-Leffler type in one and two parameters, we revisit two more general kinds of Mittag-Leffler functions in three parameters, that is the Prabhakar and the Kilbas-Saigo functions. For all these functions we prove the conditions on the parameters to ensure the complete monotonicity and compute the corresponding frequency spectra. For some study-cases we present numerical results with illustrative plots for the field variable and for the corresponding spectral distribution. We hope that our results can be adopted when the field variable is the response function associated with non-Debye relaxation processes found e.g. in dielectrics. In particular we have derived as noteworthy particular cases the classical models of non-Debye relaxation phenomena referred to as Cole-Cole, Davidson-Cole, Havriliak-Negami along with the so-called Kohlrausch-Williams-Watts (KWW) law based on the stretched exponential function.

Brief Biography of the Speaker: For a full biography, list of references on author's papers and books see:
and http://scholar.google.com/citations?user=UYxWyEEAAAJ&hl=en&oi=ao
Abstract: Electrical engineers typically talk about “circuits”, without first defining what a circuit really is. If we mean circuits to be sets of elements containing insulating and conducting material, as well as magnetic material, nearly everything is a circuit. If, instead, we mean circuits as “sets of elements in which some wires that connect components to each other are clearly distinguishable”, they constitute a set (the set of all possible circuits) that is a bit more limited, and maybe clear enough.

When talking about circuits, typically electrical engineers think of this latter definition. In addition, they typically assume that Kirchhoff’s equations are valid for all circuits. This creates theoretical and practical issues that are normally underestimated. In particular:

• Kirchhoff’s laws are not valid in general. In the speech examples of “circuits” (according to the above definition) for which they are not valid are reported;
• the very concept of “potential” of points of the circuits is vague if not totally wrong.

The speech will discuss this inconsistence thoroughly and proposes a solution to the issues the fol-lowing approach:

• Systems in which electric and magnetic phenomena occur are simply called electromagnetic systems; for them Maxwell’s equations are valid, where Kirchhoff’s laws not only are not valid, but even loose meaning
• Systems in which electric magnetic phenomena occur and have a circuital shape, i.e. are com-posted by lumped components connected to each other by means of insulated wires, are called physical circuits. For them Maxwell’s equations are still valid; they are susceptible to be ab-stracted in such a way that, under given conditions, mathematical circuits can be inferred from them
• Mathematical circuits, or simply circuits, are abstracted structures, that constitute under given conditions, approximations of actual physical circuits, for which Kirchhoff’s equations are valid, or better, are postulated to be valid. As such, Kirchhoff’s equations are just the version of the continuity (charge conservation) equation and energy conservation for mathematical circuits. Instead of the Maxwell’s equations, for circuits Kirchhoff’s and constitutive equations are valid.

Once circuits (the short name of mathematical circuits) are defined, not all problems are solved.
In the speech, the author shows that to obtain circuits from physical circuits containing transmission lines, for which Kirchhoff’s laws are valid, is not always possible; however, a special version of them, that will be called metacircuit, will be introduced. Again, it will be discussed that in circuits with ideal transformers do not allow Kirchhoff’s laws to be written in their more common form, and special treatment is needed.

Circuits are lumped component systems: i.e., systems composed by components that are connected to each other through interfaces. Therefore their behavior over time can be computer-simulated using object-oriented tools and languages. The final part of the speech will show that the modern simulation language Modelica has an approach that is one perfectly in line with the analysis of this speech, and even the graphical tricks used to evidence lumped components and connections are in total agreement with the Modelica approach. This gives additional usefulness to the approach proposed in the speech, and in its companion paper.

**Brief Biography of the Speaker:** Born in 1960, he took his Ms Degree in Electrical Engineering from the University of Pisa, with honours, in 1985. For some years he has worked in an Italian private research centre. Since 1992 he has been working in Electric Power Systems first as a researcher, then as a professor. He is full professor of Electric Power Systems since 2002, and teaches Electric and Hybrid Vehicles at the University of Pisa and on-board Electrical Systems at the Naval Academy of Livorno. He is author or co-author of more than one hundred National and International scientific papers, mainly regarding power systems, electrochemical energy storage, and electric and hybrid vehicles. He is the chairman of the School of Engineering of the University of Pisa, that coordinates teaching activities of around 250 researchers and professors. He is the main author of the IEEE-Wiley book "Fundamentals of Electric Power Engineering – from Electromagnetics to Power Systems".
Dynamic response of a hereditarily elastic beam with Rabotnov’s kernel impacted by an elastic rod

Yury A. Rossikhin¹, Marina V. Shitikova¹ and Ivan I. Popov¹, ²
¹Research Center on Dynamics of Solids and Structures
Voronezh State University of Architecture and Civil Engineering
Voronezh 394006, Russian Federation
²National Taiwan University of Science and Technology, Taipei, R.O.C.
Email: yar@vgasu.vrn.ru mvs@vgasu.vrn.ru

Dedicated to the 100th Birthday of Russian Academician
Yury N. Rabotnov

Abstract – The problem on low-velocity impact of a long thin elastic rod with a flat end upon an infinite Timoshenko-type beam, the viscoelastic features of which are exhibited only within the contact domain and are governed by the fractional derivative standard linear solid model, is formulated. The part of the beam being out of the contact region is considered to be elastic, and its behavior is described by a set of equations taking the rotary inertia and transverse shear deformation into account. At the moment of impact, shock waves are generated both in the impactor and target, the influence of which on the contact domain is considered via the theory of discontinuities. The contact zone moves like a rigid whole under the action of the contact force and transverse forces applied to the boundary of the contact region, which are obtained on the basis of one-term ray expansions. The contact force has been determined analytically via the Laplace transform technique.

Keywords—Impact response, hereditarily elastic Timoshenko-like beam, fractional derivative standard linear solid model, ray method, dynamic conditions of compatibility, Laplace transform.

I. INTRODUCTION

The problems connected with the analysis of the shock interaction of thin bodies (rods, beams, plates, and shells) with other bodies have widespread application in various fields of science and technology. The physical phenomena involved in the impact event include structural responses, contact effects and wave propagation. These problems are topical not only from the point of view of fundamental research in applied mechanics, but also with respect to their applications. Because these problems belong to the problems of dynamic contact interaction, their solution is connected with severe mathematical and calculation difficulties. To overcome this impediment, a rich variety of approaches and methods have been suggested, and the overview of current results in the field can be found in recent state-of-the-art articles [1]–[4].

In recent decades fractional calculus (integral and differential operators of noninteger order), which has a long history [5], has been the object of ever increasing interest in many branches of natural science, and of engineering interest as well. Thus, Rossikhin and Shitikova [3] have reviewed the application of fractional calculus to dynamic problems of linear and nonlinear hereditary mechanics of solids, among them, the problems of dynamic contact interaction. Two approaches have been discussed for studying the impact response of fractionally damped systems subjected to falling impactors. The first one is based on the assumption that viscoelastic properties of the target manifest themselves only in the contact domain, while the other part of the target remains elastic one. This approach results in defining the contact force and the local penetration of target by an impactor from the set of linear fractional differential equations. The second approach is the immediate generalization of the Timoshenko approach utilizing the viscoelastic analog of Hertz’s contact law by substituting elastic constants by the corresponding viscoelastic operators. This approach results in the nonlinear functional equation for determining the contact force or the impactor’s relative displacement.

In the present paper, the analytical approach proposed in [2], [6] for the analysis of the dynamic response of the elastic isotropic Timoshenko beam subjected to the impact by elastic long rod has been extended to the problem of the dynamic response of a hereditarily elastic Timoshenko-like beam impacted by an elastic prismatic long rod of a rectangular cross-section. As this takes place, the impact response of thin isotropic beams is investigated under the assumption that the viscosity of the target exhibits only within the contact domain, while out of the contact region the beam remains to be elastic with a non-relaxed elastic modulus, in so doing viscous features are described by the fractional derivative standard linear solid model.

II. PROBLEM FORMULATION

Let a long prismatic elastic rod of a rectangular cross-section with the dimensions 2\(\pi\) and a move along the z-normal with the velocity \(V_0\) towards an isotropic rectangular Timoshenko beam of infinite extent (this assumption is introduced due to the short duration of contact interaction in order to ignore reflected waves) with width \(a\) and thickness \(h\), in so doing the normal \(z\) is erected at the middle of the beam.

The beam out of the contact zone is considered to be elastic, while within the contact domain its microstructure changes and it gains viscoelastic properties, which are described by the generalized fractional-derivative standard linear solid model. For the projectile with a flat end, such a scheme could be
realized if a viscoelastic buffer involving two springs and a viscous damper is embedded by its low end in the target (Figure 1).

Thus, the rod falls vertically upon the target. Impact occurs at $t = 0$ at the origin of the coordinate system $x, y, z$. At the moment of impact, shock waves (surfaces of strong discontinuity) are generated in the beam and in the rod, which then propagate along the projectile and the target with the velocities of the transient waves.

Further we will assume that during the process of impact the transverse forces and transverse shear deformations dominate in the stress-strain state of the beam within the vicinity of the contact zone. Besides, the elastic rod and the beam are considered to be somewhat extended, so that the waves reflected from rod’s free edge and beam’s boundary have had no time to return to the contact region to terminate the collision.

III. Governing Equations

The dynamic behavior of an elastic homogeneous prismatic beam with due account for the rotary inertia and transverse shear deformations is described by the following set of equations [2], [6]:

$$\frac{\partial Q}{\partial z} = \rho AW,$$  \hspace{1cm} (1)

$$\frac{\partial M}{\partial z} - Q = -\rho I \beta,$$  \hspace{1cm} (2)

$$\dot{Q}_r = K \mu_\infty A (\partial W/\partial z - \beta),$$  \hspace{1cm} (3)

$$\dot{M} = -E_\infty I \partial \beta/\partial z,$$  \hspace{1cm} (4)

where $M$ is the bending moment, $Q$ is the shear force, $W = \dot{w}$ is the transverse displacement velocity of a beam central axis (velocity of deflection), $\beta$ is the angular velocity of a cross-section about the $z$-axis which is perpendicular to the plane of flexure $y - z$ (the axes $z$ and $y$ are directed along the beam axis and vertically down, respectively), $E_\infty$ and $\mu_\infty$ are the nonrelaxed magnitudes of the elastic and shear moduli corresponding to the elastic beam, respectively, $\rho$ is the density, $K$ is the shear coefficient, $A$ and $I$ are the cross-sectional area and the moment of inertial with respect to the $z$-axis, respectively, and an overdot denotes the time derivative.

To equations (1) to (4), one should add equations describing the dynamic behavior of the elastic rod (impactor)

$$\frac{\partial \sigma}{\partial z} = \rho_\text{im} \ddot{v},$$  \hspace{1cm} (5)

$$\dot{\sigma} = E_\text{im} \frac{\partial v}{\partial z},$$  \hspace{1cm} (6)

where $\sigma$ is the stress, $v$ is the velocity, $\rho_\text{im}$ and $E_\text{im}$ are the density and Young’s modulus of impactor’s material, respectively, as well as the equation of motion of the contact domain of the length $2\tau_\text{im}$ (Figure 1)

$$2\tau_\text{im} A \rho \ddot{w} = 2Q|_{z=\tau_\text{im}} + F_\text{cont},$$  \hspace{1cm} (7)

and the equation for the contact force which could be written as the fractional derivative standard linear solid constitutive relationship

$$F_\text{cont} + \tau_\gamma^\alpha D^\gamma F_\text{cont} = E_0 [(\alpha - w) + \tau_\sigma D^\gamma (\alpha - w)],$$  \hspace{1cm} (8)

wherein $\alpha$ and $w$ are the displacements of the upper and lower ends of the buffer, respectively, in so doing the displacement $w$ is equal to the displacement of the beam in the place of contact (Figure 1), $\gamma$ ($0 < \gamma \leq 1$) is the fractional parameter, $\tau_\gamma$ and $\tau_\sigma$ are the relaxation and retardation (creep) times, respectively, in so doing

$$\tau_\gamma^\alpha \tau_\sigma^\gamma = E_0 E_\infty^{-1},$$  \hspace{1cm} (9)

$E_\infty$ and $E_0$ are the non-relaxed (instantaneous modulus of elasticity, or the glassy modulus) and relaxed elastic (prolonged modulus of elasticity, or the rubbery modulus) moduli, respectively.

$$D^\gamma F_\text{cont} = \frac{\mathrm{d}}{\mathrm{d}t} \int_0^t \frac{F_\text{cont}(t - t')}{\Gamma(1 - \gamma) t'} \mathrm{d}t'$$  \hspace{1cm} (10)

is the Riemann-Liouville fractional derivative, and $\Gamma(1 - \gamma)$ is the Gamma-function.

The above equations are subjected to the initial conditions

$$\alpha|_{z=0} = w|_{z=0} = \dot{w}|_{z=0} = 0, \quad \dot{\alpha}|_{z=0} = V_0,$$  \hspace{1cm} (11)

as well as the boundary condition

$$\partial W/\partial z|_{z=\pm\tau_\text{im}} = 0.$$  \hspace{1cm} (12)

IV. Methods of Solution

To find the solution of the stated problem, two methods are used, namely: the ray method and Laplace transform technique. The ray method is applied for constructing an approximate solution within the elastic part of the beam from the surface of strong discontinuity up to the boundary of the contact region, as well as for finding the exact solution within the disturbed domain of the elastic rod. Within the contact domain, the Laplace transformation method is utilized to determine the contact force.
A. Ray Method for the Elastic Part of the Beam

To find the solution outward the contact region, i.e., for the elastic part of the target, we shall interpret a shock wave in the beam (surface of strong discontinuity) as a layer of the thickness $\delta$, within which the desired function $Z$ changes from the magnitude $Z^-$ to the magnitude $Z^+$ but remaining a continuous function [2]. Then integrating equations from (1) to (4) over the layer’s thickness from $-\delta/2$ to $\delta/2$, with $\delta$ tending to zero, and considering that inside the layer the condition of compatibility [7] is fulfilled in the form of

$$\dot{Z} = -G \frac{\partial Z}{\partial r} + \delta Z \frac{\partial}{\partial t}, \quad (13)$$

where $G$ is the normal velocity of the wave surface, and $\delta/\partial t$ is the $\delta$-derivative with respect to time [8], we find the dynamic conditions of compatibility

$$[Q] = -\rho AG [W], \quad -G [Q] = K \mu_{\infty} A [W], \quad (14)$$

$$[M] = -\rho I G [\beta], \quad G [M] = E_{\infty} I [\beta], \quad (15)$$

where $[Z] = Z^+ - Z^-$. Eliminating the values $[Q]$ and $[M]$ from equations (14) and (15), respectively, we define the velocities of the quasi-transverse $G^{(2)}$ and quasi-longitudinal $G^{(1)}$ waves as follows

$$G^{(2)} = \left( \frac{K \mu_{\infty}}{\rho} \right)^{1/2}, \quad G^{(1)} = \left( \frac{E_{\infty}}{\rho} \right)^{1/2}. \quad (16)$$

If the contact spot is considered to be a rigid body, then the values $Q \approx [Q]$ and $W \approx [W]$, which are connected by the relationship

$$Q = -\rho AG^{(2)} [W], \quad (17)$$

are the dominating values in the vicinity of the contact spot and on its boundary [2].

B. Ray Method for the Elastic Rod

At the moment of impact of a projectile (rod) against a target (beam), the shock waves are generated not only in the beam but also in the rod (a longitudinal shock wave) as well, which propagates along the rod with the velocity $G_{im}$. Using the same reasoning for determining the dynamic conditions of compatibility as we have adopted above for the elastic beam, we find

$$[\sigma] = -\rho_{im} G_{im} [v], \quad -G_{im} [\sigma] = E_{im} [v], \quad (18)$$

whence it follows that

$$G_{im} = \sqrt{\frac{E_{im}}{\rho_{im}}}. \quad (19)$$

Behind the front of this wave (a surface of the strong discontinuity), the relationships for the stress $\sigma^-$ and velocity $v^-$ could be obtained using the ray series [2]

$$\sigma^- = -\sum_{k=0}^{\infty} \frac{1}{k!} [\sigma_{(k)}] \left( t - \frac{z}{G_{im}} \right)^k, \quad (20)$$

$$v^- = V_0 - \sum_{k=0}^{\infty} \frac{1}{k!} [v_{(k)}] \left( t - \frac{z}{G_{im}} \right)^k, \quad (21)$$

where $\sigma_{(k)} = \partial^k/\partial t^k$ and $v_{(k)} = \partial^k/\partial t^k$.

Considering that the discontinuities in the elastic rod remain constant during the process of the wave propagation, and using the condition of compatibility

$$G_{im} \left[ \frac{\partial Z_{(k-1)}}{\partial z} \right] = -[Z_{(k)}],$$

which is obtained from equation (13) by substitution of the function $Z$ with $Z_{(k)} = \partial^k Z/\partial t^k$, we have

$$\left[ \frac{\partial \sigma_{(k-1)}}{\partial z} \right] = -G_{im}^{-1} [\sigma_{(k)}]. \quad (22)$$

With due account for (22), the equation of motion on the wave surface is written in the form

$$[\sigma_{(k)}] = -\rho_{im} G_{im} [v_{(k)}]. \quad (23)$$

Substituting (23) in (20) yields

$$\sigma^- = \rho_{im} G_{im} \sum_{k=0}^{\infty} \frac{1}{k!} [v_{(k)}] \left( t - \frac{z}{G_{im}} \right)^k. \quad (24)$$

Comparing relationships (24) and (21), we obtain

$$\sigma^- = \rho_{im} G_{im} (V_0 - \dot{w} - \dot{\alpha}), \quad (25)$$

At $z = 0$, expression (25) takes the form

$$\sigma_{cont} = \rho_{im} G_{im} (V_0 - W - \dot{\alpha}), \quad (26)$$

where $\sigma_{cont} = \sigma^- |_{z=0}$ is the contact stress.

Using formula (26), it is possible to find the contact force

$$F_{cont} = b (V_0 - \dot{w} - \dot{\alpha}), \quad (27)$$

where $b = 2\tau |a| \rho_{im} G_{im}$.

C. Determination of the Contact Force by the Laplace Transform Technique

The contact force can be determined not only by formula (27) but according to the following equation [9] as well:

$$F_{cont} = E_{\infty} (\alpha - w) - \Delta E \int_0^t \exists \gamma \left( -\frac{t - t'}{\tau_e} \right) [\alpha(t') - w(t')] dt', \quad (28)$$

where $\Delta E = E_{\infty} - E_0$ is the defect of the modulus, i.e., the value characterizing the decrease in the elastic modulus from its nonrelaxed value to its relaxed value, and

$$\exists \gamma \left( -\frac{t}{\tau_e} \right) = \frac{\gamma^{-1}}{\tau_e} \sum_{n=0}^{\infty} (-1)^n \frac{(t/\tau_e)^n}{\Gamma[\gamma(n+1)]} \quad (29)$$

is the fractional exponential function suggested by Rabotnov [10].

Really, we could rewrite equation (8) in the form

$$F_{cont} = E_0 \frac{1 + \tau^2 D^\gamma}{1 + \tau^2 D^\gamma} (\alpha - w), \quad (30)$$
or with due account for formula (9) in the form
\[
F_{\text{cont}} = E_\infty \frac{E_\infty^{-1} E_0 + \tau_2 D^\gamma}{1 + \tau_2^2 D^\gamma} (\alpha - w). \tag{31}
\]

Adding and subtracting the unit in the numerator of equation (31) yields
\[
F_{\text{cont}} = E_\infty (\alpha - w) - \Delta E \gamma^* (\tau_2^\gamma) (\alpha - w), \tag{32}
\]
where
\[
\gamma^* (\tau_2^\gamma) = \frac{1}{1 + \tau_2^2 D^\gamma}
\]
is the dimensionless Rabotnov operator [11].

Considering that \( D^\gamma I^\gamma = 1 \), we could represent the operator \( \gamma^* (\tau_2^\gamma) \) as
\[
\gamma^* (\tau_2^\gamma) = \frac{\Gamma^\gamma \tau_2^{-\gamma}}{1 - (\Gamma^\gamma \tau_2^{-\gamma})}, \tag{33}
\]
where
\[
\Gamma^\gamma x(t) = \int_0^t \frac{(t - t')^{\gamma - 1}}{\Gamma(\gamma)} x(t') \, dt'
\]
is the fractional integral.

If we suppose that the right part of formula (33) is the sum of an infinite decreasing geometrical progression, the denominator of which is equal to \( d = -\Gamma^\gamma \tau_2^{-\gamma} \), then \( \gamma^* (\tau_2^\gamma) \) could be represented as
\[
\gamma^* (\tau_2^\gamma) = \sum_{n=0}^{\infty} (-1)^n \tau_2^{-\gamma(n+1)} \Gamma^\gamma(n+1), \tag{35}
\]
or with due account for equation (34), we find
\[
\gamma^* (\tau_2^\gamma) x(t) = \int_0^t \gamma^* \left( -\frac{t'}{\tau_2} \right) x(t - t') \, dt'. \tag{36}
\]

If we change the subtrahend in equation (32) by formula (36) with \( x(t) = \alpha(t) - w(t) \), then we are led to relationship (28).

Equations (27), (28) and (7) rewritten with due account for formula (17)
\[
M \ddot{w} + MB \dot{w} = F_{\text{cont}}, \tag{37}
\]
where \( B = \tau_{\text{im}}^{-1} G_\infty^{(2)} \) and \( M = 2\tau_{\text{im}} \rho A \) is the mass of the contact region, provide a closed set of three equations in terms of three unknowns: \( F_{\text{cont}}, w, \) and \( \alpha \).

Now applying Laplace transformation to equations (37), (30), and (27), we have
\[
M \rho \ddot{w}(p + B) = \tilde{F}_{\text{cont}}, \tag{38}
\]
\[
\tilde{F}_{\text{cont}} = E_0 \frac{1 + (p\tau_2)^\gamma}{1 + (p\tau_2)^\gamma} (\alpha - \tilde{w}), \tag{39}
\]
\[
\tilde{F}_{\text{cont}} = b \left( \frac{V_0}{p} - \bar{p}\tilde{a} - \bar{p}\tilde{w} \right), \tag{40}
\]
where a bar over a value denotes the Laplace transform of the given value, and \( p \) is the Laplace variable.

Eliminating \( \bar{F}_{\text{cont}} \) from equations (38) and (40), we find
\[
\bar{\alpha}(p) = \frac{V_0}{p^2} - \left[ \frac{M}{b} (p + B) + 1 \right] \bar{w}. \tag{41}
\]

Now eliminating \( \bar{F}_{\text{cont}} \) from equations (38) and (39) and considering (41), we obtain
\[
\bar{w}(p) = \frac{V_0 \Omega_2^2 (\tau_2^{-\gamma} + p^\gamma)}{p^2 f_s(p)}, \tag{42}
\]
where \( \Omega_2^\infty = E_\infty M^{-1} \), and
\[
\begin{align*}
 f_s(p) & = p^{2+\gamma} + \tau_2^{-\gamma} p^2 + (B + E_\infty b^{-1}) p^{1+\gamma} \\
 & + (B + E_0 b^{-1})\tau_2^{-\gamma} p + E_\infty (Bb^{-1} + M^{-1}) p^\gamma \\
 & + E_0 (Bb^{-1} + M^{-1}) \tau_2^{-\gamma} . \tag{43}
\end{align*}
\]

Substituting formulas (41) and (42) in (40) yields
\[
\tilde{F}_{\text{cont}}(p) = \frac{V_0 E_\infty (p + B) (\tau_2^{-\gamma} + p^\gamma)}{p f_s(p)}. \tag{44}
\]

Besides, it is possible to find the value \( \bar{\alpha}(p) \), if we exclude the value \( \bar{w}(p) \) defined by (42) from equation (41). As a result, we obtain
\[
\bar{\alpha}(p) = \frac{V_0}{p^2} \left( 1 - \left[ \frac{M}{b} (p + B) + 1 \right] \frac{\Omega_2^\infty (\tau_2^{-\gamma} + p^\gamma)}{f_s(p)} \right). \tag{45}
\]

Now we will carry out the inverse transformation of formula (44). For this purpose, first we will investigate the roots of the characteristic equation
\[
f_s(p) = 0. \tag{46}
\]

Let us multiply equation (46) by \( \tau_2^\gamma \), represent \( p \) in the geometrical form
\[
p = re^{i\psi}, \tag{47}
\]
and introduce a new variable \( x = (r\tau_2^\gamma) \). As a result, equation (46) could be rewritten in the form
\[
r^2 \left[ x e^{i(2+\gamma)\psi} + e^{2i\psi} \right] \\
+ r \left[ (B + E_\infty b^{-1}) x e^{i(1+\gamma)\psi} + (B + E_0 b^{-1}) e^{i\psi} \right] \\
+ (Bb^{-1} + 2M^{-1}) (E_\infty x e^{i\gamma\psi} + E_0) = 0. \tag{48}
\]

Separating the real and imaginary parts in (48), we have
\[
r^2 a_1 + r a_2 + a_3 = 0, \tag{49}
\]
\[
r^2 b_1 + rb_2 + b_3 = 0, \tag{50}
\]
where
\[
\begin{align*}
a_1 & = \cos 2\psi + x \cos (2+\gamma)\psi, \\
b_1 & = \sin 2\psi + x \sin (2+\gamma)\psi, \\
a_2 & = (B + E_0 b^{-1}) [\cos \psi + x(B + E_\infty b^{-1}) \cos (1+\gamma)\psi], \\
b_2 & = (B + E_0 b^{-1}) [\sin \psi + x(B + E_\infty b^{-1}) \sin (1+\gamma)\psi], \\
a_3 & = (Bb^{-1} + 2M^{-1})(E_0 + x E_\infty \cos \gamma\psi), \\
b_3 & = (Bb^{-1} + 2M^{-1}) x E_\infty \sin \gamma\psi.
\end{align*}
\]
First we fix the angle $\frac{\pi}{2} \leq \psi \leq \pi$ in equations (49) and (50), and then eliminate $r^2$. As result, we obtain

$$r = \frac{a_1 b_1 - a_2 b_1}{a_2 b_1 - a_1 b_2}. \quad (51)$$

Substituting (51) in (49) yields

$$(a_3 b_1 - a_1 b_3)^2 a_1 - (a_2 b_1 - a_1 b_2)(a_3 b_1 - a_2 b_1 + a_2 b_2 - a_1 b_2) = 0.$$ \quad (52)

From equation (52) at each fixed angle $\psi$ from the segment $\frac{\pi}{2} \leq \psi \leq \pi$, we could find the values $x_i$ ($i = 1, 2, ...$), and then we substitute the chosen $\psi$ with the found magnitude of $x_i$ in equation (51), which allows us to find the corresponding module $r_i$ ($i = 1, 2, ...$). Knowing the values of $x_i$ and $r_i$, it is possible to determine $(\tau_i^\infty) = x_i r_i^\infty$. The set of values involving the angle $\psi$, radii $r_i$, and parameters $(\tau_i^\infty)$ completely defines the roots of the characteristic equation (46).

In order to clarify the number of characteristic equation roots, we consider their asymptotic behavior.

1) The case $\tau_i^\infty \to 0$: Suppose that $\tau_i^\infty \to 0$ ($\tau_i^\infty \to \infty$).

In this case, the characteristic equation (46) takes the form

$$f_{\gamma}(p) = p^2 + (B + E_0 b^{-1}) p_0 + E_0 (Bb^{-1} + M^{-1}) = 0,$$ \quad (53)

whence it follows that

$$p_{0i} = (p_0)_{1,2} = - \frac{1}{2} (B + E_0 b^{-1})$$

$$\pm \frac{1}{2} \sqrt{(B - E_0 b^{-1})^2 - 8E_0 M^{-1}}. \quad (54)$$

2) The case $\tau_i^\infty = \varepsilon$: Now we suppose that the relaxation time of the system is a small value, i.e. $\tau_i^\infty = \varepsilon$, where $\varepsilon$ is a small value. We will seek the solution of the characteristic equation (46) in the form:

$$p_i = p_{0i} + \varepsilon \chi_i,$$ \quad (55)

where $\chi_i$ is yet unknown function.

Substituting (55) in (46) and ignoring the values of the order higher than $\varepsilon$, we find

$$\chi_i = - \frac{f_{\gamma}(p_{0i})}{f'_{\gamma}(p_{0i})}, \quad (56)$$

where $f'_{\gamma}(p)$ denotes the derivative of the function $f_{\gamma}(p)$ with respect to $p$,

$$f'_{\gamma}(p_{0i}) = 2 p_{0i} + B + E_0 b^{-1},$$

$$f_{\gamma}(p) = p_{0i}^2 + (B + E_0 b^{-1}) p_{0i} + E_0 (Bb^{-1} + M^{-1}) p_{0i}^2.$$ \quad (57)

3) The case $\tau_i^\infty \to \infty$: Suppose that $\tau_i^\infty \to \infty$ ($\tau_i^\infty \to 0$).

In this case, the characteristic equation (46) takes the form

$$f_{\gamma}(p) = p_{0i}^2 + (B + E_0 b^{-1}) p_{0i} + E_0 (Bb^{-1} + M^{-1}) p_{0i}^2.$$ \quad (58)

From equation (57) we find

$$p_{0i} = (p_{0i})_{1,2} = - \frac{1}{2} (B + E_0 b^{-1})$$

$$\pm \frac{1}{2} \sqrt{(B - E_0 b^{-1})^2 - 8E_0 M^{-1}}. \quad (59)$$

Substituting (59) in equation (46) and ignoring the values of the order higher than $\varepsilon$, we find

$$\eta_i = - \frac{f_{\gamma}(p_{0i})}{f'_{\gamma}(p_{0i})}.$$ \quad (60)

where

$$f_{\gamma}(p_{0i}) = p_{0i}^2 + (B + E_0 b^{-1}) p_{0i} + E_0 (Bb^{-1} + M^{-1}),$$

$$f'_{\gamma}(p_{0i}) = (2 + \gamma) p_{0i}^2 + (B + E_0 b^{-1})(1 + \gamma) p_{0i} + (Bb^{-1} + M^{-1}) p_{0i}^2.$$ \quad (62)

On the ground of the above asymptotic formulas, it could be assumed that the characteristic equation (46) possesses two complex conjugate roots, which we will represent in the following form:

$$p_{1,2} = r e^{\pm i\psi} = -\alpha \pm i\omega.$$ \quad (63)

Further it is convenient to rewrite $\bar{F}_{\text{cont}}(p)$ defined by (44) in the form

$$\bar{F}_{\text{cont}}(p) = \frac{1}{p} \bar{F}_0(p),$$ \quad (64)

where

$$\bar{F}_0(p) = V\gamma g_{\gamma}(p) \bar{F}_{\gamma}(p),$$ \quad (65)

$$g_{\gamma}(p) = E_\infty p^{1+\gamma} + E_0 \tau^\gamma p + E_\infty B p^\gamma + E_0 \tau^\gamma B.$$ \quad (66)

The function $F_0(t)$ in the time domain is governed by the Mellin-Fourier inversion formula

$$F_0(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \bar{F}_0(p) e^{pt} dp.$$ \quad (67)

To calculate the integral (64), it is necessary to define all singular points of the complex function $\bar{F}_{\text{cont}}(p)$. This multi-valued function possesses the branch points at $p = 0$ and $p = \infty$ and the simple poles at the same magnitudes of $p = p_k$ which vanish to zero the denominator in equation (63), i.e. they are the roots of the characteristic equation (46).

The inversion theorem is applicable to multi-valued functions possessing branch points only on the first sheet of the Riemann surface, i.e. when $0 < |arg(p)| < \pi$. Thus a closed contour of integration should be chosen in the form presented in Figure 2. Considering Jordan lemma and applying the main theorem of the theory of residues, we rewrite the integral (64) in the following form:

$$F_0(t) = \frac{1}{2\pi i} \int_0^\infty \left[ \bar{F}_0(se^{-in}) - \bar{F}_0(se^{in}) \right] e^{-st} ds$$

$$+ \sum_k \text{res} \left[ \bar{F}_0(p_k) e^{p_k t} \right],$$ \quad (68)
where the summation is carried out over all isolated singular points (poles).

Knowing the function $F_0(t)$, it is possible to determine the contact force $F_{\text{cont}}(t)$ via the following formula:

$$F_{\text{cont}}(t) = \int_0^t F_0(t')dt'.$$  \hspace{1cm} (66)

Since the roots of the characteristic equation (46) are complex conjugate ones and are defined by formula (61), then equation (65) is reduced to

$$F_0(t) = A_0(t) + A \exp(-\alpha t) \cos(\omega t + \phi),$$  \hspace{1cm} (67)

where

$$A_0(t) = \int_0^\infty B(s)e^{-st}ds,$$

$$B(s) = \left(\frac{s - B}{s + 2}\right) \left[\frac{\text{Re}f\gamma\left(se^{i\pi}\right) - X\text{Im}f\gamma\left(se^{i\pi}\right)}{\left|\text{Re}f\gamma\left(se^{i\pi}\right)\right|^2 + \left|\text{Im}f\gamma\left(se^{i\pi}\right)\right|^2}\right],$$

$$A_1 = A_2 = A,$$

$$\tan \varphi = \frac{\text{Re}f\gamma\left(se^{i\pi}\right)\text{Re}g\gamma(p_j) + \text{Im}f\gamma\left(se^{i\pi}\right)\text{Im}g\gamma(p_j)}{\text{Im}f\gamma\left(se^{i\pi}\right)\text{Re}g\gamma(p_j) - \text{Re}f\gamma\left(se^{i\pi}\right)\text{Im}g\gamma(p_j)},$$

$$\tan \varphi_2 = -\tan \varphi_2 = \tan \varphi,$$  \hspace{1cm} (68)

$$\text{Re}f\gamma\left(se^{i\pi}\right) = \tau^{-\gamma}\left\{ s^2 [(s\tau)\gamma \cos(2 + \gamma)\pi + 1] + s [(s\tau)\gamma (B + E_\infty b^{-1}) \cos(1 + \gamma)\pi - (B + E_0 b^{-1})] + (Bb^{-1} + 2M^{-1}) \left[ E_\infty (s\tau)\gamma \cos \gamma \pi + E_0 \right]\right\},$$

$$\text{Im}f\gamma\left(se^{i\pi}\right) = \tau^{-\gamma}\left\{ s^2 (s\tau)\gamma \sin(2 + \gamma)\pi + s (s\tau)\gamma (B + E_\infty b^{-1}) \sin(1 + \gamma)\pi + (Bb^{-1} + 2M^{-1}) E_\infty (s\tau)\gamma \sin \gamma \pi \right\} = -\text{Im}f\gamma\left(se^{i\pi}\right),$$

$$\text{Re}f\gamma\left(p_1\right) = (2 + \gamma)r^{1+\gamma} \cos(1 + \gamma)\psi + 2r\tau^{-\gamma}\sin \psi + (1 + \gamma)(B + E_\infty b^{-1})r \sin \gamma \psi + \gamma E_\infty (Bb^{-1} + 2M^{-1}) \tau^{\gamma - 1} \cos(\gamma - 1)\psi + (B + E_0 b^{-1}) \tau^{-\gamma} = \text{Re}f\gamma\left(p_2\right).$$

The first term in equation (67) defines the drift of the equilibrium position, while the second term governs damping vibrations around the drifting equilibrium position.

According to equation (66), for determining the function $F_{\text{cont}}(t)$, it is a need to integrate the function (67) over $t$ from $0$ to $t$. As a result we obtain

$$F_{\text{cont}}(t) = \int_0^\infty B(s) \left(1 - e^{-st}\right)ds + \frac{A}{\alpha^2 + \omega^2} \left(\alpha \sin \varphi + \omega \cos \varphi - e^{-\alpha t} \left[\alpha \sin(\omega t + \varphi) + \omega \cos(\omega t + \varphi)\right]\right),$$

V. CONCLUSION

The impact of a long thin cylindrical plain-ended elastic rod upon an infinite isotropic rectangular prismatic beam is investigated for the case when the viscoelastic features of the beam represent themselves only in the place of contact as a result of changes of target’s microstructure during the process of contact interaction and are governed by the standard linear solid model with fractional derivatives. Out of the contact domain the target remains elastic with the non-relaxed magnitude of the elastic modulus. Due to the short duration of contact interaction, the reflected waves are not taken into account. In other words, it is assumed that the impactor will bounce from the target before the reflected waves have a time to reach the place of contact. The problem of determining the contact force is a quasi-linear one, and the Laplace transform technique has been used for its analytical solution.
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Robust normal two-armed bandit and parallel data processing

Alexander V. Kolnogorov

Abstract – According to the main theorem of the theory of games, we search minimax strategy and minimax risk for the two-armed bandit problem as Bayes’ ones corresponding to the worst prior distribution. Incomes are assumed to be normally distributed with unit variances and mathematical expectations depending on currently chosen actions only. In this case, asymptotically the worst prior distribution is symmetric and asymptotically uniform one. We obtain invariant integro-difference equation for recurrent calculation of minimax strategy and minimax risk. In the limiting case, when the horizon of the control goes to infinity we obtain the second order partial differential equation. Results can be applied to systems with parallel data processing. The usual approach is to process data sequentially, one by one. However, if the problem is considered in minimax setting, it turned out that the control may be implemented in parallel almost without the lack of its quality, i.e. under mild conditions minimax risks in both cases of parallel and sequential controls have close values.

Keywords – two-armed bandit problem, control in random environment, stochastic robust control, minimax and bayesian approaches, parallel processing.

I. INTRODUCTION

We consider the two-armed bandit problem (see, e.g. [1]). The name originates from the slot machine with two arms, corresponding model is considered in Section II. This is a sequential design problem. It is often considered as a control problem as well. The general setting assumes that there are two alternative actions. Each choice of any action generates a random income which distribution is fixed during control process but unknown to the person choosing arms. The goal is to maximize the total expected income by identification the most profitable action and its preferable application.

Different models for the problem have been proposed depending on their possible applications. For example, the finite automata and stochastic automata with variable structure (see, e.g. [2, 3]) were investigated in order to describe expedient behavior of biological systems. More effective control procedures for the problems of adaptive control were propose by [4, 5]. Models for optimization in economics were considered by [6].

In above-mentioned approaches, one assumes that incomes occur and are processed sequentially, one by one. The parallel processing of incomes was first proposed in medicine. Suppose, that there are two alternative treatments with different but unknown in advance probabilities of success and, say, 1000 patients. The result of the treatment is available in a week after its assignment. Treatments of the patients sequentially would take about twenty years, but another way is to use parallel treatments. One can assign different treatments to two test groups of, say, 100 patients. A week later, one should compare the results and most effective treatment assign to the rest 800 patients. Then the process would take two weeks. This approach is considered, e.g., by [7, 8]. The disadvantage of this approach is the small number of stages in which parallel treatments are implemented. So, the losses may be significant.

We consider the two-armed bandit problem in application to processing of a large number items of data. Two universal alternative methods of data processing are available, each method has a fixed but a priori unknown probability of successful processing. Since the best method is not known in advance, it should be estimated during the control process. The usual approach to the control is to process data sequentially, one by one. However, if the problem is considered in minimax setting, it turned out that the control may be implemented in parallel almost without the lack of its quality, i.e. under mild conditions minimax risks in both cases of parallel and sequential controls have close values. For example, $T = 30000$ items of data may be partitioned into $N = 30$ groups each containing $M = 1000$ items of data so that data in each group are processed in parallel and the results of processing are summarized. Calculations show that $N = 30$ provides a high quality of the control.

The usage of summarized results of data processing leads to the following setup of the problem. Distributions of incomes of the two-armed bandit are assumed to be normal with unknown mathematical expectations and unit variances. According to the main theorem of the theory of games minimax strategy and minimax risk are searched as Bayes ones corresponding to the worst prior distribution. In considered case, the worst prior distribution is symmetric and asymptotically uniform. This allows to use numerical methods.

The structure of the paper is the following. In section II we give the model. In section III we consider minimax and Bayesian approaches and their relation. In section IV we show that asymptotically the worst prior distribution can be chosen a symmetric and asymptotically uniform one. Recurrent equation for Bayes risk calculation over this prior distribution is given. In section V we give the invariant equation with the unit time horizon. More convenient form of this equation is obtained after extracting a singularity in its solution. Then its limiting description by the second order partial differential
equation is given. The results of numerical experiments and Monte Carlo simulations are presented in Section VI. Some presented in the article results were published earlier in [9–11].

II. THE MODEL

In this section, we describe the normal two-armed bandit, give formal setup of the problem and discuss the application to parallel data processing.

A. Normal Two-Armed Bandit

Normal two-armed bandit is a slot machine with two arms. If the gambler chooses the \( \ell \)-th arm he gets normally distributed random income with unit variance and mathematical expectation \( m_\ell \) (\( \ell = 1, 2 \)). The gambler has to play against the two-armed bandit \( N \) times totally (he knows this value) and his goal is to maximize (in some sense) his total expected income. Expectations \( m_1, m_2 \) are fixed at play but unknown to the gambler. In the sequel the arms are also called actions. This problem is closely connected with a dilemma “Information vs Control”. It states that the best control policy of the gambler is always to choose the arm corresponding to the largest value of \( m_1, m_2 \). However, due to the lack of the information on this arm the gambler should try them both and this diminishes his total expected income.

B. Formal Setup

Formally, let \( \xi_n, n = 1, \ldots, N, \) be a controlled random process which values are interpreted as incomes, depend on currently chosen actions \( \eta_n \) only and are normally distributed with probability densities

\[
f(x|m_\ell) = (2\pi)^{-1/2} \exp \left\{ -\frac{(x - m_\ell)^2}{2} \right\},
\]

if \( \eta_n = \ell (\ell = 1, 2) \). Such two-armed bandit is described by a vector parameter \( \theta = (m_1, m_2) \). Control strategy \( \sigma \) at a point of time \( n \) is a measurable function of the current history of the process, i.e. incomes \( x^{n-1} = x_1, \ldots, x_{n-1} \) and chosen actions \( y^{n-1} = y_1, \ldots, y_{n-1} \). Hence,

\[
\text{Pr}(\eta_n = \ell | y^{n-1} = y^{n-1}, x^{n-1} = x^{n-1}) = \sigma_\ell(y^{n-1}, x^{n-1}),
\]

\( \ell = 1, 2 \). There is no history at \( n = 1 \) and, hence, it can be omitted in expressions below. The set of strategies is denoted by \( \Sigma \).

Let’s describe the loss function. We assume that the goal is to maximize (in some sense) the total expected income. Hence, if parameter \( \theta \) is known, the optimal strategy should always prescribe to choose the action corresponding to the largest value of \( m_1, m_2 \). The total expected income would thus be equal to \( N(m_1 \lor m_2) \). If parameter \( \theta \) is unknown, then the function

\[
L_N(\sigma, \theta) = N(m_1 \lor m_2) - \mathbb{E}_{\sigma, \theta} \left( \sum_{n=1}^{N} \xi_n \right)
\]

describes losses of total expected income due to incomplete information. Here \( \mathbb{E}_{\sigma, \theta} \) denotes the mathematical expectation over the measure generated by a strategy \( \sigma \) and a parameter \( \theta \). The set of parameters is assumed to be the following

\[
\Theta = \{ \theta : |m_1 - m_2| \leq 2c \},
\]

where \( 0 < c < \infty \). Here condition \( c < \infty \) ensures the boundedness of the loss function on \( \Theta \).

C. Why Normal Two-Armed Bandit?

We consider the problem in application to processing of large numbers of data. Assume that there are \( T = NM \) items of data and two alternative methods of their processing. Probabilities of successful and unsuccessful processing depend on applied methods (actions) only, i.e. \( \text{Pr}(\xi'_t = 1|\eta_t = \ell) = p_\ell \), \( \text{Pr}(\xi'_t = 0|\eta_t = \ell) = 1 - p_\ell \) (\( \ell = 1, 2; t = 1, \ldots, T \)). Assume that it is known that \( p_1, p_2 \) are close to \( p \). We partition all data into \( N \) blocks each containing sufficiently large \( M \) items of data and define a process \( \xi_n = (DM)^{-1/2} \sum_{t=(n-1)M+1}^{nM} \xi'_t, n = 1, \ldots, N, \) with \( D = p(1-p) \). One can see that according to the central limit theorem distributions of \( \{\xi_n\}, n = 1, \ldots, N, \) are close to normal and their variances are close to \( 1 \) just like in considered setting.

Note, that data in the same block can be processed in parallel. It means that actual duration of data processing depends on the number of blocks and not on the total number of data. For example, \( 30000 \) items of data can be partitioned into \( 30 \) blocks each containing \( 1000 \) items of data and then processed in \( 30 \) stages.

Of course, the following question arises. How much do maximal losses of the total expected income grow due to such group processing? And the answer is that the maximal losses are approximately the same as if the data were optimally processed sequentially one by one, if the goal of the control is stated in minimax terms.

III. GOAL OF THE CONTROL

Two approaches, minimax and Bayesian, are mostly used in order to define the quality of the control. First, we’ll briefly describe both of them and then state the goal of the control.

A. Minimax Approach

According to the minimax approach the minimax risk is defined as follows

\[
R^M_N(\Theta) = \inf_{\Sigma} \sup_{\theta \in \Theta} L_N(\sigma, \theta),
\]

the corresponding strategy \( \sigma^M \) is called the minimax strategy. Note, that minimax approach to the problem for the first time was proposed by [13]. This article caused a significant interest to considered problem. The classic object of the most of arisen articles was Bernoulli two-armed bandit which can be described by distribution

\[
\text{Pr}(\xi_n = 1|\eta_n = \ell) = p_\ell, \quad \text{Pr}(\xi_n = 0|\eta_n = \ell) = 1 - p_\ell, \quad \ell = 1, 2.
\]

Such two-armed bandit is described by a parameter \( \theta = (p_1, p_2) \) with the set of values \( \Theta = \{ \theta : 0 \leq p_\ell \leq 1; \ell = 1, 2 \} \).

Let’s discuss some properties of minimax approach.
Robustness. A very good property of the minimax approach is its robustness. Namely, if the minimax strategy $\sigma^M$ is applied then the following inequality holds

$$L_N(\sigma^M, \theta) \leq R^M_N(\Theta),$$

for all $\theta$ and this ensures boundedness of maximal losses.

Impossibility of Direct Determination. A direct determination of the minimax risk is impossible. For Bernoulli two-armed bandit, it was shown by [14] that exact determination of the minimax risk is practically impossible already for $N > 4$. As they write, “the algebra involved becomes progressively more complicated with increasing $N$ and seems to remain prohibitive already for $N$ as small as 5”. For the normal two-armed bandit the problem is not easier.

An Asymptotic Minimax Theorem. However, for Bernoulli two-armed bandit an asymptotic minimax theorem by [15] holds:

$$0.530 \leq (DN)^{-1/2}R^M_N(\Theta) \leq 0.752,$$

as $N \to \infty$. Here $D = 0.25$ is the maximal variance of one-step income. The estimates (3) can be easily generalized to considered normal two-armed bandit with a glance that $D = 1$ in this case.

B. Bayesian Approach

Let’s define a prior distribution $\Lambda(d\theta)$ on $\Theta$. According to the Bayesian approach the Bayes risk is defined as follows

$$R^K_B(\Lambda) = \inf_{\Sigma} \int L_N(\sigma, \theta) \Lambda(d\theta),$$

the corresponding strategy $\sigma^K_B$ is called the Bayes strategy.

Let’s discuss some properties of Bayesian approach.

A Simple Algorithm of Finding Bayes Risk and Bayes Strategy. Bayesian approach is very popular one because it allows to write recurrent equations for calculation of both Bayes strategy and Bayes risk by a dynamic programming technique. As Berry and Fristedt write, “…it is not that researchers in bandit problems tend to “Bayesians”; rather Bayes’s theorem provides a convenient mathematical formalism that allows for adaptive learning and so is an ideal tool in sequential decision problems”.

No Clear Criteria for Prior Distribution Assignment. The prior distribution is often assigned for reasons of convenience of calculations. In addition, some settings allow to take into consideration expert opinions and this may help to assign the prior distribution.

C. Main Theorem of the Theory of Games

Minimax and Bayesian approaches are related by the main theorem of the theory of games. Denote by $\mu$ and $\Lambda$ distributions on the sets $\Sigma$ and $\Theta$. The corresponding loss function is equal to

$$L_N(\mu, \Lambda) = \int \int \int L_N(\sigma, \theta) \mu(d\sigma) \Lambda(d\theta).$$

According the main theorem of theory of games under mild conditions the equality holds

$$\inf_{\mu} \sup_{\Lambda} L_N(\mu, \Lambda) = \inf_{\mu} \int L_N(\mu, \Lambda) \mu(d\mu).$$

Since the sets $\{\mu\}$ and $\Sigma$ are the same in considered case, and $\inf_{\mu} \sup_{\Lambda} L_N(\mu, \Lambda) = \sup_{\Lambda} \inf_{\mu} L_N(\mu, \Lambda)$, it follows from (5) that

$$R^M_N(\Theta) = \inf_{\mu} \sup_{\Sigma} L_N(\sigma, \Theta) = \sup_{\Lambda} \int L_N(\mu, \Lambda) \mu(d\mu),$$

where $\Lambda^0$ denotes the worst prior distribution corresponding to the maximum of Bayes risk. Equality (6) means that minimax risk is equal to Bayes risk corresponding to the worst prior distribution. And the minimax strategy is equal to corresponding Bayes strategy as well.

D. The Goal and the Method

In the sequel the problem is considered in minimax (robust) setting. According to the main theorem of the theory of games minimax risk and minimax strategy are searched as Bayes’ ones calculated over the worst prior distribution.

IV. Equation for Minimax Risk and Minimax Strategy Calculation

In this section we provide standard recurrent equation for Bayes risk and Bayes strategy calculation. Then we analyze the properties of the worst prior distribution and obtain recurrent equation for Bayes risk and Bayes strategy calculation over the worst prior distribution. One can find more details proofs of the most results in [9, 10].

A. Standard Equation for Bayes Risk and Bayes Strategy Calculation

In the sequel, we consider strategies which apply the same actions to the groups of $M$ incomes. If incomes arise sequentially, one-by-one, these strategies allow to switch actions more rarely. If incomes arise by groups, these strategies allow their parallel processing.

Let’s write standard equations for Bayes risk and Bayes strategy calculation. Denote by $f_D(x|M) = (2\pi D)^{-1/2} \exp \{- (x - M)^2 / (2D)\}$ the probability density of normal distribution with mathematical expectation $M$ and variance $D$. Let $\lambda(m_1, m_2)$ denote the prior distribution density on the set $\Theta$. Let $(X_1, n_1, X_2, n_2)$ denote the history of the process by the point of time $n$ with $n_1$, $n_2$ total numbers of both actions application ($n_1 + n_2 = n$) and $X_1$, $X_2$ corresponding total incomes. We assume that $X_\ell = 0$ if $n_\ell = 0$. Hence, the posterior distribution density is as follows

$$\lambda(m_1, m_2 | X_1, n_1, X_2, n_2) = \frac{f_{n_1}(X_1 | m_1) f_{n_2}(X_2 | m_2) \lambda(m_1, m_2)}{\int f_{n_1}(X_1 | m_1) f_{n_2}(X_2 | m_2) \lambda(m_1, m_2) dm_1, dm_2}.$$
Denote by $R^B_{N-n}(\lambda; X_1, X_2, n_2)$ the Bayes risk at the final $N-n$ steps calculated over the posterior distribution density (7) (here $n = n_1 + n_2$). Denote $x^+ = \max(x, 0)$. Then

$$R^B_{N-n}(\cdot) = \min(R^{(1)}_{N-n}(\cdot), R^{(2)}_{N-n}(\cdot)), \quad (8)$$

with $R^{(1)}_{0}(\cdot) = R^{(2)}_{0}(\cdot) = 0$ and

$$R^{(1)}_{N-n}(\lambda; X_1, n_1, X_2, n_2) = \iint (M(m_2 - m_1)^+ + E^{(1)}R^B_{N-n-1}(\lambda; X_1 + x, n_1 + M, X_2, n_2)) \times \lambda(m_1, m_2, X_1, n_1, X_2, n_2)dm_1dm_2, \quad (9)$$

$$R^{(2)}_{N-n}(\lambda; X_1, n_1, X_2, n_2) = \iint (M(m_1 - m_2)^+ + E^{(2)}R^B_{N-n-1}(\lambda; X_1, n_1, X_2 + x, n_2 + M)) \times \lambda(m_1, m_2, X_1, n_1, X_2, n_2)dm_1dm_2. \quad (10)$$

if $n < N$. Here

$$E^{(\ell)}R(x) = \int_{-\infty}^{+\infty} R(x)f_M(x|M_m\ell)dx, \quad \ell = 1, 2.$$ 

Note, that $R^{(\ell)}_{n}(\cdot)$ are equal to expected losses on the final $N-n$ steps if at first the $\ell$-th action is chosen $M$ times and then the optimal control is implemented ($\ell = 1, 2$). The Bayes strategy prescribes to choose at first $M$ steps the action corresponding to the smallest value of $R^{(1)}_{N-n}(\cdot), R^{(2)}_{N-n}(\cdot)$, the choice may be arbitrary if these values are equal to each other.

### B. Properties of the Worst Prior Distribution

Recall that the worst prior distribution corresponds to the maximum of Bayes risk (4). This allows to describe its properties. The arguments use the following lemmas.

**Lemma 1.** Bayes risk is a continuous concave function of distribution density, i.e. for any densities $\lambda_1, \lambda_2$ and positive real numbers $\alpha_1, \alpha_2$, such that $\alpha_1 + \alpha_2 = 1$, inequality holds

$$R^B_N(\alpha_1\lambda_1 + \alpha_2\lambda_2) \geq \alpha_1R^B_N(\lambda_1) + \alpha_2R^B_N(\lambda_2). \quad (11)$$

**Proof.** The property follows from inequalities

$$\inf_{\Sigma} (\alpha_1L_N(\sigma, \lambda_1) + \alpha_2L_N(\sigma, \lambda_2)) d\theta$$

$$\geq \alpha_1 \inf_{\Sigma} L_N(\sigma, \lambda_1)d\theta + \alpha_2 \inf_{\Sigma} L_N(\sigma, \lambda_2)d\theta = \alpha_1R^B_N(\lambda_1) + \alpha_2R^B_N(\lambda_2).$$

**Lemma 2.** The following transformations $\hat{\lambda}$ of the prior distribution density $\lambda$ do not change the Bayes risk, i.e. $R^B_N(\hat{\lambda}) = R^B_N(\lambda)$:

1) $\hat{\lambda}^{(1)}(m_1, m_2) = \lambda(m_1 + m, m_2 + m)$ (for all $m_1, m_2$

2) $\hat{\lambda}^{(2)}(m_1, m_2) = \lambda(m_1 + m, m_2 + m)$ (for all $m_1, m_2$

Let’s discuss these properties without proof. Property 1) means that Bayes risk does not change if the actions are swapped and this information is given to the gambler. Property 2) means that Bayes risk does not change if all incomes are shifted on the same value $m$ and this information is given to the gambler.

Lemma 1 and lemma 2 allow to describe the worst prior distribution. First, this distribution density can be chosen a symmetric one, i.e. $\lambda(m_1, m_2) = \lambda(m_2, m_1)$ for all $m_1, m_2$. If it is not the case, let’s put $\lambda^{(1)}(m_1, m_2) = (\lambda(m_1, m_2) + \lambda(m_2, m_1))/2$. Using (11) and property 1), one can see that $R^B_N(\lambda^{(1)}(m_1, m_2)) \geq R^B_N(\lambda(m_1, m_2))$ and, hence, $\lambda^{(1)}(m_1, m_2)$ can be chosen as the worst distribution density.

Similarly, if $\lambda(m_1, m_2)$ is the worst one, let’s put for sufficiently large $a$

$$\lambda^{(2)}(m_1, m_2) = (2a)^{-1} \int_{-a}^{a} \lambda(m_1 + m, m_2 + m)dm, \quad \text{Using (11) and property 2), one can see that}$$

$R^B_N(\lambda^{(2)}(m_1, m_2)) \geq R^B_N(\lambda(m_1, m_2))$ and, hence, $\lambda^{(2)}(m_1, m_2)$ can be chosen as the worst distribution density. However, $\lambda^{(2)}(m_1, m_2)$ is more uniform than $\lambda(m_1, m_2)$ with respect to the shift of expectations $(m_1, m_2)$.

In the sequel it is convenient to modify parameterization. Let $m_1 = u + v, m_2 = u - v$, then $\theta = (u + v, u - v)$ and $\Theta = \{\theta : |v| \leq c\}$. Taking into account that $|\partial(m_1, m_2)/\partial(u, v)| = 2$, one obtains that a prior distribution density is equal to $\nu(u, v) = 2\lambda(u + v, u - v)$. The prior distribution density which asymptotically does not decrease the Bayes risk can be chosen as follows

$$\nu_a(u, v) = \kappa_a(u)\rho(v), \quad (12)$$

where $\kappa_a(u)$ is the uniform density on the interval $|u| \leq a, \rho(v)$ is a symmetric density (i.e. $\rho(-v) = \rho(v)$) on the interval $|v| \leq c$ and $a \rightarrow \infty$.

### C. Equations for Bayes Risk and Bayes Strategy Calculation over the Worst Prior Distribution

Let’s consider a strategy which at the initial $2M_0$ steps applies both actions by turn receiving incomes $X_1, X_2$. At the rest horizon the strategy applies the same actions to groups of $M$ incomes. The values $X = (X_1 + X_2)/2, Y = (X_1 - X_2)/2$ can be used for the posterior probability density calculation:

$$\nu_a(u, v|X, Y) = \kappa_a(u|X)\rho(v|Y) \quad (13)$$

with

$$\kappa_a(u|X) = \frac{f_{M_0/2}(X|M_0u)\kappa_a(u)}{p(X)}$$

and

$$p(X) = \int_{-\infty}^{\infty} f_{M_0/2}(X|M_0u)\kappa_a(u)du.$$
and
\[ \rho(v|Y) = \frac{f_{M_0/2}(Y|M_0 v)\rho(v)}{q(Y)}, \]
\[ q(Y) = \int_{-\infty}^{\infty} f_{M_0/2}(Y|M_0 v)\rho(v)dv. \]

One can see that if \( X \) and \( u \) are fixed, then \( \nu_u(u)/\mu(X) \to 1 \) as \( a \to \infty \). Hence, \( \nu_u(u,v|X,Y) \to \mu(u,v|X,Y) \) with
\[ \nu_u(u,v|X,Y) = f_{M_0/2}(X|M_0 u)v\rho(v). \] (14)
The following lemma is given without proof.

**Lemma 3.** Let \( \nu_u(u,v) \) be chosen satisfying (12). Corresponding Bayes risk satisfies the equality
\[ \lim_{a \to \infty} R_{N}^B(\nu_u(u,v)) = 4M_0 \int_0^c v\rho(v)dv + \int_{-\infty}^{\infty} R_{N-2M_0}(\mu(u,v|X,Y))q(Y)dY \] (15)
with distribution density \( \mu(u,v|X,Y) \) chosen from (14). Risks \( \{R_{N-2M_0}(\mu(u,v|X,Y))\} \) do not depend on \( X \).

Now let’s write the dynamic programming equation for Bayes risk calculation according to (15). This equation follows from (8)–(10) if the prior distribution density is formally assumed to be constant with respect to \( u \) and this gives the true expressions for the posterior densities provided \( n_1 \geq M_0, n_2 \geq M_0 \), Note that, these equations are more simple for risks
\[ R_{n_1,n_2}(X_1, X_2) = R_{N-n}(X_1, n_1, X_2, n_2)\cdot p_{n_1,n_2}(X_1, X_2) \] with
\[ p_{n_1,n_2}(X_1, X_2) = \int f_{n_1}(X_1|n_1 m_1) f_{n_2}(X_2|n_2 m_2) \times \lambda(m_1, m_2)dm_1dm_2. \]

Denote by \( R_{n_1,n_2}(Z) = R_{n_1,n_2}(X_1, X_2) \) with \( Z = X_1 n_2 - X_2 n_1 \).

**Theorem 1.** Let \( \nu_u(u,v) \) be chosen from (12) and \( a \to \infty \). Then
\[ R_{n_1,n_2}(Z) = \min(R_{n_1,n_2}^{(1)}(Z), R_{n_1,n_2}^{(2)}(Z)), \] (16)
with \( R_{n_1,n_2}^{(1)}(Z) = R_{n_1,n_2}^{(2)}(Z) = 0 \) at \( n_1 + n_2 = N \),
\[ R_{n_1,n_2}^{(1)}(Z) = 2M_0 \int_0^c v\rho_{n_1,n_2}(Z,v)dv \]
\[ + \frac{1}{n_2} \int_{-\infty}^{+\infty} R_{n_1+n_2,M}(Z+z)h_{n_1,M}(Z - n_2 z)dz, \] (17)
\[ R_{n_1,n_2}^{(2)}(Z) = 2M_0 \int_0^c v\rho_{n_1,n_2}(Z,-v)dv \]
\[ + \frac{1}{n_1} \int_{-\infty}^{+\infty} R_{n_1+n_2,M}(Z+z)h_{n_2,M}(Z - n_1 z)dz \] (18)

at \( n_1 + n_2 < N, n_1 \geq M_0, n_2 \geq M_0 \). Here
\[ g_{n_1,n_2}(Z,v) = \frac{1}{(2\pi n_1 n_2 (n_1 + n_2))^{1/2}} \times \exp \left( -\frac{(Z + 2\nu_{n_1,n_2})(Z + 2\nu_{n_1,n_2})}{2n_1 n_2 (n_1 + n_2)} \right), \] (19)
\[ h_{n_1,M}(z) = \frac{(n + M)}{(2\pi Mn)^{1/2}} \times \exp \left( -\frac{z^2}{2Mn(n + M)} \right). \] (20)
Bayes risk (15) is calculated according to the formula
\[ \lim_{a \to \infty} R_{N}^B(\nu_u(u,v)) = 4M_0 \int_0^c v\rho(v)dv + \int_{-\infty}^{\infty} R_{N-2M_0}(\mu(u,v|X,Y))q(Y)dY \] (21)
**Proof.** Let’s check the correctness of (17). Multiplying left-hand side and right-hand side of (9) by \( p_{n_1,n_2}(X_1, X_2) \) one obtains
\[ R_{n_1,n_2}^{(1)}(X_1, X_2) = \int_0^c 2v\rho_{n_1,n_2}(X_1, X_2, v)\rho(v)dv \]
\[ + \int_{-\infty}^{+\infty} R_{n_1+n_2,M}(X_1 + x, X_2)h_{n_1,M}(X_1 - n_1 x)dz. \] (22)
Here \( g_{n_1,n_2}(X_1, X_2, v) \) should be calculated under assumption that the prior distribution density is constant for all \( u \in (-\infty, +\infty) \), i.e.
\[ g_{n_1,n_2}(X_1, X_2, v) = \int_{-\infty}^{+\infty} f_{n_1}(X_1|n_1 u) f_{n_2}(X_2|n_2 v)du \]
\[ = \exp \left( \frac{-(X_1 - \bar{X}_1 + 2v)^2}{2(n_1^{-1} + n_2^{-1})} \right) \]
\[ = \frac{(2\pi n_1 n_2 (n_1 + n_2))^{1/2}}{2(n_1^{-1} + n_2^{-1})^{1/2}}, \]
where \( \bar{X}_1 = X_1/n_1, \ell = 1,2 \). Function \( h_{n_\ell}(X_\ell - n_\ell x) \) does not depend on the prior distribution:
\[ h_{n_\ell,M}(MX_\ell - nx) = \left( \int f_M(x|n_\ell m_\ell) f_{n_\ell}(X_\ell|n_\ell m_\ell) \right) \times f_{n_\ell}(X_\ell|n_\ell m_\ell) \lambda(m_1, m_2)dm_1dm_2 \]
\[ = \frac{f_M(x|n_\ell m_\ell) f_{n_\ell}(X_\ell|n_\ell m_\ell) \lambda(m_1, m_2)dm_1dm_2}{f_{n_\ell}(X_\ell|n_\ell m_\ell) \lambda(m_1, m_2)dm_1dm_2}, \]
\[ = \frac{n_\ell + M}{(2\pi n_\ell)^{1/2}} \ exp \left( -\frac{(MX_\ell - nx)^2}{2n_\ell(n_\ell + M)} \right). \]
Obviously, \( g_{n_1,n_2}(X_1, X_2, v) \) correspond to those given in (19), (20). Then, note that at \( n_1 + M, n_2 \) the value \( Z \) is recalculated by expression \( Z \leftrightarrow (X_1 + x)n_2 - X_2(n_1 + M) = Z + z \) with \( z = x n_2 - X_2 M \). Noting that \( MX_1 - n_1 x = n_2^{-1}(MZ - n_1 z) \) and changing the integration variable in (22) from \( z \) to \( x \) one obtains (17).
Equation (18) is proved in the similar way. Equality (21) follows from (15) if one takes into account that $R^{B}_{\infty} = R^{B}_{\infty}(\mu(u,v|X,Y))q(Y)$.

V. INVARIANT EQUATION AND LIMITING DESCRIPTION

In this section, we give invariant form of recurrent equation with unit time horizon. The disadvantage of this equation is that its solution is singular at $t = 0$. However, this singularity can be easily extracted. Then we give the limiting description of recurrent integro-difference equation by the second order partial differential equation. Some of results are presented in [11, 12].

A. Invariant Equation with Unit Time Horizon

Now we write equation in invariant form with unit time horizon. Denote $S = ZN^{-3/2}$, $s = zN^{-3/2}$, $t_1 = n_1N^{-1}$, $t_2 = n_2N^{-1}$, $t = nN$, $w = vN^{1/2}$, $c = CN^{-1/2}$, $\varepsilon = MN^{-1}$, $\varepsilon_0 = \mu_0N^{-1}$, and $r_\varepsilon(S, t_1, t_2) = N R_{n_1, n_2}(Z)$, $r^{(\ell)}_\varepsilon(S, t_1, t_2) = N R^{(\ell)}_{n_1, n_2}(Z)$, $g(w) = N^{-1/2} \rho(v)$.

Let's consider the set of parameters $\Theta := \{m_1, m_2 : |m_1 - m_2| \leq 2cN^{-1/2}\}$ which describes the set of close distributions.

Theorem 2. Let $\nu_\varepsilon(u, v)$ be chosen from (12) and $a \to \infty$. Then the following equation holds

$$r_\varepsilon(S, t_1, t_2) = \min(r^{(1)}_\varepsilon(S, t_1, t_2), r^{(2)}_\varepsilon(S, t_1, t_2)),$$

where $r^{(1)}_\varepsilon(S, t_1, t_2) = r^{(2)}_\varepsilon(S, t_1, t_2) = 0$ if $t_1 + t_2 = 1$,

$$r^{(1)}_\varepsilon(S, t_1, t_2) = \varepsilon g^{(1)}(S, t_1, t_2),$$

$$+ t_2^{-1} \int_{-\infty}^{+\infty} r_\varepsilon(S + s, t_1 + \varepsilon, t_2) h_\varepsilon \left( \frac{S - t_1 s}{t_2} - t_1 \right) ds,$$

$$r^{(2)}_\varepsilon(S, t_1, t_2) = \varepsilon g^{(2)}(S, t_1, t_2),$$

$$+ t_1^{-1} \int_{-\infty}^{+\infty} r_\varepsilon(S + s, t_1 + \varepsilon, t_2) h_\varepsilon \left( \frac{S - t_2 s}{t_1} - t_2 \right) ds$$

if $t_1 + t_2 < 1$, $t_1 \geq \varepsilon_0$, $t_2 \geq \varepsilon_0$. Here

$$g^{(1)}(S, t_1, t_2) = \int_{0}^{\infty} 2w g(S, -1)^{t_1+1} w, t_1, t_2) g(w) dw,$$

$$g(S, w, t_1, t_2) = \frac{(2\pi t_1 t_2(t_1 + t_2))^{-1/2}}{s^2 + t_2^2},$$

$$h_\varepsilon(s, t) = \left( 1 + \varepsilon \right)^{-1/2} \exp \left( - \frac{s^2}{2\pi(t + \varepsilon)} \right).$$

The Bayes risk (4) corresponding to asymptotically the worst prior distribution $\nu_\varepsilon(u, v)$ is equal to

$$\lim_{C \to \infty} R^{B}_{\infty}(\nu_\varepsilon(u, v)) = N^{1/2}$$

$$\times \left( 4C_0 \int_{0}^{\infty} w d w + \int_{-\infty}^{+\infty} r_\varepsilon(s, \varepsilon_0, \varepsilon_0) ds \right).$$

Proof. Making above-mentioned substitution of variables one obtains

$$g^{(1)}(S, t_1, t_2) = N^2 g^{(1)}_{n_1, n_2}(Z, v),$$

$$g^{(2)}(S, t_1, t_2) = N^2 g^{(2)}_{n_1, n_2}(Z, v),$$

$$h_\varepsilon(s, t) = N^{1/2} h_{n,M}(z),$$

$$\varepsilon g^{(1)}(S, t_1, t_2) = N M \varepsilon^{(1, n_2, n_2)(Z)},$$

$$\varepsilon g^{(2)}(S, t_1, t_2) = N M \varepsilon^{(2, n_2, n_2)(Z)},$$

$$\varepsilon g^{(l)}(S, t_1, t_2) = N M \varepsilon^{(l, n_2, n_2)(Z)},$$

$$\varepsilon g^{(l)}(S, t_1, t_2) = N M \varepsilon^{(l, n_2, n_2)(Z)},$$

$$\varepsilon g^{(l, M)}(S, t_1, t_2) = N M \varepsilon^{(l, n_2, n_2)(Z)}.$$
if \( t_1 + t_2 < 1 \).

We restrict our consideration to the first equation (30). The check is made by induction. Obviously, (29) holds if \( t = 1 \). Assume that it holds if \( t + \varepsilon = t_1 + t_2 + \varepsilon \leq 1 \). Making the substitution of variables \( s + x = y \) in (24) one obtains

\[
 r_ε^{(1)} \left( t_1, t_2 \right) = e^g_ε \left( s \right) t_1 t_2 + t_2^{-1} + \int_{-\infty}^{\infty} r_ε \left( y, t_1 + \varepsilon, t_2 \right) h_ε \left( \frac{s(1 + \varepsilon) + t_2 y}{t_2} \right) dy. \tag{31}
\]

By assumption, (29) holds if \( t_1 + t_2 + \varepsilon \). Note that all functions in (31) are exponents. Since the following equalities hold for the powers of these exponents

\[
y^2 \left( t_1 + \varepsilon \right) t_2 \left( t_1 + \varepsilon + t_2 \right) + t_1 \varepsilon \left( t_1 + \varepsilon \right) t_2 \left( t_1 + \varepsilon + t_2 \right) \left( t_1 + \varepsilon + t_2 \right)^{-1} = 1 + \left( \frac{t_1 + \varepsilon + t_2}{t_1 + \varepsilon} \right)^{1/2} \left( \varepsilon t_2^2 \left( 1 + \varepsilon \right)^{-1} \right)^{1/2},
\]

then (29) and (30) follow from (23), (31).

Now let\’s put \( u = st^{-1} \), \( r_ε, \left( u, t_1, t_2 \right) = \tilde{r}_ε \left( u, t_1, t_2 \right) \), and \( r_ε^{(1)} \left( u, t_1, t_2 \right) = \tilde{r}_ε^{(1)} \left( u, t_1, t_2 \right) \), \( \ell = 1, 2 \), and let\’s check up that (26) and (27) follow from (29) and (30). Let\’s check up the first equation (27). In the first equality (30), let\’s put \( (26) \) and \( (27) \) follow from (29) and (30). Let\’s check up the first equation (32). For this purpose we present \( r_ε \left( u - x, t_1 + \varepsilon, t_2 \right) \) as follows:

\[
r_ε \left( u - x, t_1 + \varepsilon, t_2 \right) = r_ε \left( u, \cdot \right) - x \cdot \frac{\partial r_ε \left( u, \cdot \right)}{\partial u} + \frac{x^2}{2} \cdot \frac{\partial^2 r_ε \left( u, \cdot \right)}{\partial u^2} + o(x^2). \tag{33}
\]

Noting that

\[
\int_{-\infty}^{\infty} f_x \left( x \right) dx = 1, \quad \int_{-\infty}^{\infty} x f_x \left( x \right) dx = 0, \quad \int_{-\infty}^{\infty} x^2 f_x \left( x \right) dx = \varepsilon,
\]

and substituting (33) into the first equation (27), one obtains

\[
r_ε^{(1)} \left( u, t_1, t_2 \right) = e^g_ε \left( u \right) t_1 t_2 + t_2^{-1} + \int_{-\infty}^{\infty} r_ε \left( u - x, t_1 + \varepsilon, t_2 \right) f_x \left( x \right) dx
\]

\[
= e^g_ε \left( u \right) t_1 t_2 + r_ε \left( u, t_1 + \varepsilon, t_2 \right) + \frac{\varepsilon t_2^2}{2} \cdot \frac{\partial^2 r_ε \left( u, t_1 + \varepsilon, t_2 \right)}{\partial u^2} + o(\varepsilon),
\]

i.e. the first equation (32) is valid. The validity of the second equation (32) is checked up in a similar way.

In the limiting case as \( \varepsilon \downarrow 0 \), one obtains from (32) two differential equations for \( r = r(u, t_1, t_2) \):

\[
\frac{\partial r}{\partial t_1} + \frac{t_2^2}{2t_1^2} \cdot \frac{\partial^2 r}{\partial u^2} + g_ε \left( g \right) \left( u, t_1, t_2 \right) = 0 \quad \text{if} \quad (u, t_1, t_2) \in D_1,
\]

\[
\frac{\partial r}{\partial t_2} + \frac{t_1^2}{2t_2^2} \cdot \frac{\partial^2 r}{\partial u^2} + g_ε \left( g \right) \left( u, t_1, t_2 \right) = 0 \quad \text{if} \quad (u, t_1, t_2) \in D_2,
\]

where \( D_1, D_2 \) correspond to choices of the first and the second actions respectively. The usual approach assumes that it is necessary to describe the boundary between \( D_1, D_2 \) and conditions on \( r(u, t_1, t_2) \) at this boundary. However, recall that equations (32) should be added by the second equation (26) which can be written in the form

\[
\min_{\ell = 1, 2} \left( \frac{\partial r}{\partial t_\ell} \right) \left( u, t_1, t_2 \right) - r_ε \left( u, t_1, t_2 \right) = 0,
\]

and then the differential equation becomes as follows

\[
\min_{\ell = 1, 2} \left( \frac{\partial r}{\partial t_\ell} + \frac{t_2^2}{2t_1^2} \cdot \frac{\partial^2 r}{\partial u^2} + g_ε \left( g \right) \left( u, t_1, t_2 \right) \right) = 0 \tag{34}
\]

with initial and boundary conditions

\[
\lim_{t_1 + t_2 \to 1} r \left( u, t_1, t_2 \right) = 0,
\]

\[
\lim_{u \to \infty} r \left( u, t_1, t_2 \right) = \lim_{u \to \infty} r \left( u, t_1, t_2 \right) = 0.
\]

Equation (34) simultaneously describes the function \( r(u, t_1, t_2) \) and the sets \( D_1, D_2 \), because \( D_\ell \) corresponds to minimum of \( \ell \)-th member in the left-hand side of (34).

VI. NUMERICAL RESULTS

In this section, we give numerical results and Monte-Carlo simulations. First, we calculate minimax risk and minimax strategy as Bayes\’ ones corresponding to the worst prior distributions. Then we apply the strategy to parallel data processing and present Monte-Carlo simulations. Finally, we compare solutions to integro-difference and partial differential equations.
A. Finding Minimax Risk and Minimax Strategy

Numerical optimization was made using (16)–(21) with $M_0 = M = 1$ under assumption that probability density $\rho(v)$ is concentrated at two points $v = \pm dN^{-1/2}$ with probabilities 0.5. Hence, the worst prior distribution should correspond to the maximum of the normalized Bayes risk $r_N(d) = N^{-1/2}R_N^b(\cdot)$. Calculations were implemented for $d = 0.9, 1.1, \ldots, 5.5$. Then maxima of normalized risks $r_N(d)$ and corresponding values of the argument $d_N$ were determined. The results are presented in Table I and on Fig. 1. Two latter maxima $\max r_N(d)$ are internal ones and are in agreement with (3). The first maximum $\max r_N(d)$ is achieved at the right bound of $d$ and does not suit to (3). This can be explained by the fact that $r_N(d)$ is a growing function of $d$ if $d$ is large enough. And the less value of $N$, the less value of $d$ demonstrates this behavior of $r_N(d)$.

Computed Bayes strategy at $n > 2$ was the following: apply the first action if $Z > T(n_1, n_2)$ and the second action if $Z < T(n_1, n_2)$, where $\{T(n_1, n_2)\}$ is the set of determined threshold values. Then for determined Bayes strategy normalized losses $l_N(d) = N^{-1/2}L_N(\cdot)$ were computed as well. They had the same values $\max l_N(d)$ as $\max r_N(d)$ at the same points $d_N$. It confirms the trueness of the original assumption of probability density $\rho(v)$ structure.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPTIMIZATION RESULTS</td>
</tr>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>50</td>
</tr>
</tbody>
</table>

B. Monte-Carlo Simulations of Parallel Data Processing

Consider the following example. Let $T = 600$ packages of data be given such that two possible actions can be used for their processing. Processing is successful ($\xi_t = 1$) or unsuccessful ($\xi_t = 0$). Probabilities of successful and unsuccessful processing depend on applied actions only, i.e. $Pr(\xi_t = 1 | \eta_t = \ell) = p_\ell$, $Pr(\xi_t = 0 | \eta_t = \ell) = 1 - p_\ell$ ($\ell = 1, 2$). Assume that it is known that $p_1$, $p_2$ are close to $p = 0.6$. We partition all packages into $N = 30$ blocks each containing $M = 20$ packages and define a process $\xi_n = (DM)^{-1/2} \sum_{t=(n-1)N}^n \xi_t$, $n = 1, \ldots, N$ with $D = p(1 - p)$. Distributions of $\{\xi_n\}$ are close to normal and their variances are close to 1.

We use invariant equation (23)–(25) with $\varepsilon_0 = \varepsilon = 1/30$ and apply corresponding minimax strategy to $\{\xi_n\}$. On Fig. 2 Monte-Carlo simulations of normalized losses $l_T(d) = (DT)^{-1/2}E_{\sigma, \theta} \left( \sum_{t=1}^{T} ((p_1 \lor p_2) - \xi_t) \right)$ in comparison with $l_N(d)$ calculated by (23)–(25) with $\varepsilon_0 = \varepsilon = 1/30$ are presented. Parameters $d$ and $\theta = (p_1, p_2)$ are related as $p_1 - p_2 = 2d(D/T)^{1/2}$ and $p_1$, $p_2$ are close to $p = 0.6$. One can see on Fig. 2 that $l_T(d)$ follows $l_N(d)$ and is even less than the latter. The possible explanation is that distributions of aggregated data are not sufficiently close to normal. This explanation is confirmed by the curve obtained for $T = 3000$ data which were partitioned into $N = 30$ groups each containing $M = 100$ data. This curve is closer to theoretical one.

C. Comparison of Numerical Solutions to Integro-Difference and Partial Differential Equations

Numerical solutions $r_x(s, \varepsilon_0, \varepsilon_0)$ and $r_x(u, \varepsilon_0, \varepsilon_0)$ with $\varepsilon_0 = 0.02; 0.04; 0.1$ are presented on Fig. 3 and Fig. 4 respectively.
Here probability density $\varrho(w)$ is concentrated in two points $w = \pm 1.7$ with probabilities 0.5. In all cases $\varepsilon = 0.02$.

Solutions $r_x(s, \varepsilon_0, \varepsilon_0)$ are singular if $\varepsilon_0 \downarrow 0$. On Fig. 3 singularity becomes more expressed with diminishing of $\varepsilon_0$. Solutions $r_x(u, \varepsilon_0, \varepsilon_0)$ are not singular. On Fig. 4 the less values of $\varepsilon_0$ correspond to larger values of $r_x(u, \varepsilon_0, \varepsilon_0)$.

Finally, note that Bayes risk at $\varepsilon_0 = 0.02$ calculated by (25) (using (26) in the second case) in both cases was approximately equal to 0.651. However, the calculations in the second case took time twice less than in the first case.

Numerical experiments also show the proximity of solutions to equations (26)–(27) and (26)–(32) (the second case corresponds to differential equation (34)). Partial derivatives in (32) were calculated as

$$\frac{\partial^2 r(u, \cdot)}{\partial u^2} = \frac{r(u + \Delta \cdot) - 2r(u, \cdot) + r(u - \Delta \cdot)}{\Delta^2},$$

and it was always assumed that $\varepsilon < \Delta^2$ for stability of calculations.

All curves on Fig. 5 are obtained under assumption that $\varrho(w)$ is concentrated at $w = \pm 1.7$ with probabilities 0.5. Numerical solutions to integro-difference $r_x(u, \varepsilon_0, \varepsilon_0)$ and to differential $\tilde{r}(u, \varepsilon_0, \varepsilon_0)$ equations for $\varepsilon_0 = 0.1$; 0.2; 0.3; 0.4, are presented by thin and thick lines respectively on Fig. 5. Less values of $\varepsilon_0$ correspond to larger values of functions.
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Abstract—An analytic solution to heat conduction problem in 2D unbounded doubly periodic composite materials with temperature dependent conductivities of its components (matrix and inclusions) is given. Linear boundary value problem for a quasi-linear differential equation is reduced to a non-linear boundary value problem for Laplace equation. By introducing complex potentials, the later is reduced to a nonlinear boundary value problem for analytic functions. This problem is investigated via application of a combination of the method of functional equations and the method of the successive approximation. Detailed description of a new algorithm for the construction of any level approximate solution to the starting problem is given.

I. INTRODUCTION

The study of the macroscopic properties of the composite materials (heterogeneous media) is of the high importance for the modern material science and technology. Different approaches for study linear inhomogeneous material are presented in well-known monographs [1], [2], [3], [4], [5]. One of the leading methods in the study of inhomogeneous media is so called homogenization method (see [6], [7]). Mathematical aspects of the higher order homogenization have been intensively developed (see, e.g. [8]). The limiting case for large (close to the maximal value) rectangular cross-section cylindrical cavities by means of an asymptotic procedure were studied in [6], simple analytical expressions for effective parameters are also found there. Non-local phenomena resulting from a high contrast (or anisotropy) of composite structures were studied in [1], [9]. In two- and three-dimensional cases the Rayleigh multipole expansions method and its generalizations is effectively used (see, e.g. [5]). Analytic type approaches were developed in [10], [11].

The main idea in linear case is to find a homogeneous structure (with so called effective properties), which represent in some sense a similar overall response as the original inhomogeneous one. to achieve this goal two main approaches can be applied. The first one consists in solving a periodic boundary value problem within separate unit (elementary) cell (see, e.g., [6], [12], [3]). The second is the direct solution of a fully periodic (doubly-periodic) boundary value problem in the whole infinite domain. The second approach has been developed only last decade (see, e.g., [13]) after progress in the areas following from the work of [14].

In the case of linear problem, one can prove (see, e.g., [10]) that the approaches lead to the same final results. However, the second approach is much more informative as it allows to construct the full solution in the composite with the compound structure, not only to evaluate its average properties.

Nonlinear composites (in this case - those with nonlinear dependence of their conductivities on the temperature) are of virtual importance not only in the study of engineering materials and structures, but also for modelling the behaviour of biological tissues. In this case, in fact, the only first approach has been used to evaluate the average properties. Note also, that in the case of linear composites, the solutions are defined with an accuracy to additive constant which is not influencing the average properties. for nonlinear problems, this should be specially addressed.

The situation in the nonlinear case is partially clarified by using asymptotic homogenization method developed in [15], [16], [17]. In particular, in [16], [17] it is proposed a Padé approximation approach for estimating of the effective behaviour of nonlinear temperature-depending composites. The key idea is to restate the homogenization problem for nonlinear composites in terms of corresponding problems for equivalent linear heterogeneous media. The quasi-linear transport equation is studied in [15]. For periodically micro-heterogeneous media, asymptotic homogenization has been performed with the local problem formulated as a minimization problem. The problem of estimation of the effective properties of special 2D composites is discussed in [18] on the base of analytic functions approach (see also [13] and [10]). Anyway the problem of understanding the macroscopic behaviour of nonlinear composite is far from completeness.

We consider the case of steady state thermal conductivity of unbounded 2D composite materials with circular inclusions geometrically formed doubly periodic structure. We suppose that each component of the composite is filled in by materials of different conductivity. Inside the components the conductivity can be changed with changing of the temperature. The
steady state (external) flux of a given intensity is directed at
certain angle and is, in general, non-parallel to the vectors of
the periodic cell. The components are coupled together into
unique structure due to so called ideal contact conditions.

In this case the temperature is the solution of boundary value
problems for a quasi-linear differential equation corresponding
to ideal contact condition. Our main problem is to determine
the temperature distribution subject of this problem in an
analytic form and to derive certain conclusions concerning
macroscopic behaviour of the composites followed from the
analysis of the obtained formulas.

The paper is organized as follows. In Section 2 we describe
the geometry of the considered composites and formulate the
mathematical problem basing on proper physical assumptions.

Section 3 is devoted to the reduction of the considered linear
(real) problem for quasilinear equation to nonlinear (complex)
problem for linear differential equation.

A novel algorithm for the solution to the nonlinear boundary
value problem is proposed in Section 4. At each step the
solution is reduced to the solution of linear boundary value
problem by using the method of functional equations (see,
e.g. [10]). The numerical analysis of this solution and related
features of the nonlinear composites will be presented in
forthcoming papers.

II. STATEMENT OF THE PROBLEM

Let us first describe the geometry of the composites. We
consider a lattice \( L \) which is defined by the two fundamental
translation vectors \( e \) and \( t \) (where \( z^2 = -1 \)) in the complex
plane \( \mathbb{C} \cong \mathbb{R}^2 \) of the complex variable \( z = x + iy \). Here, the
representative cell is the square

\[
Q(0, 0) := \left\{ z = t_1 + n_2 e : -\frac{1}{2} < t_p < \frac{1}{2}, p = 1, 2 \right\}.
\]

Let \( \mathcal{E} := \bigcup_{m_1, m_2} \{ m_1 + m_2 \} \) be the set of the lattice points,
where \( m_1, m_2 \in \mathbb{Z} \). The cells corresponding to the points of
the lattice \( \mathcal{E} \) are denoted by

\[
Q(m_1, m_2) = Q(0, 0) + m_1 + m_2 := \left\{ z \in \mathbb{C} : z - m_1 - m_2 \in Q(0, 0) \right\}.
\]

It is considered the situation when mutually disjoint disks
(inclusions) of different radii \( D_k := \{ z \in \mathbb{C} : |z - a_k| < r_k \} \)
with boundaries \( \partial D_k := \{ z \in \mathbb{C} : |z - a_k| = r_k \} \) \( k = 1, 2, \ldots, N \)
are located inside the cell \( Q(0, 0) \) and periodically repeated in all cells \( Q(m_1, m_2) \). We denote by

\[
D_0 := Q(0, 0) \setminus \left( \bigcup_{k=1}^{N} D_k \cup \partial D_k \right)
\]

the connected domain obtained by removing of the inclusions
from the cell \( Q(0, 0) \).

We investigate the steady state heat conduction problem
for nonlinear composite materials modeling by the above
described geometry, i.e. determination of a distribution of the
temperature \( T \) (and/or heat flux \( q \)) in such composites.
Physical assumptions are presented below.

We consider a doubly periodic composite material with matrix

\[
D_{\text{matrix}} = \bigcup_{m_1, m_2} \left((D_0 \cup \partial Q(0, 0)) + m_1 + m_2 \right)
\]

and inclusions

\[
D_{\text{inc}} = \bigcup_{m_1, m_2} \bigcup_{k=1}^{N} (D_k + m_1 + m_2)
\]

occupied by materials of conductivities \( \lambda(T) \) and \( \lambda_k(T) \),
respectively.

The thermal loading for the composite is described by the
flux given at infinity and its intensity \( A \). We assume, that the
flux is directed \( \theta \) which does not coincide, in general, with
the orientation of the periodic cell. According to the conservation
law and the ideal (perfect) contact condition between the
different materials the flux is continuous in the entire structure.
Moreover, as a result of such formulation, the temperature
possesses jumps across any cell. This effectively means that
there are continuous isotherms crossing the composite. We
choose the system of coordinate in such a way that the zero-
isothersm has an internal point in \( Q(0, 0) \) cell. It is clear that
the choice is not unique, but it is not essential for the analysis.

Note, that on the base of the solution of linear problem
one can assume that there exists a solution with the flux
represented by a doubly periodic function within the matrix.

We assume that the conductivities \( \lambda(T) \), \( \lambda_k(T) \in C^\infty(\mathbb{R}) \), \( k = 1, \ldots, N \), are bounded continuous positive functions on \( \mathbb{R} \) such that

\[
0 < \lambda^- \leq \lambda(t) \leq \lambda^+ < +\infty, \quad (1)
\]

\[
0 < \lambda^-_k \leq \lambda_k(t) \leq \lambda^+_k < +\infty, \quad k = 1, \ldots, N. \quad (2)
\]

Our attention will be paid to the physically substantive model
case, when \( \lambda(T) \) and all \( \lambda_k(T) \) are continuous functions of \( T \)
with emphasis on different types of behaviour. It makes sense
to assume that the functions \( \lambda(T) \), \( \lambda_k(T) \), \( k = 1, \ldots, N \), have
bounded derivatives, i.e.\(^2\)

\[
|\lambda'(t)| \leq \mu^- < +\infty, \quad (3)
\]

\[
|\lambda'_k(t)| \leq \mu^+_k < +\infty, \quad k = 1, \ldots, N. \quad (4)
\]

We search for steady-state distribution of the temperature
and heat flux within the above described composite. The problem
is equivalent to determination of the function 
\( T = T(x, y) \in C^2(D_{\text{matrix}} \cup D_{\text{inc}}) \cap C^1(\partial(D_{\text{matrix}} \cup D_{\text{inc}})) \)
satisfying the quasi-linear differential equation

\[
\nabla(\lambda(T)\nabla T) = 0, \quad z \in D_{\text{matrix}}. \quad (5)
\]

\[
\nabla(\lambda_k(T)\nabla T) = 0, \quad z \in \bigcup_{m_1, m_2} (D_k + m_1 + m_2). \quad (6)
\]

\(^1\)Without loss of generality we can suppose that the estimates in (1), (2) are
sharp, i.e. \( \lambda^- = \inf_{t \in \mathbb{R}} \lambda(t), \lambda^+ = \sup_{t \in \mathbb{R}} \lambda(t), \lambda^-_k = \inf_{t \in \mathbb{R}} \lambda_k(t), \lambda^+_k = \sup_{t \in \mathbb{R}} \lambda_k(t) \).

\(^2\)For determines we suppose that constants \( \mu^- \), \( \mu^+_k \) are sharp in these
estimates.
As it was already assumed, the steady state flux is directed at an angle $\theta$ to axis $Ox$. Besides, the heat flux is periodic in $y$. Thus,
\[
\lambda \left( T \left( x, \frac{1}{2} \right) \right) T_y \left( x, \frac{1}{2} \right) = \lambda \left( T \left( x, -\frac{1}{2} \right) \right) T_y \left( x, -\frac{1}{2} \right) = (7) \]
\[
= -A \sin \theta + q_1(x),
\]
where $A$ is the intensity of an external flux. The heat flux is periodic on $x$ too, consequently,
\[
\lambda \left( T \left( -\frac{1}{2}, y \right) \right) T_x \left( -\frac{1}{2}, y \right) = \lambda \left( T \left( \frac{1}{2}, y \right) \right) T_x \left( \frac{1}{2}, y \right) = (8) \]
\[
= -A \cos \theta + q_2(y).
\]
To complement to the flux conditions at infinity, the later immediately proves that the equalities
\[
\int_{-1/2}^{1/2} q_j(\xi) d\xi = 0. \tag{9}
\]
are valid for the unknown functions $q_j$, $(j = 1, 2)$. As a result of (7) and (8), the heat flux has a zero mean value along the cell
\[
\int \lambda(T(s)) \frac{\partial T(s)}{\partial n} ds = 0. \tag{10}
\]
From the physics point of view, condition (10) is the consequence of the fact that no source (sink) exists in the cells.

Finally, we assume that the ideal contact conditions on the boundaries between the matrix and the inclusions hold for all $t \in \bigcup_{m_1, m_2 \in \mathbb{Z}} (\partial D_k + m_1 + m_2):
\[
T(t) = T_k(t), \quad \lambda(T(t)) \frac{\partial T(t)}{\partial n} = \lambda_k(T_k(t)) \frac{\partial T_k(t)}{\partial n}. \tag{11}
\]
Here, the vector $n = (n_1, n_2)$ is the outward unit normal vector to $\partial D_k$; $\frac{\partial}{\partial n} = n_1 \frac{\partial}{\partial x} + n_2 \frac{\partial}{\partial y}$; and $T(t) = \lim_{z \to t, z \in D_0} T(z)$, $T_k(t) = \lim_{z \to t, z \in D_k} T(z)$.

III. TRANSITION FROM QUASILINEAR TO LINEAR EQUATION

We use the so called Baiocchi transformation (see [19]) in order to introduce continuous increasing functions $f : \mathbb{R} \to \mathbb{R}$, $f_k : \mathbb{R} \to \mathbb{R}$, $k = 1, \ldots, N$,
\[
f(T) = \int_0^T \lambda(\xi) d\xi, \quad f_k(T) = \int_0^T \lambda_k(\xi) d\xi, \quad k = 1, \ldots, N. \tag{13}
\]
and to perform the following change of unknown functions:
\[
u(z) = f(T(z)), \quad u_k(z) = f_k(T_k(z)), \quad k = 1, \ldots, N. \tag{14}
\]

Remark 3.1: Note that an assumption that the zero-isotherm has an internal point in $Q(0,0)$ (and thus in $D_0$) can be equivalently rewritten as
\[
\exists z_0 \in D_0 : (15)
\]
determination of the point $z_0$ will be discussed below.

By using representations (13) equations (5), (6) are transformed to the Laplace equations (see, e.g., [19])
\[
\Delta u(z) = 0, \quad z \in D_{\text{matrix}}, \quad \tag{16}
\]
\[
\Delta u_k(z) = 0, \quad z \in \bigcup_{m_1, m_2 \in \mathbb{Z}} D_k + m_1 + m_2. \tag{17}
\]

The boundary conditions (7)–(8) take the form
\[
u_y \left( x, \frac{1}{2} \right) = \nu_y \left( x, -\frac{1}{2} \right) = -A \sin \theta + q_1(x), \quad (18)
\]
\[
u_x \left( \frac{1}{2}, y \right) = \nu_x \left( -\frac{1}{2}, y \right) = -A \cos \theta + q_2(y). \quad (19)
\]

The transmission conditions (11) and (12) along the inclusions interfaces can be rewritten as follows:
\[
\frac{\partial u(t)}{\partial n} = \frac{\partial u_k(t)}{\partial n}, \quad t \in \bigcup_{m_1, m_2 \in \mathbb{Z}} (\partial D_k + m_1 + m_2). \tag{20}
\]
Note that generally speaking the newly introduced functions $u$ and $u_k$ are not continuous across the interface.

Zero mean value condition for the flux (10) can be rewritten in the form:
\[
\int_{\partial Q_{(m_1, m_2)}} \frac{\partial u}{\partial n} ds = 0. \tag{21}
\]

Remark 3.2: One can consider (21) as the Neumann boundary value problem for determination of unknown harmonic functions $u_k$ in a precise domain $D_{k+m_1+m_2}$ in terms of the given function $u$, which is harmonic in the infinitely connected domain $D_{\text{matrix}} = \bigcup_{k=1}^N \bigcup_{m_1, m_2 \in \mathbb{Z}} \partial (D_k + m_1 + m_2)$.

It is known that each these problems is solvable (up to a certain constant, which we specify later) if and only if
\[
\int_{\partial D_k + m_1 + m_2} \frac{\partial u_k}{\partial n} ds = 0. \tag{22}
\]

Therefore, the same condition is valid for the function $u$ along the boundaries of each inclusion
\[
\int_{\partial D_k + m_1 + m_2} \frac{\partial u}{\partial n} ds = 0. \tag{23}
\]

The conditions (22) – (24) have simple physical sense: they confirm that there is no source (sink) inside the composite, i.e. neither in the matrix of the composite, nor in any inclusion (the total heat flux through any closed simply connected curve is equal to zero).

Let $u$ be a harmonic function in the infinitely connected doubly periodic domain $D_{\text{matrix}}$, satisfying conditions (18), (19) and (24). We introduce (new unknown auxiliary) harmonic function $v$ in $D_{\text{matrix}}$ which is the harmonic conjugate to $u$. For this pair of functions the Cauchy-Riemann equations $\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y}$, $\frac{\partial u}{\partial y} = -\frac{\partial v}{\partial x}$ (or the so called normal-tangent Cauchy-Riemann equations $\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n}$, $\frac{\partial u}{\partial \nu} = -\frac{\partial v}{\partial \nu}$) have to be valid.
One of possible ways do determine the function \( v \) is the following formula
\[
v(z) = \int_{z_0}^z \frac{\partial u}{\partial y} dx + \frac{\partial u}{\partial x} dy + v_0. \tag{25}\]

The integration here is performed along each simple arc in the domain \( D_{matrix} \). Since \( v \) is an auxiliary function, then we can fix in (25) the constant \( v_0 = 0 \). Note that, as it follows from (22) – (24) we can write
\[
\int_{\partial Q_{m_1,m_2}} \frac{\partial v}{\partial s} ds = 0, \quad \int_{\partial D_k + m_1 + im_2} \frac{\partial v}{\partial s} ds = 0. \tag{26}\]

These relations yield that the harmonic function \( v \) is single-valued in the domain \( D_{matrix} \).

Conditions (18) and (19) can be written in the following form:
\[
v_x\left(\frac{1}{2}, 1\right) - v_x\left(\frac{1}{2}, 0\right) = 0, \tag{27}\]
\[
v_y\left(\frac{1}{2}, 1\right) - v_y\left(\frac{1}{2}, 0\right) = 0, \tag{28}\]
\[
v_x\left(\frac{1}{2}, 0\right) = A \sin \theta - q_1(x), \tag{29}\]
\[
v_y\left(\frac{1}{2}, 0\right) = -A \cos \theta + q_2(y). \tag{30}\]

Integrating (27) and (28), we have, in particular, for any point on the edges of a cell
\[
v\left(\frac{1}{2}, 1\right) - v\left(\frac{1}{2}, 0\right) = C_1, \tag{31}\]
\[
v\left(\frac{1}{2}, 0\right) - v\left(\frac{1}{2}, 0\right) = C_2. \tag{32}\]

In particular, we have the following equalities at the corner points:
\[
v\left(\frac{1}{2}, 1\right) - v\left(\frac{1}{2}, 0\right) = C_1, \quad v\left(-\frac{1}{2}, 1\right) - v\left(\frac{1}{2}, 0\right) = C_1, \tag{33}\]
\[
v\left(\frac{1}{2}, 1\right) - v\left(-\frac{1}{2}, 1\right) = C_2, \quad v\left(\frac{1}{2}, 1\right) - v\left(-\frac{1}{2}, 1\right) = C_2. \tag{34}\]

Integrating the equalities (29) – (30) in the interval on \([-\frac{1}{2}, 1]\), with respect to variables \( x \) and \( y \), respectively, we have:
\[
v\left(\frac{1}{2}, \frac{1}{2}\right) - v\left(-\frac{1}{2}, \frac{1}{2}\right) = A \sin \theta, \tag{35}\]
\[
v\left(\frac{1}{2}, \frac{1}{2}\right) - v\left(\frac{1}{2}, \frac{1}{2}\right) = -A \cos \theta. \tag{36}\]

Therefore, the constants \( C_1, C_2 \) from (31) – (32) can be computed
\[
C_1 = -A \cos \theta, \quad C_2 = A \sin \theta. \tag{37}\]

Therefore, we introduced a single-valued harmonic (harmonic conjugate to \( u \)) having constant jumps along the edges of cells. It is convenient to eliminate these jumps and to introduce (single-valued) complex potential \( \varphi(z) \) in \( D_{matrix} \) by using the following formula
\[
v(z) = \text{Im} \left\{ \varphi(z) + \alpha z \right\}. \tag{38}\]

with constant \( \alpha \) defined as follows:
\[
\alpha = -A e^{-i\theta}. \tag{39}\]

Since the harmonic function \( u \) in (14) is the harmonic conjugate to \( v \), then the following relation holds:
\[
u(z) = \text{Re} \left\{ \varphi(z) + \alpha z \right\} + u_0, \tag{40}\]

with the constant \( u_0 \) satisfying the condition (15).

We note first that by construction it follows from (18) and (19), (7) and (8) that the function \( \varphi(z) \) has zero-jump along the edges of cells. Moreover, integrating (7) and (8) and using connection between harmonic conjugates we can conclude that
\[
\varphi(x+i/2) - \varphi(x-i/2) = 0, \quad \varphi(1/2+iy) - \varphi(-1/2+iy) = 0.
\]

Hence \( \varphi(z) \) has zero-jump along each interval of unit length parallel to edges of a cell and connected points on the opposite sides of the cell. Thus, the function \( \varphi(z) \) introduced in (38) is a doubly periodic one, i.e.
\[
\varphi(z + 1) - \varphi(z) = 0, \quad \varphi(z + i) - \varphi(z) = 0.
\]

The condition (40) has different form for each cell. In fact, in the central cell \( Q_{0,0} \) we have
\[
\text{Re} \left\{ \varphi(z_0) \right\} + \text{Re} \left\{ \alpha z_0 \right\} + u_0 = 0. \tag{41}\]

Hence,
\[
u_0 = -\text{Re} \left\{ \alpha z_0 \right\} - \text{Re} \left\{ \varphi(z_0) \right\}. \tag{42}\]

In the cell \( Q_{m_1,m_2} \)
\[
u(z_0 + m_1 + im_2) = \text{Re} \left\{ \varphi(z_0 + m_1 + im_2) \right\} + \text{Re} \left\{ \alpha (z_0 + m_1 + im_2) \right\} + u_0. \tag{43}\]

Since \( \varphi(z) \) is doubly periodic, the values of the unknown function in the periodic copies of \( z_0 \) are equal to
\[
u(z_0 + m_1 + im_2) = \text{Re} \left\{ \alpha (m_1 + im_2) \right\}. \tag{44}\]

The condition (43) determines an interrelation between two unknown constants, namely, between \( z_0 \) and \( u_0 \). The relation (44) shows, in particular, that an unknown harmonic function \( u \) is not periodic in the whole plane.

By using normal-tangent Cauchy-Riemann equations we can rewrite boundary condition (21) in equivalent form
\[
\frac{\partial u_k(t)}{\partial s} = \frac{\partial v(t)}{\partial s}, \quad t \in \partial D_k + m_1 + im_2, \quad k = 1, \ldots, N, \tag{45}\]

where \( u_k(z), \ z \in D_k + m_1 + im_2, \) are unknown auxiliary harmonic functions. Integrating (45) on \( s \), we have for each \( k = 1, \ldots, N, \ m_1, m_2 \in \mathbb{Z}, \)
\[
v_k(t) = v(t) + d_{k,m_1,m_2}, \quad t \in \partial D_k + m_1 + im_2, \quad k = 1, \ldots, N, \tag{46}\]
where \( d_{(k,m_1,m_2)} \) are undetermined constants. We can specify these constants by calculating integrals

\[
\frac{1}{2\pi} \int_0^{2\pi} v_k(a_k + m_1 + m_2 + r_k e^{it}) d\eta = e^{i\eta} v_k(a_k + m_1 + m_2)
\]

where \( a_k \) is the center of \( k \)-th inclusion, and \( r_k \) is its radius. We get from the mean value theorem for harmonic functions (see, e.g. [20]) that

\[
\frac{1}{2\pi} \int_0^{2\pi} v_k(a_k + m_1 + m_2 + r_k e^{it}) d\eta = v_k(a_k + m_1 + m_2).
\]

Besides, it follows from the Cauchy integral formula (see, e.g. [20]), that

\[
\frac{1}{2\pi} \int_0^{2\pi} v_k(a_k + m_1 + m_2 + r_k e^{it}) d\eta = 0.
\]

As a result, we have the relation between the constants \( d_{(k,m_1,m_2)} \) and the values of unknown harmonic functions \( v_k \) in centers of inclusions

\[
d_{(k,m_1,m_2)} = v_k(a_k + m_1 + m_2).
\]  

(47)

**Remark 3.3:** It follows from (47) that unknown harmonic functions \( v_k \) are different in the domains \( D_k + m_1 + m_2 \) for different \( m_1, m_2 \).

Anyway, for shortness, we keep below the notation \( v_k \) (instead of \( v_{(k,m_1,m_2)} \)) in all cases when it does not lead to a contradiction.

Analogously to the function \( \varphi(z) \), we introduce the (single-valued) complex analytic functions \( \varphi_k(z) = u_k(z) + i v_k(z) \) in the domains \( D_k + m_1 + m_2 \) for each \( k = 1, \ldots, N, \) \( m_1, m_2 \in \mathbb{Z} \). Namely, having the functions \( v_k \) known, we can then determine the analytic functions \( \varphi_k(z) \) via the following relations

\[
v_k(z) = \text{Im} \{ \varphi_k(z) \} + v_0^{(k,m_1,m_2)},
\]

and

\[
u_k(z) = \text{Re} \{ \varphi_k(z) \}.
\]

(48)

(49)

It follows from the boundary condition (20) that

\[
\text{Re} \varphi(t) = f(f_k^{-1}(\text{Re} \varphi_k(t))) - \text{Re}(\alpha t - u_0).
\]

From (46) and (48), we have

\[
\text{Im} \varphi(t) = \text{Im} \varphi_k(t) - \text{Im}(\alpha t) - d_{(k,m_1,m_2)} + v_0^{(k,m_1,m_2)}.
\]

Since the auxiliary harmonic functions \( v_k \) have no influence on the solution of a starting problem (16) – (21) then it makes sense to assume

\[
d_{(k,m_1,m_2)} = v_0^{(k,m_1,m_2)}, \quad \forall k = 1, \ldots, N, \ m_1, m_2 \in \mathbb{Z}.
\]

(50)

Thus, we arrive at the following system of boundary relations \( (k = 1, \ldots, N) \):

\[
\varphi(t) = f \left( f_k^{-1} \left( \frac{\varphi_k(t) + \varphi_k(t)}{2} \right) \right) + \frac{\varphi_k(t) - \varphi_k(t)}{2} - \alpha t - u_0.
\]

(51)

**IV. ALGORITHM FOR THE SOLUTION TO THE NONLINEAR BOUNDARY VALUE PROBLEM**

In order to formulate an algorithmic procedure for the solution of the considered nonlinear boundary value problem we return to the starting form of the relation (51).

Step 1. Let us put \( \lambda = \lambda^{(0)} = \lambda(0), \) \( \lambda_k = \lambda_k^{(0)} = \lambda_k(0), \)

\[
\rho_k = \frac{\lambda^{(0)} - \lambda_k^{(0)}}{\lambda(0) + \lambda_k(0)}.
\]

Fix also the point \( z_0 \) and corresponding \( \alpha \) and \( \beta \) to the starting point of the relation (51).

Let us introduce new unknown functions

\[
\widetilde{\varphi}(z) = \varphi(z) - \alpha z, \quad z \in D,
\]

(52)

\[
\widetilde{\varphi}_k(z) = \frac{\lambda(0) + \lambda_k^{(0)}}{2\lambda_k^{(0)}} \left[ \varphi(z) - \frac{2\alpha}{\lambda(0) + \lambda_k(0)} \right],
\]

(53)

where \( \alpha, \varphi_{\alpha,k}(z) \) is a solution in the space \( X \) to the system of linear problems \( (k = 1, \ldots, N) \)

\[
\varphi_{\alpha,k}(t) = \varphi_{\alpha,k}(t) + \rho_k^{(0)} \varphi_{\alpha,k}(t) - \alpha z - u_0, \quad t \in \partial D_k,
\]

(54)

\[
\rho_k^{(0)} = \frac{\lambda^{(0)} - \lambda_k^{(0)}}{\lambda(0) + \lambda_k(0)}.
\]

An analytic solution of the equation (54) is done below.

We represent boundary conditions (51) by using the form of the Taylor formula near the point \( \sigma_{0,k} = f_k(T_k(a_k)). \) For this we introduce \( N \) unknown constants

\[
\tau_k = T_k(a_k),
\]

(55)

which are equal to (an unknown) temperature in the centers of inclusions. These constants are subject to further determination.

In terms of such Taylor formula conditions (51) can be rewritten as

\[
\widetilde{\varphi}(t) = \widetilde{\varphi}_k(t) + \rho_k(t) \left[ f_k(t) - \varphi_k(t) \right] + G_k \left( \widetilde{\varphi}(t), \varphi_k(t), \lambda, \lambda_k, \tau_k \right)(t),
\]

(56)

where

\[
G_k \left( \widetilde{\varphi}(t), \varphi_k(t), \lambda, \lambda_k, \tau_k \right)(t) =
\]

\[
= f(T_k(t)) - \frac{2\alpha(t)}{\lambda(t) + \lambda_k(t)} \text{Re} \left[ \varphi(t) + \varphi_k(t) \right]
\]

(57)

\[
= f(T_k(t)) - \frac{\lambda(t)}{\lambda_k(t)} f_k(T_k(t)).
\]

Step 2. Substitute

\[
\widetilde{\varphi}_k(z) = \varphi_k(z) = 0,
\]

(58)
\[ \tau_k = \tau_k(0) = 0, \lambda(\tau_k) = \lambda(0) =: \lambda^0, \text{ and } \lambda_k(\tau_k) = \lambda_k(0) =: \lambda_k^0 \] into the nonlinear term \( G_k \) in (56) and put also \( \rho_k = \rho_k(0) =: \rho_k^0 \) in (54) and (56).

Then \( G_k(t) \) becomes a constant, namely

\[ G_k^0(0) = G_k(0, 0, \lambda(0), \lambda_k(0), 0), \]

and boundary condition (56) can be rewritten as

\[ \varphi(t) = \varphi_k(t) + \rho_k(\tau_k)\varphi_k^0(t) + \rho_k^0, \quad t \in \partial D_k. \quad (59) \]

In this case, the problem (56) has an analytic solution which is described in the section below.

Step 3. Therefore we obtain the first approximation of our solution \( \varphi^{(1)}(z), \varphi_k^{(1)}(z) \). By using this approximation we calculate an approximate values \( \tau_k^{(1)} \) of the temperature at the centers of inclusions and corresponding approximate values of conductivities \( \lambda = \lambda^{(1)}(\tau_k^{(1)}) = \lambda^{(1)} \) and \( \lambda_k = \lambda_k^{(1)}(\tau_k^{(1)}) = \lambda_k^{(1)} \), as well as \( \rho_k = \rho_k^{(1)}(\tau_k^{(1)}) = \rho_k^{(1)} \). We also calculate \( \varphi_k^{(1)}(a_k), \varphi_k^{(1)}(a_k) \). Besides, we fix the constant

\[ u_0 = u_0^{(1)} = -\text{Re} \left\{ \alpha z_0^{(0)} \right\} - \text{Re} \left\{ \varphi(z_0^{(0)}) \right\}. \]

Corresponding point \( z_0^{(1)} \) is chosen in this case from the relation:

\[ u_0^{(1)} = -\text{Re} \left\{ \alpha z_0^{(1)} \right\}. \]

The point \( z_0^{(1)} \) will be used at the next stage of approximation.

Step 4. Solve in the space \( X \) auxiliary problem (54) with the values of parameters obtained at the step 2, namely with

\[ \lambda = \lambda^{(1)}(\tau_k^{(1)}) = \lambda^{(1)}, \text{ and } \lambda_k = \lambda_k^{(1)}(\tau_k^{(1)}) = \lambda_k^{(1)}, \]

as well as \( \rho_k = \rho_k^{(1)}(\tau_k^{(1)}) = \rho_k^{(1)} \) and \( u_0^{(1)} \).

Step 4. Next we calculate the values of constants \( G_k^{(1)} = G_k^{(1)}(\tau_k^{(1)}(a_k), \varphi_k^{(1)}(a_k), \lambda, \lambda_k^{(1)}, \tau_k^{(1)}(a_k)) \) and solve the problem (59) with the constant \( G_k^{(1)} \) replacing \( G_k^0 \). This problem is of the same type but corresponds to another values of parameters and another inhomogeneous term. Hence it can be solved by using the same approach.
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Abstract — An explicit two-stage Runge-Kutta scheme and a L-stable (2,1)-method are constricted, both scheme of order two. A numerical formula of order one is developed, which is based on stages of the explicit method and its stability interval is extended to 8. An integration algorithm of alternating order and step is constructed, choice of the most efficient numerical scheme is performed on each step with applying an inequality of stability control. Numerical results, confirming efficiency of the algorithm are given.
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I. INTRODUCTION

In modeling kinetics of chemical reactions, calculation of electronic circuits, and other important applications, there is a problem of numerical solution of the Cauchy problem for stiff systems of ordinary differential equations. Main trends in construction of numerical methods are associated with expansion of their possibilities in solving problems of more and more high dimension. Mathematical formulation of practical problems become more and more accurate, which leads to increase of dimension and complexity of a right part of a system of differential equations. Despite improvement in computer performance, complexity of problems arising in practice outgrows development of computer technology, which in turn leads to increasing demands for computational algorithms.

In many cases, calculations are required to be conducted within limits of so called engineering accuracy about - 1% and lower. This is due to the fact, that measurement of constants in a right part of a system of differential equations is often quite rough. Sometimes, such accuracy of calculations is satisfactory in terms of a goal. It is well-known (see, e.g., [1]), that order of approximation of a numerical scheme should be associated with required accuracy of calculations. Therefore, below we shall consider only those numerical formulas, that have order of accuracy less or equal to two.

Modern methods for solving stiff problems usually use calculation and inversion of the Jacobi matrix of a system of differential equations. In case of a sufficiently large dimension, efficiency of numerical methods is almost completely determined by inversion (decomposition) of the matrix. To increase efficiency of calculations in a number of algorithms, the freezing of the Jacobi matrix is used, that means using same matrix on several integration steps [2]. This approach is most successful in algorithms, based on multistep methods and, in particular, in backward differentiation formulas [3]. This problem does not cause any particular difficulties in constructing integration algorithms, based on other numerical schemes, if their stages are computed with the Jacobian matrix in some iterative process. This is due to the fact, that in this case the Jacobian matrix does not affect accuracy order of a numerical scheme, but only determines rate of convergence of iterations. So, it needs to be recomputed, when there is a significant slowdown in convergence rate of the iterative process.

The situation is worse in an integration algorithm, based on the known noniterative methods, which include methods of the Rosenbrock type [4] and their various modifications [2]. It should be noted that the noniteration method is much simpler in terms of computer implementation than algorithms based on numerical formulas, which are evaluated with using iterations. However, in methods of form [4], the Jacobi matrix affect accuracy order of a numerical scheme and, therefore, difficulties with its freezing arise. If a problem of using same matrix on several steps of integration is left unsolved, then, obviously one is limited to solve only problems of low dimensions. In [5, 6], this problem is considered in relation to the Rosenbrock methods. It is proved, that maximum accuracy order of the Rosenbrock methods is equal to two, if in an integration algorithm the same Jacobi matrix is applied on several steps of integration. There is an algorithm with freezing Jacobi matrix, based on L-stable numerical formulas of second accuracy order and results of calculations, confirming its high efficiency.

Another important requirement for modern integration algorithms is numerical approximation of the Jacobi matrix. This is due to the fact that a right part of a system of differential equations often has large dimension and quite complex form. A typical example is provided by problems of chemical kinetics, where complexity of a right part side increases with number of elementary stages in a chemical reaction. Nowadays, simulation involves reactions, which contain dozens of reagents and hundreds of elementary stages.
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Therefore, in some cases, less effective numerical methods is more preferable, if their implementation does not require analytical calculation of elements of the Jacobi matrix. This barrier can be removed if an integration algorithm includes possibility of numerical approximation of the Jacobi matrix. Note, that the problem of freezing and numerical approximation are in some sense close to each other and, therefore, can be solved simultaneously.

Some analog of freezing the Jacobi matrix is using in calculations integration algorithms, based on explicit and L-stable methods with automatic selection of a numerical scheme. In this case, efficiency of the algorithm can be improved by calculating transitive regions corresponding to a maximum eigenvalue of the Jacobi matrix by an explicit method. It is natural to apply an inequality for stability control [7] as a criterion for choosing an efficient numerical formula. Note, that using such hybrid algorithms does not fully eliminate the problem of freezing the Jacobi matrix, because the explicit method can applied, generally speaking, only for a boundary layer solution, corresponding to a maximum eigenvalue of the Jacobi matrix.

Here, based on the explicit methods of the Runge-Kutta type of the first and second orders, as well as the L-stable (2,1)-method of second-order accuracy, an algorithm of variable structure is constructed, which allows freezing both a numerical and an analytical Jacobi matrix. Numerical results confirm efficiency of the integration algorithm.

II. L-STABLE (2,1)-METHOD

In [8] for numerical solution of the Cauchy problem for stiff systems of ordinary differential equations

\[ y' = f(t, y), \quad y(t_0) = y_0, \quad t_0 \leq t \leq t_k, \]

(1)

where \( y \) and \( f \) are real \( N \)-dimensional vector functions, and \( t \) is an independent variable, the class of \((m,k)\)-methods is proposed. From the standpoint of computer implementation, \((m,k)\)-methods are as simple as the Rosenbrock schemes. However, in contrast to the Rosenbrock methods, in this class it is much easier to solve a problem of freezing the Jacobi matrix and its numerical approximation. In addition, \((m,k)\)-methods have more good properties of accuracy and stability with slight increase of computational cost. In traditional methods, number of stages \( m \) completely describes a numerical formula. In \((m,k)\)-methods two constants are required to describe numerical schemes: number of stages \( m \) and number of calculations of a right part of the system (1) on an integration step \( k \).

To solve the problem (1), we consider a \((2,1)\)-scheme

\[ y_{n+1} = y_n + p_1 k_1 + p_2 k_2, \]

\[ D_1 k_1 = h f(t_n, y_n), \quad D_2 k_2 = k_1, \]

(2)

where \( k_1 \) and \( k_2 \) are stages of the method; \( D_1 = a h A_n \), \( E \) is an identity matrix, \( h \) is an integration step, \( A_n \) is a some matrix, which can be represented in a following form

\[ A_n = f_n' + h B_n + O(h^2), \]

(3)

\( f_n' = \partial f(t_n, y_n)/\partial y \) is the Jacobi matrix of the system (1), \( B_n \) is an independent of an integration step arbitrary matrix, and \( a, \beta, p_1, p_2 \) are numerical coefficients. Using the matrix \( A_n \) represented in form (3) allows us to apply (2) with freezing both an analytical and a numerical Jacobi matrix [9]. In case of using the Jacobi matrix \( f_{n,k} \), calculated \( k \) steps back, we have

\[ B_n = -k f_{n,k} f_{n,k}^* = \partial^2 f(y_n)/\partial y^2. \]

If the Jacobi matrix is computed numerically with a step \( r_j = c_j h, \) then elements \( b_{n,j} \) of the matrix \( B_n \) have a form

\[ b_{n,j} = 0.5 c_j \partial^2 f(t_n, y_n)/\partial y^2. \]

In calculations the step \( r_j \) is chosen according to a formula \( r_j = \max(10^{-14}, 10^{-7}|y_j|). \)

Let's obtain the coefficients for the L-stable numerical scheme (2) of second order and an inequality for accuracy control. An expansion of an exact solution \( y(t_{n+1}) \) in the Taylor series in a vicinity of a point \( t_n \) to terms with \( h^3 \) inclusive has a form

\[ y(t_{n+1}) = y(t_n) + h f + 0.5 h^2 \left[ f_{n,n+1} + f_{n,n} f_{n,n+1} \right] + h^3 \left[ f_{n,n,n+1} + 2 f_{n,n,n+1} f_{n,n} + f_{n,n}^2 + f_{n,n+1}^2 \right] + O(h^4), \]

(4)

where the elementary differentials are calculated on an exact solution \( y(t_n) \). To find the coefficients \( a, \beta, p_1, \) and \( p_2 \) of the scheme (2), we write an expansion of stages \( k_1 \) and \( k_2 \) in a Taylor series in a vicinity of a point \( y_n \) to terms with \( h^3 \) inclusive, and substitute it in (2). We obtain

\[ y_{n+1} = y_n + (p_1 + p_2) h f_n + \beta (p_1 + p_2) h^2 f_{n,n} + \]

\[ + a (p_1 + 2 p_2) h^3 f_{n,n,n} + 0.5 \beta^2 (p_1 + p_2) h^2 f_{n,n}^2 + \]

\[ + a (p_1 + 2 p_2) h^3 f_{n,n,n} f_{n,n} + a^2 (p_1 + 3 p_2) h^4 f_{n,n} f_{n,n} + \]

\[ + a (p_1 + p_2) h^5 B_n f_{n,n}, \]

(5)

where the elementary differentials are calculated on an approximate solution \( y_n \). Assuming, that \( y_{n+1} = y(t_{n+1}) \) and comparing (4) and (5) to terms with \( h^2 \) inclusive, we obtain conditions of second-order accuracy of scheme (2), i.e.,

\[ p_1 + p_2 = 1, \quad a (p_1 + 2 p_2) = 0.5, \quad \beta = 0.5. \]

(6)

Let's investigate stability of numerical formula (2). Applying it to a problem

\[ y' = \lambda y, \quad y(0) = y_0, \quad \text{Re}(\lambda) < 0, \]

(7)

we obtain \( y_{n+1} = Q(x) y_n \), and \( x = h \lambda \), where a function of stability \( Q(x) \) has the form

\[ Q(x) = 1 + \frac{(p_1 + p_2 - 2 a) x + a (a - p_1) x^2}{(1 - a x)^3}. \]

Then, the scheme (2) is L-stable, if \( p_1 = a \). Substituting this relation in (6), we obtain a set of coefficients

\[ p_1 = a, \quad p_2 = 1 - a, \quad \beta = 0.5. \]

(8)

where \( a \) is determined from a L-stability condition

\[ \alpha^2 - 2 a + 0.5 = 0. \]

(9)

Comparing (4) and (5) to terms with \( h^2 \) inclusive, we find, that a local error \( \delta_n \) of the numerical scheme (2) with the coefficients (8) has a form

\[ \delta_n = (a - 1/3) h^3 f_n f_n' f_n^* + h^3 f_n f_n^* f_n^* / 24 + h^3 f_n f_n^* f_n^* / 24 + \]

\[ + h^3 f_n f_n^* f_n^* / 24 + h^3 f_n f_n^* f_n^* / 24 + O(h^4). \]

(10)
The equation (9) has two roots \( a_1 = 1 - 0.5\sqrt{2} \) and \( a_2 = 1 + 0.5\sqrt{2} \). We choose \( a = a_1 \), as in this case the coefficient in the leading term \( (a - 1/3)h^3f'f \) of error (10) is less.

Let’s consider simultaneously the numerical Rosenbrock formula with two calculations of the function \( f \) on each step

\[
y_{n+1} = y_n + p_1k_1 + p_2k_2,
\]

\[
D_\alpha k_1 = hf(y_n), \quad D_\alpha k_2 = hf(y_n + \gamma k_1), \tag{11}
\]

According to [5], for \( \gamma = a \), a set of coefficients (8) provides a second accuracy order of (11), and condition (9) provides its L-stability. It follows from [5], that the numerical formula (11) with coefficients (8) is one of the most efficient among the methods of the Rosenbrock type, with two computations of a right part of a differential problem on an integration step. A local error of the numerical formula (11) has a form

\[
\delta_n = h^k \left( a - \frac{1}{3} \right) f^{n+1}f + \left( \frac{1}{3} + \frac{1 - \sqrt{2}}{2} - a \right) h^3 \frac{f''f}{2} - ah^4 B_{\beta} f + O(h^5). \tag{12}
\]

The scheme (2) with coefficients (8) as well as scheme (11) with coefficients (8) has second accuracy order and L-stability, and their local errors (10) and (12) differ slightly. At the same time, the scheme (2) requires one less calculation of function \( f \) than (11) on each step, with other costs being equal, which makes it preferable.

We construct accuracy control of the numerical scheme (2) by analogy with [5]. For this purpose, we denote

\[
v(j_n) = D_{\alpha}^{-1}(k_2 - k_1), \tag{13}
\]

where \( k_1 \) and \( k_2 \) calculated by the formulas (2). Then according to [5], in order to control the accuracy on each step, one has to control an inequality

\[
\|v(j_n)\| \leq \varepsilon, \quad 1 \leq j_n \leq 2, \tag{14}
\]

where \( \varepsilon \) is required accuracy of calculations, \( \| \cdot \| \) is some norm in \( R^6 \), and the integer variable \( j_n \) is selected as the lowest, for which inequality (14) holds.

Note one important feature of error estimation (13). The scheme (2) is L-stable, that is, for its stability function \( Q(x) \), the relation \( Q(x) \to 0 \) for \( x \to -\infty \) holds. Since for an exact solution \( y(tn+1) = \exp(\lambda t)yt = \exp(\lambda t)(i) \) of the problem (7), a similar property holds, it is natural to require convergence to zero of the error estimation for \( x \to -\infty \). However, for \( y(t) \), this property is not satisfied — this estimation has an \( A \)-stable manner. To correct asymptotic behavior of the estimated error we introduced an estimation \( v(j_n), 1 \leq j_n \leq 2 \) instead of \( v(1) \). In this case behavior of error estimations for \( j_n = 2 \) will be coordinated with behavior of exact solution of the test problem for \( x \to -\infty \). We emphasize, that in sense of a general member, estimations \( v(1) \) and \( v(2) \) coincide. Using \( v(j_n) \) actually does not lead to increase of computational costs. This is due to the fact, that \( v(j_n) \) for \( j_n = 2 \) is checked only if it is violated for \( j_n = 1 \). This situation appears rarely, mainly when an integration step grows rapidly. However, this allows us to choose the step more accurately and thereby reduce the number of unnecessary recomputing solutions (returns).

An estimation of a maximum eigenvalue \( \omega_{n,0} = h\omega_{n,\max} \) of the Jacobi matrix of the system (1), necessary to switch to an explicit formula, is estimated through its norm \( \omega_{n,0} = h\|f(tn,y_n)/\partial y\| \). Below, this estimation will be used for automatic selection of a numerical scheme.

III. RUNGE–KUTTA METHOD OF SECOND ORDER

For solution the problem (1), we consider an explicit two-stage Runge–Kutta method [11]:

\[
y_{n+1} = y_n + p_1k_1 + p_2k_2, \quad k_1 = hf(y_n), \quad k_2 = hf(y_n + \beta k_1). \tag{15}
\]

Let’s consider the autonomous problem (1) to simplify formulas. In case of a nonautonomous system \( y' = f(t, y) \), scheme (15) is written as

\[
y_{n+1} = y_n + p_1k_1 + p_2k_2, \quad k_1 = hf(t_n, y_n), \quad k_2 = hf(t_n + \beta h, y_n + \beta k_1).
\]

We obtain relations for the coefficients of the method (15) of second accuracy order. For this purpose, we expand the stages \( k_1 \) and \( k_2 \) in Taylor series in powers of \( h \) up to terms with \( h^2 \) inclusive, and substitute them in the first formula (15). The result

\[
y_{n+1} = y_n + (p_1 + p_2)hf + \beta p_h^2f + \frac{1}{2} \beta^2 p_h^4f + O(h^3),
\]

where the elementary differentials are calculated on the approximate solution \( y_n \). Comparing this expression with (4) to terms with \( h^2 \) inclusive, assuming, that \( y_n = y(t_n) \), we write conditions \( p_1 + p_2 = 1 \) and \( \beta p_2 = 0.5 \) of second accuracy order of the scheme (15). In these relations, the local error \( \delta_n \) of the scheme (15) can be written as follows:

\[
\delta_n = h^k \left[ 1 \frac{f^{n+1}f + 2 - 3\beta}{12} f \gamma^2 \right] + O(h^5).
\]

We construct an inequality to check accuracy. For this purpose we consider an auxiliary scheme \( y_{n+1} = y_n + k_1 \) of first accuracy order. Using an idea of nested methods, estimation of error \( \varepsilon_{n+1} \) of the second order method can be calculated by formula [10]:

\[
\varepsilon_{n+1} = y_{n+1} - y_{n+1} = p_2(k_2 - k_1).
\]

To improve the reliability of this estimation, we choose \( \beta = 1 \). Then, stage \( k_1 \) is computed at the point \( t_n \) and \( k_2 \) is computed at the point \( t_{n+1} \). Calculations show, that using information in extreme points of a step leads to more reliability. For \( \beta = 1 \), coefficients of the method of second order are uniquely determined \( p_1 = p_2 = 0.5 \) and local error and an inequality for accuracy control are, respectively, given below:

\[
\delta_n = \frac{h^k}{12} \left[ 2f^{n+1}f + 2 - 3\beta \right] f \gamma^2 + O(h^5), \quad 0.5|k_2 - k_1| \leq \varepsilon.
\]

Now, we construct an inequality for stability control of (15) by the method proposed in [7]. For this purpose, we consider an auxiliary stage \( k_1 = hf(y_{n+1}) \). Note, that \( k_1 \) coincides with the stage \( k_1 \), which is used on a next integration step and, therefore, its applying does not lead to additional computing of the right part of (1). We write stage \( k_1, k_2, k_3, \ldots \)
applied to a problem $y' = Ay$, where $A$ is a matrix with constant coefficients. A result is given below

$$k_1 = Xy_n, \quad k_2 = (X + X^2) y_n, \quad k_3 = (X + X^2 + 0.5X^3) y_n,$$

where $X = hA$. It is easy to see, that

$$k_2 - k_1 = X^3 y_n, \quad 2(k_3 - k_2) = X^3 y_n.$$

Then, according to [7], an estimation of a maximum eigenvalue $w_{x,2} = h\lambda_{x,2}$, max of the Jacobi matrix of the system (1) can be calculated by a following formula

$$w_{x,2} = 2 \max_{1 \leq i < h} \left| k'_i - k'_j \right| \left| k'_j - k'_i \right|.$$  \hspace{1cm} (16)

Fig. 1. Stability region of the scheme (15) is showed on a Fig. 1

A stability region of the scheme (15) is showed on a Fig. 1

A stability interval of (15) of second accuracy order is approximately equal to two. Therefore, an inequality $w_{x,2} \leq 2$ can be applied for stability control. In case of using this inequality for step selection, roughness of estimation (16) should be considered, because a maximum eigenvalue is strongly separated from rest, in a power method few iterations are applied and additional distortions are occur because of nonlinearity of the problem (1). Therefore, stability control is used to limit size of an integration step. As a result, we will calculate the projected step $h_{x+1}$ as follows. We define a new step $h^*$ by criterion of accuracy according to the formula $h^* = qh_n$, where $h_n$ is the last successful step of the integration, and $q$, taking into account a relation $k_2 - k_1 = O(h^5)$, is given by equation $q^2|k_2 - k_1| = \epsilon$. Step $h^*$ by criterion of stability is given by a formula $h^* = dh_n$, where $d$, taking into account a relation $w_{x,2} = O(h)$ is determined from an equation $dw_{x,2} = 2$. Then, the projected step $h_{x+1}$ is calculated by a formula

$$h_{x+1} = \max\left[ h_n, \min\left( h^*, h^2 \right) \right].$$  \hspace{1cm} (17)

Note, that the formula (17) is used to predict a value of the integration step $h_{x+1}$ after successful computation of solution with the previous step $h_n$ and, therefore, does not actually lead to increase of computational cost. If the step by criterion of stability is less than the last successful one, it will not be reduced, because it may be caused by roughness of estimation of a maximum eigenvalue. However, the step will not be increased, because there is a possibility of instability of the numerical scheme. If the step should be reduced by criterion of stability, then the last successful step $h_n$ is applied again. As a result, the formula (17) is proposed to select a step. This formula allows to stabilize step behavior on a settling region of solution, where stability has a defining role. Indeed, existence of this region limits possibilities of applying explicit methods for solving stiff problems.

IV. RUNGE–KUTTA METHOD OF FIRST ORDER

For numerical solution of the problem (1), we consider a scheme

$$y_{n+1} = y_{n} + r_{1}k_{1} + r_{2}k_{2} + r_{3}k_{3},$$

$$k_{1} = hf(y_{n}), \quad k_{2} = hf(y_{n} + k_{1}), \quad k_{3} = hf(y_{n} + k_{1} + k_{2}).$$  \hspace{1cm} (18)

Note, that when $r_{1} = r_{2} = 0.5$, the numerical formula (18) has second order of accuracy, and coincides with (15) with coefficients $p_{1} = p_{2} = 0.5$. We construct a less accurate scheme with a maximum interval of stability. For this purpose, we use (18) for solution the scalar test equation (7). We obtain $y_{n+1} = Q(x)y_{n}$, where the function of stability $Q(x)$ has a form

$$Q(x) = 1 + r_{1}x + r_{2}x^{2}, \quad x = h\lambda.$$  \hspace{1cm} (19)

Requirement of first order of accuracy leads to the relation $r_{1} + r_{2} = 1$, which, below, we will assume to be satisfied. Now, we choose $r_{2}$ so that the method (18) has a maximum stability interval. For this purpose, we consider the Chebyshev polynomial $T_{2}(z) = (2z^{2} - 1)$ on an interval $[-1,1]$. We carry out change of variables, setting $z = 1 - 2x/\gamma$. We obtain $T_{2}(x) = 1 - 8x/\gamma + 8x^{2}/\gamma^{2}$, and the interval $[\gamma, 0]$ passes to $[-1,1]$. It is easy to show, that among all polynomials of a form $P_{2}(x) = 1 + x + cz^{2}$ for $T_{2}(x)$, the inequality $|T_{2}(x)| \leq 1$ is satisfied at a maximum interval $[\gamma, 0]$, $\gamma = -8$. We require, that the coefficients of $Q(x)$ and $T_{2}(x)$ coincide at $\gamma = -8$. This leads to relations $r_{1} + r_{2} = 1$ and $r_{2} = 1/8$. As a result, we have coefficients $r_{1} = 7/8$ and $r_{2} = 1/8$ of the first accuracy order method with a maximum stability interval, with a local error

$$\delta_{x} = 3h^{2}f / 8 + O(h^{4}).$$

We will use estimation of the local error to control accuracy of the numerical formulas of the first order. Taking into account, that

$$k_{3} - k_{1} = h^{5}f_{x} + O(h),$$

and a form of the local error, an inequality for accuracy control may be written as

$$\left| k_{3} - k_{1} \right| \leq 8\epsilon,$$

where $\| \cdot \|$ is a some norm in $R^{3}$, and $\epsilon$ is required accuracy of calculations.

We construct an inequality for stability control for a first order method. For this purpose, we consider an auxiliary stage $k_{3} = hf(y_{n} + k_{1})$. We write $k_{1}$, $k_{2}$ and $k_{3}$, applied to the problem $y' = Ay$, where $A$ is the matrix with constant coefficients. As a result, we obtain

$$k_{1} = Xy_{n}, \quad k_{2} = (X + X^{2}) y_{n}, \quad k_{3} = (X + X^{2} + 0.125X^{3}) y_{n},$$

where $X = hA$. It is easy to see, that

$$k_{2} - k_{1} = X^{3} y_{n}, \quad 8(k_{2} - k_{1}) = X^{3} y_{n}.$$  \hspace{1cm} (20)

Then, according to [7], estimation of a maximum eigenvalue $w_{x,2} = h\lambda_{x,2}$, max of the Jacobi matrix of the system (1) can be calculated by a formula

$$w_{x,2} = 8 \max \left[ k_{2} - k_{1} \right].$$  \hspace{1cm} (21)

A stability region of the scheme (18) is showed on a Fig. 2.
An interval of stability of the numerical scheme (18) is equal to eight. Therefore, an inequality \( w_{n+1} \leq 8 \) can be applied to control stability.

V. INTEGRATION ALGORITHM WITH AUTOMATIC SELECTION OF NUMERICAL SCHEME

An algorithm of alternating order and step may be easily formulated on a base of constructed explicit methods of first and second orders of accuracy. Calculations are always begun with the second order method as it is more accurate. Transition to first order scheme is carried out in case of violation an inequality with the second order method as it is more accurate. Transition inequality (2). Transfer to explicit methods is carried out if an inequality is carried out in the same manner as in the second order method applying a formula of type (17).

In case of using the scheme (2) formulation of an integration algorithm also does not present difficulties. Violation of an inequality \( w_{n+1} \leq 8 \) causes a transition to the scheme (2). Transfer to explicit methods is carried out if an inequality \( w_{n+1} \leq 8 \) holds.

The numerical formula (2), without the loss of the accuracy order, can be applied to freezing a matrix \( D_n \). Note, that during the freezing the Jacobi matrix, size of an integration step remains constant. An attempt to freeze the matrix \( D_n \) is carried out after each successful step. The matrix thaws after each successful step. The matrix thaws in following cases: (1) violation of accuracy of calculation; (2) if number of steps with a frozen matrix reaches a defined maximum number \( i_h \); and (3) if a projected step is greater than the last one by \( q_h \) times. By the numbers \( i_h \) and \( q_h \), we can affect the redistribution of computational cost. When \( i_h = 0 \) and \( q_h = 0 \), freezing does not occur; with increasing \( i_h \) and \( q_h \), the number of calculations of a right part increases, while number of inversions of the Jacobi matrix decreases.

The norm in a left part of inequality for accuracy control is calculated by a formula

\[
\|k_{i} - k_i\| = \max_{i \in \{1, \ldots, N\}} \left\{ \frac{|k_{i} - k'_{i}|}{|y_{i}^{n}| + r} \right\},
\]

where \( i \) is number of components, and \( r \) is a positive parameter. If, for the \( i \)-th component of solution, an inequality \( |y_{i}^{n}| < r \) holds, then an absolute error \( rE \) is controlled, otherwise, the relative error \( \varepsilon \) is controlled. Below the algorithm of variable order and step with automatic selection of an explicit or a \( L \)-stable numerical scheme is called RKMK2.

VI. NUMERICAL RESULTS

Calculations were carried out on PC Intel(R) Core(TM) i7-3770S CPU@3.10GHz with double precision. In the calculations, the parameter \( r \) was chosen so that practical accuracy of all components of solution was not worse than defined accuracy. The calculations were performed with accuracy \( \varepsilon = 10^{-2} \). This is due to the fact, that the algorithm, based on low accuracy order schemes, and, therefore, it is impractical to carry out calculations with higher accuracy with this method. A comparison of its efficiency was carried out with the well-known Gear method in the implementation of A. Hindmarsh named DLSODE from the ODEPACK collection [12]. Below ifu and ija denote, respectively, total number of calculations of a right part and number of inversions (decompositions) of the Jacobi matrix of the problem (1), which allow us to evaluate objectively the efficiency of the integration algorithm.

As the first test, the simplest model of the Belousov–Zhabotinsky reaction [13] was chosen:

\[
y_1' = 77.27\left(\frac{y_2 - y_1y_3 + y_1 - 8.375 \times 10^{-4} y_3^2}{y_3}\right),
\]

\[
y_2' = -\left(y_2 - y_1y_3 + y_3\right) / 77.27,\]

\[
y_3' = 0.161(y_1 - y_3),
\]

\[
t \in [0, 300], \quad y_1(0) = y_3(0) = 4, \quad y_2(0) = 1.1, \quad h_0 = 2 \times 10^{-3}.
\]

Calculations were made with numerical Jacobi matrix. A solution of this problem by the algorithm RKMK2 was calculated with costs ifu = 1 214 and ija = 65. Calculations only by the L-stable scheme (2) give ifu = 926 and ija = 88. Practical accuracy of the calculations at the end of the interval of integration is not worse than defined accuracy. Solution of (19) was calculated by explicit methods of variable order and step with cost ifu = 2 112 678. This problem is too stiff for explicit methods. However, the results of calculations are shown here to demonstrate principal possibility of application explicit methods for solving stiff enough examples, those in solving some high-dimensional problems may be more efficient than L-stable methods. For calculation by the DLSODE program, the required accuracy of \( 10^{-2} \) is achieved, when defined accuracy is \( 10^{-3} \) with costs ifu = 1 129 and ija = 107. On calculations with higher accuracy, DLSODE is more efficient than the constructed algorithm. This is a sequence of low accuracy order of the constructed numerical formulas. On defined accuracy equal \( 10^{-3} \), the algorithm RKMK2 is more efficient than the well-known method DLSODE in 1.5 times in number of inversions of the Jacobi matrix, while number of computations of the right part of (19) for RKMK2 and DLSODE vary slightly. In case of the large-
scale problem (1), the constructed integration algorithm may be more efficient than DLSODE in calculating time. Time dependence of \( y_1 \) is showed on a Fig. 3.

Integration of the system (20) was made on an interval \([0,000]\) with an initial step equal to \(10^{-2}\). Inlet concentrations of reagents are given below

\[
\begin{align*}
\text{c}_1 &= 0.14, \quad \text{c}_2 = 0.151 \cdot 10^{-5}, \quad \text{c}_3 = 0.125 \cdot 10^{-3}, \\
\text{c}_4 &= \text{c}_5 = \text{c}_6 = \text{c}_7 = 0
\end{align*}
\]

and \( \Theta = 125.5 \). Initial values of reagent concentrations are equal

\[
\begin{align*}
\text{c}_1 &= 0.1387, \quad \text{c}_2 = 0.1534 \cdot 10^{-6}, \quad \text{c}_3 = 0.1176 \cdot 10^{-6}, \\
\text{c}_4 &= 0.3165 \cdot 10^{-7}, \quad \text{c}_5 = 0.1956 \cdot 10^{-3}, \\
\text{c}_6 &= 0.5814 \cdot 10^{-6}, \quad \text{c}_7 = 0.631 \cdot 10^{-5}
\end{align*}
\]

Time dependence of \([\text{BrO}_2]\) is showed on a Fig. 4.

A second example describes the modified oregonator exhibiting complicated limit cycle. A reaction includes following six stages [14]

\[
\begin{align*}
\text{A} \longrightarrow \text{X} \rightarrow \text{P}, \quad k_1 = 0.084, \quad k_{-1} = 10^4, \\
\text{X} \longrightarrow \text{Y} \rightarrow \text{P}, \quad k_2 = 4 \cdot 10^4, \quad k_{-2} = 5 \cdot 10^{-5}, \\
\text{A} \longrightarrow \text{X} \rightarrow \text{W}, \quad k_3 = 2 \cdot 10^4, \quad k_{-3} = 2 \cdot 10^{-3}, \\
\text{C} \longrightarrow \text{W} \rightarrow \text{Z}, \quad k_4 = 1.3 \cdot 10^3, \quad k_{-4} = 2.4 \cdot 10^3, \\
\text{A} \longrightarrow \text{Y} \rightarrow \text{P}, \quad k_5 = 2 \cdot 10^4, \quad k_{-5} = 4 \cdot 10^{-11}, \\
\text{Z} \longrightarrow \text{C} \rightarrow 0.462 \text{Y}, \quad k_6 = 0.65,
\end{align*}
\]

where \( k_i \leq 6 \) - constants of velocities forward (with positive indices) and counter (with negative indices) stages. There are 7 entities in this reaction, denoted by

\[
\begin{align*}
\text{C} &= \text{M(n)} , \quad \text{P} = \text{HOBr}, \quad \text{W} = \text{BrO}_2, \\
\text{X} &= \text{HBrO}_2, \quad \text{Y} = \text{Br}^-, \quad \text{Z} = \text{M(n+1)}.
\end{align*}
\]

In this notations \( \text{M(n)} \) is an ion of a metal accelerant, \( \text{M(n+1)} \) is an oxygenated form of the ion. Let's denote concentrations of reagents by

\[
\begin{align*}
\text{c}_1 &= [\text{BrO}_2], \quad \text{c}_2 = [\text{Br}], \quad \text{c}_3 = [\text{M(n)}], \\
\text{c}_4 &= [\text{HBrO}_2], \quad \text{c}_5 = [\text{HOBr}], \quad \text{c}_6 = [\text{BrO}_2], \quad \text{c}_7 = [\text{M(n+1)}].
\end{align*}
\]

This reaction proceeds in an isothermal reactor with constant capacity with substance exchange. A Corresponding system of equations is given below

\[
\begin{align*}
\text{c}_1' &= -v_1 - v_2 + v_3 + (c_{1p} - c_1) / \theta, \\
\text{c}_2' &= -v_1 - v_2 + 0.462v_3 + (c_{2p} - c_2) / \theta, \\
\text{c}_3' &= -v_1 + v_4 + (c_{3p} - c_3) / \theta, \\
\text{c}_4' &= v_1 - v_2 - v_3 + v_4 - 2v_5 + (c_{4p} - c_4) / \theta, \\
\text{c}_5' &= v_1 + 2v_2 + v_3 + (c_{5p} - c_5) / \theta, \\
\text{c}_6' &= 2v_1 - v_2 + (c_{6p} - c_6) / \theta, \\
\text{c}_7' &= v_4 - v_2 + (c_{7p} - c_7) / \theta,
\end{align*}
\]

where velocities \( v_1, v_2, \ldots, v_7 \) of stages are defined by formulas

\[
\begin{align*}
v_1 &= k_1 c_1 c_2 - k_{-1} c_1 c_2, \\
v_2 &= k_2 c_2 c_4 - k_{-2} c_2 c_4, \\
v_3 &= k_3 c_4 c_5 - k_{-3} c_4 c_5, \\
v_4 &= k_4 c_5 c_6 - k_{-4} c_5 c_6, \\
v_5 &= k_5 c_6 c_1 - k_{-5} c_6 c_1, \\
v_6 &= k_6 c_1 c_7 - k_{-6} c_1 c_7.
\end{align*}
\]

A Corresponding system of reagents by

\[
\begin{align*}
\text{c}_1 &= \text{BrO}_2, \quad \text{c}_2 = \text{Br}, \quad \text{c}_3 = \text{M(n)}, \\
\text{c}_4 &= \text{HBrO}_2, \quad \text{c}_5 = \text{HOBr}, \quad \text{c}_6 = \text{BrO}_2, \quad \text{c}_7 = \text{M(n+1)}.
\end{align*}
\]

This reaction proceeds in an isothermal reactor with constant capacity with substance exchange. A Corresponding system of equations is given below

\[
\begin{align*}
\text{c}_1' &= -v_1 - v_2 + v_3 + (c_{1p} - c_1) / \theta, \\
\text{c}_2' &= -v_1 - v_2 + 0.462v_3 + (c_{2p} - c_2) / \theta, \\
\text{c}_3' &= -v_1 + v_4 + (c_{3p} - c_3) / \theta, \\
\text{c}_4' &= v_1 - v_2 - v_3 + v_4 - 2v_5 + (c_{4p} - c_4) / \theta, \\
\text{c}_5' &= v_1 + 2v_2 + v_3 + (c_{5p} - c_5) / \theta, \\
\text{c}_6' &= 2v_1 - v_2 + (c_{6p} - c_6) / \theta, \\
\text{c}_7' &= v_4 - v_2 + (c_{7p} - c_7) / \theta,
\end{align*}
\]

where velocities \( v_1, v_2, \ldots, v_7 \) of stages are defined by formulas

\[
\begin{align*}
v_1 &= k_1 c_1 c_2 - k_{-1} c_1 c_2, \\
v_2 &= k_2 c_2 c_4 - k_{-2} c_2 c_4, \\
v_3 &= k_3 c_4 c_5 - k_{-3} c_4 c_5, \\
v_4 &= k_4 c_5 c_6 - k_{-4} c_5 c_6, \\
v_5 &= k_5 c_6 c_1 - k_{-5} c_6 c_1, \\
v_6 &= k_6 c_1 c_7 - k_{-6} c_1 c_7.
\end{align*}
\]

VII. CONCLUSION

The constructed algorithm RKMK2 is designed for low precision calculations — about 1% and lower. In this case, its maximum efficiency is reached.

In RKMK2, with its parameters, one can specify different modes of calculation:

1) explicit methods of first or second order of accuracy with or without stability control;
2) explicit methods with variable order and step;
3) L-stable method with or without freezing, both an analytical and a numerical Jacobi matrix;
4) with automatic selection of the numerical scheme.

This allows us to apply this algorithm to solving both stiff and nonstiff problems. In calculations with automatic selection of a numerical scheme, the integration algorithm makes a decision whether a problem is stiff or not by itself.

Using the inequality for stability control does not actually lead to increase of computational cost, because estimation of a maximum eigenvalue of the Jacobi matrix of (1) is carried out
through a previously computed stages and does not lead to increase of number of computed values of function $f$. This estimation is rough. However, using stability control for limiting step growth allows us to avoid negative effects of roughness of estimation. Moreover, in some cases this leads to an exceptionally high growth of efficiency of the algorithm. In a settling region, the old errors tend to zero due to stability control, and the new ones are low, due to small values of derivatives of a solution. In some cases, following eigenvalue is estimated instead of a maximum one. An integration step becomes greater than limit, and with such a step the integration step is carried out as long as it does not disturb the inequality for checking the accuracy. Typically, the number of such steps is small. However, the step may be an order of magnitude greater than the maximum step for stability. After violation of the inequality for accuracy control, the step is reduced to a maximum possible. This effect can be repeated many times, depending on length of a region of settling. As a result, an average integration step cannot exceed the maximum allowable.

Application the explicit first order method with an extended interval of stability on a settling region allows increase an integration step in 4 times in comparison with the explicit second order method without increasing of computational cost. On transition regions, where accuracy of calculations has a defining role, the second accuracy order method with a small area of stability is more efficient.

Combining methods of low and high order applying an inequality for stability control, improves efficiency of calculations.
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Necessary Conditions of Optimality for Stochastic Switching Systems With Delay

Charkaz Aghayeva

Abstract—This paper provides necessary condition of optimality, in the form of maximum principle for optimal control problems of switching systems with constraints. Dynamics of the processes are defined by the stochastic differential equations with delay in the drift and diffusion coefficients. The restrictions on switches between operating mode are described by collection of functional constraints.

Keywords—Optimal control problem, Stochastic differential equation with delay, Stochastic switching system, Switching law.

I. INTRODUCTION

THE stochastic differential equations with delay find much exhibits in description of the real systems, which in one or another degree are subjected to the influence of the random noises. Systems with stochastic uncertainties have provided a lot of interest for problems of nuclear fission, communication systems, self-oscillating systems and etc., where the influences of random disturbances can not be ignored [1]-[3]. Switching systems consist of several subsystems and a switching law indicating the active subsystem at each time instantly. Optimization problems for switching systems have attracted a lot of interest. Theoretical results and applications were developed in [4]-[6]. For general theory of stochastic switching systems it is referred to [7].

Therefore problems of optimal control for switching systems, described by deterministic and stochastic differential equations with delay, are actual at present [8],[9]. Earlier the problems of stochastic optimal control of switching systems without delay were considered in [10]-[12]. Stochastic optimal control problem of unrestricted switching systems with delay is investigated in [13].

The present work is devoted to the optimal control problem of delayed stochastic switching system with uncontrolled diffusion coefficient. It is obtain maximum principle in the case when endpoint constraints are imposed. Using Ekeland’s variational principle [14], given problem is convert into the sequence of unconstrained problems. Due to the result from [13] it is established maximum principle and transversality conditions. Finally, taking the limit we achieve the necessary condition of optimality in the case when endpoint constraints are imposed.

II. PRELIMINARIES AND STATEMENT OF PROBLEM

Let \((\Omega, F^l, P), l=1,...,r\) be a probability spaces with filtration \(\{F^l_t, t \in [t_{l-1}, t_l] \mid l=1,...,r\}\), \(0=t_0 < t_1 < ... < t_r = T\). Assume that \(w^1_l, w^2_l,..., w^r_l\) are independent Wiener processes, which generate \(F^l_t = \sigma(w^r_{t-l}, t \leq t_l), l=1,...,r\). Let \(R^n\) denotes the \(n\) dimensional real vector space and \(|.|\) denotes the Euclidean norm in \(R^n\). \(E\) represents the expectation. \(E^l_x(\omega, \omega)\) denotes the space of all predictable processes \(x(\omega)\) such that: \(E\left|\int_0^X x(\omega) dt \right| < \infty\). \(R^{nx}\) is the space of linear transformations from \(R^n\) to \(R^n\). Let, \(Q_l \subset R^n, Q_l \subset Q_{l-1}\) be open sets and \(T = [0,T]\) be a finite interval.

Consider the following stochastic control system with delay:

\[
\begin{align*}
\frac{dx^l_t}{dt} &= g^l(x^l_t, \ldots, x^l_{t-h}, u^l_t)dt + f^l(x^l_t, \ldots, x^l_{t-h}, u^l_t)dw^l_t, \quad t \in [t_{l-1}, t_l] \quad (1) \\
\sigma_{x^l_{t-1}} &= K^l(t), t \in [t_{l-1}, t_l], l=0,1,...,r-1, \quad (2) \\
\sigma_{x^l_t} &= \Phi_l^l(x^l_t), l=1,2,...,r-1, \quad (3) \\
u^l_t \in U^l_t = \{u^l_t \in L^2_2\mid \int_0^T |u^l(t)|^2 dt < \infty\}, \quad (4)
\end{align*}
\]

where \(U^l, l=1,...,r\) are non-empty bounded sets.

Let \(A_l, l=1,...,r\) be the set of piecewise continuous functions \(K(t), l=1,...,r\) such that \(\{t_{l-1} - h, t_{l-1}\} \rightarrow N_l \subset Q_l\) and \(h \geq 0\). The problem is concluded to find the control \(u^1, u^2,..., u^r\) and the switching law \(t_1, t_2,..., t_r\) which minimize the cost functional:

\[
J(u) = \sum_{l=1}^r \left[ E \phi^l(x^l_{t_{l-1}}) + \int_{t_{l-1}}^{t_l} p^l(x^l_t, u^l_t) dt \right] \quad (5)
\]

which is determined on the decisions of the system (1)-(3), which are generated by all admissible controls

\[
U = U^l \times U^2 \times \ldots \times U^r
\]
at conditions:

\[
Eq^l(x^l_t) \in G
\]

where \(G\) is a closed convex set in \(R^n\).
Consider the sets: \( A_l = T_t^{i+1} \times \bigcap_{j=1}^{i} O_j \times \bigcap_{j=1}^{i} \Lambda_j \times \bigcap_{j=1}^{i} U^j \) with the elements

\[ \pi^t = (t_0, t_1, x_0^t, x_1^t, \ldots, x_i^t, K_{i-1}, u_1^t, u_2^t, \ldots, u^t). \]

**Definition 1:** The set of functions \( \{x'_t = x'(t, \pi^t), t \in [t_0 - h, t_1] \} \) is said to be a solution of the equation of the system with variable structure which corresponds to an element \( \pi^t \in A_0 \), if the function \( x'_t \in O_t \) on the interval \( [t_0 - h, t_1] \) satisfies the conditions (2), (3), while on the interval \( [t_1, t_2] \) it is continuously differentiable with probability 1 and satisfies the equation (1) almost everywhere.

**Definition 2:** The element \( \pi^t \in A_0 \) is said to be admissible if the pairs \( (x'_t, u^t) t \in [t_0, t_1] = 1, \ldots, r \) are the solutions of system (1)-(4) and satisfied the conditions (6).

**Definition 3:** The element \( \pi^t \in A_0^b \) is said to be an optimal solution of problem (1)-(6) if there exist admissible controls \( u_0^t, t \in [t_0, t_1] = 1, \ldots, r \) and corresponding solutions \( x'_0 t, t \in [t_0 - h, t_1] = 1, \ldots, r \) of system (1)-(4) with constraints (6), and pairs \( (x'_0 t, u^t) t \in [t_0, t_1] = 1, \ldots, r \) minimize the functional (5).

It is assumed that the following requirements are satisfied: I. Functions \( g^t(x, y, u, t), f^t(x, y, t) \) hold the conditions:

\[ g^t(x, y, u, t): O \times Q \times T \rightarrow R^n \]

II. When \( (t, u) \) are fixed functions \( g^t, f^t, p^t, l = 1, \ldots, r \) hold the conditions:

\[ f^t(x, y, t) + f^t(x, y, t) + f^t(x, y, t) + f^t(x, y, t) \leq N. \]

III. Functions \( \phi^t(x): R^n \rightarrow R^l \), \( l = 1, \ldots, r \) are continuously differentiable and satisfies the following:

\[ \phi^t(x) + [\phi^t(x)] \leq N(1 + |x|). \]

IV Functions \( \Phi^t(x, t): R^n \times T \rightarrow R^l, l = 1, \ldots, r - 1 \) are continuously differentiable in respect to \( (x, t) \):

\[ \Phi^t(x, t) + [\Phi^t(x, t)] \leq N(1 + |x|). \]

V. Functions \( q^t(x): R^n \rightarrow R \) are continuously differentiable in respect to \( (x, t) \):

\[ q^t(x) + [q^t(x)] \leq N(1 + |x|). \]

III. METHODS OF SOLUTION

The following result that is a necessary condition of optimality for problem (1)-(5) has been obtained in [6].

**Theorem 1.:** Suppose that assumptions I-IV hold, \( \pi^t = (t_0, \ldots, t_i, x_i^t, \ldots, x_i^t, y_i^t, K_{i-1}, u_1^t, u_2^t, \ldots, u^t) \) is an optimal solution of problem (1)-(5) and random processes \((y^t, \beta^t) \in L_{b}^{2} (t_1, t_1; R^n) \times L_{b}^{2} (t_1, t_1; R^{n+m}) \) are the solutions of the following adjoint equations:

\[ \begin{align*}
&d\psi^t = -\left[H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, t) + H^t_2(\psi^t, x_i^t, y_i^t, u_i^t, t)\right] dt + \beta^t dt, \\
&\psi^t = -H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, t) dt + \beta^t dt, \\
&\psi^t = -\psi^t(\psi^t) + \psi^t(\Phi^t(x_i^t, t), l = 1, \ldots, r - 1, \\
&\psi^t = -\psi^t(\psi^t). 
\end{align*} \]

Then:

a) almost certainly for \( \forall \tilde{u}^t \in U^t, l = 1, \ldots, r \), a.e. in \([t_{l-1}, t_{l}]\) the maximum principle hold:

\[ H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, \tilde{u}^t) - H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, \theta) \leq 0 \]

b) Following transversality conditions hold:

\[ a) \text{ almost certainly for } \forall \tilde{u}^t \in U^t, l = 1, \ldots, r, \text{ a.e. in } [t_{l-1}, t_{l}] \text{ the maximum principle hold:} \]

\[ H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, \tilde{u}^t) - H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, \theta) \leq 0 \]

**Theorem 2.:** Suppose that, assumptions I-V hold, \( \pi^t = (t_0, \ldots, t_i, x_i^t, \ldots, x_i^t, y_i^t, K_{i-1}, u_1^t, u_2^t, \ldots, u^t) \) is an optimal solution of problem (1)-(6) and random processes \((y^t, \beta^t) \in L_{b}^{2} (t_1, t_1; R^n) \times L_{b}^{2} (t_1, t_1; R^{n+m}) \) are the solutions of the following adjoint equations:

\[ \begin{align*}
&d\psi^t = -\left[H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, t) + H^t_2(\psi^t, x_i^t, y_i^t, u_i^t, t)\right] dt + \beta^t dt, \\
&\psi^t = -H^t_1(\psi^t, x_i^t, y_i^t, u_i^t, t) dt + \beta^t dt, \\
&\psi^t = -\lambda \Delta^t(\psi^t) + \psi^t(\Phi^t(x_i^t, t), l = 1, \ldots, r - 1, \\
&\psi^t = -\lambda \Delta^t(\psi^t). 
\end{align*} \]

Then:

a) almost certainly for \( \forall \tilde{u}^t \in U^t, l = 1, \ldots, r \), a.e. in \([t_{l-1}, t_{l}]\) the maximum principle hold:

\[ H^t(\psi^t, x_i^t, y_i^t, \tilde{u}^t, \theta) - H^t(\psi^t, x_i^t, y_i^t, u_i^t, \theta) \leq 0 \]

b) Following transversality conditions hold a.e.:
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$$d(u_l^{\omega}, u') \rightarrow 0.$$ 

Then

$$\lim_{n \rightarrow +\infty} \left\{ \sup_{x_{r_{ij}}, t_{ij}} E|x_{r_{ij}}^{u_l^{\omega}} - x_{r_{ij}}^u| \right\} = 0$$

where $x_{r_{ij}}'$ is a trajectory corresponding to an admissible controls $u_l^{\omega}, l = 1, \ldots, r$.

According to Ekeland's variational principle, there are controls such as: $u_l^{ij}, d(u_l^{ij}, u') \leq 1$ and for $\forall u_l \in V_l$ the following is achieved:

$$I_j(u) \leq J_j(u) + \sum_{i=1}^{j} \sqrt{e_j} d(u_l^{ij}, u'), \ e_j = \frac{1}{j}.$$ 

This inequality means that

$$(t_0, t_1, \ldots, t_r, x_{r_{ij}}, x_{r_{ij}}', K_i, \ldots, K_r, u_{r_{ij}}, \ldots, u_{r_{ij}}')$$

is a solution of the following problem:

$$\left\{ J_j(u) = I_j(u) + \sum_{i=1}^{j} \sqrt{e_j} d(u_l^{ij}, u'), \right\}$$

subject to:

$$dx_{r_{ij}} = g(x_{r_{ij}}, y_{r_{ij}}, u_{r_{ij}}, t) dt + f(x_{r_{ij}}, y_{r_{ij}}) dw, \ t \in (t_{i-1}, t_i)$$

$$x_{r_{ij}}(t) = K_{r_{ij}}(t), t \in [t_i - h, t_i], l = 0, 1, \ldots, r - 1,$n_{r_{ij}} \in K_{r_{ij}}(t_i), I = 1, \ldots, r$$

$$x_{r_{ij}} = x_0$$

$$u_{r_{ij}} \in U_0$$

Function $\delta(u,v)$ is determined in the following way:

$$\delta(u,v) = \begin{cases} 0, u = v \\ 1, u \neq v. \end{cases}$$

Then according to the Theorem 1, it is obtained as follows:

1) there exist the random processes $\psi_{r_{ij}} \in L_{r_{ij}}^2(t_{i-1}, t_i; R^{n_{r_{ij}}})$, $\beta_{r_{ij}} \in L_{r_{ij}}^2(t_{i-1}, t_i; R^{n_{r_{ij}}})$ , which are solutions of the following system

$$d\psi_{r_{ij}} = -H_j(\psi_{r_{ij}}, x_{r_{ij}}, \beta_{r_{ij}}, u_{r_{ij}}, t) dt - H_j(\psi_{r_{ij}}, x_{r_{ij}}, \beta_{r_{ij}}, u_{r_{ij}}, t + h) dt$$

$$+ \beta_{r_{ij}}^2 dw, \ t \in [t_i - h, t_i], l = 1, \ldots, r$$

$$d\psi_{r_{ij}} = -H_j(\psi_{r_{ij}}, x_{r_{ij}}, \beta_{r_{ij}}, u_{r_{ij}}, t) dt + \beta_{r_{ij}}^2 dw, \ t \in [t_i - h, t_i], l = 1, \ldots, r$$

$$\psi_{r_{ij}} = -\lambda_{r_{ij}}^0 \phi_{r_{ij}}(x_{r_{ij}}) + \psi_{r_{ij}}^0 \Phi_{r_{ij}}(x_{r_{ij}}, t_i), l = 1, \ldots, r - 1$$

$$\psi_{r_{ij}} = -\lambda_{r_{ij}}^0 \phi_{r_{ij}}(x_{r_{ij}}) - \lambda_{r_{ij}}^0 q_i(x_{r_{ij}})^2.$$

(11)

where non-zero $(\lambda_0^0, \lambda_1^0, \ldots, \lambda_r^0) \in R^{r+1}$ meet the following requirement:

$$\lambda_r^0 = c_j + \lambda_r^0 E(\phi_{r_{ij}}(x_{r_{ij}})) + E(\int_{t_i}^{t_i} p(x_{r_{ij}}, u_{r_{ij}}, t) dt)/J_j^0$$

$$J_j^0 = \sum_{i=1}^{j} c_i - 1/ j - E(\phi_{r_{ij}}(x_{r_{ij}})) + E(\int_{t_i}^{t_i} p(x_{r_{ij}}, u_{r_{ij}}, t) dt)/J_j^0$$

2) almost certainly for any $\bar{u} \in U^j$ and a.e. $t \in [t_i - h, t_i]$ is satisfied:

$$H_j(\psi_{r_{ij}}, x_{r_{ij}}, \beta_{r_{ij}}, \bar{u}^1, t) - H_j(\psi_{r_{ij}}, x_{r_{ij}}, \beta_{r_{ij}}, u_{r_{ij}}, t) \leq 0$$

3) the following transversality conditions hold:

$$-a_{r_{ij}}^0 \phi_{r_{ij}}(x_{r_{ij}}^0, y_{r_{ij}}^0, u_{r_{ij}}^0, t) + b_{r_{ij}}^0 \phi_{r_{ij}}(x_{r_{ij}}^0, y_{r_{ij}}^0, u_{r_{ij}}^0, t)$$

$$+ b_{r_{ij}}^0 \phi_{r_{ij}}(x_{r_{ij}}^0, K_{r_{ij}}(t_i), u_{r_{ij}}^0, t) - b_j \Phi_{r_{ij}}(x_{r_{ij}}^0, t_i) = 0, l = 0, 1, \ldots, r$$

(13)

Since the following exists $\left| \lambda_0^0, \lambda_1^0, \ldots, \lambda_r^0 \right| = 1$, then according to conditions I-IV it is implied that

$$\lambda_0^0, \lambda_1^0, \ldots, \lambda_r^0 \rightarrow (\lambda_0, \lambda_1, \ldots, \lambda_r) \ \text{if} \ \ j \rightarrow \infty.$$
Proof: It is clear that \( \forall t \in [t_i, t_{i+1}] \), \( l = 1, ..., r - 1 \):
\[
d\langle u_i^l, u_j^m \rangle \to 0, \quad j \to \infty.
\]

Hence, according to Gronwall inequality, the following result is achieved:
\[
E \int_{s}^{t} |\psi_{s}^{j,l} - \psi_{s}^{j,m}|^2 dt + E \int_{t_{i+1}}^{t} |\beta_{s}^{j,l} - \beta_{s}^{j,m}|^2 dt \leq EN \int_{t_{i+1}}^{t} |\psi_{s}^{j,l} - \psi_{s}^{j,m}|^2 dt +
\]
\[
+ ENE \int_{s}^{t_{i+1}} |\beta_{s}^{j,l} - \beta_{s}^{j,m}|^2 dt + E |\psi_{s}^{j,l} - \psi_{s}^{j,m}|^2.
\]

IV. CONCLUSION
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Finding minimax strategy and minimax risk for Bernoulli multi-armed bandit

Alexander V. Kolnogorov

Abstract – Bernoulli multi-armed bandit with arbitrary set of unknown parameters is considered. Using the strategy variation, it is shown that minimax risk and strategy on the whole set of parameters are equal to those on some finite subset of its closure. According to the main theorem of the theory of games minimax strategy and minimax risk on the finite set of parameters are searched as Bayes’ ones corresponding to the worst prior distribution. These properties allow to reduce the problem to finding the global maximum of the function depending on finite number of variables. On the other hand, they provide a convenient method to represent and to keep determined strategy. Some numerical examples are presented.

Keywords – multi-armed bandit problem, behavior in random environment, stochastic robust control, minimax and bayesian approaches, strategy variation, linear uniform inequalities.

I. INTRODUCTION

We consider Bernoulli multi-armed bandit problem (see, e.g. [1]). The name originates from the slot machine with \( K \) \((K \geq 2)\) arms, corresponding model is considered in Section II. This is a sequential design problem. It is often considered as a control problem as well. The general setting assumes that there are \( K \) \((K \geq 2)\) alternative actions. Each choice of any action generates a random binary income with possible values \( \{1, 0\} \) which distribution depends on currently chosen arm only, is fixed during control process but unknown to the person choosing arms. The goal is to maximize the total expected income by identification the most profitable action and its preferable application.

Different models for the problem have been proposed depending on their possible applications. For example, the finite automata and stochastic automata with variable structure (see, e.g. [2,3]) were investigated in order to describe expedient behavior of biological systems. More effective control procedures for the problems of adaptive control were propose in [4, 5]. Models for optimization in economics were considered in [6].

We consider the minimax approach to the problem. The importance of minimax approach is due to its robustness. This approach was proposed in [7] which caused a significant interest to the problem. However, it turned out that there is no a direct method of finding minimax risk and minimax strategy.

On the other hand, Bayesian approach was successfully used by many researchers. The popularity of Bayesian approach is due to the possibility to calculate Bayes risk and Bayes strategy by dynamic programming technique. Minimax and Bayesian approaches are related by the main theorem of the theory of games. According to this theorem minimax risk is equal to Bayes risk calculated over the worst prior distribution corresponding to the maximum of Bayes risk. This theorem gives indirect method to find minimax risk and minimax strategy.

However, the worst prior distribution might have a complex structure and, hence, this approach would not make the problem easy to solve. Fortunately, it is not the case. Below we show by strategy variation that minimax risk and minimax strategy on the whole set of parameters are equal to those on some finite subset belonging to its closure. This property allows to reduce the problem to finding the global maximum of function depending on finite number of variables. On the other hand, it provides a convenient method to represent and to keep determined strategy. This approach was considered in [8, 9].

The structure of the paper is the following. In section II, we describe the model. In section III, we consider minimax and Bayesian approaches to the problem and their relation. Then we state the goal of the control. In section IV, we investigate some properties of the strategy and its relation. In section V, the reduction of the problem to finding minimax risk and minimax strategy on the finite subset of parameters is considered. In section VI, calculation and representation of the minimax risk and strategy are given.

II. THE MODEL

In this section, we describe Bernoulli two-armed bandit, give formal setup of the problem and consider some examples of the sets of parameters.

A. Bernoulli Two-Armed Bandit

Bernoulli two-armed bandit is a slot machine with two arms. If the gambler chooses the \( \ell \)-th arm he gets unit reward with probability \( p_\ell \) or nothing with probability \( q_\ell = 1 - p_\ell \) \((\ell = 1, 2)\). The gambler has to play against the two-armed bandit \( N \) times totally (he knows this value) and his goal is to maximize (in some sense) his total expected income. Probabilities \( p_1, p_2 \) are fixed at play but unknown to the gambler. In the sequel, the arms are also called actions.

This problem is closely connected with a dilemma “Information vs Control”. It states that the best control policy of the gambler is always to choose the arm corresponding to
Fig. 1. The set of all Bernoulli two-armed bandits

Fig. 2. \( p_1 \) is arbitrary, \( p_1 \) may take two possible values

the largest value of \( p_1, p_2 \). However, due to the lack of the information on this arm the gambler should try them both and this diminishes his total expected income.

B. Formal Setup

Formally, let \( \xi_n, n = 1, \ldots, N \), be a controlled random process with two possible values 1, 0, which are interpreted as incomes, depend on currently chosen actions \( \eta_n \) only and are described by the distribution

\[
\Pr(\xi_n = 1|\eta_n = \ell) = p_\ell, \quad \Pr(\xi_n = 0|\eta_n = \ell) = q_\ell,
\]

where \( p_\ell + q_\ell = 1, \ell = 1, \ldots, K, K \geq 2 \). Such multi-armed bandit can be described by a vector parameter \( \theta = (p_1, \ldots, p_K) \). Control strategy \( \sigma \) at the instant of time \( n \) is a function of the current history of the process \( \xi^{n-1} = \xi_1, \ldots, \xi_{n-1}, \eta^{n-1} = \eta_1, \ldots, \eta_{n-1} \). Thus

\[
\sigma_\ell(\eta^{n-1}, \xi^{n-1}) = \Pr(\eta_n = \ell|\eta^{n-1}, \xi^{n-1}),
\]

\( \ell = 1, \ldots, K \). There is no history at \( n = 1 \) and, hence, it can be omitted in expressions below. Obviously, equalities hold

\[
\sum_{\ell=1}^{K} \sigma_\ell(\eta^{n-1}, \xi^{n-1}) = 1
\]

for all histories \((\eta^{n-1}, \xi^{n-1})\). The set of strategies is denoted by \( \Sigma \).

Let’s describe the loss function. We assume that the goal of the control is to maximize (in some sense) the total expected income. Hence, if parameter \( \theta \) is known, the optimal strategy prescribes always to apply the action corresponding to the largest value of \( p_1, \ldots, p_K \). The total expected income would thus be equal to \( N \max_{\ell=1,\ldots,K} p_\ell \). If parameter \( \theta \) is unknown, then the function

\[
L_N(\sigma, \theta) = N \max_{\ell=1,\ldots,K} p_\ell - \mathbb{E}_{\sigma,\theta} \left( \sum_{n=1}^{N} \xi_n \right)
\]

(2)

describes expected losses of total income due to the incomplete information. Here \( \mathbb{E}_{\sigma,\theta} \) denotes the mathematical expectation over the measure generated by a strategy \( \sigma \) and a parameter \( \theta \). The set of possible values of parameter \( \Theta \) is known. It can be any subset of \( K \)-dimensional cube \( \{ \theta : 0 \leq p_\ell \leq 1, \ell = 1, \ldots, K \} \) which itself corresponds to the set of all possible multi-armed bandits.
The importance of minimax approach is due to its robustness. It means that if minimax strategy $\sigma^M$ is applied then the following inequality holds

$$L_N(\sigma^M, \theta) \leq R^M_N(\Theta),$$

for all $\theta \in \Theta$. The article [7] initiated a significant interest to considered problem. However, minimax strategy and minimax risk for Bernoulli two-armed bandit were not found in general case. For example, Fabius and van Zwet [10] calculated minimax strategy and minimax risk for $N = 1, 2, 3, 4$, and then wrote: “the algebra involved becomes progressively more complicated with increasing $N$ and seems to remain prohibitive already for $N$ as small as 5”. On the other hand, an asymptotic minimax theorem [11] was proved:

$$0.265 \leq N^{-1/2} R^M_N(\Theta) \leq 0.376,$$

as $N \to \infty$. However, this theorem was proved by indirect method.

**B. Bayesian Approach**

Much more popular approach to the problem is Bayesian one. Denote by $\Lambda$ a prior distribution of the parameter on the set $\Theta$. The value

$$R^B_N(\Lambda) = \inf_{\sigma} \int L_N(\sigma, \theta) \Lambda(d\theta)$$

(4)

is called the Bayes risk and corresponding strategy $\sigma^B$ is called the Bayes strategy. The popularity of Bayesian approach is because it allows to calculate Bayes strategy and Bayes risk by dynamic programming technique. As Berry and Fristedt [1] write: “it is not that researchers in bandit problems tend to “Bayesians”; rather Bayes’s theorem provides a convenient mathematical formalism that allows for adaptive learning and so is an ideal tool in sequential decision problems”.

On the other hand, a disadvantage of Bayesian approach is that there are no clear criteria for assignment a prior distribution. Very often researchers assign the prior distribution so that to simplify calculations. Sometimes it is possible to assign the prior distribution on the base of expert guidelines.

**C. Relation between Minimax and Bayesian Approaches**

Minimax and Bayesian approaches are related by the main theorem of the theory of games. According to this theorem minimax risk (3) is equal to Bayes risk (4) over the worst prior distribution.

However, the worst prior distribution might have a complex structure and, hence, this approach would not make the problem easy to solve. Fortunately, it is not the case. Below we show by the strategy variation that minimax risk and strategy on the whole set of parameters are equal to those on some finite subset belonging to its closure. This property allows to reduce the problem to finding global maximum of function depending on finite number of variables. On the other hand, it provides a convenient method to represent and to keep determined strategy.

---

**Fig. 4. Maximum of probabilities $p_1, p_2$ is known**

**C. Examples of Sets of Parameters**

Different structures of the sets of parameters depend on prior information. Let’s consider some examples with $K = 2$.

The set of all Bernoulli two-armed bandits is described by $\Theta = \{(p_1, p_2) : 0 \leq p_1 \leq 1, 0 \leq p_2 \leq 1\}$. This set is presented on Fig. 1.

On Fig. 2 we present the set of parameters considered by [1]. It can be formally described as $\Theta = \{(x, 0) : 0 \leq x \leq 1\} \cup \{(y, 1) : 0 \leq y \leq 1\}$. In this case, there is a priori information on the value $p_2$.

On Fig. 3 the so-called one-armed bandit is presented. In this case, the first arm is known and the second arm is unknown. The set of parameters can be formally described as $\Theta = \{(p, x) : 0 \leq x \leq 1\}$.

On Fig. 4 the set of Bernoulli two-armed bandits with maximal known probability $p_1$, $p_2$ is presented. The set of parameters can be formally described as $\Theta = \{(p, x) : 0 \leq x \leq p\} \cup \{(y, p) : 0 \leq y \leq p\}$.

**III. THE GOAL OF THE CONTROL**

In this section, we consider minimax and Bayesian settings of the problem and relation between them.

**A. Minimax Approach**

According to the minimax approach the maximal total expected losses on the set of parameters $\Theta$ should be minimized over the set of strategies $\Sigma$. The value

$$R^M_N(\Theta) = \inf_{\Sigma} \sup_{\theta} L_N(\sigma, \theta)$$

(3)

is called the minimax risk and corresponding strategy $\sigma^M$ (if it exists) is called the minimax strategy.

Minimax setting of the problem was first proposed in [7]. The importance of minimax approach is due to its robustness.

**B. Bayesian Approach**

On Fig. 4 the set of Bernoulli two-armed bandits with maximal known probability $p_1$, $p_2$ is presented. The set of parameters can be formally described as $\Theta = \{(p, x) : 0 \leq x \leq p\} \cup \{(y, p) : 0 \leq y \leq p\}$.

**III. THE GOAL OF THE CONTROL**

In this section, we consider minimax and Bayesian settings of the problem and relation between them.

**A. Minimax Approach**

According to the minimax approach the maximal total expected losses on the set of parameters $\Theta$ should be minimized over the set of strategies $\Sigma$. The value

$$R^M_N(\Theta) = \inf_{\Sigma} \sup_{\theta} L_N(\sigma, \theta)$$

(3)

is called the minimax risk and corresponding strategy $\sigma^M$ (if it exists) is called the minimax strategy.

Minimax setting of the problem was first proposed in [7]. The importance of minimax approach is due to its robustness.

**B. Bayesian Approach**

Much more popular approach to the problem is Bayesian one. Denote by $\Lambda$ a prior distribution of the parameter on the set $\Theta$. The value

$$R^B_N(\Lambda) = \inf_{\sigma} \int L_N(\sigma, \theta) \Lambda(d\theta)$$

(4)

is called the Bayes risk and corresponding strategy $\sigma^B$ is called the Bayes strategy. The popularity of Bayesian approach is because it allows to calculate Bayes strategy and Bayes risk by dynamic programming technique. As Berry and Fristedt [1] write: “it is not that researchers in bandit problems tend to “Bayesians”; rather Bayes’s theorem provides a convenient mathematical formalism that allows for adaptive learning and so is an ideal tool in sequential decision problems”.

On the other hand, a disadvantage of Bayesian approach is that there are no clear criteria for assignment a prior distribution. Very often researchers assign the prior distribution so that to simplify calculations. Sometimes it is possible to assign the prior distribution on the base of expert guidelines.

**C. Relation between Minimax and Bayesian Approaches**

Minimax and Bayesian approaches are related by the main theorem of the theory of games. According to this theorem minimax risk (3) is equal to Bayes risk (4) over the worst prior distribution.

However, the worst prior distribution might have a complex structure and, hence, this approach would not make the problem easy to solve. Fortunately, it is not the case. Below we show by the strategy variation that minimax risk and strategy on the whole set of parameters are equal to those on some finite subset belonging to its closure. This property allows to reduce the problem to finding global maximum of function depending on finite number of variables. On the other hand, it provides a convenient method to represent and to keep determined strategy.
IV. LOSS FUNCTION, STRATEGY AND STRATEGY VARIATION

In this section, we give the formula for calculation the loss function (2) and show that it depends on sufficient statistics only. Then we modify presentation of the strategy, define strategy variation and obtain formula (12). Note that in case of the two-armed bandit these properties were considered in [10]. Finally, we partition all variations into permissible and prohibited ones and give a criterion which allows to distinguish between them.

A. Loss Function

Denote $r_{\ell}(0) = p_{\ell}$, $r_{\ell}(1) = q_{\ell}$, $\Delta_{\ell} = (\max_{i=1,\ldots,K} p_{i} - p_{\ell})$, $\ell = 1, \ldots, K$. Defined above loss function (2) is equal to

$$L_{N}(\sigma, \theta) = \sum_{n=1}^{N} M_{n}(\sigma, \theta)$$

with

$$M_{n}(\sigma, \theta) = \sum_{(\eta^{n-1}, \xi^{n-1})} \left( f(\eta^{n-1}, \xi^{n-1}, \theta) \right) \times \prod_{\ell=1}^{K} \pi_{\ell}(\eta^{n-1}, \xi^{n-1}) \Delta_{\ell}$$,

$$\pi_{n_{\ell}}(\eta^{n-1}, \xi^{n-1}) = \frac{n}{\sum_{\nu=1}^{n} \sigma_{n_{\nu}}(\eta^{n-1}, \xi^{n-1}, \sigma, \theta)}$$

Here $\pi_{\ell}(\eta^{n-1}, \xi^{n-1}) f(\eta^{n-1}, \xi^{n-1}, \theta)$ is the probability of the history $(\eta^{n-1}, \xi^{n-1}, \theta)$. Probabilities $\{\pi_{\ell}(\eta^{n-1}, \xi^{n-1})\}$ describe the strategy as well as $\{\sigma(\eta^{n-1}, \xi^{n-1})\}$. Given probabilities $\{\pi_{\ell}(\eta^{n-1}, \xi^{n-1})\}$, it follows from (6) that probabilities $\{\sigma(\eta^{n-1}, \xi^{n-1})\}$ can be determined as

$$\sigma(\eta^{n-1}, \xi^{n-1}) = \pi_{\ell}(\eta^{n-1}, \xi^{n-1}) / \pi_{n_{\ell}}(\eta^{n-1}, \xi^{n-2})$$

if $\pi_{n_{\ell}}(\eta^{n-2}, \xi^{n-2}) \neq 0$; otherwise they can have arbitrary permissible values.

B. Sufficient Statistics

Note, that sufficient statistics of the history $(\eta^{n-1}, \xi^{n-1})$ is $\zeta_{n-1} = ((n_{1}, m_{1}), \ldots, (n_{K}, m_{K}))$ where $(n_{\ell}, m_{\ell})$ are equal to total number of choices and total number of nonzero incomes respectively for $\ell$-th action ($\ell = 1, \ldots, K$). Let’s denote by $S$ the operator $S : \eta^{n-1} \times \xi^{n-1} \rightarrow \zeta_{n-1}$ which calculates sufficient statistics $\zeta_{n-1}$ of the history $(\eta^{n-1}, \xi^{n-1})$ and by

$$\pi_{\ell}(\zeta_{n-1}) = \sum_{(\eta^{n-1}, \xi^{n-1}) \in S^{-1}(\zeta_{n-1})} \pi_{\ell}(\eta^{n-1}, \xi^{n-1})$$

the sum of probabilities $\pi_{\ell}(\cdot)$ corresponding to all histories having sufficient statistics $\zeta_{n-1}$. Note, that in general it can not be interpreted as probability because its value can exceed 1. Then (6) can be rewritten as

$$M_{n}(\sigma, \theta) = \sum_{(\zeta_{n-1})} \left( F(\zeta_{n-1}; \theta) \sum_{\ell=1}^{K} \pi_{\ell}(\zeta_{n-1}) \Delta_{\ell} \right)$$

$$\pi_{\ell}(\zeta_{n-1}) = \sum_{(\eta^{n-1}, \xi^{n-1}) \in S^{-1}(\zeta_{n-1})} \pi_{\ell}(\eta^{n-1}, \xi^{n-1})$$

$$F(\zeta_{n-1}; \theta) = f(\eta^{n-1}, \xi^{n-1}; \theta) = \prod_{\ell=1}^{K} p_{\ell}^{m_{\ell}} q_{\ell}^{n_{\ell} - m_{\ell}}$$

The set of values $\{\pi_{\ell}(\zeta_{n-1})\}$ in (7) can be interpreted as the strategy $\sigma$ depending on sufficient statistics only. Let us determine corresponding strategy $\sigma$. It follows from (6) that

$$\pi_{\ell} = \sigma_{\ell}, \text{ if } n = 1,$$

$$\pi_{\ell}(\eta^{n-1}, \xi^{n-1}) = \sigma_{\ell}(\eta^{n-1}, \xi^{n-1}), \text{ if } n > 1,$$

$$\ell = 1, \ldots, K.$$ Denote by $S_{1}$ operator $S_{1} : \zeta_{n-2} \times \eta_{n-1}, \xi_{n-1} \rightarrow \zeta_{n-1}$ which calculates sufficient statistics at the time point $(n-1)$ on the base of that one at the time point $(n-2)$ and the pair $(\eta_{n-1}, \xi_{n-1})$. Assigning in (8) equal values $\pi_{\ell}(\zeta_{n-1})$ to all $\sigma_{\ell}(\eta^{n-1}, \xi^{n-1})$ such that $S(\eta^{n-1}, \xi^{n-1}) = \zeta_{n-1}$ we obtain at $n > 1$

$$\pi_{\ell}(\zeta_{n-1}) = \pi_{\ell}(\zeta_{n-1})$$

$$\times \sum_{k=1}^{K} \sum_{x=0}^{\zeta_{n-2} - 1} \sum_{S_{1}(\zeta_{n-2}, k, x) = \zeta_{n-1}} \pi_{k}(\zeta_{n-2})$$

Obviously, (9) allows to determine strategy $\sigma$ as a function of sufficient statistics at $n > 1$. Since $\{\sigma(\zeta_{n-1})\}$ satisfy equalities (1), we obtain using (8) and (9)

$$\sum_{\ell=1}^{K} \pi_{\ell}(\zeta_{n-1}) = 1, \text{ if } n = 1,$$

$$\sum_{\ell=1}^{K} \pi_{\ell}(\zeta_{n-1}) = \sum_{k=1}^{K} \sum_{x=0}^{\zeta_{n-2} - 1} \sum_{S_{1}(\zeta_{n-2}, k, x) = \zeta_{n-1}} \pi_{k}(\zeta_{n-2}), \text{ if } n > 1$$

for all $\{\zeta_{n-1}\}$. Note that (10) completely describes both $\{\pi_{\ell}(\zeta_{n-1})\}$ and $\{\sigma_{\ell}(\zeta_{n-1})\}$. So, probabilities $\{\pi_{\ell}(\zeta_{n-1})\}$ can be determined as

$$\sigma_{\ell} = \pi_{\ell}, \text{ if } n = 1,$$

$$\sigma_{\ell}(\zeta_{n-1}) = \pi_{\ell}(\zeta_{n-1})$$

$$\times \left( \sum_{k=1}^{K} \sum_{x=0}^{\zeta_{n-2} - 1} \sum_{S_{1}(\zeta_{n-2}, k, x) = \zeta_{n-1}} \pi_{k}(\zeta_{n-2}) \right)^{-1}, \text{ if } n > 1,$$

unless appropriate expressions in brackets are equal to 0. Otherwise, probabilities $\{\sigma_{\ell}(\zeta_{n-1})\}$ can have arbitrary non-negative values satisfying (1).

In the sequel we consider strategies depending on sufficient statistics and use the following notations

$$L_{N}(\pi, \theta) := L_{N}(\sigma, \theta), \text{ } M_{N}(\pi, \theta) := M_{N}(\sigma, \theta).$$

Note that values $\{\pi_{\ell}(\zeta_{n-1}); \ell = 1, \ldots, K-1\}$ may be arbitrary positive values satisfying (10). Their total number is denoted by $S(K, N)$. Then $\{\pi_{K}(\zeta_{n-1})\}$ can be determined using (10).
C. Strategy Variation

Let’s define strategy variation δ by the set of numbers \( \delta_l(\zeta_{n-1}) \) satisfying conditions

\[
\sum_{l=1}^{K} \delta_l = 0, \quad \text{if } n = 1, \\
\sum_{l=1}^{K} \delta_l(\zeta_{n-1}) = 0, \\
\sum_{k=1}^{K} x=0 \sum_{n=2}^{\zeta} \delta_k(\zeta_{n-2}), \quad \text{if } n > 1
\]

(11)

for all \( \{\zeta_{n-1}\} \).

Given strategy \( \pi \) and variation \( \delta \), the set of values \( \pi + \delta \) defined as \( \{\pi_l(\zeta_{n-1}) + \delta_l(\zeta_{n-1})\} \) satisfy (10) and is therefore also a strategy if all these values are nonnegative numbers. In the sequel, we distinguish between permissible and forbidden variations. Given permissible variation, \( \pi + \delta \) is also a strategy if all these values are nonnegative numbers. In particular, if all these values are positive numbers, \( \pi + \delta \) is also a strategy if all these values are nonnegative numbers. In this case, \( \pi + \delta \) is also a strategy if all these values are nonnegative numbers. In particular, if all these values are positive numbers, \( \pi + \delta \) is also a strategy if all these values are nonnegative numbers.

Given strategy \( \pi \), its permissible variation \( \delta \) and 0 < \( \varepsilon \) < 1, all variations \( \varepsilon \delta \) are permissible variations as well.

Using (7), one obtains

\[
L_N(\pi + \varepsilon \delta, \theta) = L_N(\pi, \theta) + \varepsilon L_N(\delta, \theta). 
\]

(12)

The set of variations satisfying conditions (11) generates a linear space. All variations can be described by their arbitrary values \( \{\delta_l(\zeta_{n-1})\} : l = 1, \ldots, K-1 \) and \( \{\delta_{K}(\zeta_{n-1})\} \) can then be determined using (11). Hence, variations \( \delta \) having a single nonzero value \( \delta_{l'}(\cdot) = 1 \ (l \in \{1, \ldots, K-1\}) \) and \( \delta_{l'}(\cdot) = 0 \) for the rest ones generate the basis in this linear space of all strategy variations.

The following lemma allows to distinguish permissible and forbidden variations.

**Lemma 1.** Given strategy \( \pi \) and variation \( \delta \), the variation \( \varepsilon \delta \) is permissible for the strategy \( \pi \) for some \( \varepsilon > 0 \) if and only if

\[
\delta_l(\zeta_{n-1}) \geq 0 \quad \text{whenever} \quad \pi_l(\zeta_{n-1}) = 0. 
\]

(13)

**Proof.** The necessity of (13) is the consequence of the fact that otherwise for any \( \varepsilon > 0 \) the negative values \( \pi_l(\zeta_{n-1}) + \varepsilon \delta_l(\zeta_{n-1}) \) occur. Let’s check the sufficiency of (13). It follows from (11), (11) that there is at least one \( \pi_l(\zeta_{n-1}) > 0 \) and at least one \( \delta_l(\zeta_{n-1}) < 0 \) if \( \delta \neq 0 \). Denote by

\[
m = \min_{\pi_l(\zeta_{n-1}) > 0} \pi_l(\zeta_{n-1}), \quad M = \max_{\delta_l(\zeta_{n-1}) < 0} |\delta_l(\zeta_{n-1})|.
\]

Obviously, \( m > 0, \ M > 0 \) and for \( \varepsilon_0 = m/M > 0 \) all inequalities \( \pi_l(\zeta_{n-1}) + \varepsilon_0 \delta_l(\zeta_{n-1}) \geq 0 \) hold. Hence, variation \( \varepsilon_0 \delta \) is permissible. All variations \( \varepsilon \delta, \ 0 < \varepsilon < \varepsilon_0 \) are permissible as well.

V. AN EXISTENCE, A CRITERION AND SOME PROPERTIES OF THE MINIMAX STRATEGY

In this section, we prove the existence of the minimax strategy. In less general case, it was done earlier in [10]. Then we give a necessary and sufficient criterion of the minimax strategy. It is written in terms of system of linear uniform inequalities. Given any nonzero permissible variation, this system contains at least one true inequality. It was proved in [12] that every such system contains some finite subsystem possessing the same property. This allows to reduce the problem to finding minimax risk and minimax strategy on some finite subset of original set of parameters.

A. An Existence of the Minimax Strategy

Given any strategy \( \pi \) and permissible variation \( \delta \), both \( L_N(\pi, \theta) \) and \( L_N(\delta, \theta) \) are continuous and bounded functions, so as \( L_N(\pi, \theta) \leq N, |L_N(\delta, \theta)| \leq N. \) Obviously, sets \{\pi\} and \{\theta\} are bounded. The set \{\pi\} is closed and hence, \{\pi\} is a compact set and \{\theta\} is a subset of a compact set. The following theorem holds.

**Theorem 1.** Given an arbitrary set of parameters \( \Theta \), there exists a minimax strategy. This strategy is minimax one on the closure of \( \Theta \) as well.

**Proof.** The existence of the minimax risk (3) follows from the uniform boundedness of the loss function \( L_N(\pi, \theta) \). It follows from (3) that there exists a sequence of positive numbers \( \{\varepsilon_k\} \) and strategies \( \{\pi_k\} \) such that inequalities hold

\[
\sup_{\Theta} L_N(\pi_k(\cdot), \theta) < R_N(\Theta) + \varepsilon_k,
\]

where \( \varepsilon_k \downarrow 0 \) as \( k \to \infty \). Since the set of strategies is a compact set, one can choose \( \{\pi_k\} \) to be a convergent sequence and let \( \pi^0 \) denote its limit. Since \( L_N(\pi, \theta) \) is a continuous function of \( \pi \), one obtains as \( k \to \infty \) the limiting inequality \( L_N(\pi^0, \theta) \leq R_N(\Theta), \theta \in \Theta \). Obviously, this inequality holds on the closure of \( \Theta \) as well. In the sequel \( \Theta \) is supposed to be a compact set.

Note that theorem does not state the uniqueness of the minimax strategy.

B. A Criterion of the Minimax Strategy

Given strategy \( \pi \), let’s consider a set of parameters

\[
\Theta(\pi) = \text{Argmax}_{\theta} L_N(\pi, \theta).
\]

**Theorem 2.** Strategy \( \pi \) is minimax one on \( \Theta \) if and only if there exists, for any permissible variation \( \delta \), a parameter \( \theta(\delta) \in \Theta(\pi) \) such that inequality holds

\[
L_N(\delta, \theta(\delta)) \geq 0. 
\]

(14)

The set \( \Theta(\pi) = \bigcup_{\delta} \theta(\delta) \) is closed.

**Proof.** Let \( \pi \) be a minimax strategy and \( \delta \) its permissible variation. Then \( \varepsilon \delta \) is also permissible for any \( 0 < \varepsilon < 1 \). Consider a sequence \( \{\varepsilon_k\} \), such that \( 0 < \varepsilon_k < 1 \) and \( \varepsilon_k \downarrow 0 \) as \( k \to \infty \). Then for some sequence \( \{\theta_k\} \) inequalities hold

\[
L_N(\pi + \varepsilon_k \delta, \theta_k) \geq R_N(\Theta) \geq L_N(\pi, \theta_k), \ k = 1, 2, \ldots
\]

Since \( \Theta \) is a compact set, one can choose \( \{\theta_k\} \) to be a convergent sequence which limiting value is \( \theta(\delta) \). Obviously, \( \theta(\delta) \in \Theta(\pi) \). Then using (12) and subtracting right hand part of inequality from its left hand part, one obtains \( L_N(\delta, \theta_k) \geq 0, \ k = 1, 2, \ldots \) and this results to (14) as \( k \to \infty \).
On the other hand, suppose that $\pi$ is not a minimax strategy and consider a minimax strategy $\pi(\Theta)$. Then inequality holds

$$\max_{\Theta} L_N(\pi(\Theta), \theta) < M = \max_{\Theta} L_N(\pi, \theta)$$

and hence for each $\theta \in \Theta(\pi)$ the following inequality holds as well $L_N(\pi(\Theta), \theta) - L_N(\pi, \theta) = L_N(\pi(\Theta) - \pi, \theta) < 0$. Hence, variation $\delta = \pi(\Theta) - \pi$ is permissible for strategy $\pi$ and condition (14) does not hold.

**Example 1.** Let $N = 1$, $K = 2$, then

$$L_1(\pi, \theta) = \begin{cases} \pi_2(p_1 - p_2) & \text{if } p_1 > p_2, \\ \pi_1(p_2 - p_1) & \text{if } p_2 > p_1. \end{cases}$$

Let $\Theta$ be the set of all possible parameters. Consider a strategy $\pi = (\pi_1 = 0.5, \pi_2 = 0.5)$. Then $\Theta(\pi) = \{\theta_1, \theta_2\}$, where $\theta_1 = (1, 0)$, $\theta_2 = (0, 1)$ and $L_1(\pi, \theta_1) = L_1(\pi, \theta_2) = 0.5$. Permissible variations are the following $\delta = \{\delta_1 = z, \delta_2 = -z\}, |z| \leq 0.5$. Since $L_1(\delta, \theta_1) + L_1(\delta, \theta_2) = \delta_1 + \delta_2 = 0$, then at least one of inequalities $L_1(\delta, \theta_1) > 0$ or $L_1(\delta, \theta_2) > 0$ holds if $\delta \neq 0$. So, $\pi$ is a minimax strategy for considered set $\Theta$.

On the other hand, consider a strategy $\pi' = (\pi_1' = 0.75, \pi_2' = 0.25)$. Then $\Theta(\pi') = \{\theta_2\}$, $L_1(\pi', \theta_2) = 0.75$. Since $L_1(\delta, \theta_2) = \delta_2$, then for permissible variation $\delta = \{\delta_1 = z, \delta_2 = -z, 0 < z \leq 0.25\}$ inequality $L_1(\delta, \theta_2) \geq 0$ does not hold. So, the strategy $\pi'$ is not a minimax strategy for the set of parameters $\Theta$.

**C. Reduction of the Problem to Finding Minimax Risk and Minimax Strategy for the Finite Subset of Parameters**

Given finite set of parameters $\{\theta_1, \ldots, \theta_r\}$, minimax risk is equal to

$$R_N(\theta_1, \ldots, \theta_r) = \min_{\pi} \max_{i=1,\ldots,r} L_N(\pi, \theta_i)$$

and minimax strategy, which is denoted by $\pi(\theta_1, \ldots, \theta_r)$, satisfies inequalities

$$L_N(\pi(\theta_1, \ldots, \theta_r), \theta_i) \leq R_N(\theta_1, \ldots, \theta_r), \quad i = 1, \ldots, r.$$  

We need the following well known result which is one of the corollaries of Helly’s theorem concerning the coverings by convex sets and follows from results of [12]. Let’s consider a system, possibly infinite, of linear uniform inequalities

$$\sum_{j=1}^s a_{j}\theta \delta_j \geq 0, \quad \theta \in \Theta, \quad (15)$$

where $\Theta$ is the set of parameters and factors $a_j(\theta)$, $j = 1, \ldots, s$, are arbitrary real numbers not all equal to zero. Let’s put

$$c_j(\theta) = a_j(\theta) \left( \sum_{i=1}^s a_i(\theta) \right)^{-1/2}$$

and define vector $c(\theta) = (c_1(\theta), \ldots, c_s(\theta))$.  

**Lemma 2.** Let the set $C = \bigcup_{\theta \in \Theta} c(\theta)$ be closed. Given any real numbers $\{\delta_j\}$ which are not all equal to zero, let system

$$\sum_{j=1}^s a_j(\theta) \delta_j \geq 0, \quad \theta \in \Theta, \quad (16)$$

which belongs to system (15) and possesses the same property. That is, given any real numbers $\{\delta_j\}$ which are not all equal to zero, system (16) contains a true inequality for some $\theta_i$, $i = 1, \ldots, S$. The unimprovable estimate for $S$ is the following

$$S \leq s + 1.$$ 

**Theorem 3.** Minimax strategy $\pi(\Theta)$ is equal to some minimax strategy $\pi(\theta_0, \ldots, \theta_0)$ on the finite set of parameters. The minimax risk on this set of parameters achieves its maximal value, i.e.,

$$R_N(\theta_0, \ldots, \theta_0) = \max_{\{\theta_1, \ldots, \theta_r\}} R_N(\theta_1, \ldots, \theta_r), \quad (17)$$

and the estimate holds

$$s \leq S(K, N) + 1. \quad (18)$$

Here $S(K, N)$ is a total number of arbitrary values $\{\delta(\zeta_{n-1}), \zeta_{n-1}; \ell = 1, \ldots, K - 1\}$.

**Proof.** Suppose that variations are described by arbitrary values $\{\delta(\zeta_{n-1}); \ell = 1, \ldots, K - 1\}$ and $\{\delta(\zeta_{n-1})\}$ are expressed as their linear combinations according to (11). Hence, the set of variations generates $S(K, N)$-dimensional linear space. By lemma 1 all variations $\delta$ can be partitioned into two types, those ones that $\varepsilon \delta$ are forbidden for strategy $\pi$ for any $\varepsilon > 0$ and those ones that $\varepsilon_0 \delta$ are permissible for $\pi$ for some $\varepsilon_0 > 0$.

Let $\pi(\Theta)$ be a minimax strategy and variation $\delta$ be such that $\varepsilon_0 \delta$ is permissible for $\pi(\Theta)$ for some $\varepsilon_0 > 0$. It follows from theorem 2 that inequality holds

$$L_N(\delta, \theta) \geq 0 \quad \text{for some } \delta(\theta) \in \Theta_0, \quad (19)$$

Fig. 5. The structure of the set of parameters, $N = 4$
where $\Theta^0$ is closed set. Obviously, corresponding set $C_1$ is closed.

Each forbidden variation satisfies to some inequality $-\delta_\ell(\zeta_{n-1}) > 0$, where $\ell$ is such that $\pi_\ell(\zeta_{n-1}) = 0$. We substitute this set by its closure

$$-\delta_\ell(\zeta_{n-1}) \geq 0 \quad \text{whenever} \quad \pi_\ell(\zeta_{n-1}) = 0. \quad (20)$$

According to previous remark all inequalities $-\delta_K(\zeta_{n-1}) > 0$ in the system (20) should be replaced by linear uniform inequalities of $\{\delta_\ell(\zeta_{n-1})\}, \ell = 1, \ldots, K - 1$. Since (19) is a finite system, corresponding set $C_2$ is closed as well. Hence, the set $C = C_1 \cup C_2$ of the joint system (19), (20) is closed, too.

Since any nonzero variation $\delta$ satisfies either (20) or (19), conditions of lemma hold. Therefore a finite subsystem can be extracted from the system of inequalities (20), (19) which possesses the same property

$$L_N(\delta, \theta_i) \geq 0, \quad i = 1, \ldots, s, \quad \theta_i \in \Theta^0, \quad (21)$$

$$-\delta_\ell(\zeta_{n-1}) \geq 0, \quad i = s + 1, \ldots, S, \quad (22)$$

and contains $S \leq S(K, N) + 1$ inequalities. Since (21) covers the interior of permissible variations, it covers all permissible variations. Hence, any permissible strategy variation satisfies some inequality in (21). According to theorem 2 the strategy $\pi(\Theta)$ is minimax on the set of parameters $\theta_i^0, \quad i = 1, \ldots, r$ and the estimate (18) holds.

VI. CALCULATION AND REPRESENTATION OF THE STRATEGY

In this section, we give the algorithm of calculation minimax risk as Bayes one corresponding to the worst prior distribution. Then we give some examples.

![Diagram](Fig. 6. The structure of the set of parameters $N = 3$)

Given a prior distribution $\lambda_1, \ldots, \lambda_r$ on the finite set of parameters $\theta_1, \ldots, \theta_r$, denote by

$$R^B_N(\lambda_1, \ldots, \lambda_r; \theta_1, \ldots, \theta_r) = \inf_{\pi} \sum_{i=1}^r \lambda_i L_N(\pi, \theta_i)$$

the corresponding Bayes risk. Note, that Bayes risk is a concave function of $\lambda_1, \ldots, \lambda_r$. According to the main theorem of the theory of games

$$R^M_N(\theta_1, \ldots, \theta_r) = \sup_{\{\lambda_1, \ldots, \lambda_r\}} R^B_N(\lambda_1, \ldots, \lambda_r; \theta_1, \ldots, \theta_r).$$

So, the problem is to find such set of parameters $\theta_1^0, \ldots, \theta_r^0 \in \Theta$ and corresponding prior distribution $\lambda_1^0, \ldots, \lambda_r^0$ which satisfy the equality

$$R^B_N(\lambda_1^0, \ldots, \lambda_r^0; \theta_1^0, \ldots, \theta_r^0) = \max_{\{\lambda_1, \ldots, \lambda_r\}} \max_{\{\theta_1, \ldots, \theta_r\}} R^M_N(\lambda_1, \ldots, \lambda_r; \theta_1, \ldots, \theta_r), \quad (23)$$

where all $R^B_N(\lambda_1, \ldots, \lambda_r; \theta_1, \ldots, \theta_r)$ are continuous functions of $\lambda_1, \ldots, \lambda_r, \theta_1, \ldots, \theta_r$ and, at fixed values $\theta_1, \ldots, \theta_r$, concave functions of $\lambda_1, \ldots, \lambda_r$. The number $s$ is estimated as $s \leq S(K, N) + 1$.

Note that $\lambda_1^0, \ldots, \lambda_r^0, \theta_1^0, \ldots, \theta_r^0$ determined in (23) provide a convenient method to represent the strategy because it can be easily found by an appropriate computer program.

For example, in [10] the set $\Theta = \{(p_1, p_2) : 0 \leq p_1 \leq 1, 0 \leq p_2 \leq 1\}$ is considered and $N = 1, 2, 3, 4$. Then $\lambda_1^0 = \lambda_2^0 = 0.5$ on $\{\theta_1^0 = (0, 1), \theta_2^0 = (1, 0)\}$, $R^M_N(\Theta) = 0.5$ if $N = 1, 2$ and $\{\theta_1^0 = (0, 0.75), \theta_2^0 = (0.75, 0)\}$, $R^M_N(\Theta) = 0.9/16$ if $N = 3$. If $N = 4$ then $\{\theta_1^0 = (0, a), \theta_2^0 = (a, 0), \theta_3^0 = (1 - a, 1), \theta_4^0 = (1, 1 - a)\}, \theta_1^0 = (0.7 - a, 0.7), \theta_2^0 = (0.7, 0.7 - a)$, where $a \approx 0.654$, and $\lambda_1^0 = \lambda_2^0 \approx 0.290, \lambda_3^0 = \lambda_4^0 \approx 0.160, \lambda_5^0 = \lambda_6^0 \approx 0.05$. See Fig. 5.

In [11] the set $\Theta = \{(p_1, p_2) : 0 \leq p_1 \leq 1, p_2 = 0 \text{ or } p_2 = 1\}$ is considered and $N = 3$. In this case, $\theta_1^0 = (u, 0), \theta_2^0 = (v, 1), \theta_3^0 = (1 - u, 1), \theta_4^0 = (1 - v, 1)$, $\lambda_1^0 = \lambda_2^0 \approx 0.290, \lambda_3^0 = \lambda_4^0 \approx 0.160, \lambda_5^0 = \lambda_6^0 \approx 0.05$. See Fig. 6.
Fig. 8. The structure of the set of parameters $N = 10$

$(v, 1)$, where $u \approx 0.881$, $v \approx 0.218$ and $\lambda_1^0 \approx 0.591$, $\lambda_2^0 \approx 0.409$, $R_N^M(\Theta) \approx 0.521$. See Fig. 6.

Consider $\Theta = \{\theta = (p, x), 0 \leq x \leq 1\}$, i.e. $p_1 = p$ is known and $p_2$ can be any. If $p = 0.6$ and $N = 10$ then $\theta_1^0 = (p, p + b)$, $\theta_2^0 = (p, p - a)$, $\lambda_1^0 \approx 0.276$, $\lambda_2^0 \approx 0.724$, $a \approx 0.451$, $b \approx 0.209$, $R_N^M(\Theta) \approx 0.576$. See Fig. 7.

Finally, consider $\Theta = \{\theta = (p, x), 0 \leq x \leq p\} \cup \{\theta = (y, p), 0 \leq y \leq p\}$, i.e. maximum of $p_1$, $p_2$ is known. If $p = 0.6$ and $N = 10$ then $\theta_1^0 = (p, a)$, $\theta_2^0 = (a, p)$, $a \approx 0.210$, $\lambda_1^0 = \lambda_2^0 = 0.5$, $R_N^M(\Theta) \approx 0.880$. See Fig. 8.
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Thermochemical Non-Equilibrium Reentry Flows in Three-Dimensions: Seven Species Model – Part I – Structured Solutions

Edisson S. G. Maciel, Amilcar P. Pimenta and Nikos E. Mastorakis

Abstract—This work presents a numerical tool implemented to simulate inviscid and viscous flows employing the reactive gas formulation of thermochemical non-equilibrium. The Euler and Navier-Stokes equations, employing a finite volume formulation, on the context of structured and unstructured spatial discretizations, are solved. These variants allow an effective comparison between the two types of spatial discretization aiming verify their potentialities: solution quality, convergence speed, computational cost, etc. The aerospace problem involving the hypersonic flow around a blunt body, in three-dimensions, is simulated. The reactive simulations will involve an air chemical model of seven species: N, O, N$_2$, O$_2$, NO, NO$^+$ and e$^-$. Eighteen chemical reactions, involving dissociation, recombination and ionization, will be simulated by the proposed model. This model was suggested by Blottner. The Arrhenius formula will be employed to determine the reaction rates and the law of mass action will be used to determine the source terms of each gas species equation. In this work is only presented the structured formulation and solutions. The unstructured formulation and solutions are presented in the second part of this study, which treats exclusively the unstructured context.

Keywords—Thermochemical non-equilibrium, Reentry flow, Seven species chemical model, Arrhenius formula, Structured and unstructured solutions, Euler and Navier-Stokes equations, Three-Dimensions.

I. INTRODUCTION

A HYPERSONIC flight vehicle has many applications for both military and civilian purposes including reentry vehicles such as the Space Shuttle and the Automated Transfer Vehicle (ATV) of the European Space Agency (ESA). The extreme environment of a hypersonic flow has a major impact on the design and analysis of the aerodynamic and thermal loading of a reentry or hypersonic cruise vehicle. During a hypersonic flight, the species of the flow field are vibrationally excited, dissociated, and ionized because of the very strong shock wave which is created around a vehicle. Because of these phenomena, it is necessary to consider the flow to be in thermal and chemical non-equilibrium.

In high speed flows, any adjustment of chemical composition or thermodynamic equilibrium to a change in local environment requires certain time. This is because the redistribution of chemical species and internal energies require certain number of molecular collisions, and hence a certain characteristic time. Chemical non-equilibrium occurs when the characteristic time for the chemical reactions to reach local equilibrium is of the same order as the characteristic time of the fluid flow. Similarly, thermal non-equilibrium occurs when the characteristic time for translation and various internal energy modes to reach local equilibrium is of the same order as the characteristic time of the fluid flow. Since chemical and thermal changes are the results of collisions between the constituent particles, non-equilibrium effects prevail in high-speed flows in low-density air.

In chemical non-equilibrium flows the mass conservation equation is applied to each of the constituent species in the gas mixture. Therefore, the overall mass conservation equation is replaced by as many species conservation equations as the number of chemical species considered. The assumption of thermal non-equilibrium introduces additional energy conservation equations – one for every additional energy mode. Thus, the number of governing equations for non-equilibrium flow is much bigger compared to those for perfect gas flow. A complete set of governing equations for non-equilibrium flow may be found in [1-2].

Analysis of non-equilibrium flow is rather complex because (1) the number of equations to be solved is much larger than the Navier-Stokes equations, and (2) there are additional terms like the species production, mass diffusion, and vibrational energy relaxation, etc., that appear in the governing equations. In a typical flight of the NASP (National AeroSpace Plane) flying at Mach 15, ionization is not expected to occur, and a 5-species air is adequate for the analysis (see [3]). Since the rotational characteristic temperatures for the constituent species (namely N, O, N$_2$, O$_2$ and NO) are small, the translational and rotational energy modes are assumed to be in equilibrium, whereas the vibrational energy mode is assumed to be in non-equilibrium.
[4] has simplified the thermodynamic model by assuming a harmonic oscillator to describe the vibrational energy. Ionic species and electrons are not considered. This simplifies the set of governing equations by eliminating the equation governing electron and electronic excitation energy. [4] has taken the complete set of governing equations from [1], and simplified them for a five-species two-temperature air model.

The problems of chemical nonequilibrium in the shock layers over vehicles flying at high speeds and high altitudes in the Earth’s atmosphere have been discussed by several investigators ([5-8]). Most of the existing computer codes for calculating the nonequilibrium reacting flow use the one-temperature model, which assumes that all of the internal energy modes of the gaseous species are in equilibrium with the translational mode ([7-8]). It has been pointed out that such a one-temperature description of the flow leads to a substantial overestimation of the rate of equilibrium because of the elevated vibrational temperature [6]. A three-temperature chemical-kinetic model has been proposed by [9] to describe the relaxation phenomena correctly in such a flight regime. However, the model is quite complex and requires many chemical rate parameters which are not yet known. As a compromise between the three-temperature and the conventional one-temperature model, a two-temperature chemical-kinetic model has been developed ([10-11]), which is designated herein as the TT model. The TT model uses one temperature $T$ to characterize both the translational energy of the atoms and molecules and the rotational energy of the molecules, and another temperature $T_v$ to characterize the vibrational energy of the molecules, translational energy of the electrons, and electronic excitation energy of atoms and molecules. The model has been applied to compute the thermodynamic properties behind a normal shock wave in a flow through a constant-area duct ([10-11]). Radiation emission from the non-equilibrium flow has been calculated using the Non-equilibrium Air Radiation (NEQAIR) program ([12-13]). The flow and the radiation computations have been packaged into a single computer program, the Shock-Tube Radiation Program (STRAP) ([11]).

A first-step assessment of the TT model was made in [11] where it was used in computing the fAlow properties and radiation emission from the flow in a shock tube for pure nitrogen undergoing dissociation and weak ionization (ionization fraction less than 0.1%). Generally good agreement was found between the calculated radiation emission and those obtained experimentally in shock tubes ([14-16]). The only exception involved the vibrational temperature. The theoretical treatment of the vibrational temperature could not be validated because the existing data on the vibrational temperature behind a normal shock wave ([16]) are those for an electronically excited state of the molecular nitrogen ion $N_2^+$ instead of the ground electronic state of the neutral nitrogen molecule $N_2$ which is calculated in the theoretical model. The measured vibrational temperature of $N_2^+$ was much smaller than the calculated vibrational temperature for $N_2$.

This work, first of this study, describes a numerical tool to perform thermochemical non-equilibrium simulations of reactive flow in three-dimensions. The [17] scheme, in its first- and second-order versions, is implemented to accomplish the numerical simulations. The Euler and Navier-Stokes equations, on a finite volume context and employing structured and unstructured spatial discretizations, are applied to solve the “hot gas” hypersonic flow around a blunt body in two-dimensions. The second-order version of the [17] scheme is obtained from a “MUSCL” extrapolation procedure in a context of structured spatial discretization. In the unstructured context, only first-order solutions are obtained. The convergence process is accelerated to the steady state condition through a spatially variable time step procedure, which has proved effective gains in terms of computational acceleration (see [18-19]). In this paper only the structured formulation and results are presented.

The reactive simulations involve an air chemical model of seven species: N, O, N$_2$, O$_2$, NO, NO$^+$, and e$^-$. Eighteen chemical reactions, involving dissociation, recombination and ionization, are simulated by the proposed model. This model was suggested by [46]. The Arrhenius formula is employed to determine the reaction rates and the law of mass action is used to determine the source terms of each gas species equation.

The results have demonstrated that the shock position is closer to the geometry as using the reactive formulation, the stagnation pressure is better estimated by the [17] scheme, in its first-order, viscous, structured formulation, and the standoff distance is better predicted by its second-order, viscous, structured formulation.

II. FORMULATION TO REACTIVE FLOW IN THERMOCHEMICAL NON-EQUILIBRIUM

A. Reactive Equations in Three-Dimensions

The reactive Navier-Stokes equations in thermal and chemical non-equilibrium were implemented on a finite volume context, in the three-dimensional space. In this case, these equations in integral and conservative forms can be expressed by:

$$\frac{\partial}{\partial t} \int_V Q dV + \int_{\partial V} \mathbf{F} \cdot d\mathbf{s} = \int_V S_{CV} dV ,$$

$$\mathbf{F} = (E_v - E_i) \mathbf{i} + (F_e - F_i) \mathbf{j} + (G_e - G_i) \mathbf{k} ,$$

where: $Q$ is the vector of conserved variables, $V$ is the volume of a computational cell, $\mathbf{F}$ is the complete flux vector, $\mathbf{i}$ is the unity vector normal to the flux face, $S$ is the flux area, $S_{CV}$ is the chemical and vibrational source term, $E_v$, $F_e$, and $G_e$ are the convective flux vectors or the Euler flux vectors in the x, y and z directions, respectively, $E_i$, $F_i$, and $G_i$ are the viscous flux vectors in the x, y, and z directions, respectively. The $\mathbf{i}$, $\mathbf{j}$, and $\mathbf{k}$ unity vectors define the Cartesian coordinate system. Twelve (12) conservation equations are solved: one of general mass conservation, three of linear momentum conservation, one of total energy, six of species mass conservation and one of the vibrational internal energy of the molecules. Therefore, one of the species is absent of the iterative process. The CFD (“Computational Fluid Dynamics”) literature recommends that
the species of biggest mass fraction of the gaseous mixture should be omitted, aiming to result in a minor numerical accumulation error, corresponding to the biggest mixture constituent (in the case, the air). To the present study, in which is chosen a chemical model to the air composed of seven (7) chemical species (N, O, N2, O2, NO, NO+ and e) and eighteen (18) chemical reactions, being fifteen (15) dissociation reactions (endothermic reactions), two (2) of exchange or recombination, and one (1) of ionization, this species can be either the N2 or the O2. To this work, it was chosen the N2. The vectors \( \mathbf{Q}, \mathbf{E}_u, \mathbf{E}_v, \mathbf{G}_u, \mathbf{G}_v, \zeta \) and \( S_{CV} \) can, hence, be defined as follows ([4]):

\[
\begin{bmatrix}
\rho \\
\rho u \\
\rho v \\
\rho w \\
e \\
\rho e_u \\
\rho e_v \\
\mathbf{Q} = \\
\end{bmatrix}
\begin{bmatrix}
\rho u \\
\rho^2 u + p \\
\rho v u \\
\rho v^2 + p \\
\rho w \\
\rho u w \\
\rho e_u u \\
\mathbf{E}_u = \\
\end{bmatrix}
\begin{bmatrix}
\rho v \\
\rho u v \\
\rho v^2 + p \\
\rho w v \\
\rho w^2 + p \\
\rho e_u v \\
\rho e_v v \\
\mathbf{E}_v = \\
\end{bmatrix}
\begin{bmatrix}
\rho w \\
\rho u w \\
p w u \\
p w v \\
p w^2 + p \\
p e_u w \\
p e_v w \\
\mathbf{S}_{CV} = \\
\end{bmatrix}
\begin{bmatrix}
0 \\
\tau_{xy} \\
\tau_{yy} \\
\tau_{yz} \\
\tau_{xy} u + \tau_{yy} v + \tau_{yz} w - q_{f,xy} - q_{v,y} - \phi_y \\
-\rho_1 v_{1y} \\
-\rho_2 v_{2y} \\
-\rho_4 v_{4y} \\
-\rho_5 v_{5y} \\
-\rho_6 v_{6y} \\
-\rho_7 v_{7y} \\
-\rho_{v,y} \\
\mathbf{F}_y = \frac{1}{Re}
\end{bmatrix};
\]

\[
\begin{bmatrix}
\rho_1 u \\
\rho_2 u \\
\rho_4 u \\
\rho_5 u \\
\rho_6 u \\
\rho_7 u \\
\mathbf{G}_u = \\
\end{bmatrix}
\begin{bmatrix}
\rho_1 v \\
\rho_2 v \\
\rho_4 v \\
\rho_5 v \\
\rho_6 v \\
\rho_7 v \\
\mathbf{G}_v = \\
\end{bmatrix}
\begin{bmatrix}
\rho w \\
\rho u w \\
p w u \\
p w v \\
p w^2 + p \\
p e_u w \\
p e_v w \\
\mathbf{S}_{CV} = \\
\end{bmatrix}
\begin{bmatrix}
0 \\
\tau_{xx} \\
\tau_{xy} \\
\tau_{xz} \\
\tau_{xx} u + \tau_{xy} v + \tau_{xz} w - q_{f,xx} - q_{v,x} - \phi_x \\
-\rho_1 v_{1x} \\
-\rho_2 v_{2x} \\
-\rho_4 v_{4x} \\
-\rho_5 v_{5x} \\
-\rho_6 v_{6x} \\
-\rho_7 v_{7x} \\
-\rho_{v,x} \\
\mathbf{F}_y = \frac{1}{Re}
\end{bmatrix};
\]

\[
\begin{bmatrix}
\mathbf{S}_{CV} = \\
\sum_{\text{s-mol}} \rho_s \left( e_{v,s} - e_{v,s}^0 \right) / \tau_s + \sum_{\text{s-mol}} \omega_s e_{v,s}
\end{bmatrix},
\]

in which: \( \rho \) is the mixture density; \( u, v \) and \( w \) are Cartesian components of the velocity vector in the \( x, y \) and \( z \) directions, respectively; \( p \) is the fluid static pressure; \( e \) is the fluid total energy; \( \rho_1, \rho_2, \rho_4, \rho_5, \rho_6, \rho_7 \) are densities of the N, O, O2, NO, NO\(^+\) and e\(^-\), respectively; \( H \) is the mixture total enthalpy; \( e_\text{v} \) is the sum of the vibrational energy of the molecules; the \( \tau \)'s are the components of the viscous stress tensor; \( q_{f,xx}, q_{f,xy} \) and \( q_{f,xz} \) are the frozen components of the Fourier-heat-flux vector in the \( x, y \) and \( z \) directions, respectively; \( q_{v,x}, q_{v,y} \) and \( q_{v,z} \) are the components of the Fourier-heat-flux vector calculated with the vibrational thermal conductivity and vibrational temperature; \( \rho_{v,xx}, \rho_{v,xy} \) and \( \rho_{v,xz} \) represent the species diffusion flux, defined by the Fick law; \( \phi_x, \phi_y \) and \( \phi_z \) are the terms of mixture diffusion; \( \phi_{v,xx}, \phi_{v,xy} \) and \( \phi_{v,xz} \) are the terms of molecular diffusion calculated at the vibrational temperature; \( \omega_s \) is the chemical source term of each species equation, defined by the law of mass action; \( e_\text{v}^* \) is the molecular-vibrational-internal energy calculated with the translational/rotational temperature; and \( \tau_s \) is the translational-vibrational characteristic relaxation time of each molecule.
The viscous stresses, in N/m², are determined, according to a Newtonian fluid model, by:

\[
\tau_{xx} = 2\mu \frac{\partial u}{\partial x} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right); \\
\tau_{yy} = 2\mu \frac{\partial v}{\partial y} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right); \\
\tau_{zz} = 2\mu \frac{\partial w}{\partial z} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right); \\
\tau_{xy} = \tau_{yx} = \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right); \\
\tau_{xz} = \tau_{zx} = \mu \left( \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} \right); \\
\tau_{yz} = \tau_{zy} = \mu \left( \frac{\partial w}{\partial z} + \frac{\partial v}{\partial y} \right),
\]

(5)
in which \(\mu\) is the fluid molecular viscosity.

The frozen components of the Fourier-heat-flux vector, which considers only thermal conduction, are defined by:

\[
q_{f,x} = -k_f \frac{\partial T}{\partial x}, \quad q_{f,y} = -k_f \frac{\partial T}{\partial y}, \quad q_{f,z} = -k_f \frac{\partial T}{\partial z},
\]

(7)
where \(k_f\) is the mixture frozen thermal conductivity. The vibrational components of the Fourier-heat-flux vector are calculated as follows:

\[
q_{v,x} = -k_v \frac{\partial T_v}{\partial x}, \quad q_{v,y} = -k_v \frac{\partial T_v}{\partial y}, \quad q_{v,z} = -k_v \frac{\partial T_v}{\partial z},
\]

(8)
in which \(k_v\) is the vibrational thermal conductivity and \(T_v\) is the vibrational temperature, what characterizes this model as of two temperatures: translational/rotational and vibrational.

The terms of species diffusion, defined by the Fick law, to a condition of thermal non-equilibrium, are determined by ([4]):

\[
\rho_s v_{sx} = -D_s \frac{\partial Y_{MF,s}}{\partial x}, \quad \rho_s v_{sy} = -D_s \frac{\partial Y_{MF,s}}{\partial y}; \\
\rho_s v_{sz} = -D_s \frac{\partial Y_{MF,s}}{\partial z},
\]

(9)
with “s” refer to a given species, \(Y_{MF,s}\) being the molar fraction of the species, defined as:

\[
Y_{MF,s} = \frac{\rho_s / M_s}{\sum_{k=1}^{ns} \rho_k / M_k}
\]

(10)
and \(D_s\) is the species-effective-diffusion coefficient.

The diffusion terms \(\phi_x, \phi_y\) and \(\phi_z\) which appear in the energy equation are defined by ([20]):

\[
\phi_x = \sum_{s=1}^{ns} \rho_s v_{sx} h_s, \quad \phi_y = \sum_{s=1}^{ns} \rho_s v_{sy} h_s, \quad \phi_z = \sum_{s=1}^{ns} \rho_s v_{sz} h_s,
\]

(11)
being \(h_s\) the specific enthalpy (sensible) of the chemical species “s”. Details of the calculation of the specific enthalpy, see [21-22]. The molecular diffusion terms calculated at the vibrational temperature, \(\phi_{v,x}, \phi_{v,y}\) and \(\phi_{v,z}\) which appear in the vibrational-internal-energy equation are defined by ([4]):

\[
\phi_{v,x} = \sum_{s=1}^{ns} \rho_s v_{sx} h_{v,s}, \quad \phi_{v,y} = \sum_{s=1}^{ns} \rho_s v_{sy} h_{v,s}; \quad \phi_{v,z} = \sum_{s=1}^{ns} \rho_s v_{sz} h_{v,s},
\]

(12)
with \(h_{v,s}\) being the specific enthalpy (sensible) of the chemical species “s” calculated at the vibrational temperature \(T_v\). The sum of Eq. (12), as also those present in Eq. (5), considers only the molecules of the system, namely: N₂, O₂, NO, and NO⁺.

\[\begin{align*}
B. \text{Thermodynamic Model/Thermodynamic Properties} \\
\text{Definition of general parameters.} \\
p &= \rho RT \sum_{s=1}^{ns} \rho_s / M_s = \rho \sigma RT, \quad \sigma = \sum_{s=1}^{ns} \rho_s / M_s \Rightarrow \\
\sigma &= \sum_{s=1}^{ns} \sigma_s = c_s / M_s,
\end{align*}\]

(13)
in which: \(\sigma\) is the mixture number in kg-mol/kg and \(c_s\) is the mass fraction (non-dimensional), defined by \(c_s = \rho_s / \rho\).

\[
\sigma = \sum_{s=1}^{ns} \sigma_s \Rightarrow \sigma_s = c_s / M_s; \\
M_{mix} = \frac{1}{\sigma} \Rightarrow M_{mix} = \frac{1}{\sum_{s=1}^{ns} c_s / M_s}; \\
e^{*}_{v,s} = e_{v,s} (T_v = T),
\]

(14)
with: \(\sigma_s\) being the number of kg-mol/kg of species “s” and \(M_{mix}\) is the mixture molecular mass, in kg/kg-mol.

\[\begin{align*}
\text{Thermodynamic model.} \\
\text{(a) Mixture translational internal energy:} \\
e_T = \sum_{s=1}^{ns} e_{T,s} \sigma_s = \sum_{s=1}^{ns} \left[ \int_0^T \left[ C_{v,T,s}(T) dT + h^0_s \right] \right] \sigma_s,
\end{align*}\]

(15)
where: \(e_{T,s}\) is the translational internal energy per kg-mol of species “s”, in J/kg-mol. The specific heat at constant volume per kg-mol of species “s” due to translation, in J/(kg-mol.K), is
defined by:

\[ C_{v,T,s} (T) = 1.5R . \]  

(16)

Hence,

\[ e_{T,s} (T) = 1.5RT + h^0 \Rightarrow e_T (T) = \sum_{s=1}^{n_s} \sigma_s \left( 1.5RT + h^0 \right), \]  

(17)

with: \( e_T \) being the translational internal energy per unity of the gaseous mixture mass, in J/kg, and \( h^0 \) being the formation enthalpy of the species “s” per kg-mol of species, J/kg-mol. It is important to note that:

\[ e_T (T) = \sum_{s=1}^{n_s} \sigma_s \left( 1.5RT + h^0 \right) = \sum_{s=1}^{n_s} \sigma_s \left( 1.5RT + h^0 \right), \]  

(18)

with: \( R_s \) being the gas constant of species “s” and \( h^0_s \) being the formation enthalpy of species “s” in J/kg. The species formation enthalpy per g-mol of species is specified in Tab. 1.

### Table 1 Species formation enthalpy.

<table>
<thead>
<tr>
<th>Species</th>
<th>( h_s ) (J/g-mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>470,816.0</td>
</tr>
<tr>
<td>O</td>
<td>246,783.0</td>
</tr>
<tr>
<td>N(_2)</td>
<td>0.0</td>
</tr>
<tr>
<td>O(_2)</td>
<td>0.0</td>
</tr>
<tr>
<td>NO</td>
<td>90,671.0</td>
</tr>
<tr>
<td>NO(^+)</td>
<td>992,963.2</td>
</tr>
<tr>
<td>e(^-)</td>
<td>0.0</td>
</tr>
</tbody>
</table>

As can be noted, dividing each above term by the species molecular mass and multiplying by \( 10^4 \), it is possible to obtain the formation enthalpy in J/kg.

(b) Mixture rotational internal energy:

\[ e_R = \sum_{s=1}^{n_s} e_{R,s} \sigma_s = \sum_{s=1}^{n_s} \left[ \int_0^T C_{v,R,s} (T) \, dT \right] \sigma_s = \sum_{s=1}^{n_s} \sigma_s \int_0^T C_{v,R,s} (T) \, dT', \]  

(19)

where: \( e_{R,s} \) is the rotational internal energy per kg-mol of species “s”, in J/kg-mol. The specific heat at constant volume per kg-mol of species “s” due to rotation, in J/(kg-mol-K), is defined by:

\[ C_{v,R,s} = R \Rightarrow e_{R,s} (T) = RT \cdot e_R (T) = \sum_{s=1}^{n_s} \sigma_s RT \]  

or \( e_R (T) = \sum_{s=1}^{n_s} c_s R_s T \),  

(20)

with \( e_R \) being the rotational internal energy per unity of gaseous mixture mass, in J/kg.

(c) Mixture vibrational internal energy:

\[ e_V = \sum_{s=1}^{n_s} e_{v,s} \sigma_s = \sum_{s=1}^{n_s} \sigma_s \left[ \int_0^T C_{v,V,s} (T) \, dT \right]; \]  

\[ C_{v,V,s} = C_{v,V,s} (T_v) = R \cdot e_{v,s}^{T_v} / T_v - 1 \cdot \left[ e_{v,s}^{T_v} / T_v - 1 \right]^2, \]  

(21)

in which: \( e_V \) is the vibrational internal energy per unity of gaseous mixture mass, in J/kg; \( e_{v,s} \) is the vibrational internal energy per kg-mol of species “s”, in J/kg-mol; \( C_{v,V,s} \) is the specific heat at constant volume per kg-mol of species “s” due to vibration, in J/(kg-mol-K); \( \theta_\nu,s \) is the characteristic vibrational temperature of species “s”, in K; and \( T_v \) is the vibrational temperature, in K. The characteristic vibrational temperature to each molecule is specified in Tab. 2, obtained from [4]. It is important to note that \( e_V \) is also directly obtained from the vector of conserved variables.

### Table 2 Characteristic vibrational temperature of the molecular species.

<table>
<thead>
<tr>
<th>Species</th>
<th>( \theta_\nu,s ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(_2)</td>
<td>3,390.0</td>
</tr>
<tr>
<td>O(_2)</td>
<td>2,270.0</td>
</tr>
<tr>
<td>NO</td>
<td>2,740.0</td>
</tr>
<tr>
<td>NO(^+)</td>
<td>2,740.0</td>
</tr>
</tbody>
</table>

It is important to note that the modes of translational and rotational internal energy are assumed completely excited and, hence, the specific heats at constant volume to these modes are temperature independent. The vibrational-internal-energy mode is admitted not be completely excited, and, hence, the vibrational specific heat at constant volume is function of the vibrational temperature. The expression above to \( C_{v,V,s} \) is due to [23] and is the result of the hypothesis that the molecules can be considered as harmonic oscillators. Note that when the mode of vibrational internal energy is completely excited, i.e., when \( T_v >> \theta_\nu,s \), \( C_{v,V,s} = R \).

(c) Mixture internal energy:

\[ e_{\text{int}} = e_T + e_R + e_V \]  

(22)

which is the internal energy per unity of mixture mass, in J/kg.

(d) Frozen speed of sound:

\[ C_{v,TR} = \sum_{s=1}^{n_s} \sigma_s C_{v,TR,s} = \sum_{s=1}^{n_s} \sigma_s \left( 2.5R \text{ molecules} + 1.5R \text{ atoms} \right) \cdot \frac{\beta e^\beta}{1 + \beta} \]  

(23)

The frozen speed of sound, in a thermochemical nonequilibrium model, should be employed in the calculation of the convective flux of the [17] scheme. \( C_{v,TR,s} \) is the specific heat at constant volume due to translation and rotation; in other words, \( C_{v,TR} \) is the sum of \( C_{v,T} \) with \( C_{v,R,s} \).
(e) Determination of the translational/rotational temperature:

\[ \pi \Omega_{i,j}^{(k,k)}(T) = e^{\left( \text{Log}_{10}\left[\pi \Omega_{i,j}^{(k,k)}(T=2,000K)\right]\text{slope}\times \text{Ln}(T/2,000)\right)/\text{Ln}10}, \quad (29) \]

with the value of \( \Omega_{i,j}^{(k,k)} \) in \( m^2 \).

### Table 3 Collision integrals to five chemical species: N, O, N\(_2\), O\(_2\), NO, NO\(^*\) and \( e^- \).

<table>
<thead>
<tr>
<th>Pairs</th>
<th>( \text{Log}<em>{10}\left[\pi \Omega</em>{i,j}^{(1,1)}\right] )</th>
<th>( \text{Log}<em>{10}\left[\pi \Omega</em>{i,j}^{(2,2)}\right] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>N N</td>
<td>-14.08 -14.11 -14.74 -14.82</td>
<td>-14.08 -14.11 -14.74 -14.82</td>
</tr>
<tr>
<td>O ( e^- )</td>
<td>-15.94 -15.82 -15.94 -15.82</td>
<td>-15.94 -15.82 -15.94 -15.82</td>
</tr>
<tr>
<td>N(_2) ( e^- )</td>
<td>-15.11 -15.02 -15.11 -15.02</td>
<td>-15.11 -15.02 -15.11 -15.02</td>
</tr>
<tr>
<td>NO ( e^- )</td>
<td>-15.30 -15.08 -15.30 -15.08</td>
<td>-15.30 -15.08 -15.30 -15.08</td>
</tr>
</tbody>
</table>
Modified collision integrals to the species i and j. [1] and [4] define the modified collision integrals to the species i and j as:

\[ \Delta_{ij}^{(1)}(T) = \frac{8}{3} \sqrt{\frac{m_{ij}}{\pi RT}} \sigma_{ij}^{(1)} \] and \[ \Delta_{ij}^{(2)}(T) = \frac{16}{5} \sqrt{\frac{m_{ij}}{\pi RT}} \sigma_{ij}^{(2)} \], (30)

with:

\[ m_{ij} = \frac{M_i M_j}{(M_i + M_j)} \],

(31)

being the reduced molecular mass. These integrals are given in m.s. With the definition of the modified collision integrals to species i and j, it is possible to define the mixture transport properties (viscosity and thermal conductivities) and the species diffusion property (diffusion coefficient).

**Mixture molecular viscosity.** [4] define the mixture molecular viscosity as:

\[ \mu_{\text{mixt}} = \sum_{i=1}^{n_s} \frac{m_i \sigma_i}{\sum_{j=1}^{n_s} \sigma_j \Delta_{ij}^{(2)}(T)} \],

(32)

where:

\[ m_i = M_i / N_{AV} \],

(33)

being the mass of a species particle under study. \( N_{AV} = 6.022045 \times 10^{23} \) particles/g-mol, Avogadro number. This mixture molecular viscosity is given in kg/(m.s).

**Vibrational, frozen, rotational and translational thermal conductivities.** All thermal conductivities are expressed in J/(m.s.K). [4] defines the mixture vibrational, rotational and translational thermal conductivities, as also the species diffusion coefficient, as follows.

(a) Translational thermal conductivity:
The mode of translational internal energy is admitted completely excited; hence, the thermal conductivity of the translational internal energy is determined by:

\[ k_T = \frac{15}{4} k_{\text{Boltzmann}} \sum_{i=1}^{n_s} \frac{\sigma_i}{a_{i,j} \Delta_{ij}^{(2)}(T)} \],

(34)

in which:

\[ k_{\text{Boltzmann}} = \text{Boltzmann constant} = 1.380622 \times 10^{-23} \text{J/K}; \]

\[ \bar{a}_{i,j} = 1 + \frac{(1 - M_i / M_j) 0.45 - 2.54 [M_i / M_j]}{[1 + M_i / M_j]^2} \],

(35)

(b) Rotational thermal conductivity:
The mode of rotational internal energy is also considered fully excited; hence, the thermal conductivity due to rotational internal energy is defined by:

\[ k_R = k_{\text{Boltzmann}} \sum_{i=\text{mol}}^{n_s} \sigma_i \Delta_{ij}^{(1)}(T) \],

(36)

(c) Frozen thermal conductivity:

\[ k_f = k_T + k_R. \]

(37)

(d) Thermal conductivity due to molecular vibration:
The mode of vibrational internal energy, however, is assumed to be partially excited; hence, the vibrational thermal conductivity is calculated according to [3] by:

\[ k_V = k_{\text{Boltzmann}} \sum_{i=\text{mol}}^{n_s} \frac{C_{v,i,j}}{R} \sigma_i \Delta_{ij}^{(1)}(T) \],

(38)

with \( C_{v,i,j} \) obtained from Eq. (21).

**Species diffusion coefficient.** The mass-diffusion-effective coefficient, \( D_i \), of the species “i” in the gaseous mixture is defined by:

\[ D_i = \frac{\sigma_i^2 M_i (1 - \sigma_i M_i)}{\sum_{j=1}^{n_s} \sigma_j / D_{i,j}} \] and \[ D_{i,j} = \frac{k_{\text{Boltzmann}} T}{a_{i,j} \Delta_{ij}^{(1)}(T)} \],

(39)

where: \( D_{i,j} \) is the binary diffusion coefficient to a pair of particles of the species “i” and “j” and is related with the modified collision integral conform described above, in Eq. (39). This coefficient is measured in m2/s.

**D. Chemical Model**
The chemical model employed to this case of thermochemical non-equilibrium is the seven species model of [46], using the

---

**Table 3 Collision integrals to five chemical species: N, O, N2, O2, NO, NO+ and e-. (Continuation)**

<table>
<thead>
<tr>
<th>Pairs</th>
<th>( \log_{10}[\pi \Omega_{i,j}^{(1)}] )</th>
<th>( \log_{10}[\pi \Omega_{i,j}^{(2)}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>j</td>
<td>i</td>
</tr>
<tr>
<td>e</td>
<td>N</td>
<td>-15.30 K</td>
</tr>
<tr>
<td>e</td>
<td>O</td>
<td>-15.94 K</td>
</tr>
<tr>
<td>e</td>
<td>N2</td>
<td>-15.11 K</td>
</tr>
<tr>
<td>e</td>
<td>O2</td>
<td>-15.52 K</td>
</tr>
<tr>
<td>e</td>
<td>NO</td>
<td>-15.30 K</td>
</tr>
<tr>
<td>e</td>
<td>NO+</td>
<td>-11.70 K</td>
</tr>
<tr>
<td>e</td>
<td>e</td>
<td>-11.70 K</td>
</tr>
</tbody>
</table>

---
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N, O, N₂, O₂, NO, NO⁺ and e⁻ species. This formulation uses, in the calculation of the species production rates, a temperature of reaction rate control, introduced in the place of the translational/rotational temperature, which is employed in the calculation of such rates. This procedure aims a couple between vibration and dissociation. This temperature is defined as: \( T_{nc} = \sqrt{T \times T_v} \), where \( T \) is the translational/rotational temperature and \( T_v \) is the vibrational temperature. This temperature \( T_{nc} \) replaces the translational/rotational temperature in the calculation of the species production rates, according to [25].

**Law of Mass Action.** The symbolic representation of a given reaction in the present work follows the [26] formulation and is represented by:

\[
\sum_{s=1}^{ns} v_{sr} A_s \leftrightarrow \sum_{s=1}^{ns} v_{sr}^* A_s, \quad r = 1, \ldots, nr. \tag{40}
\]

The law of mass action applied to this system of chemical reactions is defined by:

\[
\dot{\theta}_s = M \sum_{r=1}^{nr} \left[ v_{sr} - v_{sr}^* \right] \left\{ k_f \prod_{s=1}^{ns} \left( \frac{\rho_s}{M_s} \right)^{v_{sr}} - k_{br} \prod_{s=1}^{ns} \left( \frac{\rho_s}{M_s} \right)^{v_{sr}^*} \right\}, \tag{41}
\]

where \( A_s \) represents the chemical symbol of species “s”, “ns” is the number of species of the present study (reactants and products) involved in the considered reaction; “nr” is the number of reactions considered in the chemical model; \( v_{sr} \) and \( v_{sr}^* \) are the stoichiometric coefficients to reactants and products, respectively; \( k_f = AT^B e^{-C/T} \) and \( k_{br} = DT^E \), with \( A, B, C, \) and \( D \) being constants of a specific chemical reaction under study [“\( f \)” = forward reaction and “\( br \)” = backward reaction].

**Table 4. Chemical reactions and forward coefficients.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Forward reaction rate coefficients, ( k_{fr} ), cm³/(mol.s)</th>
<th>Third body</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{N}_2 + \text{Me} \rightarrow 2\text{O} + \text{M} )</td>
<td>3.61x1018T-1.0e(-59,400/T)</td>
<td>O, N, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{Me} \rightarrow 2\text{N} + \text{M} )</td>
<td>1.92x1017T-0.5e(-113,100/T)</td>
<td>O, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{N} \rightarrow 2\text{N} + \text{N} )</td>
<td>4.15x1022T-0.5e(-113,100/T)</td>
<td>-</td>
</tr>
<tr>
<td>( \text{NO} + \text{Me} \rightarrow \text{N} + \text{O} + \text{M} )</td>
<td>3.97x1020T-1.5e(-75,600/T)</td>
<td>O, N, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{NO} + \text{O} \rightarrow \text{O}_2 + \text{N} )</td>
<td>3.18x1097T1.0e(-19,700/T)</td>
<td>-</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{O} \rightarrow \text{N} + \text{O} + \text{N} )</td>
<td>6.75x1013e(-37,500/T)</td>
<td>-</td>
</tr>
<tr>
<td>( \text{N} + \text{O} \rightarrow \text{NO} + \text{e} )</td>
<td>9.03x1096e(-32,400/T)</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 5. Chemical reactions and backward coefficients.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Backward reaction rate coefficients, ( k_{br} ), cm³/(mol².s)</th>
<th>Third body</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{O}_2 + \text{M} \rightarrow 2\text{O} + \text{M} )</td>
<td>3.01x1015T-0.5</td>
<td>O, N, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{M} \rightarrow 2\text{N} + \text{M} )</td>
<td>1.99x1016T-0.5</td>
<td>O, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{N} \rightarrow 2\text{N} + \text{N} )</td>
<td>2.32x1021T-0.5</td>
<td>-</td>
</tr>
<tr>
<td>( \text{NO} + \text{M} \rightarrow \text{N} + \text{O} + \text{M} )</td>
<td>1.01x1020T-1.5</td>
<td>O, N, O₂, N₂, NO</td>
</tr>
<tr>
<td>( \text{NO} + \text{O} \rightarrow \text{O}_2 + \text{N} )</td>
<td>9.63x1011T0.5e(-3,600/T)</td>
<td>-</td>
</tr>
<tr>
<td>( \text{N}_2 + \text{O} \rightarrow \text{NO} + \text{N} )</td>
<td>1.5x1013</td>
<td>-</td>
</tr>
<tr>
<td>( \text{N} + \text{O} \rightarrow \text{NO} + \text{e} )</td>
<td>1.80x1019Tv-1.0</td>
<td>-</td>
</tr>
</tbody>
</table>

It is important to note that \( k_{fr} = k_f / k_{sr} \), with \( k_{fr} \) being the equilibrium constant which depends only of the thermodynamic quantities. In this work, \( ns = 7 \) and \( nr = 18 \). Table 4 presents the values to \( A, B, C, \) and \( D \) for the forward reaction rates of the 18 chemical reactions. Table 5 presents the values to \( A, B, C, \) and \( D \) for the backward reaction rates.

The eighth equation takes into account the formation of an electron from the ionization of the NO. For this case, the backward reaction rate depends only of the vibrational temperature.

**E. Vibrational Model**

The vibrational internal energy of a molecule, in J/kg, is defined by:

\[
e_{v,s} = \frac{R_s \theta_{v,s}}{e^{\theta_{v,s}/\theta_v} - 1}, \tag{42}
\]

obtained by the integration of Eq. (21), and the vibrational internal energy of all molecules is given by:

\[
e_v = \sum_{s=\text{mol}} c_s e_{v,s}. \tag{43}
\]

The heat flux due to translational-vibrational relaxation, according to [27], is given by:

\[
q_{T-v,s} = \rho_s \frac{e_{v,s}^*(T) - e_{v,s}(T_{vs})}{\tau_{vs}}, \tag{44}
\]

where: \( e_{v,s}^* \) is the vibrational internal energy calculated at the translational temperature to the species “s”; and \( \tau_{vs} \) is the translational-vibrational relaxation time to the molecular species, in s. The relaxation time is the time of energy exchange between the translational and vibrational molecular modes.
**Vibrational characteristic time of [28].** According to [28], the relaxation time of molar average of [29] is described by:

\[ \tau_s = \tau_s^{M-W} = \left( \frac{B}{p_l} \right) \exp \left[ A_{s,l} (T^{1.015 - 0.015T^0.1842}) \right], \]  

(47)

with:

\[ \tau_s^{M-W} \] is the relaxation time between species of [29];

\[ \tau_s^{M-W} \] is the vibrational characteristic time of [29];

\[ X_1 = c_1/\left( N_{AV} m_1 \right) \quad \text{and} \quad m_1 = M_1/\left( N_{AV} \right). \]  

(46)

**Definition of \( \tau_{s,1}^{M-W} \).** For temperatures inferior to or equal to 8,000 K, [29] give the following semi-empirical correlation to the vibrational relaxation time due to inelastic collisions:

\[ \tau_{s,1}^{M-W} = \sum_{i=1}^{n_s} X_1 / \sum_{i=1}^{n_s} X_1/\tau_{s,1}^{M-W}, \]  

(45)

Combining the two relations, the following expression to the vibrational relaxation time is obtained:

\[ \tau_s = \tau_s^{M-W} + \tau_s^P. \]  

(54)

[25] emphasizes that this expression [Eq. (54)] to the vibrational relaxation time is applicable to a range of temperatures much more vast.

**III. STRUCTURED [17] ALGORITHM TO THERMOCHEMICAL NON-EQUILIBRIUM**

Considering the three-dimensional and structured case, the algorithm follows that described in [21], considering, however, the vibrational contribution ([31]) and the version of the two-temperature model to the frozen speed of sound [Eq. (23)]. Hence, the discrete-dynamic-convective flux is defined by:

\[ R_{i+1/2,j,k} = \left[ S_{i+1/2,j,k} \right] \left[ \frac{1}{2} M_{i+1/2,j,k} \right] \begin{bmatrix} \rho a & \rho a \\ \rho a & \rho a \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \]  

(55)

the discrete-chemical-convective flux is defined by:

\[ R_{i+1/2,j,k} = \left[ S_{i+1/2,j,k} \right] \left[ \frac{1}{2} M_{i+1/2,j,k} \right] \begin{bmatrix} \rho_1 a & \rho_1 a \\ \rho_2 a & \rho_2 a \\ \rho_3 a & \rho_3 a \\ \rho_4 a & \rho_4 a \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \]  

(56)

and the discrete-vibrational-convective flux is determined by:

\[ R_{i+1/2,j,k} = \left[ S_{i+1/2,j,k} \right] \left[ \frac{1}{2} M_{i+1/2,j,k} \right] \begin{bmatrix} \rho_1 a & \rho_1 a \\ \rho_2 a & \rho_2 a \\ \rho_3 a & \rho_3 a \\ \rho_4 a & \rho_4 a \\ \rho_5 a & \rho_5 a \\ \rho_6 a & \rho_6 a \\ \rho_7 a & \rho_7 a \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}. \]  

(57)
The same definitions presented in [21-22] are valid to this algorithm. The time integration is performed employing the Runge-Kutta explicit method of five stages, second-order accurate, to the three types of convective flux. To the dynamic part, this method can be represented in general form by:

\[
Q_{i,j,k}^{(n+1)} = Q_{i,j,k}^{(n)} - \alpha_m \Delta t_{i,j,k} \left[ R \left( Q_{i,j,k}^{(n-1)} \right) / V_{i,j,k} \right],
\]

(58)

where \( \alpha_m \) is a constant. To the chemical part, it can be represented in general form by:

\[
Q_{i,j,k}^{(n+1)} = Q_{i,j,k}^{(n)} - \alpha_m \Delta t_{i,j,k} \left[ R \left( Q_{i,j,k}^{(n-1)} \right) / V_{i,j,k} \right] - S_C \left( Q_{i,j,k}^{(n-1)} \right),
\]

(59)

where the chemical source term \( S_C \) is calculated with the temperature \( T_{mc} \). Finally, to the vibrational part:

\[
Q_{i,j,k}^{(n+1)} = Q_{i,j,k}^{(n)} - \alpha_m \Delta t_{i,j,k} \left[ R \left( Q_{i,j,k}^{(n-1)} \right) / V_{i,j,k} \right] - S_v \left( Q_{i,j,k}^{(n-1)} \right),
\]

(60)

in which:

\[
S_v = \sum_{n=\text{mol}} q_{T-v,s} + \sum_{n=\text{mol}} S_{C,v} e_{v,s}.
\]

(61)

where: \( m = 1, \ldots, 5; \alpha_1 = 1/4, \alpha_2 = 1/6, \alpha_3 = 3/8, \alpha_4 = 1/2 \) and \( \alpha_5 = 1 \). This scheme is first-order accurate in space and second-order accurate in time. The second-order of spatial accuracy is obtained by the “MUSCL” procedure (details in [32]).

The scheme in its first-order two-dimensional unstructured version to an ideal gas formulation is presented in [33]. The extension to reactive flow in thermochemical non-equilibrium can be deduced from the present code.

The viscous formulation follows that of [34], which adopts the Green theorem to calculate primitive variable gradients. The viscous vectors are obtained by arithmetical average between cell \( (i,j,k) \) and its neighbours. As was done with the convective terms, there is a need to separate the viscous flux in three parts: dynamical viscous flux, chemical viscous flux and vibrational viscous flux. The dynamical part corresponds to the first four equations of the Navier-Stokes ones, the chemical part corresponds to the following six equations and the vibrational part corresponds to the last equation.

The spatially variable time step technique has provided excellent convergence gains as demonstrated in [18-19] and is implemented in the code presented in this work. Details in [18-19; 22].

IV. Results

Tests were performed in one personal computer Notebook with Dual Core Intel Pentium processor of 2.30 GHz of “clock” and 2.0 GBytes of RAM. As the interest of this work is steady state problems, it is necessary to define a criterion which guarantees the convergence of the numerical results. The criterion adopted was to consider a reduction of no minimal four (4) orders of magnitude in the value of the maximum residual in the calculation domain, a typical CFD-community criterion. The residual of each cell was defined as the numerical value obtained from the discretized conservation equations. As there are twelve (12) conservation equations to each cell, the maximum value obtained from these equations is defined as the residual of this cell. Hence, this residual is compared with the residual of the other cells, calculated of the same way, to define the maximum residual in the calculation domain. In the simulations, the attack angle was set equal to zero.

A. Initial and Boundary Conditions to the Studied Problem

The initial conditions are presented in Tab. 6. The Reynolds number is obtained from data of [35]. The boundary conditions to this problem of reactive flow are detailed in [24], as well the geometry in study, the meshes employed in the simulations and the description of the computational configuration.

Table 6 Initial conditions to the problem of the blunt body.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_\infty )</td>
<td>8.78</td>
</tr>
<tr>
<td>( \rho_\infty )</td>
<td>0.00326 kg/m³</td>
</tr>
<tr>
<td>( \rho_\infty )</td>
<td>687 Pa</td>
</tr>
<tr>
<td>( U_\infty )</td>
<td>4,776 m/s</td>
</tr>
<tr>
<td>( T_\infty )</td>
<td>694 K</td>
</tr>
<tr>
<td>( T_{v,\infty} )</td>
<td>694 K</td>
</tr>
<tr>
<td>altitude</td>
<td>40,000 m</td>
</tr>
<tr>
<td>( c_N )</td>
<td>10⁹</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>0.07955</td>
</tr>
<tr>
<td>( c_{O_2} )</td>
<td>0.13400</td>
</tr>
<tr>
<td>( c_{NO} )</td>
<td>0.05090</td>
</tr>
<tr>
<td>( c_{NO+} )</td>
<td>0.0</td>
</tr>
<tr>
<td>( c_c )</td>
<td>0.0</td>
</tr>
<tr>
<td>( L )</td>
<td>2.0 m</td>
</tr>
<tr>
<td>( Re_\infty )</td>
<td>2.3885x10⁶</td>
</tr>
</tbody>
</table>

The geometry is a blunt body with 1.0 m of nose ratio and parallel rectilinear walls. The far field is located at 20.0 times the nose ratio in relation to the configuration nose. The dimensionless employed in the Euler and Navier-Stokes equations in this study are also described in [24].

B. Studied Cases

Table 7 presents the studied cases in this work, the mesh characteristics and the order of accuracy of the [17] scheme.
Table 7 Studied cases, mesh characteristics and accuracy order.

<table>
<thead>
<tr>
<th>Case</th>
<th>Mesh</th>
<th>Accuracy Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inviscid – 3D</td>
<td>63x60x10</td>
<td>First</td>
</tr>
<tr>
<td>Viscous – 3D</td>
<td>63x60x10 (7.5%)</td>
<td>First</td>
</tr>
<tr>
<td>Inviscid – 3D</td>
<td>63x60x10</td>
<td>Second</td>
</tr>
<tr>
<td>Viscous – 3D</td>
<td>63x60x10 (7.5%)</td>
<td>Second</td>
</tr>
</tbody>
</table>

*a* Exponential stretching.

C. Results in Thermochemical Non-Equilibrium

Inviscid, structured and first-order accurate case. Figure 1 exhibits the pressure contours around the blunt body geometry calculated at the computational domain by the [17] scheme, in its first-order version, in thermochemical non-equilibrium. The non-dimensional pressure peak is equal to 148.46 unities and is located at the configuration nose. The solution presents good symmetry characteristics. Figure 2 shows the Mach number contours calculated at the computational domain. A region of subsonic flow is formed behind the normal shock wave, at the geometry nose. The shock wave develops normally: normal shock wave at the configuration nose, decaying to oblique shock waves and finally reaching, far from the blunt body, the Mach wave.

![Figure 1. Pressure contours.](image1)

![Figure 2. Mach number contours.](image2)

Figure 3 presents the contours of the translational/rotational temperature distribution calculated at the computational domain. The translational/rotational temperature reaches a peak of 8,103 K at the configuration nose and determines an appropriated region to dissociation of N$_2$ and O$_2$. Along the blunt body, the translational/rotational temperature assumes an approximated value of 6,000 K, what also represents a good value to the dissociation firstly of O$_2$ and, in second place, of the N$_2$.

![Figure 3. T/R temperature contours.](image3)

Figure 4 exhibits the contours of the vibrational temperature calculated at the two-dimensional computational domain. Its peak reaches a value of 5,415 K and also contributes to the dissociation of N$_2$ and O$_2$, since the employed temperature to the calculation of the forward and backward reaction rates (reaction-rate-control temperature, $T_{rrc}$) in the thermochemical non-equilibrium is equal to $\sqrt{T_TR_V}$, the square root of the product between the translational/rotational temperature and the vibrational temperature.

![Figure 4. Vibrational temperature contours.](image4)
Hence, the effective temperature to the calculation of the chemical phenomena guarantees the couple between the vibrational mode and the dissociation reactions. In this configuration nose region, the temperature $T_{rrc}$ reaches, in the steady state condition, the approximated value of 6,624 K, assuring that the dissociation phenomena described above occurs. Good symmetry characteristics are observed.

Figure 5 shows the mass fraction distribution of the seven chemical species under study, namely: N, O, N$_2$, O$_2$, NO, NO$^+$ and e$, along the geometry stagnation line or geometry symmetry line. As can be observed from this figure, enough dissociation of N$_2$ and O$_2$ occur, with the consequent meaningful increase of N and of NO in the gaseous mixture. As mentioned early, this behaviour is expected due to the effective peak temperature reached at the calculation domain. The NO presented the biggest absolute increase in its formation, whereas the N presented the biggest relative increase. The O has not a meaningful increase due to the formation of the NO$^+$. The formation of e$^-$ is also discrete.

**Viscous, structured and first-order accurate case.** Figure 7 shows the Mach number contours calculated at the computational domain. The subsonic flow region, which is formed behind the normal shock, is well captured and propagates by the lower and upper geometry walls, due to the transport phenomena considered in the viscous simulations. The shock wave presents the expected behaviour: normal shock wave at the configuration nose, oblique shock waves and a Mach wave far from the blunt body.

Figure 8 exhibits the distribution of the translational/rotational temperature calculated at the computational domain. The peak of translational/rotational temperature reaches the approximated value of 8,797 K at the configuration nose and this value is observed along the lower and upper surfaces of the geometry.

Figure 9 presents the vibrational temperature distribution calculated at the computational domain. Its peak, at the configuration nose, reaches an approximated value of 5,401 K. The effective temperature to the calculation of the dissociation and recombination reactions, $T_{rrc}$, is equal approximately to 6,893 K, which guarantees that processes of dissociation of O$_2$ and N$_2$ can be captured by the employed formulation.
This value of effective temperature to the viscous reactive simulations is superior to that obtained in the inviscid case. Good symmetry characteristics are observed in these figures.

**Figure 9. Vibrational temperature contours.**

Figure 10 exhibits the mass fraction distribution of the seven chemical species under study along the geometry stagnation line. As can be observed, enough dissociation of the N\(_2\) and O\(_2\) occurs, with the consequent meaningful increase of the N and of the NO, with reduction of the mass fraction of the O, in the gaseous mixture. The behaviour of the N and of the NO is expected due to the temperature peak reached in the calculation domain. The O reduction is also expected due to the formation of the NO\(^+\). The biggest absolute increase in the formation of a species was due to the NO, while, in relative terms, was due to the N.

**Figure 10. Mass fraction distribution at the blunt body stagnation line.**

**Inviscid, structured and second-order accurate case.** Figure 11 shows the pressure contours obtained by the inviscid simulation performed by the second-order [17] scheme employing a minmod non-linear flux limiter. The non-dimensional pressure peak is approximately equal to 146 unities, slightly inferior to the respective peak obtained by the first-order solution. This pressure peak occurs at the configuration nose. The solution presents good symmetry characteristics. Figure 12 presents the Mach number contours obtained at the computational domain. The subsonic region which is formed behind the normal shock wave is well characterized at the configuration nose. Good symmetry characteristics are observed. The shock wave presents the expected behavior, passing from a normal shock at the configuration stagnation line to a Mach wave far from the blunt body.

**Figure 11. Pressure contours.**

**Figure 12. Mach number contours.**

Figure 13 exhibits the contours of the translational/rotational temperature distribution calculated at the computational domain. The translational/rotational temperature peak occurs at the configuration nose and is approximately equal to 8,278 K. Figure 14 presents the contours of the vibrational temperature distribution calculated at the computational domain. The vibrational temperature peak is approximately equal to 2,365 K and is observed at the configuration nose. The effective temperature to calculation of the reaction rates (reaction rate control temperature, T\(_{rrc}\)) is approximately equal to 4,425 K, which represents a
temperature capable to capture the dissociation phenomena of $N_2$ and $O_2$. Good symmetry characteristics are observed in both figures.

Figure 13. T/R temperature contours.

Figure 14. Vibrational temperature contours.

Figure 15. Mass fraction distribution at the blunt body stagnation line.

Figure 15 exhibits the mass fraction distribution of the seven chemical species under study, namely: N, O, $N_2$, $O_2$, NO, NO$^+$ and $e^-$, along the geometry stagnation line. As can be observed, discrete dissociation of $N_2$ and $O_2$ occur, with consequent discrete increase of the N and of the NO, with subsequent reduction of the O, in the gaseous mixture. This behaviour is expected due to the effective temperature peak reached at the computational domain to the calculation of thermochemical non-equilibrium and to a second-order numerical formulation, which behaves in a more conservative way (see [22]), providing minor dissociation of $N_2$ and $O_2$.

**Viscous, structured and second-order accurate case.** Figure 16 exhibits the pressure contours calculated at the computational domain to the studied configuration of blunt body. The non-dimensional pressure peak is approximately equal to 164 unities, less than the respective value obtained by the first-order solution. The shock is positioned closer to the blunt body due to the mesh stretching and the employed-viscous-reactive formulation. Good symmetry characteristics are observed.

Figure 16. Pressure contours.

Figure 17. Mach number contour.
Figure 17 shows the Mach number contours obtained at the computational domain. The subsonic region behind the normal shock wave, at the stagnation line, is well captured by the solution. This region propagates along the lower and upper surfaces of the geometry, due to the transport phenomena (viscosity, thermal conductivity and species diffusion). The shock wave behaviour is also the expected: normal shock at the geometry nose, oblique shock waves close to the configuration and Mach wave far from the geometry.

Figure 18. T/R temperature contours.

Figure 18 exhibits the translational/rotational temperature distribution calculated at the computational domain. The temperature peak at the configuration nose reaches approximately 8,491 K. Figure 19 shows the vibrational temperature distribution calculated at the computational domain. The temperature peak at the nose and along the lower and upper surfaces of the geometry is equal to 5,901 K. The effective temperature to the calculation of the reaction rates, $T_{rrc}$, was of 7,079 K, superior to that obtained with the first-order solution, which is representative to the calculation of the $N_2$ and $O_2$ dissociations. Both Figs. 18 and 19 exhibit good symmetry characteristics.

Figure 19. Vibrational temperature contours.

Figure 20 presents the mass fraction distribution of the seven chemical species under study, namely: $N$, $O$, $N_2$, $O_2$, NO, NO$^+$ and $e^-$, along the geometry stagnation line. As can be observed, good dissociation of $N_2$ and $O_2$ occur, with consequent good increase of $N$ and NO in the gaseous mixture. This behavior is expected due to the effective temperature peak reached at the computational domain to the calculation of thermochemical non-equilibrium and to a second-order numerical formulation, which behaves in a more conservative way ([22]), providing major dissociation of $N_2$ and $O_2$. In other words, this solution provided by the second-order [17] scheme, as seen in other cases, tends to provide bigger dissociation of $N_2$ and $O_2$. As this solution is more precise (second-order), it should be considered as standard to comparison with other schemes. The NO$^+$ is formed with the subsequent reduction of the O species.

Figure 20. Mass fraction distribution at the blunt body stagnation line.

**Shock Position.** In this section is presented the behaviour of the shock position in thermochemical non-equilibrium conditions for the five and seven species models. Both first- and second-order solutions are compared between them.

Figure 31. Shock position (inviscid).

The detached shock position in terms of pressure distribution, in the inviscid case, and first- and second-order
accurate solutions, is exhibited in Fig. 31. It is shown the thermochemical non-equilibrium shock position for the five and seven species models. As can be observed, the second-order results yield closer shock positions in relation to the blunt body nose. Particularly, the second-order, five species model, is the closest solution to the inviscid case.

Figure 32. Shock position (viscous).

The detached shock position in terms of pressure distribution, in the viscous case, first- and second-order accurate solutions, is exhibited in Fig. 32. It is shown the thermochemical non-equilibrium shock position to the five and seven species models. As can be observed, the second-order positions are located at 0.48 m, whereas the first-order solutions are located at 0.54m, ratifying the best behaviour of the second-order results.

Quantitative Analysis. In terms of quantitative results, the present authors compared the reactive results with the perfect gas solutions. The stagnation pressure at the blunt body nose and the shock standoff distance were evaluated assuming the perfect gas formulation. Such parameters calculated at this way are not the best comparisons, but in the absence of practical reactive results, they constitute the best available results.

To calculate the stagnation pressure ahead of the blunt body, [36] presents in its B Appendix values of the normal shock wave properties ahead of the configuration. The ratio $p_r/p_{\infty}$ is estimated as function of the normal Mach number and the stagnation pressure $p_r$ can be determined from this parameter. Hence, to a freestream Mach number of 9.0 (close to 8.78), the ratio $p_r/p_{\infty}$ assumes the value 104.8. The value of $p_{\infty}$ is determined by the following expression:

$$p_{\infty} = \frac{p_{\text{initial}}}{\rho_{\text{initial}} \times a_{\text{initial}}^2} \quad (62)$$

In the present study, $p_{\text{initial}} = 687 \ N/m^2$, $\rho_{\text{initial}} = 0.004k/m^3$ and $a_{\text{initial}} = 317.024m/s$. Considering these values, one concludes that $p_{\infty} = 1.709$ (non-dimensional). Using the ratio obtained from [36], the stagnation pressure ahead of the configuration nose is estimated as 179.10 unities.

Table 9 compares the values obtained from the simulations with this theoretical parameter and presents the numerical percentage errors. As can be observed, all solutions present percentage errors less than 20%, which is a reasonable estimation of the stagnation pressure.

Table 9 Comparisons between theoretical and numerical results.

<table>
<thead>
<tr>
<th>Case</th>
<th>$p_r$</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inviscid/Structured/1st Order</td>
<td>114.46</td>
<td>11.11</td>
</tr>
<tr>
<td>Viscous/Structured/1st Order</td>
<td>170.00</td>
<td>5.08</td>
</tr>
<tr>
<td>Inviscid/Structured/2nd Order</td>
<td>147.76</td>
<td>18.62</td>
</tr>
<tr>
<td>Viscous/Structured/2nd Order</td>
<td>164.36</td>
<td>8.23</td>
</tr>
</tbody>
</table>

Another possibility to quantify the results is the determination of the shock standoff distance. [37] presents a graphic in which is plotted the shock standoff distance of a pre-determined configuration versus the Mach number. Considering the blunt body nose approximately as a cylinder and using the value 8.78 to the Mach number, it is possible to obtain the value 0.19 to the ratio $\delta/d$, where $\delta$ is the position of the normal shock wave in relation to the body nose and $d$ is a characteristic length of the configuration. In the present study, $d = 2.0m$ (diameter of the body nose) and $\delta = 0.38m$. Table 10 presents the values obtained by $\delta$ for the different cases and the percentage errors. This table shows that the best result is obtained with the structured, viscous, second order version of [17]. As the shock standoff distance presented in [37] is more realistic, presenting smaller dependence of the perfect gas hypothesis, improved results were expected to obtain in this study. Hence, the best solution is obtained by the [17] scheme in its second order version.

Table 10 Shock standoff distance obtained from numerical schemes.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\delta_{\text{NUM}}$ (m)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inviscid/Structured/1st Order</td>
<td>0.80</td>
<td>110.53</td>
</tr>
<tr>
<td>Viscous/Structured/1st Order</td>
<td>0.48</td>
<td>26.32</td>
</tr>
<tr>
<td>Inviscid/Structured/2nd Order</td>
<td>0.60</td>
<td>57.89</td>
</tr>
<tr>
<td>Viscous/Structured/2nd Order</td>
<td>0.40</td>
<td>5.26</td>
</tr>
</tbody>
</table>

Computational performance of the studied algorithms. Table 11 presents the computational data of the reactive simulations performed with the [17] scheme to the problem of the blunt body in three-dimensions. The reactive simulations involved the thermochemical non-equilibrium solutions obtained from five [47] and seven chemical species.

In this table are exhibited the studied case, the maximum number of CFL employed in the simulation, the number of iterations to convergence and the number of orders of reduction in the magnitude of the maximum residual in relation to its initial value.
Table 11 Computational data of the reactive simulations with the 2D blunt body.

<table>
<thead>
<tr>
<th>Studied case</th>
<th>CFL</th>
<th>Iterations</th>
<th>Orders of Residual Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-Order / Inviscid / FS(^{(a)})</td>
<td>0.9</td>
<td>373</td>
<td>4</td>
</tr>
<tr>
<td>First-Order / Viscous / FS</td>
<td>0.7</td>
<td>1,005</td>
<td>4</td>
</tr>
<tr>
<td>Second-Order / Inviscid / FS</td>
<td>0.3</td>
<td>982</td>
<td>4</td>
</tr>
<tr>
<td>Second-Order / Viscous / FS</td>
<td>0.3</td>
<td>2,412</td>
<td>4</td>
</tr>
<tr>
<td>First-Order / Inviscid / SS(^{(b)})</td>
<td>0.9</td>
<td>372</td>
<td>4</td>
</tr>
<tr>
<td>First-Order / Viscous / SS</td>
<td>0.7</td>
<td>997</td>
<td>4</td>
</tr>
<tr>
<td>Second-Order / Inviscid / SS</td>
<td>0.1</td>
<td>2,908</td>
<td>4</td>
</tr>
<tr>
<td>Second-Order / Viscous / SS</td>
<td>0.7</td>
<td>1,173</td>
<td>4</td>
</tr>
</tbody>
</table>

\(^{(a)}\): Five Species; \(^{(b)}\): Seven Species.

As can be observed, all test-cases converged with no minimal four orders of reduction in the value of the maximum residual. The maximum numbers of CFL presented the following distribution: 0.9 in two (2) cases (25.00%), 0.7 in three (3) cases (37.50%), 0.3 in two (2) cases (25.00%) and 0.1 in one (1) case (12.50%). The convergence iterations did not overtake 3,000, in all studied cases. However, the time wasted in the simulations was much raised, taking until days to convergence (to four orders of reduction in the maximum residual). It is important to emphasize that all two-dimensional viscous simulations were considered laminar, without the introduction of a turbulence model, although high Reynolds number were employed in the simulations.

V. CONCLUSION

This work, the first part of this study, presents a numerical tool implemented to simulate inviscid and viscous flows employing the reactive gas formulation of thermochemical nonequilibrium flow in three-dimensions. The Euler and Navier-Stokes equations, employing a finite volume formulation, on the context of structured and unstructured spatial discretizations, are solved. These variants allow an effective comparison between the two types of spatial discretization aiming verify their potentialities: solution quality, convergence speed, computational cost, etc. The aerospace problem involving the “hot gas” hypersonic flow around a blunt body, in three-dimensions, is simulated.

To the simulations with unstructured spatial discretization, a structured mesh generator developed by the first author ([38]), which creates meshes of hexahedrons (3D), was employed. After that, as a pre-processing stage ([39]), such meshes were transformed in meshes of tetrahedrons. Such procedure aimed to avoid the time which would be waste with the implementation of an unstructured generator, which was not the objective of the present work, and to obtain a generalized algorithm to the solution of the reactive equations.

In this work, first part of this study, the structured formulation of the three-dimensional Euler and Navier-Stokes reactive equations is presented. In [40], the second part of this study, it will be presented the unstructured version of the calculation algorithm in three-dimensions to complete the formulation in structured and in unstructured contexts.

The reactive simulations involved an air chemical model of seven species: N, O, N₂, O₂, NO, NO⁺ and e⁻. Eighteen chemical reactions, involving dissociation, recombination and ionization, were simulated by the proposed model. This model was suggested by [46]. The Arrhenius formula was employed to determine the reaction rates and the law of mass action was used to determine the source terms of each gas specie equation.

The results have demonstrated that the most correct aerodynamic coefficient of lift is obtained by the [17] scheme with first-order accuracy, in an inviscid formulation, to a five species model. The cheapest algorithm was due to [17], inviscid, first-order accurate, structured, and five species model. Moreover, the shock position is closer to the geometry as using the reactive formulation than the ideal gas formulation. It was verified in [22]. Comparing the five species model and the seven species model, the second order solution of both models present the best behaviour. Errors less than 20% were obtained with this version of the [17] algorithm in the determination of the stagnation pressure at the body nose and an error of 7.89% was found in the determination of the shock standoff distance, highlighting the correct implementation and good results obtained from the reactive formulation. Values of these parameters were evaluated and proved the significant potential of the present numerical tool.

This work, as also [40], is the continuation of the study started at [41], based on the work of [42]. Other references on the non-equilibrium reactive flows area are: [43], [44] and [45].
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Abstract—Regular search algorithms of higher symmetries (tangential, Lie – Bäcklund [Bäcklund] and nonlocal – exponential and non-exponential) for ordinary differential equations of 2-nd and 3-rd order are considered. The inverse problem for search of all equations of the form \( y''' = F(x, y, y') \), admitting certain non-exponential nonlocal operator is solved.

Index Terms—ordinary differential equations, tangential operators, Lie–Bäcklund and nonlocal operators, inverse problem.

I. INTRODUCTION

It is well known that the group analysis originated in the end of XIX century (Sophus Lie) and initially it considered only point transformation leaving ordinary differential equation (ODE) invariant. It is possible to equally describe almost all classic methods of integration known at that period on this basis. However, there didn’t exist any new methods of solving practically important model equations and further development of group analysis became possible only after Ovsiannikov L. V. (1950 – 1960), who cogently demonstrated that usage of the group methods could give the huge number of physically significant partial solutions of nonlinear model equations in mathematical physics.

Since the search of particular solutions of partial equations (for example, self-model solutions) in partial derivatives is often reduced to the solution of nonlinear ODE, there appeared an urgent need to elaborate the new methods for ODE solving in closed form. Leaving meanwhile the occurrence of discrete-group analysis, it’s possible to note that classic group analysis was developed in two directions: nonpoint transformations (local and nonlocal) research and inverse problem solution. Wherin the first direction allows significantly expand the number of “solvable” ODE and the second – to describe the multiplicity of all ODE of the given class coinciding with several a priori conditions, for example, those having a first integral (conservation law) of given structure or having symmetry corresponding to the symmetry of certain application. This in its turn gives the possibility to purposefully build the model equations regarding the requirement of maximum adequacy to describing phenomenon.

II. LOCAL TRANSFORMATIONS

Point transformations do not describe all possible symmetries of ODE, even local. Natural generalization of point transformations in this case are tangential or contact transformations. The well-known example of such transformations – is the Legendre transformation. Let’s consider the \( G \) group of point transformations in the space of independent variables \((x, y, y')\)

\[
\begin{align*}
\tilde{x} &= \varphi(x, y, y', a), \\
\tilde{y} &= \psi(x, y, y', a), \\
\tilde{y}' &= \chi(x, y, y', a),
\end{align*}
\]

where

\[
\varphi\big|_{a=0} = x, \quad \psi\big|_{a=0} = y, \quad \chi\big|_{a=0} = y'.
\]

Transformations (1) are called contact, if the \( G \) group preserves the following equation \( \omega = dy - p \, dx, \) i.e. the equation \( dy - p \, dx = \rho(dy - p \, dx) \) completes. This equation expresses the tangency condition of the first order.

Similarly it’s possible to try to enter the tangential transformation of the higher order, but, apparently S. Lie already knew that there could not exist any tangential transformation of the highest order because transformations corresponding to them in form and properties turn out in prolongation of point transformations or contact transformations. Moreover, for functions which depend on more than one variable such contact transformations are indeed prolongation of point transformation.

**Theorem 1** [1]. Operator

\[
X = \xi(x, y, y') \frac{\partial}{\partial x} + \eta(x, y, y') \frac{\partial}{\partial y} + \zeta(x, y, y') \frac{\partial}{\partial y'}
\]

is an infinitesimal operator of the group of contact transformations if and only if

\[
\xi = \frac{\partial W}{\partial y'}, \quad \eta = W - y' \frac{\partial W}{\partial y'}, \quad \zeta = \frac{\partial W}{\partial x} + y' \frac{\partial W}{\partial y}
\]

with several function \( W = W(x, y, y'). \)

From the form (3) it is obvious that for equations of the second order the regular algorithm of search for contact transformations there do not exist, as the defining equation
(invariance condition) does not split on the system due to the lack of an independent variable – all the required functions depend on all variables included. But even in the case when it is possible to find an assumed operator which coincides in its shape with the from (3) it is not guaranteed that it could be contact. For example, in article [2] there is an example of equation

\[ y'' + \frac{1}{3} xy^{-5/3} = 0, \]  

(5)

which permits the existence of the second operator (along with point \( X_1 = 8x \partial_x + 9y \partial_y \))

\[ X_2 = [(y')^2 - ty^{-2/3}] \partial_x - \frac{3}{2} y^{1/3} \partial_y + \frac{1}{2} y^{-2/3} y' \partial_y'. \]  

(6)

(this operator was found using a discrete group of transformations for the equation of Emden–Fowler [3]). However, it’s impossible to find the function \( W \) – the system of equations (4) for coordinates (6) is incompatible. Therefore the operator (6) is tangent only on the manifold of solutions for equation (5), i.e. essentially it’s Lie–Bäcklund’s operator.

For equations of the third and higher order contact transformations could be received using the algorithm of Lie. However, despite of the significant increase of possible dimension of permissible operators algebra (from 7 to 10 for equations of the third order), the class of equations which admit local transformations is indeed rather narrow. Let’s illustrate this statement considering an inverse problem for class of contact transformations allowed by such equation:

\[ y''' = F(x, y, y'). \]  

(7)

This problem means the solving of system

\[
\begin{align*}
W_y g + & y' = 0, \\
W_{yy} & y'' + W_{y'y'} y + W_{yy'} = 0, \\
W_{y'y'}(y')^2 + 2W_{yy'} y' + W_{x} + W_{yy'} y' + W_{yy' y'} + W_{x} + W_{yy' y'} F = 0, \\
W_{x} + W_{y'} y' F = 0, \\
W_{x} (y'y' - W) F_y - (y' W_y - W_x) F_y + (3y' W_{y'} + W) 3W_{yy'} y' + W_{x} y' + 3W_{yy'} (y')^2 + W_{yy}(y')^3 = 0. \\
\end{align*}
\]

(8)

The solution of first three equations (8) gives two solutions: 1) if \( W_y y' = 0 \), so \( F \) is arbitrary and operator converts to point operator. This problem is already solved (see, f. ex. [4]) and therefore is not interesting for us; 2) \( W_y y' \neq 0 \), and then

\[ W = \frac{1}{f(x)} (f'(x) y')^2 - f'(x) y y' + g(x) y' + H(x, y), \]

\[ F = \frac{1}{f(x)} \left[ (2f''(x) - H_{yy}) y' + f'''(x) y - g''(x) - H_{sy} \right]. \]  

(9)

The substitution of expressions (9) in the last equation of system (8) gives (after splitting on exponents \( y' \)) a new system, from the first two equations of which follows

\[ H(x, y) = \frac{[f'(x)]^2 + C}{2f(x)} y^2 + a_1(x)y + a_0(x), \]

i.e. the equation (7) is linear.

### III. Nonlocal operators

Let’s find out which structure should be for infinitesimal operator to describe all ODE of the second order, allowing reduction of the number of order by moving to new variables – invariants for admitted operator. Let the operator be written in canonical form, then a universal invariant \( I_0 = x \), and let the first differential equations be \( I_1 = H(x, y, y') \). Then the function \( H \) satisfies the equation

\[ \Phi \frac{\partial H}{\partial y} + D_x \Phi \frac{\partial H}{\partial y'} = 0, \]  

(10)

where \( \Phi \) – is a coordinate of formal canonical operator. The equation (10) is an equation of the total derivatives of the first order regarding unknown coordinate for \( \Phi \), and it could be considered as an equation with ramifying variables. Its solution has the following form:

\[ \Phi = \exp \left( - \int \frac{\partial H/\partial y}{\partial H/\partial y'} dx \right). \]  

(11)

It’s obvious that the formal operator defined by this coordinate is an exponential nonlocal operator (ENO). Thus, to describe all equations of the second order, which allow a reduction to the equation of the first order by submitting invariants of possible operator, an exponential nonlocal operator is enough. For equations of higher order this is not true, but it’s possible to prove more general statements playing an important role in the general theory of nonlocal operators.

**Theorem 2 (second factorization theorem)** [5, 6]. Random differential equation of \( n \)-th order \( y^{(n)} = F(x, y, y', \ldots, y^{(n-1)}) \), could be factorized till the system of special form:

\[
\begin{align*}
z^{(n-k)} &= G(x, z, z', \ldots, z^{(n-k-1)}), \\
z &= H(x, y, y', \ldots, y^{(k)}), \quad \frac{\partial z}{\partial y^{(k)}} \neq 0,
\end{align*}
\]

(12)

if it admits some formal operator for which \( H(x, y, y', \ldots, y^{(k)}) \) is the youngest differential invariant on the manifold given by the equation. If the equation is factorized into the system (12), then it admits some formal operator for which \( H(x, y, y', \ldots, y^{(k)}) \) is a differential invariant of \( k \) order on the manifold.

**Remark.** If \( k = n - 1 \) and the first equation (12) has the form \( z' = 0 \), so the function \( H \) is the first integral of the original equation.

The search of the formal operator having a predetermined invariant in general consists in the solution of differential equation with full derivatives

\[ \Phi \frac{\partial H}{\partial y} + D_x [\Phi] \frac{\partial H}{\partial y'} + \ldots + \frac{\partial H}{\partial y^{(k)}} \frac{\partial H}{\partial y^{(k)}} = 0. \]
A perspective approach of this problem solution (alternative generalized symmetries) is proposed by one of the authors of the present article [7,8], but here we will consider only one special case leading to a closed form of nonlocal operator different from ENO.

IV. NONEXPONENTIAL NONLOCAL OPERATORS

Let’s consider the task of searching the classes of the third order equations admitting nonlocal nonexponential operator (NNO) of such form

\[ X = \eta(x, y, y') \left( \int \zeta(x, y, y') \, dx \right) \frac{\partial}{\partial y}. \]  

(13)

**Theorem 3.** Any equation allowing the operator (13) admits also the local operator \( \hat{X} = \eta(x, y, y') \frac{\partial}{\partial y} \).

**Consequence.** To solve this problem we could consider the class of autonomous equations, i.e. put \( \eta \equiv y' \) and look for the operator as

\[ X = y' \left( \int \zeta(x, y, y') \, dx \right) \frac{\partial}{\partial y}, \]  

(14)

and then find all classes of equations using the principle of similarity of oneparametric point groups on the plane.

The following statement is fair.

**Theorem 4** [9]. There is no nontrivial equation of the form \( y''' = F(y) \), admitting the NNO of the form (13).

Therefore, let’s consider an autonomous equation of the third order without an "elder" derivative admitting nonlocal nonexponential operator (14).

**Theorem 5** [9]. The equation (7) with \( F_x = 0 \) admits NNO (14) if and only if the right part has the form

\[ F(y, y') = y' \left( C(y')^2 + G(y) \right) H(y) - \frac{1}{2C} G''(y)y', \]  

(15)

wherein

\[ \zeta(x, y, y') = C + \frac{G(y)}{(y')^2}, \]  

(16)

where \( G(y) \) and \( H(y) \) – are an arbitrary functions, \( C \neq 0 \) – is an arbitrary constant.

**Remark.** The value \( C = 0 \) is possible only if \( G''(y) \equiv 0 \).

But in this case the original equation is trivial and can be easily integrated.

It’s easy to prove [4] that the operator (14) does not have the first differential invariant (more precisely – an invariant, depending only on the first derivative). To calculate the second differential invariant of found operator it’s useful to solve the equation

\[ \hat{n}_1 \frac{\partial \Phi}{\partial y} + \hat{n}_2 \frac{\partial \Phi}{\partial y'} + \hat{n}_2 \frac{\partial \Phi}{\partial y''} = 0. \]

Substituting the received coordinates of the operator and splitting the equation by the nonlocal invariable \( I \), we obtain a system of two equations

\[
\begin{aligned}

y' \left[ C + \frac{G(y)}{(y')^2} \right] \frac{\partial \Phi}{\partial y} + (2Cy'' + G(y)) \frac{\partial \Phi}{\partial y'} &= 0, \\
y' \frac{\partial \Phi}{\partial y} + y' \frac{\partial \Phi}{\partial y'} + \\
+ \left[ y' \left( C(y')^2 + G(y) \right) H(y) - \frac{1}{2C} G''(y)y' \right] \frac{\partial \Phi}{\partial y''} &= 0.
\end{aligned}
\]  

(17)

It’s necessary to note that in the second equation instead of \( y''' \) is used the right part of the equation (15), i.e. an invariant is placed on the manifold of solutions of the original equation. The solution of the first equation of the system (17) is a function

\[ \Omega \left( y, \frac{2Cy'' + G'(y)}{C(y')^2 + G(y)} \right), \]  

(18)

the substitution of (18) in the second equation of the system leads to a linear equation of the first order with partial derivatives regarding the function \( \Omega \)

\[ \frac{\partial \Omega}{\partial y} + \left[ H(y) - 2C\omega^2 \right] \frac{\partial \Omega}{\partial \omega} = 0, \]  

(19)

where \( \omega \) – is the second argument of the function \( \Omega \). The equation in characteristics of (19) is a Ricatti’s equation in its canonical form, consequences, it is always could be solved as an linear equation of the second order. In a big amount of cases the solution of equation (19) could be expressed in a closed form – through an elementary or special functions. The type of submission subsequently depends on the function \( H(y) \). For example, if \( H(y) = y^k \) or \( H(y) = e^y \), the second differential invariant is expressed through the Bessel functions, while in the case of degree function we obtain a special Ricatti’s equation – if the expression \( \frac{k+1}{k+2} \) is a half–integer, then the second differential invariant is an elementary function. For example, when \( k = 0 \)

\[ \Omega = \sqrt{2Cy} - \text{arth} \left( \frac{2Cy'' + G'(y)}{\sqrt{2C} \left( C(y')^2 + G(y) \right)} \right). \]

Direct verification shows that because of the original equation is \( \Omega' = 0 \), i.e. there exists a factorization

\[
\begin{aligned}

\Omega' &= 0, \\
\Omega &= \sqrt{2Cy} - \text{arth} \left( \frac{2Cy'' + G'(y)}{\sqrt{2C} \left( C(y')^2 + G(y) \right)} \right).
\end{aligned}
\]

Thus, the function \( \Omega \) is an autonomous first integral of the original equation and the found symmetry is an analogue of the variation symmetry.
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Abstract—We continue the study of the bifurcations and the structural stability of planar bimodal linear dynamical systems (that is, systems consisting of two linear dynamics acting on each side of a straight line, assuming continuity along the separating line). Here we determine the tangency-saddle singularities in the saddle/spiral case, the only where they can appear.

I. INTRODUCTION

Piecewise linear systems constitute a class of non-linear systems which have recently attracted the interest of researchers because of their interesting properties and the wide range of applications from which they arise. In [4] and [5] one studies the controllability of BLDS (bimodal linear dynamical systems). In [6] one begins the study of its structural stability. The structural stability of a system warrants that its qualitative behavior is preserved under small perturbations of their parameters. One focuses in planar BLDS, that is, two planar linear subsystems acting in complementary halfplanes, assuming continuity in the separating straight line. They have interesting theoretical properties as well as applications (see, for example, [1], [2], [4] and [7]).

In Section 3 we recall the results in [6]: by adapting the necessary conditions in [8], one obtains the list of possible structurally stable planar BLDS and one concludes that structural stability holds when (real) spirals do not appear; in addition, one studies the finite periodic orbits for the saddle/spiral case.

In Section 4 we enlarge this study to the tangency-saddle singularities. They can appear only in the saddle/spiral case. We prove that it does for a sequence of values of the trace of the spiral subsystem, whereas for the remainder values the BLDS are structurally stable.

Throughout the paper, \( \mathbb{R} \) will denote the set of real numbers, \( M_{n \times m}(\mathbb{R}) \) the set of matrices having \( n \) rows and \( m \) columns and entries in \( \mathbb{R} \) (in the case where \( n = m \), we will simply write \( M_n(\mathbb{R}) \)) and \( \text{Gl}_n(\mathbb{R}) \) the group of non-singular matrices in \( M_n(\mathbb{R}) \). Finally, we will denote by \( e_1, \ldots, e_n \) the natural basis of the Euclidean space \( \mathbb{R}^n \).

II. STRUCTURALLY STABLE PLANAR BIMODAL LINEAR SYSTEMS

Let us consider a bimodal linear dynamical system given by

\[
\begin{align*}
\{ \dot{x}(t) &= A_1 x(t) + B_1 & \text{if } C x(t) \leq 0 \\
\dot{x}(t) &= A_2 x(t) + B_2 & \text{if } C x(t) \geq 0 
\end{align*}
\]

where \( A_1, A_2 \in M_{n}(\mathbb{R}); B_1, B_2 \in M_{n \times 1}(\mathbb{R}); C \in M_{1 \times n}(\mathbb{R}). \) We assume that the dynamics is continuous along the separating hyperplane \( H = \{ x \in \mathbb{R}^n : C x = 0 \} \); that is to say, that both subsystems coincide for \( C x(t) = 0 \).

By means of a linear change in the state variable \( x(t) \), we can consider \( C = (1 0 \ldots 0) \in M_{1 \times n}(\mathbb{R}). \) Hence \( H = \{ x \in \mathbb{R}^n : x_1 = 0 \} \) and continuity along \( H \) is equivalent to:

\[
B_2 = B_1, \quad A_2 e_i = A_1 e_i, \quad 2 \leq i \leq n.
\]

We will write from now on \( B = B_1 = B_2 \).

Definition 1: In the above conditions, we say that the triple of matrices \( (A_1, A_2, B) \) defines a bimodal linear dynamical system. (BLDS.)

The placement of the equilibrium points will play a significative role in the dynamics of a BLDS. So, we define:

Definition 2: Let us assume that a subsystem of a BLDS has a unique equilibrium point, not lying in the separating hyperplane. We say that this equilibrium point is real if it is located in the halfspace corresponding to the considered subsystem. Otherwise, we say that the equilibrium point is virtual.

Our goal is to characterize the planar BLDS which are structurally stable in the sense of [8].

Definition 3: A triple of matrices \( (A_1, A_2, B) \) defining a BLDS is said to be (regularly) structurally stable if it has a neighborhood \( V(A_1, A_2, B) \) such that for every \( (A_1', A_2', B') \in V(A_1, A_2, B) \) there is a homeomorphism of \( \mathbb{R}^2 \) preserving the hyperplane \( H \) which maps the oriented orbits of \( (A_1', A_2', B') \) into those of \( (A_1, A_2, B) \) and it is differentiable when restricted to finite periodic orbits.

A natural tool in the study of BLDS is simplifying the matrices \( A_1, A_2, B \) by means of changes in the variables \( x(t) \) which preserve the qualitative behavior of the system (in particular, the condition of structurally stability). So, we consider linear changes in the state variables space preserving the hyperplanes \( x_1(t) = k \), which will be called admissible basis changes. Thus, they are basis changes given by a matrix \( S \in \text{Gl}_n(\mathbb{R}) \),

\[
S = \begin{pmatrix} 1 & 0 \\ U & T \end{pmatrix}, \quad T \in \text{Gl}_{n-1}(\mathbb{R}), \quad U \in M_{n-1 \times 1}(\mathbb{R}).
\]
See [3] for the resulting reduced forms.

Also, translations parallel to the hyperplane $H$ are allowed.

### III. PRELIMINARIES

In [6] one proves the following results. Firstly,

**Theorem 1:** 1. The triples of matrices representing a structurally stable BLDS can be reduced (by means of an admissible basis change and a translation parallel to the separating line) to the form:

\[
A_1 = \begin{pmatrix} T & 1 \\ -D & 0 \end{pmatrix}, A_2 = \begin{pmatrix} \tau & 1 \\ -\Delta & 0 \end{pmatrix}, B = \begin{pmatrix} 0 \\ b \end{pmatrix}
\]

In particular, the only tangency point is $(0, 0)$.

2. The only possible structurally stable BLDS are those in Table 1.

3. A sufficient condition in order to be structurally stable is that none subsystem is a real spiral (cases 1, 2, 4, 5, 6, 8, 9, 10, 12, 13, 14 and 16).

4. In the case 3, it is structurally stable if and only if:
   - 4.a. if the finite periodic orbits are hyperbolic and disjoint from the tangency points
   - 4.b. there are not finite orbits connecting two saddles
   - 4.c. there are not finite orbits connecting a saddle and a tangency point

5. In the cases 7, 11 and 15, it is structurally stable if and only if condition (a) holds.

<table>
<thead>
<tr>
<th>Subsystem 1 \ 2</th>
<th>Virtual saddle</th>
<th>Real node</th>
<th>Real spiral</th>
<th>Real imp. node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real saddle</td>
<td>1 (b &gt; 0)</td>
<td>2 (b &gt; 0)</td>
<td>3 (b &gt; 0)</td>
<td>4 (b &gt; 0)</td>
</tr>
<tr>
<td>Virtual node</td>
<td>5 (b &lt; 0)</td>
<td>6 (b &gt; 0)</td>
<td>7 (b &gt; 0)</td>
<td>8 (b &gt; 0)</td>
</tr>
<tr>
<td>Virtual spiral</td>
<td>9 (b &lt; 0)</td>
<td>10 (b &lt; 0)</td>
<td>11 (b &gt; 0)</td>
<td>12 (b &gt; 0)</td>
</tr>
<tr>
<td>Virtual imp. node</td>
<td>13 (b &lt; 0)</td>
<td>14 (b &lt; 0)</td>
<td>15 (b &lt; 0)</td>
<td>16 (b &gt; 0)</td>
</tr>
</tbody>
</table>

**TABLE 1.**

Secondly, one focuses on conditions (a), (b) of case 3 for divergent spirals. Thus, let us assume a BLDS as in (*), verifying:

- The left subsystem is a (real) saddle, i.e.: $D < 0, b > 0$. In particular, its equilibrium point is $(\frac{b}{D}, T \frac{b}{D})$, and the invariant manifold cut the separating line at $(0, -\frac{b}{\lambda_2})$ and $(0, -\frac{b}{\lambda_1})$, where $\lambda_2 < 0 < \lambda_1$ are the eigenvalues of $A_1, (\lambda_1 + \lambda_2 = T, \lambda_1 \lambda_2 = D)$.

- The right subsystem is a (real) divergent spiral, i.e.: $\tau > 0, \tau^2 < 4\Delta, b > 0$. In particular, its equilibrium point is $(\frac{b}{\tau}, -\frac{b}{\tau})$. We write $\alpha + \beta \eta$, $\beta > 0$ the eigenvalues of $A_2$. $2\alpha = \tau, \alpha^2 + \beta^2 = \Delta$.

**Theorem 2:** In the above conditions:

1. a. If $T > 0$, then there is not homoclinic orbit.
   b. If $T = 0$, then there is a homoclinic orbit only for $\tau = 0$, which is a not considered case.
   c. If $T < 0$, the only homoclinic (i.e., saddle-loop) orbit appears for $\tau = \tau_H > 0$ verifying:

\[
\exp(\alpha t) \sin(\beta t - \varphi) + \frac{\beta}{M} = 0, \quad \pi + \varphi \leq \beta t \leq \frac{3\pi}{2} + \varphi
\]

being

\[
t = \frac{1}{\tau} \ln\left(\frac{\lambda_1^2 \lambda_2^2 - \tau \lambda_1 + \Delta}{\lambda_1^2 \lambda_2^2 - \tau \lambda_2 + \Delta}\right)
\]

where $M = \cos(\varphi) = \alpha - \frac{\alpha^2 + \beta^2}{\lambda_2}$, $M = \sin(\varphi) = \beta$.

Moreover, $\tau_H > \frac{\tau^2}{2\Delta}$.

2. a. If $T > 0$, then there are not finite periodic orbits.
   b. If $T = 0$, then there are not finite periodic orbits (all of them) only for $\tau = 0$, which is a not considered case.
   c. If $T < 0$, a finite periodic orbit appears for $0 < \tau < \tau_H$, which is hyperbolic (indeed, attractive) and disjoint from the tangency points, and no saddle-tangency orbits appear.

3. In particular, the systems in case 3 with $T < 0$ and $0 < \tau < \tau_H$ are structurally stable.

### IV. THE TANGENCY-SADDLE SINGULARITIES

Here we tackle the case 3 for $T < 0, \tau > \tau_H$. We will see that there is a decreasing sequence $T_1, T_2, \ldots \rightarrow \tau_H$ of values of $\tau$ where tangency-saddle singularities appear. For the remainder values, the BLDS is structurally stable.

**Theorem 3:** In the conditions of case 3 and $T < 0$:

1. There exists a maximal value of $\tau = \tau_1$ (see Figure 1), for which a tangency-saddle orbit appears. This is for $\tau = \tau_1 > 0$ verifying:

\[
\exp(\alpha t) \sin(\beta t - \varphi) + \frac{\beta}{M} = 0, \quad \pi + \varphi \leq \beta t \leq \frac{3\pi}{2} + \varphi
\]

being

\[
t = \frac{1}{\tau} \ln\left(1 + \frac{\tau + \Delta}{\lambda_1^2}\right)
\]

where $M = \cos(\varphi) = \alpha, M = \sin(\varphi) = \beta$.

Moreover, $\tau_1 > \frac{\tau^2}{2\lambda_2} - 1$.

It is the only value of $\tau$ for which the tangent orbit at $(0, 0)$ has its first intersection with the separating hyperplane just at $(0, -b/\lambda_1)$.

2. There exists a decreasing sequence $(T_1, T_2, \ldots, T_k, \ldots) \rightarrow \tau_H, k \geq 1$ (see Figures 2 and 3), for which tangency-saddle orbits appear. For the value $\tau = \tau_1$ the orbit starting in the tangency point $(0, 0)$ has its $(2k-1)$th intersection with the separating hyperplane just at $(0, -b/\lambda_1)$.

3. For the remainder values of $\tau > \tau_H$, the BLDS is structurally stable.

**Proof:**

1. From [6], the first intersection of a spiral passing through $(0, 0)$ with the hyperplane must verify

\[
\exp(\alpha t) \sin(\beta t - \varphi) + \frac{\beta}{M} = 0, \quad \pi + \varphi \leq \beta t \leq \frac{3\pi}{2} + \varphi
\]

where $M = \cos(\varphi) = \alpha, M = \sin(\varphi) = \beta$.

Moreover, again from [6], a spiral cuts $x_1 = 0$ in $x_{21}$ and $x_{22}$ if and only if

\[
\exp(\mu t) = \frac{b + \mu x_{22}}{b + \mu x_{21}}
\]
where $\mu = \alpha + i\beta$. Imposing that $x_{21} = 0$ and $x_{22} = -b/\lambda_1$ we get

$$t = \frac{1}{\tau} \ln\left(\frac{1 + \tau + \Delta}{\lambda_1^2}\right)$$

and from it the bound for $\tau_1$.

2. For $\tau = \tau_1$ the tangent orbit at $(0,0)$ intersects $x_1 = 0$ just at $(0,-b/\lambda_1)$ (see Figure 1). When $\tau$ decreases, this (first) intersection point ascends, so that the orbit completes a full turn and intersects the axe $x_1 = 0$ twice between $(0,-b/\lambda_2)$ and $(0,-b/\lambda_1)$, and again under $(0,-b/\lambda_1)$ if $\tau - \tau_1$ is small enough. It is clear that this third intersection ascends when $\tau$ increases, so that for a certain (unique) value $\tau = \tau_2$ this third intersection point is just $(0,-b/\lambda_1)$ (see Figure 2). Additional degrowth of $\tau$ gives a second turn (with two additional intersections between $(0,-b/\lambda_2)$ and $(0,-b/\lambda_1)$ and a fifth intersection with $x_1 = 0$ under $(0,-b/\lambda_1)$). As above, for a certain (unique) value $\tau = \tau_3$ this fifth intersection point is just $(0,-b/\lambda_1)$ (see Figure 3).

By recurrence, one obtains a sequence of decreasing values $\tau_1, \tau_2, ..., \tau_k, ...$ for which the tangent orbit at $(0,0)$ intersects $x_1 = 0$ in $0,1,2k-2, ...$ points between $(0,-b/\lambda_2)$ and $(0,-b/\lambda_1)$, and another one just at $(0,-b/\lambda_1)$.

An analogous reasoning shows that $\lim \tau_k = \tau_H$: for $\tau = \tau_H$ the saddle orbit through $(0,-b/\lambda_2)$ intersects again $x_1 = 0$ at $(0,-b/\lambda_1)$, whereas the tangent orbit at $(0,0)$ turns over the spiral toward this homoclinic orbit; for any slightly greater value $\tau_H + \epsilon$ the above saddle orbit intersects $x_1 = 0$ under $(0,-b/\lambda_1)$, so that the tangent orbit passes between this new intersection point and $(0,-b/\lambda_1)$; therefore, the reasoning in the above paragraph shows that there is some $\lambda_k < \tau_H + \epsilon$.

3. By construction, for $\tau_k < \tau < \tau_{k+1}$ there are not tangency-saddle orbits. Moreover, the orbits for $\tau$ run between the ones for $\tau_k$ and $\tau_{k+1}$ so that neither finite periodic orbits nor saddle-tangency orbits can occur.

---

**Exemp 1:** For $T = -1, D = -1, \Delta = 5, b = 1$, we plot the tangency-saddle orbits: $\tau_1 = 1.145, \tau_2 = 0.782, \tau_3 = 0.745; \tau_H = 0.742$.

![Fig. 1. Appearance of a tangency-saddle orbit: $T = -1, D = -1, \tau = \tau_1 = 1.145, \Delta = 5, b = 1$](image1)

**Fig. 2.** Appearance of a tangency-saddle orbit: $T = -1, D = -1, \tau = \tau_2 = 0.782, \Delta = 5, b = 1$

**Fig. 3.** Appearance of a tangency-saddle orbit: $T = -1, D = -1, \tau = \tau_3 = 0.745, \Delta = 5, b = 1$

---

**ACKNOWLEDGMENT**

We thank Prof. Rafael Ramirez for many helpful discussions during the preparation of the manuscript. This article is supported by DGICYTMTM2011-23892 (first and second author) and TIN2010-20590-C02-C1 (third author).

**REFERENCES**


Abstract—The convergence rate of the Markov random search algorithms designed for finding the extremizer of a function is investigated. It is shown that, for a wide class of random search methods that possess a natural symmetry property, the number of evaluations of the objective function needed to find the extremizer accurate to $\varepsilon$ cannot grow slower than $|\ln \varepsilon|$.

Keywords—random search, stochastic optimization, global optimization, estimate of convergence rate.

I. INTRODUCTION

Let the objective function $f : X \mapsto \mathbb{R}$ (where, for instance, $X = \mathbb{R}^d$) take its minimal value at a single point $x_\star$. Consider the problem of finding the global minimizer $x_\star$ of this function up to a given accuracy $\varepsilon$ (approximation by argument). One way of solving this problem is to use random search algorithms (see [1]–[12]). Such algorithms have long been used for solving difficult optimization problems. However, theoretical results for the convergence rate of those algorithms are scarce (see [1], [2], [4]). This paper is devoted to the theoretical analysis of the convergence rate of the Markov random search algorithms designed for finding the global extremizer. Note that the simulated annealing algorithm, which is a well-known stochastic global optimization algorithm, belongs to this class.

We use the number of evaluations of the objective function required to achieve the prescribed accuracy $\varepsilon$ of the solution as a characteristic of the convergence rate. The main reason for the choice of this characteristic is that the objective function evaluations require the most part of the computational effort involved in the algorithm execution. In addition, this characteristic is convenient for the comparison of different random search algorithms.

It turns out that Markov random search algorithms cannot be very fast. It is shown that, for a wide class of random search methods that possess a natural symmetry property, the number of evaluations of the objective function needed to find the extremizer accurate to $\varepsilon$ cannot grow slower than $|\ln \varepsilon|$.

The results presented in this paper make it possible to estimate the potential capability of Markov algorithms and draw the conclusion that the convergence rate of some algorithms is close to the optimal one, at least, in the order of dependence on $\varepsilon$.

It is worth noting that the theoretical lower bounds on the computational effort of numerical methods for solving optimization problems for the standard classes (smooth, non-smooth convex, strongly convex, smooth convex, and convex stochastic) are discussed in [9]. The results obtained in the present paper can be considered as a small extension of the results presented in [9]. These results are some extension of the results presented in [12].

II. STATEMENT OF THE PROBLEM

A. Optimization Space

The optimization space is defined as a set $X$ equipped with a metric $d$. In this paper, we consider the case of the Euclidean space $\mathbb{R}^d$. We use the following metrics:

$$d(x, y) = \sqrt{\sum_{n=1}^{d} (x_n - y_n)^2},$$

$$d(x, y) = \max_{1 \leq i \leq d} |x_i - y_i|,$$

where $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$.

The closed ball of radius $r$ centered at the point $x$ is denoted by $B_r(x) = \{y \in \mathbb{R}^d, \text{ such that } (x, y) \leq r\}$.

B. Objective Function

Throughout this paper, we assume that the objective function $f : \mathbb{R}^d \mapsto \mathbb{R}$ is measurable, and takes its minimum value at a unique point $x_\star = \arg\min \{f(x), \text{ such that } x \in \mathbb{R}^d\}$.

C. Markov Random Search

A random search is defined as an arbitrary sequence of random variables $\{x_n\}_{n \geq 0}$ taking values in $\mathbb{R}^d$. Following [1], we give a general scheme of Markov random search algorithms.

The following algorithm simulates the Markov random search $\{x_n\}_{n \geq 0}$ in $\mathbb{R}^d$ with the initial point $x_0 = x \in \mathbb{R}^d$.

**Algorithm 1** (A general scheme of Markov algorithms)

**Step 1.** Set $x_0 = x$ and the iteration number $n = 1$.

**Step 2.** Obtain a point $x_n$ in $\mathbb{R}^d$ by sampling from the distribution $P_n(x_{n-1}, \cdot)$. Here $P_n(x_{n-1}, \cdot)$ is the transition probability; this probability may depend on $n$ and $x_{n-1}$.

**Step 3.** Set

$$n = \begin{cases} 
    n, & \text{with probability } Q_n, \\
    n + 1, & \text{with probability } 1 - Q_n.
\end{cases}$$

Here $Q_n$ is the acceptance probability; this probability may depend on $n$, $n + 1$, $f(n)$, and $f(n + 1)$. A. Tikhomirov is with the Applied Mathematics and Informatics Department, Novgorod State University, Velikiy Novgorod, Russia e-mail: Tikhomirov.AS@mail.ru. Manuscript received July 10, 2014.
Step 4. Check a stopping criterion. If the algorithm does not stop, substitute $n + 1$ for $n$ and return to Step 2.

Upon calculating the next trial point $x_n$ (at the second step of the algorithm), the search either goes to this point with the probability $Q_n$ at the third step or remains at the preceding point $x_{n-1}$.

Particular choices of transition probabilities $P_n(x, \cdot)$ and acceptance probabilities $Q_n$ lead to specific Markov global random search algorithms. The most well-known among them is the celebrated ‘simulated annealing’ algorithm.

D. Simulated Annealing

The name of the algorithm originated from its similarity to the physical procedure called annealing used to remove defects from metals and crystals by heating them locally near the defect to dissolve the impurity and then slowly re-cooling them so that they could find a basic state with a lower energy configuration.

A general simulated annealing algorithm is Algorithm 1 with acceptance probabilities

$$Q_n = \begin{cases} 1, & \text{if } \Delta_n \leq 0, \\ \exp(-\beta_n \Delta_n), & \text{if } \Delta_n > 0, \end{cases}$$

where $\beta_n \geq 0$ (for $n = 1, 2, \ldots$) are search parameters and $\Delta_n = f(x_n) - f(x_{n-1})$.

The choice (1) for the acceptance probability $Q_n$ means that any ‘promising’ new point $x_n$ (for which $f(x_n) \leq f(x_{n-1})$) is accepted unconditionally; a ‘non-promising’ point (for which $f(x_n) > f(x_{n-1})$) is accepted with probability $Q_n = \exp(-\beta_n \Delta_n)$.

E. Markov Monotone Search

If the acceptance probabilities $Q_n$ are determined by

$$Q_n = \begin{cases} 1, & \text{if } f(x_n) \leq f(x_{n-1}), \\ 0, & \text{if } f(x_n) > f(x_{n-1}), \end{cases}$$

then we obtain the Markov monotone random search (see [1, p. 122]), which plays an important role in the further reasoning. This search is monotone in the sense that the inequalities $f(x_n) \leq f(x_{n-1})$ hold true with the unit probability for all $n > 0$. The Markov monotone search can be interpreted as the limit case of the simulated annealing algorithm with $\beta_n = +\infty$ for all $n$.

F. Markov Symmetric Random Search

In accordance with the structure of Algorithm 1, we call the distributions $P_n(x, \cdot)$ trial transition probabilities. We shall consider the case where the trial transition probabilities $P_n(x, \cdot)$ have symmetric densities $p_n(x, y)$ of the form

$$p_n(x, y) = g_{n,x}(x, y),$$

where $g_{n,x}$ is a metric and $g_{n,x}$ are non-increasing functions of a positive argument.

The Markov search defined by Algorithm 1 with the trial transition functions with densities (2) is called the Markov symmetric random search.

G. Characteristics of Random Search

We use a random search to find the minimizer $x_*$ with a given accuracy $\varepsilon$ (approximation with respect to the argument). In this case, we want the search to hit the ball $B_\varepsilon(x_*)$. Denote by

$$\tau_\varepsilon = \min\{n \geq 0, \text{ such that } x_n \in B_\varepsilon(x_*)\}$$

the time when the search first hits the $\varepsilon$-neighborhood of the global minimizer.

The distribution of the random variable $\tau_\varepsilon$ provides sufficient information about the quality of the random search. Indeed, usually we assume that there is no need to evaluate the function $f$ for the simulation of the distributions $P_n$. Therefore, in the process of performing $\tau_\varepsilon$ iterations of Algorithm 1, the function $f$ is evaluated $\tau_\varepsilon + 1$ times.

We use one characteristic of the convergence rate of the random search. The computational complexity of the random search is defined as $E\tau_\varepsilon$. It is interpreted as the average number of search steps needed to hit the set $B_\varepsilon(x_*)$.

III. LOWER BOUNDS ON THE CONVERGENCE RATE

A. Estimate of the Computational Complexity

The main result of this paper is Theorem 1. It is proved in this theorem that the computational effort of the Markov symmetric random search needed to guarantee the required accuracy $\varepsilon$ of the solution cannot grow slower than $\ln \varepsilon$.

**Theorem 1.** Let the function $f: \mathbb{R}^d \to \mathbb{R}$ take its minimum value at a unique point $x_*$. Consider the Markov symmetric random search $\{x_n\}_{n \geq 0}$ defined by Algorithm 1 whose transition probabilities have densities of form (2). Let $x$ be the starting point of the search, $0 < \varepsilon < \delta = (x, x_*)$, and $n = 1, 2, \ldots$. Then, it holds that

$$E\tau_\varepsilon \geq \ln(\delta/\varepsilon) + 1, \quad P(\tau_\varepsilon \leq n) \leq \frac{\varepsilon^n}{\delta \sum_{i=0}^{n-1} \ln^i(\delta/\varepsilon)}.$$  

The proof of the Theorem 1 is similar to the proof of results in [12].

B. The Accuracy of the Estimates of Theorem 1

We restrict ourselves to the consideration of the one-dimensional optimization space $\mathbb{R}$, the simple objective function $f(x) = |x|$, and the Markov monotone random search in which the trial transition functions have form

$$P(x, \cdot) = U_{2|x|}(x, \cdot),$$

where $U_r(x, \cdot)$ is the uniform distribution on the ball $B_r(x)$ of radius $r$ with center at $x$.

We can calculate the computational complexity of this random search and compare it with estimate (3) of Theorem 1.

**Lemma 1.** Let the optimization space $X = \mathbb{R}$ and $f(x) = |x|$. Let $\{x_n\}_{n \geq 0}$ be the Markov monotone search with the trial transition functions given by (4). Let $x$ be the starting point of the search, and $0 < \varepsilon < |x|$. Then, it holds that

$$E\tau_\varepsilon = 2 \ln(|x|/\varepsilon) + 2.$$

This result shows that estimates (3) of Theorem 1 are accurate estimates of the convergence rate.
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Simulation of emission spectra for LH2 ring: Fluctuations in radial positions of molecules

Pavel Hefman, David Zapletal and Pavel Kabrheľ

Abstract—Absorption and steady state fluorescence spectra of exciton states for ring molecular systems are presented. The B850 ring from peripheral cyclic antenna unit LH2 of the bacterial photosystem from purple bacteria can be modeled by such system. The cumulant-expansion method of Mukamel et al. is used for the calculation of spectral responses of the system with exciton-phonon coupling. Dynamic disorder, interaction with a bath, in Markovian approximation simultaneously with uncorrelated static disorder in radial positions of molecules on the ring is taking into account in our simulations. We compare calculated absorption and steady state fluorescence spectra for LH2 ring obtained within the full Hamiltonian model with our previous results within the nearest neighbour approximation model.

Keywords—Absorption and fluorescence spectrum, fluctuations in radial positions of molecules, LH2, static and dynamic disorder.

I. INTRODUCTION

In the process of photosynthesis (in plants, bacteria, and blue-green algae), solar energy is used to split water and produce oxygen molecules, protons and electrons. Our interest is mainly focused on the first (light) stage of photosynthesis in purple bacteria. Solar photon is absorbed by a complex system of membrane-associated pigment-proteins (light-harvesting (LH) antenna) and absorbed energy is efficiently transferred to a reaction center (RC), where it is converted into a chemical energy [1].

The antenna systems of photosynthetic units from purple bacteria are formed by ring units LH1, LH2, LH3, and LH4. Their geometric structures are known in great detail from X-ray crystallography. The general organization of above mentioned light-harvesting complexes is the same: identical subunits are repeated cyclically in such a way that a ring-shaped structure is formed. However the symmetries of these rings are different.

Crystal structure of LH2 complex contained in purple bacterium Rhodopseudomonas acidiphila was first described in high resolution by McDermott et al. [2] in 1995, then further e.g. by Papić et al. [3] in 2003. The bacteriochlorophyll (BChl) molecules are organized in two concentric rings. One ring features a group of nine well-separated BChl molecules (B800) with absorption band at about 800 nm. The other ring consists of eighteen closely packed BChl molecules (B850) absorbing around 850 nm. LH2 complexes from other purple bacteria have analogous ring structure.

Some bacteria express also other types of complexes such as the B800-820 LH3 complex (Rhodopseudomonas acidiphila strain 7050) or the LH4 complex (Rhodopseudomonas palustris). LH3 complex like LH2 one is usually nonameric but LH4 one is octameric. While the B850 dipole moments in LH2 ring have tangential arrangement, in the LH4 ring they are oriented more radially. Mutual interactions of the nearest neighbour BChls in LH4 are approximately two times smaller in comparison with LH2 and have opposite sign. At this article we focus on LH2 complex.

Despite intensive study of bacterial antenna systems, e.g. [2]–[5], the precise role of the protein moiety for governing the dynamics of the excited states is still under debate. At room temperature the solvent and protein environment fluctuates with characteristic time scales ranging from femtoseconds to nanoseconds. The simplest approach is to substitute fast fluctuations by dynamic disorder and slow fluctuation by static disorder.

In our previous papers we presented results of simulations doing within the nearest neighbour approximation model. In several steps we extended the former investigations of static disorder effect on the anisotropy of fluorescence made by Kumble and Hochstrasser [6] and Nagarajan et al. [7]–[9] for LH2 ring. After studying the influence of diagonal dynamic disorder for simple systems (dimer, trimer) [10]–[12], we added this effect into our model of LH2 ring by using a quantum master equation in Markovian and non-Markovian limits [13]–[16]. We also studied influence of four types of uncorrelated static disorder [17]–[19] (Gaussian disorder in local excitation energies, Gaussian disorder in transfer integrals, Gaussian disorder in radial positions of BChls on the ring and Gaussian disorder in angular positions of BChls on the ring). Influence of correlated static disorder, namely an elliptical deformation of the ring, was also taken into account [13]. We also investigated the time dependence of fluorescence anisotropy for the LH4 ring with different types of uncorrelated static disorder [15], [20].

Recently we have focused on the modeling of absorption and steady state fluorescence spectra. Our results for LH2 and LH4 rings within the nearest neighbour approximation model have been presented in [21]–[26]. The results for LH2 ring within full Hamiltonian model have been published in [27]–[29].

Main goal of our present paper is the comparison of the results for B850 ring from LH2 complex calculated within full Hamiltonian model with our previous results calculated within
the nearest neighbour approximation model [22], [23]. The rest of the paper is organized as follows. Section II introduces the ring model with the static disorder and dynamic disorder (interaction with phonon bath) and the cumulant expansion method, which is used for the calculation of spectral responses of the system with exciton-phonon coupling. Computational point of view is mentioned in Section III. The presented results of our simulations and used units and parameters could be found in Section IV, in Section V some conclusions are drawn.

II. PHYSICAL MODEL

We assume that only one excitation is present on the ring after an impulsive excitation. The Hamiltonian of an exciton in the ideal ring coupled to a bath of harmonic oscillators reads

\[ H^0 = H^0_{\text{ex}} + H_{\text{ph}} + H_{\text{ex-ph}}, \]

Here the first term,

\[ H^0_{\text{ex}} = \sum_{m,n} J_{mn} a^\dagger_m a_n, \]

corresponds to an exciton, e.g. the system without any disorder. The operator \( a^\dagger_m (a_m) \) creates (annihilates) an exciton at site \( m \), \( J_{mn} \) (for \( m \neq n \)) is the so-called transfer integral between sites \( m \) and \( n \). The second term in (1),

\[ H_{\text{ph}} = \sum_q \hbar \omega_q b^\dagger_q b_q, \]

represents phonon bath in harmonic approximation (the phonon creation and annihilation operators are denoted by \( b^\dagger_q \) and \( b_q \), respectively). Last term in (1),

\[ H_{\text{ex-ph}} = \frac{1}{\sqrt{N}} \sum_{m,q} G^m_q \hbar \omega_q a^\dagger_m (b^\dagger_q + b_q), \]

describes exciton-phonon interaction which is assumed to be site-diagonal and linear in the bath coordinates (the term \( G^m_q \) denotes the exciton-phonon coupling constant).

Inside one ring the pure exciton Hamiltonian can be diagonalized using the wave vector representation with corresponding delocalized “Bloch” states \( \alpha \) and energies \( E_\alpha \). Considering homogeneous case with only the nearest neighbour transfer matrix elements

\[ J_{mn} = J_0 (\delta_{m,n+1} + \delta_{m,n-1}) \]

and using Fourier transformed excitonic operators (Bloch representation)

\[ a_\alpha = \sum_n a_n e^{i\alpha n}, \quad \alpha = \frac{2\pi}{N} l, \quad l = 0, \pm 1, \ldots, \pm \frac{N}{2}, \]

the simplest exciton Hamiltonian in \( \alpha \) - representation reads

\[ H^0_{\text{ex}} = \sum_\alpha E_\alpha a^\dagger_\alpha a_\alpha, \quad E_\alpha = -2J_0 \cos \alpha, \]

see Fig. 1 - right column. In case of the full Hamiltonian model (dipole-dipole approximation), energetic band structure slightly differs (Fig. 1 - left column). Differences of energies in lower part of the band are larger and in upper part of the band are smaller in comparison with the nearest neighbour approximation model.

![Fig. 1. Energetic band structure of the ring from LH2](image)

Influence of uncorrelated static disorder is modeled by the fluctuations of radial positions \( \delta r_n \) of bacteriochlorophylls on the ring with Gaussian distribution and standard deviation \( \Delta_r \). The Hamiltonian \( H_0 \) of the uncorrelated static disorder adds to the Hamiltonian \( H^0_{\text{ex}} \) of the ideal ring.

The cumulant-expansion method of Mukamel et al. [30], [31] is used for the calculation of spectral responses of the system with exciton-phonon coupling. Absorption \( OD(\omega) \) and steady-state fluorescence \( FL(\omega) \) spectrum can be expressed as

\[ OD(\omega) = \omega \sum_\alpha \tilde{d}_\alpha^2 \times \]

\[ \times \text{Re} \int_0^\infty dt e^{i(\omega-\omega_\alpha)t-g_{\alpha\alpha\alpha}(t)-R_{\alpha\alpha\alpha}t}, \]

\[ FL(\omega) = \omega \sum_\alpha P_\alpha \tilde{d}_\alpha^2 \times \]

\[ \times \text{Re} \int_0^\infty dt e^{i(\omega-\omega_\alpha)t+i\lambda_{\alpha\alpha\alpha}(t)-g^*_{\alpha\alpha\alpha}(t)-R_{\alpha\alpha\alpha}t}. \]

Here \( \tilde{d}_\alpha = \sum_n c_n^\alpha d_n \) is the transition dipole moment of eigenstate \( \alpha \), \( c_n^\alpha \) are the expansion coefficients of the eigenstate \( \alpha \) in site representation and \( P_\alpha \) is the steady state population of the eigenstate \( \alpha \). The inverse lifetime of exciton state \( R_{\alpha\alpha\alpha} \) [32] is given by the elements of Redfield tensor \( R_{\alpha\beta\gamma\delta} \) [33]. It is a sum of the relaxation rates between exciton states, \( R_{\alpha\alpha\alpha\alpha} = -\sum_{\beta\neq\alpha} R_{\beta\beta\alpha\alpha} \). The g-function and \( \lambda \)-values in (9) are given by

\[ g_{\alpha\beta\gamma\delta} = -\int_{-\infty}^{\infty} \frac{d\omega}{2\pi \omega^2} C_{\alpha\beta\gamma\delta}(\omega) \times \]

\[ \times \left[ \coth \frac{\omega}{2k_B T} \left( \cos \omega t - 1 \right) - i(\sin \omega t - \omega t) \right], \]
Fig. 2. Calculated $FL(\omega)$ and $OD(\omega)$ spectra averaged over 2000 realizations of static disorder in radial positions of molecules on the ring $\delta r$ for full Hamiltonian model (low temperature $kT = 0.1 J_0$, six strengths $\Delta_r = 0.010, 0.015, 0.020, 0.025, 0.030, 0.060 r_0$).

\[ \lambda_{\alpha\beta\gamma\delta} = -\lim_{t \to \infty} \frac{d}{dt} \text{Im} \{ g_{\alpha\beta\gamma\delta}(t) \} = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi\omega} C_{\alpha\beta\gamma\delta}(\omega). \] (11)

The matrix of spectral densities $C_{\alpha\beta\gamma\delta}(\omega)$ in the eigenstate (exciton) representation reflects one-exciton states coupling to the manifold of nuclear modes. In what follows only a diagonal exciton phonon interaction in site representation is used (see (1)), i.e., only fluctuations of the pigment site energies are assumed and the restriction to the completely uncorrelated dynamical disorder is applied. In such case each site (i.e. each chromophore) has its own bath completely uncoupled from the baths of the other sites. Furthermore it is assumed that these baths have identical properties $[14], [34], [35]$.

\[ C_{mm'm'n'}(\omega) = \delta_{nn} \delta_{mm'} \delta_{nn'} C(\omega). \] (12)

After transformation to the exciton representation we have

\[ C_{\alpha\beta\gamma\delta}(\omega) = \sum_n c_n^\alpha c_n^\beta c_n^\gamma c_n^\delta C(\omega). \] (13)

Various models of spectral density of the bath are used in literature $[32], [36], [37]$. In our present investigation we have used the model of Kühn and May $[36]$

\[ C(\omega) = \Theta(\omega) \frac{\omega^2}{2\omega_c^2} e^{-\omega/\omega_c} \] (14)

which has its maximum at $2\omega_c$.

III. COMPUTATIONAL POINT OF VIEW

To obtain absorption and steady state fluorescence spectra it is necessary to calculate single ring $OD(\omega)$ and $FL(\omega)$ spectra for large number of different static disorder realizations created by random number generator. Finally these results have to be averaged over all realizations of static disorder.

For our previous calculations of absorption and fluorescence spectra (for uncorrelated static disorder in local excitation energies $\delta E_n$ and transfer integrals $\delta J_{mn}$) software package Mathematica $[38]$ was used. Standard numerical integration method used in Mathematica proved to be unsuitable in case of full Hamiltonian model and static disorder in radial positions of molecules $\delta r_n$. It was not possible to achieve satisfactory convergence by above mentioned integration method from Mathematica. This is the reason a procedure in Fortran was created for present calculations. Integrated function is oscillating and damped. That is why the function was integrated as a sum of contributions from individual cycles of oscillation. These contributions were added until required accuracy was achieved.

IV. RESULTS

Above mentioned uncorrelated static disorder in radial positions of molecules on the ring has been taken into account in our simulations simultaneously with dynamic disorder in Markovian approximation. Dimensionless energies normalized to the transfer integral $J_{12} = J_0$ in B850 ring from LH2
Fig. 3. Calculated $FL(\omega)$ and $OD(\omega)$ spectra averaged over 2000 realizations of static disorder in radial positions of molecules on the ring $\delta r$ for the nearest neighbour approximation model (low temperature $kT = 0.1 J_0$, six strengths $\Delta r = 0.010, 0.015, 0.020, 0.025, 0.030, 0.060 r_0$).

Fig. 4. Calculated $FL(\omega)$ and $OD(\omega)$ spectra averaged over 2000 realizations of static disorder in radial positions of molecules on the ring $\delta r$ for full Hamiltonian model (room temperature $kT = 0.5 J_0$, six strengths $\Delta r = 0.010, 0.015, 0.020, 0.025, 0.030, 0.060 r_0$).
The spectral density (the model of Kühn and May [12]) has been used. In agreement with our previous results [16], [17] we have taken the strength of uncorrelated static disorder in local excitation energies and transfer integrals. But standard numerical integration methods from Mathematica does not provide satisfactory results in case of the static disorder in radial positions of molecules on the ring and full Hamiltonian model. This problem has been solved by use of our procedure for integration of oscillating and damped function in Fortran.

We compare our new simulated FL and OD spectra for B850 ring from LH2 complex (full Hamiltonian model, static disorder in radial positions of molecules on the ring – Figure 2, Figure 4) from two aspects. At first the comparison with the spectra in case of the nearest neighbour approximation model (the same type of static disorder – Figure 3, Figure 5), then the comparison with our previous results (full Hamiltonian model, static disorder in local excitation energies [27] and in transfer integrals [39]) is done. Following conclusions can be made.

Differences in spectral lines can be seen especially for low temperature $kT = 0.1 J_0$ (Figure 2, Figure 3). Absorption spectral lines in case of full Hamiltonian model are wider (in particular on the right hand side of spectral profile) and their maxima are slightly shifted to higher wavelengths in comparison with the nearest neighbour approximation model. For growing strength $\Delta_r$ of static disorder, the absorption spectral peak positions move to lower wavelength (both models). On the other hand, any substantial shift is not visible for the fluorescence spectral line splitting in case of the nearest neighbour approximation model.

V. CONCLUSIONS

Software package Mathematica was found by us very useful for the simulations of the molecular ring spectra in case of static disorder in local excitation energies and transfer integrals. But standard numerical integration method from Mathematica does not provide satisfactory results in case of the static disorder in radial positions of molecules on the ring and full Hamiltonian model. This problem has been solved by use of our procedure for integration of oscillating and damped function in Fortran.

We compare our new simulated FL and OD spectra for B850 ring from LH2 complex (full Hamiltonian model, static disorder in radial positions of molecules on the ring – Figure 2, Figure 4) from two aspects. At first the comparison with the spectra in case of the nearest neighbour approximation model (the same type of static disorder – Figure 3, Figure 5), then the comparison with our previous results (full Hamiltonian model, static disorder in local excitation energies [27] and in transfer integrals [39]) is done. Following conclusions can be made.

Differences in spectral lines can be seen especially for low temperature $kT = 0.1 J_0$ (Figure 2, Figure 3). Absorption spectral lines in case of full Hamiltonian model are wider (in particular on the right hand side of spectral profile) and their maxima are slightly shifted to higher wavelengths in comparison with the nearest neighbour approximation model. For growing strength $\Delta_r$ of static disorder, the absorption spectral peak positions move to lower wavelength (both models). On the other hand, any substantial shift is not visible for the fluorescence spectral line splitting in case of the nearest neighbour approximation model. The most essential difference is fluorescence spectral line splitting ($\Delta_r \in (0.01 r_0, 0.03 r_0)$) for full Hamiltonian model. It is caused by different energetic band structure (Figure 1) and different distribution of the quantity

---

**Fig. 5.** Calculated FL$(\omega)$ and OD$(\omega)$ spectra averaged over 2000 realizations of static disorder in radial positions of molecules on the ring $\delta r$ for the nearest neighbour approximation model (room temperature $kT = 0.1 J_0$, six strengths $\Delta_r = 0.010, 0.015, 0.020, 0.025, 0.030, 0.060 r_0$).
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Fluorescence spectral line splitting is also visible in case of static disorder. The comparison with the nearest neighbour approximation model does not give substantially different spectral lines in comparison with the nearest neighbour approximation model. The differences are hidden behind spectral line widening due to dynamic disorder.

As concerns the comparison of the case with static disorder in radial positions of molecules on the ring with other types of static disorder, following conclusions can be done. Fluorescence spectral line splitting is also visible in case of static disorder in local excitation energies [27] and in transfer integrals [39] (also for full Hamiltonian model and low temperature $kT = 0.1 J_0$). Comparable splitting can be seen for the strengths $\Delta = 0.1 J_0$ (static disorder in local excitation energies [27]), $\Delta_J = 0.05 J_0$ (static disorder in transfer integrals [39]) and $\Delta_J = 0.015 J_0$ (static disorder in radial positions of molecules on the ring).
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Gradient methods with the exponential relaxation

Igor G. Chornorutskiy

Abstract—For a class of matrix gradient methods a new concept of the relaxation function is suggested. This concept allows to evaluate the effectiveness of each gradient optimization procedure, and to synthesize new methods for special classes of ill conditioned (stiff) non-convex optimization problems. According to the suggested approach, it is possible to build relevant gradient method for any given relaxation function.

The theorem about the relaxation conditions of each matrix gradient method is proven. Based on the concept of the relaxation functions it is given the geometric interpretation of relaxation properties of gradient methods. According to this interpretation it is possible to build a relaxation area, and to evaluate the speed of the objective function values decreasing.

The analysis of classical matrix gradient schemes such as simple gradient method, Newton’s methods, Marquardt-Levenberg method is given. It is shown that the relaxation function and its geometric interpretation gives almost full information about the properties and capabilities of relevant gradient optimization methods.

A new class of matrix gradient methods with the exponential relaxation function (ERF) is suggested. It is shown that ERF-method summarizes the classical gradient methods and have the relaxation functions, entirely located in the relaxation area, which significantly increases the computational efficiency.

The ERF-methods convergence for a wide class of non-convex objective functions is established.

II. RELAXATION FUNCTIONS

A. Problem

Suppose we need to solve the problem

$$J(x) \to \min_x, \ x \in R^n, \ J \in C^2(R^n).$$

Consider a class of matrix gradient methods

$$x^{k+1} = x^k - H_k(A_k, \ h_k) \ J'(x^k), \ h_k \in R^1,$$ (2)

where \(A_k = J'(x^k), H_k,\) — matrixes function. It is supposed, that in some \(\zeta_k\)-region \(\{x \in R^n / \|x - x^k\| \leq \zeta_k\}\) of a point \(x^k\) the functional \(J(x)\) accurately approximated by a quadratic functional

$$f(x) = 1/2 \langle A_k x, x \rangle - \langle b_k, x \rangle + c_k,$$ (3)

where \(A_k\) — symmetric, may be not positive definite matrix. No significant loss of generality we can assume \(b_k = 0, c_k = 0\). Indeed, taking \(\det A_k \neq 0, x = x^* + z,\) where \(x^* = A_k^{-1} b_k,\) we will get an introduction

$$f_1(z) = f(x^* + z) = 1/2 \langle A_k z, z \rangle + c_k.$$ (4)

Here constant \(c_k = c_k - 1/2 \langle A_k x^*, x^* \rangle\) can not be considered as it is not influence to the optimization process.

Formula (2) has the property of invariance relative the shift of coordinates origin.

Being recorded for \(f(x),\) it is converted in the same formula for \(f_1(z).\) Really for \(f(x)\) we have

$$x^{k+1} = x^k - H_k(A_k x^k - b_k).$$ (5)

If \(z^k = x^k - x^*,\) we have \(z^{k+1} = z^k - H_k A_k z^k.\) And this is method (2) for functional \(f_1.\)
The goal is to build such a matrix functions $H_k$ to satisfy the inequality $f(x^{k+1}) < f(x^k)$.

**B. Definition**

A scalar function

$$R_h(\lambda) = 1 - H(\lambda, h)\lambda; \quad \lambda, h \in \mathbb{R}^d$$

is called the relaxation function of method (2), and its values $R_h(\lambda_i)$ on the matrix $A_k$ spectrum - multipliers of relaxation for the point $x_k$. (In some cases, index $h$ in the relaxation function expression will be dropped).

Here $H(\lambda, h)$ denotes the scalar function according to the matrix function $H(A_k, h)$ in the formula (2). Note that if $A$ is a symmetric matrix and

$$A = \text{Tdiag}(\lambda_1, \lambda_2, \ldots, \lambda_n)T^T,$$

where $T$ is orthogonal matrix with eigenvectors of the matrix $A$ as columns, then

$$F(A) = \text{Tdiag}[F(\lambda_1), F(\lambda_2), \ldots, F(\lambda_n)]T^T.$$

The matrix function $F(A)$ is defined, if a scalar function $F(\lambda)$ is defined in points $\lambda_1, \lambda_2, \ldots, \lambda_n$.

**III. RELAXATION CONDITIONS**

**A. Theorem 1**

If the matrix $A_k$ is not degenerate we have

$$f(x^{k+1}) \leq f(x^k), \quad \forall x^k \in \mathbb{R}^n, \quad (6)$$

if and only if

$$\lambda_i < 0 \Rightarrow |R(\lambda_i)| \geq 1; \quad \lambda_i > 0 \Rightarrow |R(\lambda_i)| \leq 1 \quad (7)$$

for all matrix $A_k$ eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$.

**Proof.** Let $\{u_i\}$ - orthonormal basis of matrix $A_k$ eigenvectors. Then

$$x^k = \sum_{i=1}^{n} \xi_{i,k} u_i; \quad x^{k+1} = x^k - H_k(A_k, h_k)f'(x^k) =$$

$$= (E - H_k A_k)x^k = \sum_{i=1}^{n} \xi_{i,k} (1 - H_k(\lambda_i, h_k)\lambda_i)u_i =$$

$$= \sum_{i=1}^{n} \xi_{i,k} R(\lambda_i)u_i.$$

From the comparison of expressions

$$f(x^k) = 1/2 \sum_{i=1}^{n} \xi_{i,k}^2 \lambda_i,$$

$$f(x^{k+1}) = 1/2 \sum_{i=1}^{n} \xi_{i,k+1}^2 \lambda_i = 1/2 \sum_{i=1}^{n} \xi_{i,k}^2 \lambda_i R^2(\lambda_i)$$

we have that according to (7) every term of the sum in the representation $f(x^k)$ does not increase. Direct statement is proved. Further, suppose that there is an index $i = i_0$, for which

$$\lambda_{i_0} < 0, |R(\lambda_{i_0})| < 1.$$

Let $x_k = u_{i_0}$.

Then

$$f(x^k) = 0.5\lambda_{i_0} < f(x^{k+1}) = 0.5\lambda_{i_0} R^2,$$

which contradicts the condition of relaxation (6). Similarly the second inequality (7) can be considered. The theorem is proved.

**B. Comments**

1. For strict implementation of the inequality (6) it is necessary and sufficient, in addition to fulfilling the conditions (7) require that we have such an index $i = i_0$ for which $\xi_{i,k} \neq 0$, and the corresponding inequality (7) is strict.

2) Formula (8) helps us to assess the speed of the functional $f$ decreasing, depending on the level of the inequality (7) implementation.

Indeed, denote by the $\lambda_i^+, \lambda_i^-$ the positive and negative eigenvalues of the matrix $A_k$. The same indices give to an appropriate own vectors. The summation on the relevant $i$ denote as $\sum^+, \sum^-$. Then

$$2\left|f(x^k) - f(x^{k+1})\right| = \sum^+ \xi_{i,k}^2 \lambda_i^+(1 - R^2(\lambda_i^+)) +$$

$$+ \sum^- \xi_{i,k}^2 \lambda_i^-(1 - R^2(\lambda_i^-)).$$

Therefore the greatest suppression we will have for the components for which the multiplier relaxation values significantly differs from 1.

Next we will mainly consider functions $R_h(\lambda)$, for which we have

$$R_h(\lambda) \to 1, h \to 0. \quad (9)$$

Then, from
\[ \left\| x^{k+1} - x^k \right\| = \sum_{i=1}^{n} z_{i,k}^2 \left[ R_{h_k}(\lambda_i) - 1 \right]^2 \]  \hspace{1cm} (10)

we will have that for \( \forall \varepsilon_k \in \mathbb{R}^1 \), we can choose such \( h_k \) that
\[ \left\| x^{k+1} - x^k \right\| \leq \varepsilon_k . \] Thus, by \( h_k \) settings we can adjust the vector advance norm in the search space to prevent output from the field of local quadratic model (3) justice.

Sometimes, for normal (10) regulation the damping parameter \( h \) can be entered into the scheme of optimization as a multiplier on the right part of (2):
\[ x^{k+1}(h) = x^k - hH_kJ'(x^k), \quad h \in [0,1]. \]  \hspace{1cm} (11)

Then,
\[ \left\| x^{k+1}(h) - x^k \right\| = h\left\| x^{k+1}(1) - x^k \right\| \]
and for the second equality in (8) we will have
\[ f\left(x^{k+1}\right) = 1/2 \sum_{i=1}^{n} z_{i,k}^2 \lambda_i R^2(\lambda_i), \]
\[ R(\lambda_i) = (1-h) + hR(\lambda_i). \]

Thus, new relaxation multipliers \( R(\lambda_i) \) accept intermediate values between 1 and \( R(\lambda_i) \), as required to ensure the relaxation properties according to (7).

So, the concept of the relaxation function allows us to evaluate local properties of various gradient search schemas. The convenience of this approach is also the ability to use visual geometric representations.

For any method (2), we can construct a relaxation function that characterizes the area of its relaxation in the set of eigenvalues. The relaxation area is presented in Fig. 1. It is shaded prohibited area, where the conditions of relaxation (7) are not met. The case of Hessian \( A_k \) degenerate considered separately for every relaxation function. In these cases we need for example to consider the uncertainty like \((\infty \times 0)\) in the expression \( H(\lambda, h) \lambda . \)

A very important property of relaxation functions is the ability to use the appropriate views for the synthesis of new procedures of class (2) with some desirable properties for specific classes of optimization problems.

It is well known that an important class of finite-dimensional optimization problems is the class of ill-conditioned (stiff) problems. We have for local stiffness characteristic (index) in the point \( x \) [1]:
\[ \eta(x) = \lambda_1(x)/\min \lambda_j(x) \]

Here \( \lambda_j(x) \) - are eigenvalues of matrix \( J''(x) \) that satisfy the following inequalities
\[ \lambda_1 \geq \ldots \geq \lambda_{n-r} \gg |\lambda_{n-r+1}| \geq \ldots \geq |\lambda_n| . \]

If we have such inequalities in some region of the point \( x \) then in this area we will have the well-known computational difficulties of the functional \( J(x) \) minimizing. It is easy to see that the case of stiff matrix (matrix with high stiffness index) \( J''(x) \) is a special case of matrix with large spectral number of conditionality. So we have here the particular case of ill-conditioned problems. If high stiffness index for goal functional \( J(x) \) is stored in a certain area of search space, the functional level surface acquires the characteristic "valley" or "ravine" structure. It is well-known situation for specialists in computer optimization. Usually slow convergence of optimization methods occurs in the area called "bottom of the ravine" which approximated by subspace pulled down over eigenvectors corresponds to "small" eigenvalues \( \lambda_i(x) \).

Using concepts RF we can quite clearly (geometrically) evaluate the computational capabilities of every gradient scheme in the case of the stiff functionals minimizing.

IV. CLASSICAL GRADIENT METHODS

Consider some well known methods (2) and their relaxation functions.

A. Simple gradient descent method

**Simple gradient descent method** (SGD) looks as follows:
\[ x^{k+1} = x^k - hJ'(x^k), \quad h = \text{const}. \]  \hspace{1cm} (12)

Its relaxation function
\[ R(\lambda) = 1 - h\lambda \]  \hspace{1cm} (13)

is linear and presented in Fig. 2.
Let matrix $A_k$ eigenvalues are located in a closed interval $[m, M], 0 < m \ll M, \eta(x) = M / m \gg 1$.

In this case, the condition (9) is true, and the inequality (7) is reduced to the requirement $|R(\lambda_i)| \leq 1, i = 1, \ldots, n$ or

$$|1 - h\lambda_i| \leq 1, i = 1, \ldots, n.$$ (14)

From inequality (14) we have:

$$h \leq 2 / M, R(m) = 1 - hm \cong 1.$$ So we have that the terms in (8) for small eigenvalues of the region $\lambda = 0$ are hardly will decrease, and progress will be very slow. This determines the low efficiency of the method (12). This fact is well known from linear algebra. There are different strategies of $h$ choice, but if we have large $\eta$ all of these methods, including the method of quickest descent

$$x^{k+1} = \arg \min_{h>0} J\left[x^k - hJ'(x^k)\right],$$

are ineffective, even when the minimization of convex functionals.

**B. Newton method**

Newton method is based on the goal functional quadratic approximation using:

$$J(x) \cong f(x) = J(x^k) + \left(x - x^k, J'(x^k)\right) +$$

$$+ 1/2 \left(J'(x^k)(x-x^k), x-x^k\right)$$

To find the next point $x^{k+1}$ it is used the necessary condition of extremum: $J'(x) = 0$.

So we come to the well known formula

$$x^{k+1} = x^k - h_k \left[J''(x^k)\right]^{-1} J'(x^k).$$ (15)

Added parameter $h_k$, as it was mentioned earlier, allows to change the norm of the promotion vector $\|x^{k+1} - x^k\|$. As a result we have the well known damped Newton method.

The damped Newton method relaxation function looks as follows:

$$R(\lambda) = 1 - H(\lambda, h_k) \lambda = 1 - h_k \lambda.$$ We supposed $J''(x)$ is not degenerate.

The main defect of Newton method is well known [1, 2]. The method does not work in non-convex situations. It is easy to see that the RF is adjudged to be in an area where we have not met inequalities (7) when $\lambda$ is greater than zero, or when $\lambda$ is less than zero. We have the classic version of Newton method if $h_k = 1$. Usually $h_k \in [0, 1]$, and for $\lambda < 0$ RF is situated in the prohibited area.

Quasi-Newton algorithms and methods of conjugates lines have the similar lack. These methods efficiency approaches to the SGD method efficiency, if the functional $J(x)$ is not convex [1].

Traditional objection of Newton methods connected with the necessity of the second derivative calculate is less significant for real optimization problems.

**C. Levenberg-Marquardt method (LM-method).**

If we know that the matrix $J''(x^k)$ eigenvalues are located in the interval $[-m, M], M > m > 0$, then we can build method with nonlinear RF (Fig. 3):

$$R(\lambda) = h / (h + \lambda),$$ (16)

meeting the requirements of (7) if $\forall \lambda \in [-m, M], h > m$.

For stiff problems we have $M \gg m$.

The appropriate method was proposed by Levenberg [3] for...
other reasons and has the function

\[ H(\lambda, h) = \left[ 1 - R(\lambda) \right]/\lambda = (h + \lambda)^{-1}. \]

Method (2) scheme with the specified function \( H \) looks as follows:

\[ x^{k+1} = x^k - \left[ hE + J''(x^k) \right]^{-1} J'(x^k). \quad (17) \]

Here \( E \) – unit matrix. A scalar \( h \) to each step of the iterative process is chosen so that the matrix \( hE + J''(x^k) \) was positively identified and that \( \|x^{k+1} - x^k\| \leq c_k \), where \( c_k \) can change from iteration to iteration.

From the last expression we can see that we have a regularized form of Newton method with the regularization parameter \( h \). This form of Newton method applied by Levenberg for least squares method problems solving. Later this method was used by Marquardt to solve common problems of nonlinear optimization [4].

Method (17) implementation reduces to the linear algebraic system solution (on each step):

\[ \left[ hE + J''(x^k) \right] \Delta x^k = -J'(x^k), \Delta x^k = x^{k+1} - x^k. \quad (18) \]

In Fig. 3 it is easy to see the main defect of LM-method. Indeed, we need to have \( h > m \). But the \( m \) value, as a rule, is unknown and cannot be computed with reasonable accuracy. The difficulties increase with dimension \( n \) increasing. The best that can normally be done in practice, is to take

\[ h \geq \max \left\{ \varepsilon_M, n \left\| J''(x^k) \right\|, \min \lambda_k \left( J''(x^k) \right) \right\}. \quad (19) \]

Here \( \varepsilon_M \) – computer epsilon.

If the condition \( h > m \) is false the system (18) can be degenerate. In addition, to the left of the point \( \lambda = -h \) RF quickly enters the prohibited area and this method diverges or converges to a saddle point. Attempts to use algorithmic method for more accurate of \( h \) localization cause multiple solutions of ill-conditioned linear system (18) with different test \( h \) values. Also it is easy to see that too big \( h \) value involve slow convergence. Multiplier relaxation values will be near 1.

These difficulties increase when the approximations of derivatives by end differences are using. Indeed, for small values of vector \( J'(x^k) \) components for the points \( x^k \), located on the bottom of the ravine, we come to the necessity to obtain these components of the gradient vector as small differences of large quantities (of the order \( J(x^k) \)). As the result, the vector \( \Delta x^k \) components will have large relative errors of the order

\[ \eta(x^k) \left\| \varepsilon_M J(x^k) \right\| / \left\| J'(x^k) \right\|. \]

Stiffness characteristic (index) \( \eta \) in this case plays the role of the error amplifier. For Newton method we have similar remark. At the same time for the SGD the \( J''(x^k) \) calculation accuracy can be sufficient to find the correct direction of \( J(x^k) \) decreasing.

Despite the noted defects, the method (18) is often quite effective, and its presence in the optimization methods library must be considered quite desirable.

V. GRADIENT METHODS WITH EXPONENTIAL RELAXATION FUNCTION

Below with RF conception using we will suggest non-traditional gradient methods with exponential relaxation function. It is shown also that the methods generalize many of the already known gradient procedures.

In accordance with the main requirements for the relaxation functions it is natural to consider the exponential dependence of the form

\[ R_h(\lambda) = R(\lambda) = \exp(-\lambda h), h > 0, \quad (20) \]

for which the relaxation conditions are fulfilled for every values of the parameter \( h \). In addition, we have the following relation:

\[ R_h(\lambda) \rightarrow 1, h \rightarrow 0, \]

that allows to control the vector promotion norm \( \|x^{k+1} - x^k\| \) for every matrix \( J''(x^k) \) eigenvalues locations.

It is easy to see that the function (20) summarizes (in fact - gives) many famous methods relaxation functions and is in a sense the canonical (or optimal). Indeed, decomposing function (20) in a Taylor series and limited to the first two members we will have:

\[ \exp(-\lambda h) = 1/\exp(\lambda h) \equiv 1/(1 + \lambda h) = h'/(h' + 1), h' = 1/h, \]

that corresponds to the relaxation function of LM- method. And similarly, we have

\[ \exp(-\lambda h) \approx 1 - \lambda h. \]

That is SGD-method. For sufficiently large values of the parameter \( h \) we will have \( \exp(-\lambda h) \approx 0 \), that allows to speak about the degeneration of the method to the classical Newton method.
According to the exponential relaxation function matrix multiplier $H_k$ from (2) can be built. Indeed, we have:

$$\lambda H(\lambda, h) = 1 - R(\lambda) = 1 - \exp(-\lambda h).$$

And for $\lambda \neq 0$

$$H(\lambda, h) = \lambda^{-1} \left[ 1 - \exp(-\lambda h) \right] = \int_0^h \exp(-\lambda \tau) d\tau. \quad (21)$$

Assume $H(0, h) = h$ according to the function continuity requirement.

As the result the scheme of the method with the exponential relaxation (ER-method) will have the form

$$x^{k+1} = x^k - H(A_k, h_k)J'(x^k), \quad (22)$$

$$H(A, h) = \int_0^h \exp(-A\tau) d\tau, \quad (23)$$

$$h_k \in \text{Arg} \min_{h \geq 0} J' \left[ x^k - H(A_k, h)J'(x^k) \right]. \quad (24)$$

Additional ways of $h_k$ choice may be used.

Principle scheme of ER-method was obtained from the analysis of the local quadratic model of the goal functional. It is interesting to clarify the possibilities of the method in a global sense, without taking the assumptions of $J(x)$ quadratic structure.

It is possible to prove that the algorithm (22), (23) converges almost under the same restrictions on the minimized functional, that the method of steepest gradient descent, having in certain conditions a significantly higher rate of convergence.

The following theorem establishes the fact of ER-method convergence for wide class of non convex functionals on the assumption of minimum point achievement (condition 2) and the points of local minima absence (condition 3).

**Theorem 2**

Let

1. $J(x) \in C^2(\mathbb{R}^n)$;
2. $X_* = \left\{ x^* / J\left( x^* \right) = \min J(x) \right\} \neq \emptyset$;
3. for every $\varepsilon > 0$ we have $\delta > 0$, that $\|J'(x)\| \geq \delta$, if $x \not\in S(X_*)$, where

$$S(X_*) = \left\{ x / d\left( x, X_* \right) \leq \varepsilon, d(x, X_*) = \min_{x^* \in X_*} \|x - x^*\| \right\};$$
4. for every $x, y \in \mathbb{R}^n$

$$\|J'(x + y) - J'(x)\| \leq l\|y\|, \quad l > 0;$$
5. matrix $J''(x)$ eigenvalues are contained in the interval $[-M, M]$, where $M > 0$ does not depend on $x$.

Then, for every initial point $x^0$ for the sequence $\{x^k\}$, built according to (3), (4), we will have:

$$\lim_{k \to \infty} d\left( x^k, X_* \right) = 0, \quad (25)$$

$$\lim_{k \to \infty} J\left( x^k \right) = J\left( x_* \right). \quad (26)$$

The proof can be found in [1].

**A. Note 1**

The theorem is obviously right, if $h_k$ will be chosen not from condition (5), but from the condition

$$J\left[ x^k - H\left(A_k, h_k\right)J'(x^k) \right] = \min_{h \in [0, \overline{h}]} J\left[ x^k - H\left(A_k, h\right)J'(x^k) \right],$$

where $\overline{h} > 0$ is any number.

**B. Note 2**

Statements (25), (26) are right when replacing the condition (24) to the following:

$$J\left[ x^k - H\left(A_k, h_k\right)J'(x^k) \right] \leq (1 - \gamma_k)J'(x^k) + \gamma_k \min_{h \geq 0} J\left[ x^k - H\left(A_k, h\right)J'(x^k) \right], \quad 0 < \gamma < \gamma_k \leq 1.$$ 

In case of strong convexity of the functional $J(x)$, it is possible to obtain an estimate of the convergence rate.

**C. Theorem 3**

Let:

1. $J(x) \in C^2(\mathbb{R}^n)$;
2. for any $x, y \in \mathbb{R}^n$ we have

$$\lambda \|y\|^2 \leq \langle J''(x)y, y \rangle \leq \Lambda \|y\|^2,$$

$$\|J''(x + y) - J''(y)\| \leq L\|x\|, \quad \Lambda > \lambda > 0, L \geq 0.$$ 

Then, for every initial point $x^0$ for the method (3) we have (6), (7), and the rate of convergence

$$\|x^{k+1} - x^k\| \leq \left( \Lambda / \lambda \right)^{1/2} L \|x^k - x^*\|.$$

The proof can be found in [1].
Thus, we have the quadratic speed of convergence, typical for Newton methods.

The problem of ER-methods algorithmic implementation is developed. It is a separate problem and we do not consider it here.

VI. CONCLUSIONS
1. The functions relaxation conception allows to produce a complete analysis of any matrix gradient scheme for finite-dimensional optimization. Analytical link between RF and matrix multiplier in the gradient method scheme allows for a given RF build the appropriate method of optimization with the desired relaxation properties. Essentially, we have a "generator" of new gradient methods.

2. On the basis of the relaxation functions conception it is considered a new class of matrix gradient methods with the exponent relaxation, generalizing the classical gradient methods, such as Newton methods and Levenberg-Marquardt method. Unlike classical prototypes built methods remain convergence for non convex nonlinear programming problems under conditions of high stiffness index of goal functionals.
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Dynamic response of a doubly curved shallow shell rectangular in plan impacted by a sphere

Yury A. Rossikhin, Marina V. Shitikova, and Muhammed Salih Khalid J. M.

Abstract—Large amplitude (geometrically non-linear) vibrations of doubly curved shallow shells with rectangular base under the low-velocity impact by an elastic sphere are investigated. It is assumed that the shell is simply supported and partial differential equations are obtained in terms of shell's transverse displacement and Airy's stress function. The local bearing of the shell and impactor's materials is neglected with respect to the shell deflection in the contact region. The equations of motion are reduced to a set of infinite nonlinear ordinary differential equations of the second order in time and with cubic and quadratic nonlinearities in terms of the generalized displacements. Assuming that only two natural modes of vibrations dominate during the process of impact and applying the method of multiple time scales, the set of equations is obtained, which allows one to find the time dependence of the contact force and to determine the contact duration and the maximal contact force.

Keywords—Doubly curved shallow shell rectangular in base, impact interaction, method of multiple time scales

I. INTRODUCTION

Doubly curved panels are widely used in aeronautics, aerospace and civil engineering and are subjected to dynamic loads that can cause vibration amplitude of the order of the shell thickness, giving rise to significant non-linear phenomena [1]-[4].

A review of the literature devoted to dynamic behaviour of curved panels and shells could be found in Amabili and Paidoussis [5], as well as in [3], wherein it has been emphasized that free vibrations of doubly curved shallow shells were studied in the majority of papers either utilizing a slightly modified version of the Donnell's theory taking into account the double curvature [1, 6] or the nonlinear first-order theory of shells [7, 8].

Large-amplitude vibrations of doubly curved shallow shells with rectangular base, simply supported at the four edges and subjected to harmonic excitation were investigated in [3], while chaotic vibrations were analyzed in [4]. It has been revealed that such an important nonlinear phenomenon as the occurrence of internal resonances in the problems considered in [3] and [4] is of fundamental importance in the study of curved shells.

In spite of the fact that the impact theory is substantially developed, there is a limited number of papers devoted to the problem of impact over geometrically nonlinear shells.

The nonlinear impact response of laminated composite cylindrical and doubly curved shells was analyzed using a modified Hertzian contact law in [9] via a finite element model, which was developed based on Sander's shell theory involving shear deformation effects and nonlinearity due to large deflection. A nine-node isoparametric quadrilateral element was used to model the curved shell. The nonlinear time dependent equations were solved using an iterative scheme and Newmark’s method. Numerical results for the contact force and center deflection histories were presented for various impactor conditions, shell geometry and boundary conditions.

Later large deflection dynamic responses of laminated composite cylindrical shells under impact have been analyzed in [10] by the geometrically nonlinear finite element method based on a generalized Sander’s shell theory with the first order shear deformation and the von Karman large deflection assumption.

Nonlinear dynamic response for shallow spherical moderate thick shells with damage under low velocity impact has been studied in [11] by using the orthogonal collocation point method and the Newmark method to discrete the unknown variable function in space and in time domain, respectively, and the whole problem is solved by the iterative method. Further this approach was generalized for investigating dynamic response of elasto-plastic laminated composite shallow spherical shell under low velocity impact [12] and nonlinear dynamic response for functionally graded shallow spherical shell under low velocity impact in thermal environment [13].

The nonlinear transient response of laminated composite shell panels subjected to low velocity impact in hygrothermal environments was investigated in [14] using finite element method considering doubly curved thick shells involving large deformations with Green-Lagrange strains. The analysis was carried out using quadratic eight-node isoparametric element.
A modified Hertzian contact law was incorporated into the finite element program to evaluate the impact force. The nonlinear equation was solved using the Newmark average acceleration method in conjunction with an incremental modified Newton-Raphson scheme. A parametric study was carried out to investigate the effects of the curvature and side to thickness ratios of simply supported composite cylindrical and spherical shell panels.

The impact behaviour and the impact-induced damage in laminated composite cylindrical shell subjected to transverse impact by a foreign object were studied in [15] using three-dimensional non-linear transient dynamic finite element formulation. Non-linear system of equations resulting from non-linear strain displacement relation and non-linear contact loading was solved using the Newmark incremental-iterative method. Some example problems of graphite/epoxy cylindrical shell panels were considered with variation of impactor and laminate parameters and influence of geometrical non-linear effect on the impact response and the resulting damage was investigated.

In the present paper, a new approach is proposed for the analysis of the impact interactions of nonlinear doubly curved shallow shells with rectangular base under the low-velocity impact by an elastic sphere. It is assumed that the shell is simply supported and partial differential equations are obtained in terms of shell's transverse displacement and Airy's stress function. The local bearing of the shell and impactor's materials is neglected with respect to the shell deflection in the contact region. The equations of motion are reduced to a set of infinite nonlinear ordinary differential equations of the second order in time and with cubic and quadratic nonlinearities in terms of the generalized displacements.

Assuming that only two natural modes of vibrations dominate during the process of impact and applying the method of multiple time scales [16], the set of dynamic equations is obtained, which allows one to find the time dependence of the contact force and to determine the contact duration and the maximal contact force.

II. PROBLEM FORMULATION AND GOVERNING EQUATIONS

Assume that an elastic or rigid sphere of mass \( M \) moves along the \( z \)-axis towards a thin walled doubly curved shell with thickness \( h \), curvilinear lengths \( a \) and \( b \), principle curvatures \( k_x \) and \( k_y \) and rectangular base, as shown in Fig. 1. Impact occurs at the moment \( t = 0 \) with the velocity \( \varepsilon V_0 \) (\( \varepsilon \) is a small value) at the point \( N \) with Cartesian coordinates \( x_0, y_0 \).

According to Donnell’s nonlinear shallow shell theory, the equations of motion could be obtained in terms of lateral deflection \( w \) and Airy’s stress function \( \phi \) [17]

\[
D \left( \frac{\partial^4 w}{\partial x^4} + 2 \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} \right) \phi = \frac{E}{h} \left( \frac{\partial^4 w}{\partial x^2 \partial y^2} \phi + \frac{\partial^2 w}{\partial y^2} \frac{\partial^2 \phi}{\partial x^2} \right) - \frac{\partial^2 w}{\partial x \partial y} + k_x \frac{\partial^2 \phi}{\partial x^2} + k_y \frac{\partial^2 \phi}{\partial y^2} + \frac{E}{h} - \rho \ddot{w},
\]

where \( D = \frac{E h^3}{12(1-\nu^2)} \) is the cylindrical rigidity, \( \rho \) is the density, \( E \) and \( \nu \) are the elastic modulus and Poisson’s ratio, respectively, \( t \) is time, \( F = P(t) \delta(x-x_0) \delta(y-y_0) \) is the contact force, \( P(t) \) is yet unknown function, \( \delta \) is the Dirac delta function, \( x \) and \( y \) are Cartesian coordinates, overdots denote time-derivatives, \( \phi(x,y) \) is the stress function which is the potential of the in-plane force resultants

\[
N_x = h \frac{\partial^2 \phi}{\partial y^2}, \quad N_y = h \frac{\partial^2 \phi}{\partial x^2}, \quad N_{xy} = -h \frac{\partial^2 \phi}{\partial x \partial y}.
\]

The equation of motion of the sphere is written as

\[
M \ddot{w} = -P(t)
\]

subjected to the initial conditions

\[
z(0) = 0, \quad z(0) = \varepsilon V_0,
\]

where \( z(t) \) is the displacement of the sphere, in so doing

\[
z(t) = w(x_0,y_0,t).
\]

Considering a simply supported shell with movable edges, the following conditions should be imposed at each edge:

\[
w = 0, \quad \int_0^b N_{sy} \, dx = 0, \quad N_y = 0, \quad M_y = 0, \quad \text{at} \quad y = 0, b,
\]

\[
w = 0, \quad \int_y N_{sx} \, dy = 0, \quad N_x = 0, \quad M_x = 0, \quad \text{at} \quad x = 0, a.
\]
where \( M \) and \( M_a \) are the moment resultants.

The suitable trial function that satisfies the geometric boundary conditions is

\[ w(x, y, t) = \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} \xi_{pq}(t) \sin \left( \frac{p\pi x}{a} \right) \sin \left( \frac{q\pi y}{b} \right), \tag{9} \]

where \( p \) and \( q \) are the number of half-waves in \( x \) and \( y \) directions, respectively, and \( \xi_{pq}(t) \) are the generalized coordinates. Moreover, \( \hat{p} \) and \( \hat{q} \) are integers indicating the number of terms in the expansion.

Substituting (9) in (6) and using (4), we obtain

\[ P(t) = -M \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} \xi_{pq}(t) \sin \left( \frac{p\pi x}{a} \right) \sin \left( \frac{q\pi y}{b} \right), \tag{10} \]

In order to find the solution of the set of equations (1) and (2), it is necessary first to obtain the solution of (2). For this purpose, let us substitute (9) in the right-hand side of (2) and seek the solution of the equation obtained in the form

\[ \phi(x, y, t) = \sum_{n=1}^{\hat{n}} A_{mn}(t) \sin \left( \frac{m\pi x}{a} \right) \sin \left( \frac{n\pi y}{b} \right), \tag{11} \]

where \( A_{mn}(t) \) are yet unknown functions.

Substituting (9) and (11) in (2) and using the orthogonality conditions of sines within the segments \( 0 \leq x \leq a \) and \( 0 \leq y \leq b \), we have

\[ A_{mn}(t) = \frac{E}{\pi} K_{mn} \xi_{mn}(t) \]

\[ + \frac{4E}{a^4 b^4} \left( \frac{m^2}{a^2} + \frac{n^2}{b^2} \right) \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} B_{pqkmn} \xi_{pq}(t) \xi_{kl}(t), \tag{12} \]

where

\[ B_{pqkmn} = \int_0^a \int_0^b \sin \left( \frac{p\pi x}{a} \right) \sin \left( \frac{q\pi y}{b} \right) \sin \left( \frac{k\pi x}{a} \right) \sin \left( \frac{\pi y}{b} \right) \frac{K_{kl}}{K_{mn}} \frac{dxdy}{b}. \tag{13} \]

Substituting then (9)-(12) in (1) and using the orthogonality condition of sines within the segments \( 0 \leq x \leq a \) and \( 0 \leq y \leq b \), we obtain an infinite set of coupled nonlinear ordinary differential equations of the second order in time for defining the generalized coordinates

\[ \ddot{\xi}_{mn}(t) + \Omega_{mn}^2 \xi_{mn}(t) \]

\[ + \frac{8\pi^2E}{a^4 b^4} \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} \sum_{m=1}^{\hat{m}} \sum_{n=1}^{\hat{n}} B_{pqkmn} \left( K_{kl} - \frac{1}{2} K_{mn} \right) \xi_{pq}(t) \xi_{kl}(t), \]

\[ + \frac{32\pi^4E}{a^8 b^8} \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} \sum_{m=1}^{\hat{m}} \sum_{n=1}^{\hat{n}} \sum_{i=1}^{\hat{p}} \sum_{j=1}^{\hat{q}} B_{pqkmn} \xi_{pq}(t) \xi_{ij}(t), \]

\[ + \frac{4M}{ab \rho h} \sin \left( \frac{m\pi x}{a} \right) \sin \left( \frac{n\pi y}{b} \right) \]

\[ \times \sum_{p=1}^{\hat{p}} \sum_{q=1}^{\hat{q}} \xi_{pq}(t) \sin \left( \frac{p\pi x}{a} \right) \sin \left( \frac{q\pi y}{b} \right) = 0, \tag{14} \]

where \( \Omega_{mn}^2 \) are natural frequencies of the target defined as

\[ \Omega_{mn}^2 = \frac{E}{\rho} \left[ \frac{\pi^2 h^2}{12(1-\nu^2)} \left( \frac{m^2}{a^2} + \frac{n^2}{b^2} \right)^2 + K_{mn} \right]. \tag{15} \]

The last term in each equation from (14) describes the influence of the coupled impact interaction of the target with the impactor of the mass \( M \) applied at the point with the coordinates \( x_0, y_0 \).

In order to study this additional nonlinear phenomenon induced by the coupled impact interaction, we suppose that only two natural modes of vibrations are excited during the process of impact, namely, \( \Omega_{m1} \) and \( \Omega_2 \). Then the set of equations (14) is reduced to the following two equations written in the dimensionless form:

\[ p_{11} \ddot{\xi}_1 + \frac{p_{12}}{2} \ddot{\xi}_2 + \zeta_1 \Omega_{m1}^2 \xi_1 + p_{13} \xi_2 + p_{14} \xi_1^2 + p_{15} \xi_1 \xi_2 = 0, \tag{16} \]

\[ p_{21} \ddot{\xi}_1 + \frac{p_{22}}{2} \ddot{\xi}_2 + \zeta_2 \Omega_2^2 \xi_2 + p_{23} \xi_1 + p_{24} \xi_1^2 + p_{25} \xi_2^2 + p_{26} \xi_1 \xi_2 = 0, \tag{17} \]

where \( \zeta_1 = \frac{\xi_{m1}}{\xi_{m1}}, \xi_1 = \frac{\xi_{m1}}{\xi_{m1}}, \Omega_1 = \Omega_{m1}^2 \) and \( \Omega_2 = \Omega_2^2 \) are dimensionless natural frequencies.

\[ \Omega_{m1}^2 = \frac{\pi^2 h^2}{12(1-\nu^2)a^2} \left( \frac{m^2 + n^2}{a^2} \right)^2 + a^2 K_{mn}, \]  

\[ \Omega_{m2}^2 = \frac{\pi^2 h^2}{12(1-\nu^2)a^2} \left( \frac{m^2 + n^2}{b^2} \right)^2 + a^2 K_{mn}, \]

\[ \text{dimensionless coefficients } p_{ij} (i=1, 2; j=1, 2, \ldots, 7) \text{ could be easily obtained from (14) using (13), wherein } x^* = x/a, y^* = y/b, \text{ and } t^* = \frac{t}{a \sqrt{\rho}}. \]

### III. METHOD OF SOLUTION

In order to solve a set of two nonlinear equations (16) and (17), we apply the method of multiple time scales [16] for constructing the solution of Eqs. (13)

\[ \zeta_1(t) = e^{X_{m1}^1(T_o, T)} + e^{2X_{m1}^2(T_o, T)}, \tag{18} \]

\[ \zeta_2(t) = e^{X_{m2}^1(T_o, T)} + e^{2X_{m2}^2(T_o, T)}, \tag{19} \]

where \( T_o = e^{e^1 t} \) are new independent variables, among them: \( T_o = e^{e^1 t} \) is a fast scale characterizing motions with the natural frequencies, and \( T_i = e^{e^1 t} \) is a slow scale characterizing the
modulation of the amplitudes and phases of the modes with nonlinearity.

Considering that
\[
\frac{d^2}{dt^2} \zeta_i = \varepsilon(D_0 X_i^0) + \varepsilon^2(D_2 X_i^2 + 2D_3 D_1 X_i^1),
\]
where \( i = \alpha \beta \) or \( \gamma \delta \), and \( D_n = \delta_n / \sqrt{\ell T_n} \) \( (n = 1, 2, i = \alpha, 0) \), and substituting the proposed solution (18) and (19) in (16) and (17), after equating the coefficients at like powers of \( \varepsilon \) to zero, we are led to a set of recurrence equations to various orders:

to order \( \varepsilon \)

\[
p_{11} D_0^2 X_1^1 + p_{12} D_0 X_1^1 + \Omega_1^2 X_1^1 = 0,
\]
\[
p_{21} D_0^2 X_1^1 + p_{22} D_0 X_1^1 + \Omega_2^2 X_1^1 = 0,
\]

\( (20) \)

\( (21) \)

to order \( \varepsilon^2 \)

\[
p_{11} D_0^2 X_1^2 + p_{12} D_0 X_1^2 + \Omega_1^2 X_1^2 = -2p_{13} D_0 D_3 X_1^1 - p_{14}(X_1^1)^2 - p_{15} X_1^1,
\]
\[
p_{21} D_0^2 X_1^2 + p_{22} D_0 X_1^2 + \Omega_2^2 X_1^2 = -2p_{23} D_0 D_3 X_1^1 - p_{24}(X_1^1)^2 - p_{25} X_1^1,
\]

\( (22) \)

\( (23) \)

where for simplicity it is denoted \( X_1^1 = X_{a1}^1 \), \( X_1^2 = X_{b1}^1 \), \( X_2^1 = X_{a2}^1 \), and \( X_2^2 = X_{b2}^1 \).

\[ A. \text{ Solution of Equations at Order of } \varepsilon \]

Following Rossikhin and Shitikova [21], we seek the solution of (20) and (21) in the form:

\[
X_1^1 = A_1(T_i) e^{i\omega_1 t} + \bar{A}_1(T_i) e^{-i\omega_1 t} + cc,
\]
\[
X_2^1 = \alpha_1 A_1(T_i) e^{i\omega_1 t} + \alpha_2 A_1(T_i) e^{-i\omega_1 t} + cc,
\]
\( (24) \)

\( (25) \)

where \( A_1(T_i) \) and \( \bar{A}_1(T_i) \) are unknown complex functions, \( cc \) is the complex conjugate part to the preceding terms, and \( \bar{A}_1(T_i) \) and \( \bar{A}_1(T_i) \) are their complex conjugates,

\[
\omega_{1,2}^2 = \frac{(p_{22} \Omega_2^4 + p_{11} \Omega_1^4) \pm \sqrt{(p_{22} \Omega_2^4 - p_{11} \Omega_1^4)^2 + 4 \Omega_1^4 \Omega_2^4 p_{12} p_{21}}}{2(p_{11} p_{22} - p_{12} p_{21})},
\]

\[ \alpha_1 = \frac{-p_{11} \omega_1^2 - \Omega_1^2}{p_{21} \omega_1^2}, \quad \alpha_2 = \frac{-p_{11} \omega_2^2 - \Omega_2^2}{p_{22} \omega_2^2}, \quad (26) \]

\[ p_{11} = 1 + d_1, \quad p_{22} = 1 + d_2, \quad p_{12} = p_{21} = \frac{4M}{\phi a b}, \quad s_1, s_2, \]

\[ d_1 = \frac{4M}{\phi a b} s_1, \quad d_2 = \frac{4M}{\phi a b} s_2, \]

\[ s_1 = \sin(\alpha x_1^1) \sin(\beta y_1^1), \quad s_2 = \sin(\gamma x_2^1) \sin(\delta y_2^1). \]

Reference to relationships (26) shows that \( \omega_1 \) and \( \omega_2 \) are the frequencies of the coupled process of impact interaction of the impactor and the target. As the impactor mass \( M \to 0 \), the frequencies \( \omega_1 \) and \( \omega_2 \) tend to the natural frequencies of the shell vibrations \( \Omega_1 \) and \( \Omega_2 \), respectively. Coefficients \( s_1 \) and \( s_2 \) depend on the numbers of the natural modes involved in the process of impact interaction, \( \alpha \beta \) and \( \gamma \delta \), and on the coordinates of the contact force application \( x_0^1, y_0^1 \), resulting in the fact that their particular combinations could vanish coefficients \( s_1 \) and \( s_2 \) and, thus, coefficients \( p_{12} = p_{21} \).

\[ B. \text{ Solution of Equations at Order of } \varepsilon^2 \]

Substituting (24) and (25) in (22) and (23), we obtain

\[
p_{11} D_0^2 X_1^1 + p_{12} D_0 X_1^1 + \Omega_1^2 X_1^1 = -2i\omega_1(p_{11} + \alpha_1 p_{12}) e^{i\omega_1 t} D_1 A_1
\]

\[
-2i\omega_1(p_{11} + \alpha_1 p_{12}) \bar{A}_1 e^{i\omega_1 t} + \bar{A}_1
\]

\[
-2i\omega_1(p_{11} + \alpha_1 p_{12}) A_1 e^{i\omega_1 t} + A_1
\]

\[
-2\left[ p_{13} + \alpha_2 p_{14} + (\alpha_1 + \alpha_2) p_{15} \right] A_1
\]

\[
\times \left[ A_2 e^{i\omega_1 t} + \bar{A}_2 e^{-i\omega_1 t} \right] + cc,
\]

\( (27) \)

\[
p_{21} D_0^2 X_1^1 + p_{22} D_0 X_1^1 + \Omega_2^2 X_1^1 = -2i\omega_1(p_{21} + \alpha_2 p_{22}) e^{i\omega_1 t} D_2 A_1
\]

\[
-2i\omega_1(p_{21} + \alpha_2 p_{22}) \bar{A}_1 e^{i\omega_1 t} + \bar{A}_1
\]

\[
-2i\omega_1(p_{21} + \alpha_2 p_{22}) A_1 e^{i\omega_1 t} + A_1
\]

\[
-2\left[ p_{23} + \alpha_1 p_{24} + (\alpha_1 + \alpha_2) p_{25} \right] A_1
\]

\[
\times \left[ A_2 e^{i\omega_1 t} + \bar{A}_2 e^{-i\omega_1 t} \right] + cc.
\]

For the obtained set of coupled equations (27) and (28) all terms proportional to \( e^{i\omega_1 t} \) and \( e^{i\omega_2 t} \) are circular terms, so they should be eliminated from the further solution.

Thus, we obtain the following conditions of solvability:

\[
D_1 A_1 = 0, \quad D_2 A_2 = 0,
\]

\( (29) \)

whereon it follows that the functions \( A_1 \) and \( A_2 \) are \( T_1 \)-independent.

\[ C. \text{ Determination of the Contact Force} \]

Representing \( A_1 \) and \( A_2 \) in the polar form

\[
A_1 = a e^{i\phi_1} \quad (i = 1, 2),
\]

\( (30) \)

relationships (24) and (25) take the form

\[
X_1^1 = 2a_0(0) \cos(\phi_0 t + \phi_0(0)) + 2a_1(0) \cos(\phi_1 t + \phi_1(0)),
\]

\( (31) \)

\[
X_1^1 = 2a_0(0) \cos(\phi_0 t + \phi_0(0)) + 2a_2(0) \cos(\phi_2 t + \phi_2(0)),
\]

\( (32) \)

wherein the initial amplitudes \( a_i(0) \) and phases \( \phi_i(0) \) should be determined from the initial conditions.

Considering (31) and (32), the solution for the shell deflection (9) at the point of impact and the contact force (10) is the following:

\[
w(x_0^1, y_0^1, t) = \varepsilon(X_1^1 s_1 + X_2^1 s_2),
\]

\( (33) \)

\[
P(t) = -\varepsilon M \left( \dot{X}_1^1 s_1 + \dot{X}_2^1 s_2 \right).
\]

(34)
IV. CONCLUSION

The procedure proposed in the present paper allows one to investigate the dynamic response of a nonlinear doubly curved shallow shell impacted by a sphere, to find the time dependence of the contact force and to determine the contact duration and the maximal contact force.
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Abstract—Analytical study of the viscoelastic periodontal membrane based on the classical viscoelastic model by Rabotnov. The geometrical shape of the tooth root and periodontal membrane are described by means the equations of elliptic hyperboloid. The outer surface of the periodontal membrane is moved in the normal direction to the outer surface of the root. The latter is rigidly fixed in the bone of dental alveolus. Relations between displacements and strains of the periodontal tissue are formulated with accounting “incompressibility” periodontium. Viscoelastic properties of the periodontal ligament are described by using nondifference kernel (an analog of the Rabotnov function related to Mittag-Leffler function). The movement equations for the translational displacements (in particular, in vertical direction) and rotation angles of the tooth root are obtained.

I. INTRODUCTION

Periodontal ligament is a thin membrane that holds the root of the tooth in the alveolar bone. It reduces and distributes the occlusal load on the tooth by means of collagen fibers. In normal conditions there is no contact between the tooth root and the bone tissue. The load acting on the tooth, is transmitted to the alveolar bone by the periodontal ligament strain. Periodontium can be loaded by long-term (orthodontics) forces or by short-term (occlusal) load. It is occurred an orthodontic movement of teeth as a result of the biological response of bone alveolar process [1], [2].

Linearly elastic (bilinear elastic), viscoelastic, hyperelastic and biphasic (multiphasic) models are used to predict the behavior of the periodontal ligament under the various loading conditions. Overview of the specific application of different models is given in [3]. The main drawback of the periodontal ligament simulation on the base of medium with complex properties is the lack of accurate quantitative data on physics and mechanical parameters. For the viscoelastic models it is compensated by existence of known values of the relaxation times and elasticity moduli [4], [5], [6], and the experimental data to determine the viscoelastic properties [7], [8], [9], [10], [11], [12]. In [13], it is shown that all the tissues involved in the reconstruction of bone tissue, demonstrate viscoelastic properties which do not depend on the applied forces. Experimental determination and modeling of properties of periodontal is discussed in [14].

Several viscoelastic models of the periodontal ligament behavior, based on the laws of Maxwell, Voigt, Kelvin-Voigt [3] have been proposed. In particular we have to point out those results which are related to use fractional approaches (see, e.g., [15], [16]). Rabotnov [17] presented a general theory of hereditary solid mechanics using integral equations, and Koeller [18] reviewed the use of integral equations for viscoelasticity and interjects fractional calculus into Rabotnov’s theory by the introduction of the spring-pot, which he used to generalize the classical models (see also [19]). Rossikhin and Shitikova [20] (see also [21]) summarized Rabotnov’s theory. Rabotnov’s fractional exponential function is related to the well known Mittag-Leffler function and they showed the equivalence of Rabotnov’s theory to Torvik and Bagley’s fractional polynomial constitutive equation. The history of fractional modeling in rheology is presented in [22]. The fractional viscoelastic model is very natural for the study of periodontal membrane.

The aim of this work is to formulate equations of motion of the periodontal ligament. We use an approach based on viscoelastic model similar to Rabotnov’s model. It allows us to determine the translational displacement and rotation angles of the periodontium under the action of a concentrated load. In further work we suppose to use the obtained equation to more accurate description of the periodontal ligament behavior.

II. EQUATIONS OF MOVEMENTS FOR VISCOELASTIC PERIODONTAL LIGAMENT

The outer surface of the tooth root (supposed to be an absolutely rigid body) and the adjacent inner surface of the periodontal ligament are modeling by an elliptic hyperboloid

\[
F(x, y, z) = y - \frac{h}{\sqrt{1 - p^2 - p}} \times \\
\times \left( \sqrt{1 - e^2 \left( \frac{x}{b} \right)^2 + \left( \frac{z}{b} \right)^2} + p^2 - p \right) = 0,
\]

where \( h \) is the height of alveolar crest; \( e = \sqrt{1 - (b/a)^2} \) is the eccentricity of the ellipse in cross-section of tooth in alveolar crest; \( a \) and \( b \) are the axes of this ellipse; \( p \) is the parameter of rounding of the tooth root. The internal surface of the periodontal ligament adjacent to dental alveoli bone is shifted on the value \( \delta \) along the normal to the surface of tooth root.
Under the action of a concentrated force on a tooth, the points of the periodontal ligament contiguous to surface of the tooth root (1) begin the movement, which are equal to those of the root. The external surface of the periodontal ligament is fixed. There is no significant difference between the model considering the fixing of the outer surface of the periodontal ligament in the alveolar bone or its rigid fixing. Therefore, for calculating the initial movement of the teeth in the periodontal ligament, both the teeth and the alveolar bone could be considered as solids [23]. In what follows we suppose that the periodontal ligament is an incompressible material with Poisson’s ratio equal to 0.49. This means that the periodontal tissue begins to flow around the surface of the root of the tooth when the root is displaced to the wall of the dental alveolus [24]. Hence the strains and relative shears associated with the normal, generatrix and guide to the external surface of the tooth root could be represented in the coordinate system as follows [24], [25]:

$$
\begin{align*}
\varepsilon_{nn} &= -\frac{u_n}{\delta}, \varepsilon_{tt} = \varepsilon_{\theta \theta} = 0, \\
\gamma_{nt} &= -\frac{u_{\theta}}{\delta}, \gamma_{nt} = -\frac{u_t}{\delta}, \gamma_{t\theta} = 0,
\end{align*}
$$

(2)

where $u_n$, $u_t$ and $u_{\theta}$ are displacements of the periodontium points in the direction of the $\vec{n}$ (the normal vector to the root surface), $\vec{t}$ (the generatrix vector to the root surface), $\vec{\theta}$ (the tangential vector to the root surface), and $\delta$ is the width of the periodontal ligament in the normal direction.

The strains and relative shears can be expressed in the coordinate system $(x, y, z)$ by the components of the strain tensor in the coordinate system $(n, t, \theta)$ [25]:

$$
\begin{align*}
\begin{pmatrix}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\
\varepsilon_{12} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{13} & \varepsilon_{23} & \varepsilon_{33}
\end{pmatrix}
= T_2 \cdot T_1 \cdot
\begin{pmatrix}
\varepsilon_{nn} & \varepsilon_{nt} & \varepsilon_{n\theta} \\
\varepsilon_{tn} & 0 & 0 \\
\varepsilon_{t\theta} & 0 & 0
\end{pmatrix}
\cdot T_1^T \cdot T_2^T,
\end{align*}
$$

(3)

$$
\varepsilon_{nt} = \frac{1}{2} \gamma_{nt}, \varepsilon_{n\theta} = \frac{1}{2} \gamma_{n\theta}, 1 \equiv x, 2 \equiv y, 3 \equiv z.
$$

The components of the stress tensor taking into account the viscoelastic properties of the periodontal ligament are represented in the following form:

$$
\sigma_{ij} = \frac{E_{\infty}}{(2\nu - 1)(1 + \nu)} \left\{ (2\nu - 1)\varepsilon_{ij} - \\
-\nu_\varepsilon \int_0^t \varepsilon_{\varepsilon, ij}(t - \tau)d\tau + \nu \sum_{k=1}^{3} \varepsilon_{kk} - \\
-\nu_\tau \int_0^t \varepsilon_{\tau, ij}(t - \tau)d\tau \right\},
$$

(6)

where $\tau_\varepsilon$ is the relaxation time, $\nu_\varepsilon = \frac{E_{\infty} - E_0}{E_0}$, $E_0$ and $E_{\infty}$ are the relaxed (prolonged modulus of elasticity, or the rubbery modulus) and nonrelaxed (instantaneous modulus of elasticity, or the glassy modulus) magnitudes of the elastic modulus, respectively [20], and $E_\gamma\left(-\frac{t}{\tau_\varepsilon}\right)$ is Rabotnov’s “fractional exponential function”, which describes the relaxation of volume and shear stresses. It was introduced by Rabotnov in the form [26], [17]

$$
E_\gamma\left(-\frac{t}{\tau_\varepsilon}\right) = \frac{t^{\gamma - 1}}{\tau_\varepsilon^{\gamma}} \sum_{n=0}^{\infty} (-1)^n \frac{(t/\tau_\varepsilon)^n}{\Gamma(\gamma(n+1))},
$$

where $0 < \gamma < 1$ is a fractional parameter. Note that Rabotnov’s function is a special case of the classical Mittag-Leffler function highly used in fractional models (see [19]).

To find the translational displacements and the rotation angles, the conditions of the dynamic equilibrium of the tooth root are involved:

$$
\begin{align*}
\int \int_F (\vec{n} \cdot \sigma)dF + M \frac{d^2 \vec{w}}{dt^2} - \vec{F} &= 0, \\
\int \int_F \vec{r} \times (\vec{n} \cdot \sigma)dF + J \frac{d^2 \vec{\theta}}{dt^2} - \vec{m} &= 0,
\end{align*}
$$

(7)

where $\vec{m} = (m_x, m_y, m_z)$ is the principal moment of external forces, $\vec{F} = (f_x, f_y, f_z)$ is the principal vector of external forces, $\vec{r}$ is the radius-vector, $\vec{n} = (n_x, n_y, n_z)$ is the unit
normal vector to the surface (1), \(\sigma\) is the stress tensor, \(M\) is the mass of the tooth root (1), \(J\) is the axial moment of inertia of the tooth root, \(\vec{u}_0 = (u_{0x}, u_{0y}, u_{0z})\) is the vector of translational displacements of the tooth root along the coordinate axes, and \(\vec{\theta} = (\theta_x, \theta_y, \theta_z)\) is the vector of rotation angles of the tooth root with respect to the coordinate axes.

Taking into account relationships (6) one can reduce equations of motion (7) after the transformations to the following form

\[
\begin{align*}
   c_x u_{0x} - \nu_c c_x &\int_0^t \mathcal{E}_x u_{0x}(t - \tau) d\tau + c_{0xy} \theta_z - \\
   -\nu_c c_{0xy} &\int_0^t \mathcal{E}_y \theta_z(t - \tau) d\tau + M \frac{d^2 u_{0x}}{dt^2} = f_x, \\
   c_y u_{0y} - \nu_c c_y &\int_0^t \mathcal{E}_y u_{0y}(t - \tau) d\tau + M \frac{d^2 u_{0y}}{dt^2} = f_y, \\
   c_z u_{0z} - \nu_c c_z &\int_0^t \mathcal{E}_z u_{0z}(t - \tau) d\tau + c_{0yz} \theta_x - \\
   -\nu_c c_{0yz} &\int_0^t \mathcal{E}_z \theta_x(t - \tau) d\tau + M \frac{d^2 u_{0z}}{dt^2} = f_z,
\end{align*}
\]

\[
\begin{align*}
   c_{0x} \theta_z - \nu_c c_{0x} &\int_0^t \mathcal{E}_x \theta_z(t - \tau) d\tau + \mu_x \theta_x - \\
   -\nu_c \mu_x &\int_0^t \mathcal{E}_x \theta_x(t - \tau) d\tau + J_x \frac{d^2 \theta_x}{dt^2} = y_f z_f - z_f y_f, \\
   \mu_y \theta_y - \nu_c \mu_y &\int_0^t \mathcal{E}_y \theta_y(t - \tau) d\tau + J_y \frac{d^2 \theta_y}{dt^2} = \\
   &z_f x_f - x_f y_f, \\
   c_{0y} \theta_x - \nu_c c_{0y} &\int_0^t \mathcal{E}_y \theta_x(t - \tau) d\tau + \mu_y \theta_y - \\
   -\nu_c \mu_y &\int_0^t \mathcal{E}_y \theta_y(t - \tau) d\tau + J_y \frac{d^2 \theta_y}{dt^2} = x_f y_f - y_f x_f, \\
   \mathcal{E}_z = \mathcal{E}_\gamma \left(-\frac{\tau}{\tau_c}\right),
\end{align*}
\]

where \(c_x, c_y, c_z\) are the stiffness coefficients of the periodontal ligament at the tooth root translation along the co-ordinate axes; \(c_{0xy}, c_{0yz}\) are the static moments of stiffness; \(c_{0x}, c_{0y}\) are the stiffness coefficients of the periodontal ligament at the tooth root rotations relative to the \(x\)-axis and \(z\)-axis, respectively under the force acting along this coordinate axis; \(\mu_x, \mu_y, \mu_z\) are the static coefficients of the periodontal ligament at the tooth root rotations relative to the axes \(x, y, z\), respectively; and \(x_f, y_f, z_f\) are the coordinates of the point where the load is applied. The coefficients of system (8) are defined as follows

\[
\begin{align*}
   c_x &= E_\infty \int_F (ABb(2\nu - 1) \cos(\alpha) + \\
   &+ h(2Hx(1 - e^2)(\nu - 1) + Gz(2\nu - 1)) \sin(\alpha)) \frac{dF}{C}, \\
   c_y &= E_\infty \int_F (ABb(1 - 2\nu) \cos(\alpha) - \\
   &- h(Hz(1 - e^2)(1 - 2\nu) + 2Gz(1 - \nu)) \sin(\alpha)) \frac{dF}{C}, \\
   c_z &= E_\infty \int_F (ABb(1 - 2\nu) \cos(\alpha) - \\
   &- h(Hx(1 - e^2)(1 - 2\nu) + 2Gz(1 - \nu)) \sin(\alpha)) \frac{dF}{C},
\end{align*}
\]

\[
\begin{align*}
   c_{0x} &= -E_\infty \int_F ((1 - 2\nu)(1 - e^2)hx^2 + ABby) \times \\
   &\times \cos(\alpha) + (hy(2Hz(1 - e^2)(1 - \nu) + \\
   &+ Gz(1 - 2\nu)) + 2ABHbvz) \sin(\alpha)) \frac{dF}{C}, \\
   c_{0y} &= E_\infty \int_F ((1 - 2\nu)(1 - e^2)hy^2 + ABbx) \times \\
   &\times \cos(\alpha) + (hx(2Hz(1 - e^2)(1 - \nu) + \\
   &+ 2ABGbyz) \sin(\alpha)) \frac{dF}{C}, \\
   c_{0z} &= E_\infty \int_F ((1 - 2\nu)(1 - e^2)hz^2 + ABby) \times \\
   &\times \cos(\alpha) + (hy(2Hz(1 - e^2)(1 - \nu) + \\
   &+ 2ABHbvz) \sin(\alpha)) \frac{dF}{C},
\end{align*}
\]

where \(E_\infty\) and \(C\) are defined as

\[
\begin{align*}
   E_\infty &= \sqrt{p^2 + 1 - p}, \\
   C &= 2ABb(1 + \nu)(2\nu - 1).
\end{align*}
\]

III. THE TOOTH ROOT TRANSLATION IN VERTICAL DIRECTION

To find the material constants and the relaxation time, the experimental data on the stress-strain state of the periodontal ligament could be used and, in particular, the time-dependence of the periodontal points displacements. Typically, such data
are obtained for the translational movement of the tooth root in the vertical and horizontal directions.

During the motion of the tooth root along the $y$-axis, the corresponding extrusion (or intrusion), the translational displacement along the $x$- and $z$-axes, as well as the angles of rotation are equal to zero, i.e., $u_{0x} = u_{0z} = 0$, and $\theta_x = \theta_y = \theta_z = 0$. Load is acting only in the $y$-axis direction. In this case, from (8) we obtain

$$c_y (u_0y - \nu_x) \int_0^t \mathcal{E}_y \left(-\frac{\tau}{\tau_e}\right) u_0y(t - \tau)d\tau + M \frac{d^2u_0y}{dt^2} = f_y.$$  \hfill (9)

Note that (9) is similar to the equations of motion of a viscoelastic oscillator presented in [27], [28].

IV. CONCLUSION

The equations of motion of the tooth root with a fractional exponential function for generalization of viscoelastic models are proposed. The advantage of this model is the use of the fractional parameter to describe the various pathological processes and age-related changes in the periodontium. Fractional parameter allows us to take into account the different behavior of the periodontal tissue during the action of the short-term and the long-term loads. The experimental data [5], [7], [8] and [9] on the intrusion or extrusion of the tooth for the material constants assessment can be used together with the solution of equation (9).
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Fractional model of electron diffusion in dye-sensitized nanocrystalline solar cells
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Abstract—Dye-sensitized solar cells traditionally include a highly porous metal oxide nanocrystalline semiconductors, such as TiO$_2$ film on a transparent conductive electrode. Sunlight is absorbed by a molecular dye covering these nanocrystallites. Electrolyte is placed between an anode and a cathode. Sunlight passing through the transparent electrode excites electrons in the dye. The electrons flow in the metal oxide toward the electrode where they are collected for powering a load. The efficient electronic transport is responsible for overall performance of these solar cells and disordered structure of porous anode affects essentially on transport characteristics [1], [2].

The electron transport mechanism in nanoporous TiO$_2$ films is often described by the phonon-assisted hopping or multiple-trapping (MT) model [1], [3], and it is well known that the morphology of a material plays an essential role [3], [4], [5]. In present paper, we study joint action of percolation structure of porous electrode and trap distribution in the band gap to describe electron transport in dye-sensitized solar cells. We propose a fractional model of trap-limited diffusion on a comb structure simulating a percolation cluster.

I. INTRODUCTION

The important component of modern dye-sensitized solar cells (DSSC) is a porous layer of metal oxide (often TiO$_2$) nanoparticles serving as an anode. Sunlight is absorbed by a molecular dye covering these nanocrystallites. Electrolyte is placed between an anode and a cathode. Sunlight passing through the transparent electrode excites electrons in the dye. The electrons flow in the metal oxide toward the electrode where they are collected for powering a load. The efficient electronic transport is responsible for overall performance of these solar cells and disordered structure of porous anode affects essentially on transport characteristics [1], [2].

The electron transport mechanism in nanoporous TiO$_2$ films is often described by the phonon-assisted hopping or multiple-trapping (MT) model [1], [3], and it is well known that the morphology of a material plays an essential role [3], [4], [5]. In present paper, we study joint action of percolation structure of porous electrode and trap distribution in the band gap to describe electron transport in dye-sensitized solar cells. We propose a fractional model of trap-limited diffusion on a comb structure simulating a percolation cluster.

II. INTEGRAL EQUATION OF MULTIPLE TRAPPING

In recent years, there has been significant progress in understanding electron transport in nanoporous titania films [3], [6]. The models of variable-range hopping and multiple trapping (MT) are often used for electrons in an electrically homogeneous medium with traps.

In the multiple trapping model (see details in [7], [8], [9]), carriers are divided into mobile or free (f) and trapped (t) ones. First of them being in delocalized states are responsible for the charge transport: they are scattered on phonons and inhomogeneities, and drift in the external electric field $E$ with an average velocity $v = \mu E$, where $\mu$ is mobility. We assume that the process is going on in a regular medium, i.e., particles in identical macroscopic volumes of a material are involved in a roughly similar mean number of capture events. Trap density is much higher than the number density of carriers involved in the transport process.

Denote the concentration of free holes by $p_f(x,t)$ and the concentration of trapped holes with activation energy in $d\varepsilon$ by $p_t(x,t;\varepsilon)d\varepsilon$, then the total concentration reads

\[ p(x,t) = p_f(x,t) + \int_0^\infty p_t(x,t;\varepsilon) d\varepsilon. \tag{1} \]

The continuity equation in condition of the time-of-flight experiment with surface photoinjection of carriers

\[ \frac{\partial p(x,t)}{\partial t} + \frac{\partial}{\partial x} \left\{ \mu E p_f(x,t) - D \frac{\partial}{\partial x} p_f(x,t) \right\} = N\delta(x)\delta(t). \tag{2} \]

In the case of weak occupation, $p_t$ and $p_f$ are linked via interrelation

\[ \frac{\partial p_t(x,t;\varepsilon)}{\partial t} = \omega_c \rho(\varepsilon) p_f(x,t) - N_c N_t \omega_c e^{-\varepsilon/kT} \rho_t(x,t;\varepsilon). \]

It is the linear first-order differential equation for function $p_t(x,t;\varepsilon)$, solving which, we find the link between concentrations of localized and mobile carriers

\[ p_t(x,t;\varepsilon) = \int_{-\infty}^t p_f(x,\tau) \omega_c \rho(\varepsilon) \exp \left\{ -\omega_c N_c N_t e^{-\varepsilon/kT} (t - \tau) \right\} d\tau. \tag{3} \]

Substituting it into (1), and then into the continuity equation (2), we obtain the following trap-limited diffusion equation

\[ \frac{\partial p_f(x,t)}{\partial t} + \frac{\partial}{\partial x} \int_{-\infty}^t p_f(x,\tau) Q(t - \tau)d\tau + \frac{\partial}{\partial x} \left\{ \mu E p_f(x,t) - D \frac{\partial}{\partial x} p_f(x,t) \right\} = N\delta(x)\delta(t). \tag{4} \]

Here $N$ is the number of photoinjected carriers. Kernel $Q$ is defined as the integral over trap energies

\[ Q(t) = \int_0^\infty \omega_c \exp \left\{ -\omega_c N_c N_t e^{-\varepsilon/kT} \right\} \rho(\varepsilon)d\varepsilon. \tag{5} \]

The Laplace transformation of equation (4) leads to

\[ s[1 + \hat{Q}(s)]\hat{p}_f(x,s) + \frac{\partial}{\partial x} \left\{ \mu E \hat{p}_f(x,s) - D \frac{\partial}{\partial x} \hat{p}_f(x,s) \right\} \]
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and after inverting, we arrive at the integral equation of the multiple trapping
\[
\frac{\partial p(x,t)}{\partial t} + \frac{\partial}{\partial x} \int_{0}^{t} p(x,\tau) Q(t - \tau) d\tau + \frac{\partial}{\partial x} \left\{ \mu E p(x,t) - D \frac{\partial}{\partial x} p(x,t) \right\} = N \delta(x) \{ \delta(t) + Q(t) \}. \tag{8}
\]

In case of a weak dependence of capture rate on energy \( \omega_c \approx \omega_0 \) for exponential density of states \( \rho(\varepsilon) = \varepsilon_0^{-1} \exp(-\varepsilon/\varepsilon_0) \), we obtain,
\[
Q(t) = \frac{\omega_0}{\varepsilon_0} \int_{0}^{\infty} \exp \left\{ -\omega_0 t \frac{N_c}{N_t} e^{-\varepsilon/\varepsilon_0} \right\} \exp(-\varepsilon/\varepsilon_0)d\varepsilon.
\]

The substitution of variable \( \xi = \omega_0 t \left( N_c/N_t \right) e^{-\varepsilon/\varepsilon_0} \) leads to the following kernel
\[
Q(t) = \frac{\omega_0^\alpha}{(\omega_0 N_c/N_t)^\alpha} \int_{0}^{\omega_0 t N_c/N_t} e^{-\xi \alpha - 1} d\xi \\
\sim \frac{\omega_0 \Gamma(\alpha)}{(\omega_0 N_c/N_t)\alpha} t^{-\alpha}, \quad t \to \infty, \quad \alpha = \frac{kT}{\varepsilon_0}.
\]

Further, reduce the kernel to the form
\[
Q(t) \sim \frac{\alpha \pi \omega_0}{(\omega_0 N_c/N_t)^\alpha \sin \pi \alpha} \Gamma(1-\alpha) t^{-\alpha} \\
= \frac{\omega_0^\alpha}{\Gamma(1-\alpha)}, \quad c_\alpha = \frac{\omega_0 N_c}{N_t} \left( \frac{\sin \pi \alpha}{\pi \alpha} \right)^{1/\alpha}. \tag{9}
\]

The Laplace transform of this kernel for \( s < \omega_0 N_c/N_t \),
\[
\hat{Q}(s) \sim \frac{\omega_0}{c_\alpha s^{\alpha-1}}. \tag{10}
\]

After substitution of relation (9) into Eq. (4), we obtain the equation with fractional derivative of order, which is defined by the ratio of the Boltzmann temperature to the exponential band tail width \( (\alpha = kT/\varepsilon_0) \),
\[
\frac{\partial p_f(x,t)}{\partial t} + \omega_0^\alpha \frac{\partial}{\partial x} \int_{0}^{t} p_f(x,\tau) Q(t - \tau) d\tau + \frac{\partial}{\partial x} \left\{ \mu E p_f(x,t) - D \frac{\partial}{\partial x} p_f(x,t) \right\} = N \delta(x) \delta(t) \tag{11}
\]

(for detail referred to fractional derivatives see [12]).

For the total concentration of carriers, as follows from (9) and (8), the following fractional Fokker-Planck equation takes place
\[
\frac{\partial p(x,t)}{\partial t} + \omega_0^\alpha \frac{\partial}{\partial x} \int_{0}^{t} p(x,\tau) Q(t - \tau) d\tau + \frac{\partial}{\partial x} \left\{ \mu E p(x,t) - D \frac{\partial}{\partial x} p(x,t) \right\} = \frac{\partial^2}{\partial x^2} \frac{p(x,t)}{D} + \frac{\partial^2}{\partial y^2} \frac{p(x,t)}{D} = N \delta(x) \delta(t) + Q(t). \tag{12}
\]

Thus, the order of fractional derivative is equal to the dispersion parameter. In case \( \alpha < 1 \), the first item in Eq. (11) can be neglected, and diffusion is anomalous [10]. When \( \alpha > 1 \), for large times \( t \to \infty \) the term with fractional derivative is negligible component, and we arrive at the standard Fokker-Planck equation and normal regime.

In frame of the CTRW-conception [11] the equation (8) can be generalized to the following one for the case of more than one independent delocalization mechanisms [12],
\[
\frac{\partial p(x,t)}{\partial t} \int_{0}^{t} p(x,\tau) \sum_{j} w_j \Psi_j(t - \tau) d\tau + C \frac{\partial}{\partial x} p(x,t) \\
\quad - D \frac{\partial^2}{\partial x^2} p(x,t) = \delta(x) \sum_{j} w_j \Psi_j(t). \tag{13}
\]

Here, \( \Psi(t) = \sum_{j} w_j \Psi_j(t) \), where \( j \) is a mechanism number, \( w_j \) is the corresponding probability of its realization.

Equation (13) can be applied to the multiple trapping. If the density of localized state energies of spatially heterogeneous system can be presented as the superposition \( \rho(\varepsilon) = \sum_{j} w_j \rho_j(\varepsilon) \), then \( \Psi_j(t) \) is the complementary distribution function of waiting times in states with density \( \rho_j \).

### III. TRAP-LIMITED DIFFUSION ON A COMB

The simplest model of an infinite percolation cluster of dead ends is the so-called comb model [13], [14]. At each node of a conductive bond, the walker can go into a dead branch of a cluster, represented by a tooth of the comb, where it undergoes diffusion (in the simplest case, the normal Gaussian diffusion). The carrier return from the dead loop in the main channel occurs through a random time. The fractional equation of diffusion was first associated with a comb model by Nigmatullov [15]. A more detailed analysis of this model can be found in Arkhincheev’s and coauthors works [16], [17].

Consider trap-limited diffusion on a comb structure. The conductive bond and dead branches are directed along \( x- \) and \( y- \) axis, respectively. Diffusion equation has the form
\[
\frac{\partial}{\partial t} \int_{j}^{t} \sum_{j} w_j \Psi_j(t - \tau) G(x,y,\tau) d\tau - D_x \delta(y) \frac{\partial^2}{\partial x^2} \frac{p(x,y,t)}{D} \\
- D_y \frac{\partial^2}{\partial y^2} \frac{p(x,y,t)}{D} = N \delta(x) \delta(y) \{ \delta(t) + Q(t) \}.
\]
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where $D_x$ and $D_y$ stand for diffusivities along $x$- and $y$-axes correspondingly. The Laplace transformation on time and Fourier one on coordinate $x$ leads to the expression

$$s \left[ \sum_j w_j \tilde{\Psi}_j(s) \right] \tilde{\rho}(k, y, s) + D_x \delta(y) k^2 \tilde{\rho}(k, y, s)$$

$$-D_y \frac{\partial^2}{\partial y^2} \tilde{\rho}(k, y, s) = N \delta(y) \left[ \sum_j w_j \tilde{\Psi}_j(s) \right].$$

Its solution has the form

$$\tilde{\rho}(k, y, s) = N \left[ \sum_j w_j \tilde{\Psi}_j(s) \right] \exp \left\{ -D_y^{1/2} \sqrt{s} \sum_j w_j \tilde{\Psi}_j(s) \right\}.$$  \hspace{1cm} (14)

The equation for the concentration of particles on a bond:

$$2 \left\{ D_y s \sum_j w_j \tilde{\Psi}_j(s) \right\}^{1/2} + D_x k^2$$

$$= N \sum_j w_j \tilde{\Psi}_j(s).$$

Integrating equation (14) over $y$, we obtain the following expression

$$s^{\gamma} \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma} \tilde{\rho}(k, s) + K k^2 \tilde{\rho}(k, s)$$

$$= N s^{\gamma - 1} \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma}.$$ \hspace{1cm} (15)

where $\gamma = 1/2$, $K = D_x/2D_y$.

In case of exponential density of localized states, taking Eq. (10) into account, one obtain

$$s^{a\gamma} \tilde{\rho}(k, s) + K k^2 \tilde{\rho}(k, s) = N s^{a\gamma - 1}.$$ \hspace{1cm} (16)

The inverse transform leads to the fractional equation

$$a D_t^{\alpha\gamma} \tilde{\rho}(k, t) + K k^2 \tilde{\rho}(k, t) = N \frac{1 - \alpha\gamma}{\Gamma(1 - \alpha\gamma)}.$$ \hspace{1cm} (17)

The comb-model is developed and modified, for example, by truncation of teeth length, using random lengths or random positions of teeth on the $x$-axis. So, the authors [18] obtained the following fractional equation for diffusion in the comb structure with random teeth lengths distributed according to the power law $P(L > l) = (l/l_0)^{-\beta}$:

$$I_{\beta} \frac{l_0}{d} \left( \frac{D_y}{l_0^2} \right) \sum_j w_j \tilde{\Psi}_j(s) \frac{\partial^2 p(x, t)}{\partial x^2} = D_x \frac{\partial^2 p(x, t)}{\partial x^2} - \mu E \frac{\partial p(x, t)}{\partial x}.$$

Here, $I_{\beta}$ is a constant defined by the integral (see [18]):

$$I_{\beta} = \beta \int_0^\infty \xi^{-\beta - 1} \tanh \xi \, d\xi,$$

distance between teeth, $\mu$ mobility of particles along bond.

Considering trap-limited diffusion on this structure, we obtain the equation

$$s^{\gamma} \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma} \tilde{\rho}(k, s) + D' k^2 \tilde{\rho}(k, s) + i k \mu' E \tilde{\rho}(k, s)$$

$$= N s^{\gamma - 1} \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma},$$ \hspace{1cm} (18)

where

$$D' = D_x \left( I_{\beta} \frac{l_0}{d} \left( \frac{D_y}{l_0^2} \right) \right)^{-1},$$

$$\mu' = \mu \left( I_{\beta} \frac{l_0}{d} \left( \frac{D_y}{l_0^2} \right) \right)^{-1}, \quad \gamma = 1 + \frac{\beta}{2}.$$

The inverse Fourier-Laplace transformation leads to the generalized diffusion equation with a specific integro-differential operator on time.

Using this equation, one can study competition between contributions of morphology and delocalization mechanisms at different time scales.

IV. TRANSIENT CURRENT IN CASE OF TRAP-LIMITED TRANSPORT ON A COMB

In the classical “time-of-flight” experiment, electrons and holes are usually generated in a sample by a pulse of laser radiation from the side of the semitransparent electrode. The voltage applied to the electrodes is such that the corresponding electric field inside the sample is significantly stronger than the field of nonequilibrium charge carriers. The electrons (or holes, depending on the voltage sign) enter the semitransparent electrode, while holes (or electrons) drift to the opposite electrode.

Calculate transient current in case of trap-limited transport on a comb. The Laplace transformation of equation (13) after neglecting by diffusion term leads to the following equation

$$s \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma} \tilde{\rho}(x, s) + v_d \frac{\partial}{\partial x} \tilde{\rho}(x, s)$$

$$= N \delta(x) \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma},$$ \hspace{1cm} (19)

which has solution $\tilde{\rho}(x, s) =

$$N v_d \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma} \exp \left( -\frac{x}{v_d} \left[ \sum_j w_j \tilde{\Psi}_j(s) \right]^{\gamma} \right).$$ \hspace{1cm} (20)

The expression for the transient current

$$I(t) = \frac{e}{L} \frac{d}{dt} \int_0^L (x - L) p(x, t) \, dx$$ \hspace{1cm} (21)
after Laplace transformation and substitution of Eq. (20) takes the form:

$$I(s) = \frac{e^N v_d}{L_s} \left( \sum_j w_j \tilde{\Psi}_j(s) \right) \gamma \times \left[ 1 - \exp \left( -\frac{L_s}{v_d} \left( \sum_j w_j \tilde{\Psi}_j(s) \right)^\gamma \right) \right].$$

(22)

Using the latter expression and equation (18), we analyze the characteristics of dispersive transport and the temperature dependence of dispersion parameter in the dye-sensitized nanostructured solar cells. On the base these equations, it is possible to develop an algorithm for reconstructing the density of localized states from transient current curves, taking into account the percolation structure of a porous material.

V. CONCLUSION

We have proposed here a model, which takes into account the influence of percolation morphology, energy distribution of localized states and independent action of several transport mechanisms. The peculiarity of the model is that it is based on the fractional calculus operations. Involving a new additional parameters makes the model to be more plastic in order to explain a number of experimental facts in porous nanostructured materials used, for example, in dye-sensitized nanocrystalline solar cells [1], [3]. So the classical MT-model explains main features of dispersive transport, but fails in explaining the temperature dependence of the diffusion coefficient and dispersion parameter in nanoporous semiconductors [3], [6]. Static comb model of a percolation structure leads to a temperature-independent dispersion parameters and the diffusion coefficient. The combination with the MT-model or phonon-assisted hopping allows us to vary the temperature dependence of parameters in wide ranges. It was not obvious how to produce this combination of mechanisms. Attempts have been made in a number of papers (see, eg, [19], [4], [5]). Note, that when considering multiple trapping on comb structures is equivalent to “serial connection” of mechanisms, and the model can be formalized in terms of the subordinated stochastic processes. Action of several independently operating mechanisms is described in the model of random walks with a mixture of distributions of waiting times. In the first case, the effective dispersion parameter is defined as the product of dispersion parameters $\alpha$ and $\gamma$, in the second one, we have a model described by differential equation with fractional derivative of distributed order.
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I. INTRODUCTION

When solving the Cauchy problem for a stiff system of ordinary differential equations, Rosenbrock type methods [1] are widely used due to simple implementation and reasonably good accuracy and stability. Rosenbrock type methods where the same Jacobi matrix is used in calculating each stage are in most common use. It is known (see, for example, [2]) that in this case the maximal order of accuracy of the m-stage Rosenbrock method is (m+1), in addition, a scheme of maximal order can be only A-stable. If a maximal order is not required, an L-stable numerical formulae of order m can be constructed. In practical calculations, as a rule, a maximal order is abandoned in favour of L-stability. Notice that a scheme of order higher than two with freezing the Jacobi matrix can not be constructed on the basis of methods of Rosenbrock type [3]. This limits the application of these methods to calculations with moderate accuracy or to problems of a small dimension.

In [4–5] a class of (m,k)-methods where determining a stage does not involve calculation of a right-hand side of a system of differential equations is proposed. Implementation of (m,k)-methods is as simple as that of Rosenbrock methods, however, (m,k)-schemes have advantages for accuracy and stability. In the framework of (m,k)-methods the problem of freezing the Jacoby matrix and its numerical approximation is solved more easily.

In this paper (m,2)-methods for solving stiff systems where at each step the right-hand side of a system of ordinary differential equations is calculated two times are studied. It is shown that the maximal order of accuracy of the L-stable (m,2)-method is four. A method of maximal order is demonstrated.

II. METHODS OF ROSENBROCK TYPE

We consider the Cauchy problem for a system of ordinary differential equations

\[ y' = f(y), \quad y(t_0) = y_0, \quad t_0 \leq t \leq t_k, \]  

where \( y \) and \( f \) are \( N \)-dimensional real vector functions, \( t \) is an independent variable which varies on a given finite interval. It is known that introducing an additional variable one can reduce a nonautonomous system to an autonomous form. Hence, the formulation (1) can be considered without loss of generality. Methods of Rosenbrock type for the problem (1) have the form

\[ y_{n+1} = y_n + \sum_{i=1}^{m} \frac{p_i k_i}, \]

\[ D_n = h f(y_n + \sum_{j=1}^{i-1} \beta_{ij} k_j), \]

where \( h \) is an integration step, \( E \) is the identity matrix, \( f' = \frac{\partial f(y_n)}{\partial y} \) is the Jacobi matrix of a vector function \( f(y) \), \( a, p_i, 1 \leq i \leq m \), and \( \beta_{ij} \), \( 1 \leq i \leq m \), \( 1 \leq j \leq i-1 \), are numerical coefficients. Nowadays methods of Rosenbrock type are treated in a wider sense [2]. The numerical formulae (2) can be obtained from a class of semiexplicit methods of Runge-Kutta type provided that only one iteration step of Newton’s method is performed when calculating each stage. In Rosenbrock methods only linear systems of algebraic equations are solved when calculating a stage, whereas in implicit or semiexplicit Runge-Kutta method an iterative process of the Newton type is required that leads to additional problems in its implementation.

III. THE CLASS OF (M,K)-METHODS

A class of (m,k)-methods [4] is introduced as follows. Let integer positive numbers \( m \) and \( k \), \( k \leq m \) be given. Denote the set of integer numbers \( i \), \( 1 \leq i \leq m \) by \( M_m \) and the subsets of \( M_m \) of the form
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\[ M_j = \{ m_i \in M_j \mid 1 = m_i < \cdots < m_i \leq m \} , \]
\[ J_i = \{ m_{j-1} \in M_j \mid j > 1, m_j \in M_j, m_j \leq i \} , \quad 2 \leq i \leq m , \]

by \( M_k \) and \( J_i \). Then \((m,k)\)-methods can be represented in the form

\[ y_{n+1} = y_n + \sum_{i=1}^{n} p_i k_i , \]
\[ D_n = E - ah f_n^* , \]
\[ D_n k_i = hf( y_n + \sum_{j=1}^{i-1} \beta_j k_j ) + \sum_{j=1}^{i-1} \alpha_j k_j , \quad i \in M_k , \]
\[ D_n k_i = k_i + \sum_{j=1}^{i-1} \alpha_j k_j , \quad i \in M_m \setminus M_k \]

The set \( J_i \), \( 2 \leq i \leq m \) serves to eliminate redundant coefficients \( \alpha_j \) by means of which we can not make effect on accuracy and stability of (4) and which can be expressed linearly in terms of other coefficients. In traditional one-step methods, to determine computational work per integration step a single constant \( m \) is used, while the number of stages is sufficient because in these methods each stage is accompanied by obligatory calculation of the right-hand side of (1). In the methods (4) there are two types of stages. For some stages it is necessary to calculate the right-hand side but for other ones this is not required. As a result, to determine computational work per integration it is performed at the point

\[ y_{n+1} = y_n + \sum_{j=1}^{n-1} \beta_j k_j = y_n + \sum_{i=1}^{n-1} c_i h f_n^{(i-1)} + O(h^6) , \]

where elementary differentials are calculated on the exact solution \( y(t) \). Consider \((m,2)\)-methods (5). Taking into account

\[ D_n^{-1} = E + ah f_n^* + \alpha f_n^* f_n^* + a^2 f_n^* f_n^* f_n^* + \alpha a h^2 f_n^* f_n^* f_n^* + \alpha a h^2 f_n^* f_n^* f_n^* f_n^* + O(h^6) , \]

we observe that the second calculation of a function \( f(y) \) is performed at the point

\[ y_{n+1} = y_n + \sum_{j=1}^{n-1} \beta_j k_j = y_n + \sum_{i=1}^{n-1} c_i h f_n^{(i-1)} + O(h^6) , \]

where \( c_i \), \( 1 \leq i \leq 4 \) are determined in terms of the coefficients of the scheme (5) and elementary differentials are calculated on an approximate solution \( y_n \). Taking into consideration (6) and (7), to prove the theorem it is sufficient to show that the Taylor expansion of a function \( f(y) \) in terms of powers of \( h \) does not involve the term \( h^2 f_n^{(i)} f_n^{(i)} \). The Taylor expansion of \( f(y_{n+1}) \) in the neighbourhood of the point \( y_{n+1} \) up to terms of order \( h^5 \) inclusive has the form

\[ f( y_{n+1} ) = f_n + c_1 h f_n f_n + h^2 \left[ c_{2} f_n f_n + \frac{1}{2} f_n^{(2)} f_n^{(2)} \right] + \]
\[ + h^3 \left[ c_{3} f_n f_n f_n^{(1)} + \frac{1}{6} c_{3} f_n^{(3)} f_n^{(3)} \right] + \]
\[ + h^4 \left[ c_{4} f_n f_n f_n^{(1)} f_n^{(1)} + \frac{1}{24} c_{4} f_n^{(2)} f_n^{(2)} f_n^{(2)} + \frac{1}{24} c_{4} f_n^{(3)} f_n^{(3)} f_n^{(3)} + \right] \]
\[ + O(h^6) , \]

which completes the proof.

V. AN A-STABLE \((M,2)\)-METHOD OF ORDER FOUR

Let \( k=2 \). Take \( M_j=\{1,2\} \), then \( J_i=\{1\} \), \( 2 \leq i \leq m \). As a result we obtain numerical schemes of the form

\[ y(t_{n+1}) = y(t_n) + hf_n + \frac{1}{2} h^2 f_n^{(2)} + \]
\[ + \frac{1}{6} h^3 \left[ f_n^{(3)} + f_n^{(3)} \right] + \]
\[ + \frac{1}{24} h^4 \left[ f_n^{(4)} + 3 f_n^{(4)} f_n^{(2)} + f_n^{(2)} f_n^{(2)} + f_n^{(2)} f_n^{(2)} f_n^{(2)} + \right] \]
\[ + O(h^6) , \]

where elementary differentials are calculated on the exact solution \( y(t) \). Consider \((m,2)\)-methods (5). Taking into account

\[ D_n^{-1} = E + ah f_n^* + \alpha h f_n^* f_n^* + \alpha a h f_n^* f_n^* f_n^* + \alpha a h f_n^* f_n^* f_n^* f_n^* + O(h^6) , \]

we observe that the second calculation of a function \( f(y) \) is performed at the point

\[ y_{n+1} = y_n + \sum_{j=1}^{n-1} \beta_j k_j = y_n + \sum_{i=1}^{n-1} c_i h f_n^{(i-1)} + O(h^6) , \]

where \( c_i \), \( 1 \leq i \leq 4 \) are determined in terms of the coefficients of the scheme (5) and elementary differentials are calculated on an approximate solution \( y_n \). Taking into consideration (6) and (7), to prove the theorem it is sufficient to show that the Taylor expansion of a function \( f(y) \) in terms of powers of \( h \) does not involve the term \( h^2 f_n^{(i)} f_n^{(i)} \). The Taylor expansion of \( f(y_{n+1}) \) in the neighbourhood of the point \( y_{n+1} \) up to terms of order \( h^5 \) inclusive has the form

\[ f( y_{n+1} ) = f_n + c_1 h f_n f_n + h^2 \left[ c_{2} f_n f_n + \frac{1}{2} f_n^{(2)} f_n^{(2)} \right] + \]
\[ + h^3 \left[ c_{3} f_n f_n f_n^{(1)} + \frac{1}{6} c_{3} f_n^{(3)} f_n^{(3)} \right] + \]
\[ + h^4 \left[ c_{4} f_n f_n f_n^{(1)} f_n^{(1)} + \frac{1}{24} c_{4} f_n^{(2)} f_n^{(2)} f_n^{(2)} + \frac{1}{24} c_{4} f_n^{(3)} f_n^{(3)} f_n^{(3)} + \right] \]
\[ + O(h^6) , \]

which completes the proof.

V. AN A-STABLE \((M,2)\)-METHOD OF ORDER FOUR

Let \( k=2 \). Take \( M_j=\{1,2\} \), then \( J_i=\{1\} \), \( 2 \leq i \leq m \). As a result we obtain numerical schemes of the form

\[ y(t_{n+1}) = y(t_n) + hf_n + \frac{1}{2} h^2 f_n^{(2)} + \]
\[ + \frac{1}{6} h^3 \left[ f_n^{(3)} + f_n^{(3)} \right] + \]
\[ + \frac{1}{24} h^4 \left[ f_n^{(4)} + 3 f_n^{(4)} f_n^{(2)} + f_n^{(2)} f_n^{(2)} + f_n^{(2)} f_n^{(2)} f_n^{(2)} + \right] \]
\[ + O(h^6) , \]
\[ y_{n+1} = y_n + \sum_{i=1}^{4} p_i k_i, \]
\[ D_j k_i = hf \left( y_n \right), \]
\[ D_j k_i = hf \left( y_n + \beta_{j1} k_1 + \alpha_{j1} k_1 \right), \]
\[ D_j k_i = k_{i+1} + \alpha_{j1} k_1, \quad 3 \leq i \leq m. \quad (8) \]

**Case 1.** Let \( m=2 \). Then the coefficients
\[
\begin{align*}
  a &= 6 + \sqrt{12} \frac{12}{12}, \quad p_1 = \frac{76 a - 3}{54 a}, \quad p_2 = \frac{16}{27}, \\
  \beta_{21} &= \frac{3}{4}, \alpha_{21} = \frac{3 - 54 a}{32 a},
\end{align*}
\]
provide the third order of an \( A \)-stable scheme (8). Usually the maximal order is abandoned in favour of \( L \)-stability. For \( m=2 \) the coefficients of a second-order \( L \)-stable scheme have the form
\[
\begin{align*}
  a &= \beta_{21} = 1 - \sqrt{2} \frac{2}{2}, \quad p_1 = a, \\
  p_2 &= 1 - a, \quad \alpha_{21} = 0.
\end{align*}
\]

**Case 2.** Let \( m=3 \). Introduce the notations:
\[
\begin{align*}
  c_1 &= 1 - 4 a^2 + 2 a^2, \quad c_2 = \beta_{21} + a c_{21}, \\
  c_3 &= 6 a c_2 \beta_{21}, \quad c_4 = 2 c_2 \left( \beta_{21} - a \right), \\
  c_5 &= 3 c_2 \beta_{21} \left( \beta_{21} - a \right).
\end{align*}
\]
Then the coefficients
\[
\begin{align*}
  p_1 &= \frac{a c_3 + c_4 - c_5}{c_3}, \\
  p_2 &= \frac{2 c_2 - 3 \beta_{21} c_2}{6 \beta_{21}^2 c_2}, \quad p_3 = \frac{c_1}{2 c_2}, \\
  \alpha_{21} &= \frac{2 c_2 \left( 1 - a \right) c_3 - c_4 + c_5 - 2 a c_2 \left( 1 + \alpha_{21} \right)}{c_3 c_3}.
\end{align*}
\]
provide third-order accuracy of an \( L \)-stable scheme (8). Here \( \alpha_{21} \) and \( \beta_{21} \) are constant coefficients and the value of \( a \) is determined from the equation
\[ 6 a^3 - 18 a^2 + 9 a - 1 = 0. \]

It is easy to verify that for any value of \( m \) it is impossible to construct an \( L \)-stable scheme (8) of order four. To do this, it is sufficient to write conditions of four-order consistency and \( L \)-stability. The simplest study of the obtained nonlinear system of algebraic equations shows its incompatibility. However, provided \( L \)-stability is not required, a method (8) of accuracy of order four can be constructed.

**Case 3.** Let \( m=4 \). Introduce the notations:
\[
\begin{align*}
  c_1 &= \frac{60 - 81 c_2}{81}, \quad c_2 = \frac{18 - 324 c_2}{81}, \\
  c_3 &= \frac{405 c_2 - 64}{81}, \quad c_4 = \frac{19 - 162 c_2}{81}, \\
  c_5 &= \frac{64 - 81 c_2}{81}, \quad c_6 = \frac{162 c_2 - 16}{81},
\end{align*}
\]
where \( c_j \neq 0 \) is a constant coefficient. Then the coefficients of a fourth-order method have the form:
\[
\begin{align*}
  a &= \frac{3 m}{8}, \quad \beta_{21} = \frac{3}{4}, \quad p_1 = c_1, \quad p_2 = c_2, \quad p_3 = c_3, \quad p_4 = c_4, \\
  p_5 &= c_5, \quad \alpha_{21} = \frac{c_4}{c_5}, \quad \alpha_{31} = \frac{c_4 c_5 - c_4 c_6}{c_5^2}, \\
  \alpha_{41} &= \frac{c_4 c_5^2 - c_4 c_5 c_6 - c_5 c_6 c_2 + c_2 c_6^2}{c_5^2}.
\end{align*}
\]

**VI. AN L-STABLE (M,2)-METHOD OF ORDER FOUR**

Let \( k=2 \). Take \( M_k = \{1\}, \{1,3\} \), then \( J = \{2\}, \{3,4\} \). As a result, we get a scheme of the form
\[
\begin{align*}
  y_{n+1} &= y_n + \sum_{i=1}^{4} p_i k_i, \\
  D_j k_i &= hf \left( y_n \right), \\
  D_j k_i &= k_{i+1}, \\
  D_j k_i &= hf \left( y_n + \beta_{j2} k_1 + \alpha_{j2} k_2 \right), \\
  D_j k_i &= k_{i+1} + \alpha_{j2} k_2.
\end{align*}
\]
Introduce the notations.
\[
\begin{align*}
  c_1 &= \frac{76 a^2 - 29 a + 3}{27 a^2}, \quad c_2 = \frac{-146 a^2 + 89 a - 12}{27 a^2}, \\
  c_3 &= \frac{32 a - 4}{27 a}, \quad c_4 = \frac{72 a^2 - 59 a + 10}{18 a^2}, \\
  c_5 &= \frac{4 - 16 a}{27 a^2}, \quad c_6 = \frac{-18 a^2 + 19 a - 4}{18 a^2}.
\end{align*}
\]
Then the coefficients of an \( L \)-stable method of order four have the form
\[
\begin{align*}
  p_1 &= c_1, \quad p_2 = c_2, \quad p_3 = c_3, \quad p_4 = c_4, \\
  p_5 &= c_5, \quad \alpha_{32} = \frac{c_6}{c_5}, \quad \alpha_{42} = \frac{c_4 c_5 - c_5 c_6}{c_5^2}, \\
  \beta_{32} &= \frac{48 a - 9}{32 a}, \quad \beta_{32} = \frac{9 - 24 a}{32 a},
\end{align*}
\]
where \( a \) satisfies the \( L \)-stability equation...
This equation has the roots
\[
a_1 = 0.10643879214266, \quad a_2 = 0.22042841025921, \\
\alpha_3 = 0.57281606248213, \quad \alpha_4 = 3.10031673511599.
\]

In calculations it is wise to take \(a = 0.57281606248213\), and the coefficients of (9) have the form
\[
p_1 = +1.27836939012447, \quad p_2 = -1.00738680980438, \\
p_3 = +0.92655391093950, \quad p_4 = -0.33396131834691, \\
\beta_1 = +1.00900469029922, \quad \beta_2 = -0.25900469029921, \\
\alpha_{32} = -0.49552206416578, \quad \alpha_{42} = -1.28777648233922.
\]

VII. CONCLUSIONS

From the above considerations we can make the following conclusions.

First, stability of \((m,k)\)-methods depends on a choice of the sets (3), i.e., on a way of implementation of numerical schemes. This follows from a comparison of the formulae (8) and (9).

Second, a \((4,2)\)-method which is competitive in accuracy with the implicit method of Runge-Kutta type with two calculations of the right-hand side of (1) can be constructed. In linear analysis of stability this method is also as good as the implicit method of Runge-Kutta type. In addition, in (9) a way of implementation is included, i.e., one can estimate computational work per integration step before calculations. Computational work of the implicit methods of Runge-Kutta type depends highly on a way of implementation. The use of two-stage scheme does not imply that at each step the right-hand side of (1) is calculated twice. Therefore for some problems the \((4,2)\)-method is preferred over implicit numerical formulae of Runge-Kutta type.

Third, when a function \(f(y)\) of the problem (1) is calculated twice, an L-stable \((4,2)\)-method of fourth-order accuracy can be constructed whereas corresponding L-stable method (2) of Rosenbrock type can be of order two only. For sufficiently high accuracy of calculations and large dimension of the problem (1), decomposition of the Jacobi matrix is responsible in fact for total computational work whereas impact of backward Gauss is unessential. In this case \((4,2)\)-method is more efficient.

Notice that in the framework of \((m,k)\)-methods the problem of freezing the Jacoby matrix can be solved easily [6].
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A macroeconomic model of consumption and investment spending: An econometric application for the economy of Cyprus.
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Abstract—A simple macroeconomic model of consumption and investment spending is specified and estimated, using time series data from the economy of Cyprus. The parameter estimates are found accurate and with plausible values. The model’s dynamic behaviour seems realistic and its forecasting ability satisfactory.

Keywords—Dynamic forecasts, full information maximum likelihood method, macroeconomic models, simultaneous equation systems, single period forecasts.

I. INTRODUCTION

The main aim of this work is the development of a simple econometric model that can be employed for the study of aggregate consumption and aggregate investment decisions for the economy of Cyprus.

The bibliography is full of examples of economic studies where both aggregate consumption and aggregate investment behaviour are examined together. A theoretical investigation of consumption - investment decisions is often found in small economic models that are concerned with trade-cycle theory ([13], [11], [12], [8]) or in models that relate to macroeconomic growth ([14], [2]). An empirical analysis of such aggregates can be found in econometric models that focus on specific sectors in the economy or relate to the whole macroeconomic system. In most cases, such frameworks of analysis are relatively large with respect to the number of behavioural equations (and endogenous variables) which they include ([9], [10], [6], [3], [7]).

The econometric model developed in this paper assumes that the main determinants of aggregate income are aggregate consumption and investment spending. These variables, expressed in their first differences, are combined in a small macroeconomic system whose parameters are estimated by means of the Full Information Maximum Likelihood (FIML) method, using annual time series data over the period 1960-1996. The model is also employed for the production of two different types of forecasts.

The proposed model is the first econometric work for the macro-economy in Cyprus in which consumption and investment are analysed together. It can be regarded as an extension of an earlier model proposed by [4] where aggregate consumption spending and national income are studied simultaneously in logarithmic deviation form. Comparisons between the estimates and between the forecasts from the two cases will be provided in the sections that follow.

The plan of this paper is the following: In section 2 the model is specified. In section 3 a brief description of the econometric method is provided. Also in that section the reduced form of the model is derived. Section 4 relates to the data and section 5 presents the estimates. Section 6 summarises the forecasts and section 7 gives the conclusion.

II. THE MODEL

Let us suppose that aggregate consumption and investment plans in the economy are determined by the simultaneous equation system,

\[ \Delta C_t = a_1 \Delta Y_t + a_2 \Delta Y_{t-1} \]
\[ \Delta I_t = b_1 \Delta C_t + b_2 \Delta C_{t-1} + b_3 \Delta I_{t-1} \]  
\[ \Delta Y_t = c_1 \Delta Y_{t-1} + c_2 \Delta Y_{t-2} \]

where \( C_t \) is planned aggregate real consumption expenditure over period \( t \), \( I_t \) is planned aggregate real investment expenditure over period \( t \), \( Y_t \) is aggregate real income over period \( t \), \( a_1, a_2, b_1, b_2, b_3, c_1 \) and \( c_2 \) are constant parameters, \( \Delta() \) denotes the difference operator and \( t = 1, 2, 3 \ldots T \), denotes the time period.

In the above system the variables \( \Delta C_t, \Delta I_t \) and \( \Delta Y_t \) will be assumed to be endogenous while all the lagged variables will be assumed to be predetermined. In this way the model is properly identified and can be estimated by an appropriate econometric technique.
Let us now consider the equations in a little more detail. The first equation is a consumption function showing that changes in current consumption depend on changes in current income and on changes in income one-period earlier. The second equation is an investment function indicating that changes in investment this period are affected by current and one-period lagged changes in consumption and also by one-period lagged changes in investment. The last equation shows that changes in the level of income in any period could be related to past changes one period and two periods earlier.

If we ignore that the variables are in first difference, we observe that the first two equations of the model are similar, but dynamically more flexible, to those used in the common trade-cycle models. For example, use a simple Keynesian consumption function with a Robertsonian lag. In the present case the function is extended to include also the current income variable. The investment function is also similar to that used by Samuelson, but with the assumption that and are not necessarily equal. In addition, the investment function in this model allows for a possible direct influence of last period’s investment on current investment. Finally, the income identity constraint (which is commonly employed in trade-cycle and long run growth models) is replaced by the income autoregressive in order to allow for a more realistic representation for the movements in the available data set.

III. ESTIMATION METHOD AND REduced FORM

The parameters of the linear system (1) can be estimated, using the Full Information Maximum Likelihood (FIML) method. This method has more desirable asymptotic properties, compared to other system techniques. Rearranging the system in stochastic form, we get,

\[ Y_A = X_B + U \]  

where \( Y \) is a \( T \times N \) matrix of observable current endogenous random variables, \( X \) is a \( T \times K \) matrix of predetermined variables, \( U \) is a \( T \times N \) matrix of disturbances, \( A \) and \( B \) are \( N \times N \) and \( K \times N \) matrices of unknown parameters that we wish to estimate, \( T \) is the number of observations available, \( N \) is the number of endogenous variables and \( K \) is the number of predetermined variables.

It is important to assume that the vectors corresponding to the columns of \( U \), follow a multivariate normal distribution and for each value of \( t \) the matrix has mean zero and an unknown variance \( \Sigma \). In addition, the elements in each column vector are assumed serially independent.

Under the above conditions, the logarithmic likelihood function, \( \ln L \), can be expressed as

\[
\ln L = -\frac{(NT/2)\ln(2\pi) + \ln|A|}{2} - \frac{(T/2)\ln|\Sigma|}{2} - \frac{1}{2} \text{tr}[\Sigma^{-1}(Y_A - X_B)'(Y_A - X_B)]
\]  

where \( |A| \) is the absolute value of the determinant of \( A \), and \( \text{tr}[\cdot] \) denotes the trace.

Setting \( d \ln L / d \Sigma \) equal to zero, it is possible to derive the expression

\[
\Sigma = T^{-1}(Y_A - X_B)'(Y_A - X_B)
\]  

Substitution in (3), gives the concentrated log-likelihood, \( \ln L^* \), given as

\[
\ln L^* = -\frac{(T/2)\ln|\Sigma^{-1}(Y - X_B A^{-1})'|}{2} - \frac{(T/2)\ln|Y - X_B A^{-1}|}{2} + \text{constant}
\]  

Maximising the last function with respect to \( A \) and \( B \), gives the FIML estimates \( A^* \) and \( B^* \). Substituting these into (4), gives \( \Sigma^* \), the FIML estimate of the variance.

Also form (2) can be simplified as

\[ y(t)'A = x(t)'B + u(t)' \]  

where \( y(t) \), \( x(t) \), \( u(t) \) are of order \( N \times 1 \), \( K \times 1 \) and \( N \times 1 \) respectively and have elements vectors that correspond to the columns of \( Y \), \( X \) and \( U \).

Since the higher lag order in the predetermined variables is 2, the system can be transformed to

\[ A'y(t) - B_a y(t-1) - B_b y(t-2) = u(t) \]  

where \( B_a \) and \( B_b \) are both square matrices of order \( N \times N \). We can attain equality in the order of these two matrices, by adding zeros to the elements that correspond to missing lagged endogenous.

Moreover, equation (7) could be expressed as,

\[ B_a y(t) + B_1 y(t-1) + B_2 y(t-2) = u(t) \]  

where \( B_a = A', B_1 = -B_a \) and \( B_2 = -B_b \).

Therefore the system has a reduced form,

\[ y(t) = \Pi_1 y(t-1) + \Pi_2 y(t-2) + v(t) \]  

where \( \Pi_1 = (A^{-1})'B_a \), \( \Pi_2 = (A^{-1})'B_a \) and \( v(t) = (A^{-1})'u(t) \).

Also, its characteristic equation can be expressed as

1 Over the relevant sample period, the Central Bank of Cyprus adopted a fixed interest rate policy. Thus the effect of interest rate variations on investment can be ignored in this paper.

2 See [1], ch. 7.
\[ B_0 \lambda^2 + B_1 \lambda + B_2 = 0. \] 

(10)

IV. THE DATA

The parameters of the model are estimated by means of annual time series data from the economy in Cyprus. The data, obtained from government statistical publications, relates to the period 1960-2000. Estimation is carried out over the sample period 1960-1996 while four observations for the period 1997-2000 are preserved for each variable for forecasting purposes.

Data for the aggregate consumption variable, \( C_t \), is obtained from the available published time series at constant 1980 prices.

Data for investment, \( I_t \), is obtained from the available gross capital formation series at constant 1980 prices.

In the case of aggregate income, \( Y_t \), data is obtained from the available series of GDP, also at constant 1980 prices.

Both the consumption and income series are expressed in terms of per capita values, using the published series of annual population figures.

Finally, for estimation, the three data series employed in the model are transformed to their first difference.

V. THE ESTIMATES

The FIJM estimates of the model for the period 1960-1996, are presented in table I, below. We notice that all the estimates are significant at a level less than 10 percent.

The value of \( \lambda_1 \) is highly significant and shows that a unit rise in \( \Delta Y_t \) causes a rise in \( \Delta C_t \) by 0.5441 units. The estimate in this model is higher than the marginal propensity estimate found in [4]. In that case the short-run MPC was found to lie in the range 0.40 to 0.47.

A positive value is also obtained for \( \lambda_2 \), the sensitivity of changes in consumption with respect to changes in income a period earlier. More specifically, a \textit{ceteris paribus} rise in \( \Delta Y_{t-1} \) by one unit, makes \( \Delta C_t \) to rise by 0.1475 units.

The values of \( b_1 \) and \( b_2 \) are also significant and both positive, showing a direct relation between changes in investment and changes in consumption either in the current or the previous period. More specifically, a unit change in \( \Delta C_t \) causes \( \Delta I_t \) to change by around 151 units, while a unit change in \( \Delta C_{t-1} \) causes \( \Delta I_t \) to change by around 209 units. The value of \( b_3 \) is negative, showing that a unit rise in \( \Delta I_{t-1} \) is followed by a fall in \( \Delta I_t \) by about 0.44 units.

Finally, we observe that \( \Delta Y_t \) can also be related to its lagged values. A unit changes in \( \Delta Y_{t-1} \) causes a change in \( \Delta Y_t \) by 0.2479 units while a unit change in \( \Delta Y_{t-2} \) causes a change in \( \Delta Y_t \) by 0.3618 units.

Using the characteristic equation of the system, we derive the relevant latent roots which are shown in the last row in table I. The first root, \( \lambda_1 \), corresponds to \( b_3 \) and therefore relates to the investment function. The other two roots, \( \lambda_2 \) and \( \lambda_3 \), are common to the consumption and income equations. All the roots have modulus less than 1 and therefore the system is stable.

The estimates presented in table I, may not be so easy to use for policy making purposes since these are just measures of sensitivity for the variables. Elasticity measures on the other hand can be found more useful as they denote percentage changes. Such elasticity measures are derived using the estimated sensitivities and the structural form relations. Their values and standard errors are presented in table II.

Considering, for example, the income elasticity of consumption, \( g_{cY}^{\text{ceteris paribus}} \), we notice that this is positive and less than one. This is what it might be expected since this denotes the ratio of the marginal to the average propensity to consume. It shows that a unit percentage rise in real per capita income would cause real per capita consumption to rise by 0.8118 percent, over the same period.

The consumption elasticity of investment, \( g_{cI}^{\text{ceteris paribus}} \), is also positive indicating the positive relation between the two variables. A unit percentage rise in real per capita consumption would account for a 0.5798 percent rise in real investment over the same period.

---

1 In [4] the model is estimated over the period 1960-1995 and excludes the 1975 observation. Thus the sample size for this project is larger only by two data observations. Using almost the same sample size, could allow us to make more accurate comparisons on the estimates and forecasts of the two models.

2 All the data series can be collected from the following statistical booklets, published by the

Statistical Service of the Ministry of Finance in Cyprus:

3 In [4] the model is estimated over the period 1960-1995 and excludes the 1975 observation. Thus the sample size for this project is larger only by two data observations. Using almost the same sample size, could allow us to make more accurate comparisons on the estimates and forecasts of the two models.

4 All the data series can be collected from the following statistical booklets, published by the

Statistical Service of the Ministry of Finance in Cyprus:

5 The value of R-sqr provides a measure of fit of the model and is statistically analogous to the square correlation coefficient of single equation regressions. In addition, a vector autocorrelation test of the first order conducted, showed no evidence of significant serial correlation. This is verified by the small value of the L.R statistics.

6 Notice that the values in table 2 refer to percentage changes of variables in levels whereas those in table 1 refer to unit changes of variables in differences.
Table I. Structural form estimates

<table>
<thead>
<tr>
<th>parameter</th>
<th>estimate</th>
<th>st. error</th>
<th>t-value</th>
<th>significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.5441</td>
<td>0.0840</td>
<td>6.4731</td>
<td>0.000</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.1475</td>
<td>0.0654</td>
<td>2.2564</td>
<td>0.030</td>
</tr>
<tr>
<td>$b_1$</td>
<td>150.9100</td>
<td>80.5355</td>
<td>1.8738</td>
<td>0.069</td>
</tr>
<tr>
<td>$b_2$</td>
<td>208.9730</td>
<td>89.5764</td>
<td>2.3329</td>
<td>0.025</td>
</tr>
<tr>
<td>$b_3$</td>
<td>-0.4443</td>
<td>0.1293</td>
<td>-3.4353</td>
<td>0.002</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.2479</td>
<td>0.1165</td>
<td>2.1287</td>
<td>0.040</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.3618</td>
<td>0.1293</td>
<td>2.7980</td>
<td>0.008</td>
</tr>
</tbody>
</table>

max $\ln L = 95.0569$, $T = 34$, $\lambda_1 = -0.4443$, $\lambda_2 = 0.7381$, $\lambda_3 = -0.4901$, $LR(5) = 1.2258$, R-sqr = 0.4987

Table II. Derived consumption, investment and income elasticities

<table>
<thead>
<tr>
<th>elasticity</th>
<th>value</th>
<th>st. error</th>
<th>elasticity</th>
<th>value</th>
<th>st. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g^{c_y}_{y_t}$</td>
<td>0.8118</td>
<td>0.1253</td>
<td>$g^{c_{t+1}}_{y_t}$</td>
<td>-0.6158</td>
<td>0.2640</td>
</tr>
<tr>
<td>$g^{c_y}<em>{y</em>{t+1}}$</td>
<td>-0.5434</td>
<td>0.1404</td>
<td>$g^{c_{t+2}}<em>{y</em>{t+1}}$</td>
<td>0.4869</td>
<td>0.1133</td>
</tr>
<tr>
<td>$g^{c_y}<em>{y</em>{t+2}}$</td>
<td>-0.1890</td>
<td>0.0838</td>
<td>$g^{c_{t+2}}<em>{y</em>{t+2}}$</td>
<td>0.2523</td>
<td>0.0734</td>
</tr>
<tr>
<td>$g^{c_{t+1}}_{c_t}$</td>
<td>0.9525</td>
<td>0.0000</td>
<td>$g^{y_{t+1}}_{y_t}$</td>
<td>1.1460</td>
<td>0.1070</td>
</tr>
<tr>
<td>$g^{y_{t+1}}_{c_t}$</td>
<td>0.5798</td>
<td>0.3094</td>
<td>$g^{y_{t+2}}<em>{y</em>{t+2}}$</td>
<td>0.0978</td>
<td>0.7213*</td>
</tr>
<tr>
<td>$g^{y_{t+2}}<em>{c</em>{t+1}}$</td>
<td>0.2022</td>
<td>0.4596*</td>
<td>$g^{y_{t+3}}<em>{y</em>{t+3}}$</td>
<td>-0.2686</td>
<td>0.0960</td>
</tr>
</tbody>
</table>

* Not significant

We notice that all the elasticity measures presented are significant (at a level less than 10 percent), apart from those for $g^{y_{t+1}}_{c_t}$ and for $g^{y_{t+2}}_{y_{t+2}}$.

Next, let us consider the long-run parameters of the model. The analysis will be restricted only to changes that arise from an initial change in income. In this model, such a change will not stop at the first period, but it will continue to have an influence on the system in subsequent periods too. An analogous treatment with this particular case can be found in [5].

In the cases of initial changes in consumption or investment, the long-run parameters can be determined in a way very similar to that which relates to a change in a variable of the system which is strictly exogenous.

The estimates and the standard errors are presented in table III.

The first parameter, $e^{c_y}_{y_t}$, shows that a unit change in real income, from an equilibrium level $Y^*$, causes the equilibrium value of real consumption, $C^*$, to change by 1.2279 units over the long-run. Expressed as an elasticity, a unit percentage change in $Y^*$, causes $C^*$ to change by 1.83 percent over the long-run.

The second parameter, $e^{i_{t+1}}_{y_t}$, shows that an initial change in real income by one unit, makes the equilibrium value of real investment, $I^*$, to change by 305.9623 units. Alternatively, a unit percentage change in $Y^*$, causes $I^*$ to change by 1.84 percent over the long-run.

Finally, the income parameter, shows that an initial change in real income by one unit, causes the equilibrium value of
Table III. Long-run parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>sensitivity</th>
<th>st error</th>
<th>elasticity*</th>
<th>st error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{c*}$</td>
<td>1.2279</td>
<td>0.5263</td>
<td>1.8322</td>
<td>0.7853</td>
</tr>
<tr>
<td>$e_{i*}$</td>
<td>305.9623</td>
<td>131.1510</td>
<td>1.8416</td>
<td>0.7894</td>
</tr>
<tr>
<td>$e_{s*}$</td>
<td>2.5622</td>
<td>1.0983</td>
<td>2.5622</td>
<td>1.0983</td>
</tr>
</tbody>
</table>

* The elasticities are normalised on nearest value to sample means

Figure 1. Time plots of endogenous variables.

that variable to change by 2.5622 units over the long-run. Expressed as an elasticity, it shows that an initial unit percentage rise, makes that variable to change from its equilibrium by 2.56 percent. In [4], the logarithmic deviation model gives an elasticity value of about 2.88 percent.

It is also possible to demonstrate graphically how the time paths of the variables, change through time. For that purpose, at a starting period zero, $\Delta Y_t$ can be assigned a value equal to 1 unit. That initial change will have an effect on the values of the endogenous variables (including $\Delta Y_t$) one period later, then a new effect two periods later and so on.

The plots, shown in figure 1, indicate that the change in $\Delta Y_t$ continues through time but at smaller values, until it converges to zero. Changes in $\Delta C_t$ and also in $\Delta I_t$, build up immediately after the initial distortion, reach a maximum and then start falling and eventually diminish.

The maximum for $\Delta C_t$ occurs with a delay of one period while that for $\Delta I_t$ occurs after a delay of two periods.

The results of course, are in agreement with the postulates of economic theory that require both consumption and investment spending to intensify after a significant upturn in economic activity.
VI. FORECASTING

The model is also employed for the production of forecasts over the post-sample period 1997-2000. The forecasted values are then compared with the actual observations that have been preserved and the forecasting errors are derived. The results are presented in tables IV and V. So as to enable comparisons with the log-deviation model, both the forecasts and the actual values are expressed in logarithms.

Table IV. Single period forecasts for the period 1997-2000.

<table>
<thead>
<tr>
<th>variable</th>
<th>year</th>
<th>actual value</th>
<th>forecast</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln c_t )</td>
<td>1997</td>
<td>0.6584</td>
<td>0.6486</td>
<td>-0.0098</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>0.7369</td>
<td>0.6664</td>
<td>-0.0705</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>0.7461</td>
<td>0.7555</td>
<td>0.0094</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.7941</td>
<td>0.7692</td>
<td>-0.0249</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0380</td>
</tr>
<tr>
<td>( \ln 1_t )</td>
<td>1997</td>
<td>6.1070</td>
<td>6.2192</td>
<td>0.1121</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>6.2162</td>
<td>6.1748</td>
<td>-0.0414</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>6.2096</td>
<td>6.2474</td>
<td>0.0378</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>6.2849</td>
<td>6.2352</td>
<td>-0.0496</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0674</td>
</tr>
<tr>
<td>( \ln y_t )</td>
<td>1997</td>
<td>1.0097</td>
<td>1.0137</td>
<td>0.0040</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>1.0500</td>
<td>1.0165</td>
<td>-0.0336</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>1.0831</td>
<td>1.0644</td>
<td>-0.0187</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1.1220</td>
<td>1.1048</td>
<td>-0.0172</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0211</td>
</tr>
</tbody>
</table>

Table V. Dynamic forecasts for the period 1997-2000.

<table>
<thead>
<tr>
<th>variable</th>
<th>year</th>
<th>actual value</th>
<th>forecast</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln c_t )</td>
<td>1997</td>
<td>0.6584</td>
<td>0.6486</td>
<td>-0.0098</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>0.7369</td>
<td>0.6583</td>
<td>-0.0786</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>0.7461</td>
<td>0.6663</td>
<td>-0.0798</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.7941</td>
<td>0.6717</td>
<td>-0.1179</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0815</td>
</tr>
<tr>
<td>( \ln 1_t )</td>
<td>1997</td>
<td>6.1070</td>
<td>6.2192</td>
<td>0.1121</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>6.2162</td>
<td>6.2277</td>
<td>0.0115</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>6.2096</td>
<td>6.2362</td>
<td>0.0266</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>6.2849</td>
<td>6.2421</td>
<td>-0.0427</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0617</td>
</tr>
<tr>
<td>( \ln y_t )</td>
<td>1997</td>
<td>1.0097</td>
<td>1.0137</td>
<td>0.0040</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>1.0500</td>
<td>1.0215</td>
<td>-0.0286</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>1.0831</td>
<td>1.0296</td>
<td>-0.0535</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>1.1220</td>
<td>1.0343</td>
<td>-0.0877</td>
</tr>
<tr>
<td>rmse</td>
<td></td>
<td></td>
<td></td>
<td>0.0533</td>
</tr>
</tbody>
</table>
Table VI. Root mean square errors of the forecasts

<table>
<thead>
<tr>
<th>variable</th>
<th>single-period forecasts</th>
<th>dynamic forecasts</th>
<th>trend forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln c₁</td>
<td>0.0380</td>
<td>0.0815</td>
<td>0.1664</td>
</tr>
<tr>
<td>ln i₁</td>
<td>0.0674</td>
<td>0.0617</td>
<td>0.1401</td>
</tr>
<tr>
<td>ln y₁</td>
<td>0.0211</td>
<td>0.0533</td>
<td>0.1739</td>
</tr>
</tbody>
</table>

*Figures in parenthesis indicate the rmse values of the log-deviation model.

Single period forecasts, listed in table IV, give the forecasted value for a variable in a specific period in the post-sample, by incorporating each time actual values of the variables from the earlier period. We observe that the errors are quite low for all the three variables. In absolute terms, the error for consumption ranges from around 0.01 to 0.07 while for investment it ranges from around 0.04 to 0.11. In the case of income the error is even lower ranging from around 0.004 to 0.034.

Dynamic forecasts are listed in table V. In this category, the forecasting procedure is initiated with some known past values and generates forecasts of the variables for a number of periods ahead. In absolute terms, the errors fall approximately in the ranges 0.01 to 0.12 for consumption, 0.01 to 0.11 for investment and 0.004 to 0.09 for income.

A better assessment of the model’s predictive power can be made from the use of the root mean square errors (rmse) of the generated forecasts. These are listed in table VI together with the rmse that are obtained from naïve trend projections and relate to the same post-sample period. The values in the brackets below the consumption and income variables correspond to the rmse of the forecasts of the log-deviation model.

Considering first single period forecasts, we notice that the lower error of 0.0211 corresponds to the income forecasts, then comes the error of 0.0380 for consumption forecasts and last follows the error of 0.0674 for investment forecasts.

In the case of dynamic forecasts, income has again the lowest error value of 0.0533, then comes investment with 0.0617 and finally consumption with 0.0815. Therefore, single period income and consumption forecasts are superior to the corresponding dynamic forecasts, but single period investment forecasts are slightly inferior to the relevant dynamic forecasts.

Both single period and dynamic forecasts are found superior to naïve trend forecasts for all the variables. In addition, the forecasts of the proposed model appear superior to those derived from the log-deviation model. In three out of the four comparisons the current model has lower errors. The exception is the error that relates to the single period forecast of consumption which is found marginally higher than that which corresponds to the log-deviation case.

VII. CONCLUSION

A simple model of the macro-economy of Cyprus was specified and estimated. The estimates were found highly significant and in agreement with the main principles of economic theory. Also some dynamic properties of the model were analysed and were found realistic.

An additional test of the validity of this work is the accuracy of the derived forecasts. In all the cases these were found to outperform the relevant naïve trend forecasts. Also in most of the comparisons these forecasts were found superior to those that have been derived by the log-deviation model for the consumption - income relations.

The results suggest that the model could be employed for economic analysis and also it could be considered as a good basis for further research.

---

7 The post-sample period for the log-deviation model ranges from 1996 to 2000. Thus, it includes an additional forecast value, that of the year 1996.
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\textbf{Abstract}—The method of unbalanced power minimization in loaded nodes of three-phase AC systems with insignificant phase unbalance has been proposed. The method is based on innovative approach allowing receiving analytical expressions for unbalanced power in three-phase systems of arbitrary complexity. The method is focused on the application of modern information technologies for power grid management.
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I. INTRODUCTION

One of the topical issues of power distribution AC networks of medium and low voltage is the phase unbalance of currents and voltages. A typical cause of phase unbalance is non-uniform distribution of loads per phase. It is rather frequently that it is impossible to achieve a uniform distribution of loads even at the stage of working design of the object power supply due to the multitude of household electric devices used under intermittent conditions.

Consequences of electrical imbalance may be negative both for single-phase and three-phase electrical receivers. The most critical consequences may occur when the neutral wire of network feeder is broken. In this case, the voltage on single-phase loads is distributed proportionally with their resistances. That is to say, that at the least loaded phase the voltage increases (by 1, 5 times in practice). In most cases, it may be the cause of ignition. One more important consequence of phase unbalance is the double frequency appeared in the network with phase unbalance. The unbalanced power \((P_v)\) generates pulsations of electromagnetic torque on synchronous generator shafts in isolated power systems. The pulsations generate an adverse effect on the stability of power system operation, on electric power quality indices in loaded nodes and reduce essentially the service time of synchronous machines.

Unbalanced power \((P_v)\) is composed of variable components of active power consumed per phase \((P_{vA}, P_{vB}, P_{vC})\).

\[
p(t) = p_A(t) + p_B(t) + p_C(t) = P_v(t) = \frac{U_A I_A \cos(\varphi_{ad} - \varphi_{ad}) + U_B I_B \cos(\varphi_{ad} - \varphi_{ad}) + U_C I_C \cos(\varphi_{ad} - \varphi_{ad})}{P_v(t)} - U_A I_A \cos(2\omega t - (\varphi_{ad} - \varphi_{ad})) - U_B I_B \cos(2\omega t - \pi \cdot \frac{2\omega}{3}(\varphi_{ad} - \varphi_{ad})) - \frac{U_C I_C \cos(2\omega t - \frac{4\pi}{3}(\varphi_{ad} - \varphi_{ad}))}{P_v(t)}
\]

\[
P_v(t) = P_{vA}(t) + P_{vB}(t) + P_{vC}(t) = P_v \cos(2\omega t + \varphi)
\]  \hspace{1cm} (1)

Fig. 1. Clock diagram of variable components of unbalanced power

A general approach to eliminate phase unbalance of a load requires the use of a step-down transformer with balancer set (BS) at the stage of object connecting to electrical grids or a three-phase balance-unbalance transformer. Disadvantages of this approach are as follows:

- high cost of step-down transformers with BS as compared to usual transformers;
- reduction of electric power supply reliability due to the complication of power supply circuit;
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II. MINIMIZATION OF UNBALANCED POWER

The use of devices with controllable reactivity (modification of FACTS devices) makes the basis of a proposer method. The above devices shall be installed in series into load phases [1]. In particular, modern FACTS devices and reactive shunts have a high response and a sampling interval of reactance change applicable for studied objectives.

The implementation of the method supposes the installation of one or several devices with controllable reactivity \( x \) (controllable reactive shunts) into the phase of one or several load arms in series with power receiver. The problem of optimal control synthesis may be reduced to the search of the relationship \( P_v(x) \) between the value of unbalanced power \( P_v \) and the reactivity of variable shunt \( x \), and to the search of the minimum of function \( P_v(x) \). The value of shunt reactivity corresponding to the minimum of the function shall be the solution of studied problem. Such problems are considered as the inverse class problems of electric circuit theory [2].

In previous paper [3], the authors received and showed the fractional and polynomial relationship between the parameters of steady-state operating conditions of power system and those of its equivalent circuit. Particularly, the dependence of the voltage in any node of studied circuit on the shunt reactivity \( x \) is as follows:

\[
U(x) = \frac{a + bx}{1 + ax}, \tag{2}
\]

where \( a, b, x \) are complex constants. Here, the constants \( a \) and \( b \) are different for voltages of different nodes (arms) while the constant \( a \) is the same for all voltages. To find out these constants it shall be necessary to compose and to solve the system of three equations related to unknown constants. To do this, it is necessary to change three times the value \( x \) and to calculate the steady-state conditions of modified circuit.

The dependence of voltages in power system nodes on resistances \( x \) and \( y \) of two shunts is as follows:

\[
U(x, y) = \frac{a + bx + cy + dy}{1 + ax + by + cy}, \tag{3}
\]

where \( a, b, c, d, x, \beta, \gamma \) are complex constants. Here, the constants \( a, b, c \) and \( d \) are different for voltages of different nodes (arms), while the constants \( a, \beta \) and \( \gamma \) are invariable for all voltages. These constants may be defined by solving a system of seven equations. However, the procedure of constant searching may be reduced to the composition and solution of several systems of third order equations.

It is evident that the relationship of any of currents on shunt resistance is similar. Upon receiving analytical expressions (2) or (3) for all currents and voltages, from (1) may be received an analytical expression for unbalanced power. Due to awkwardness of these expressions and to the simplicity of obtaining their solution, we shall not cite them here.

We shall consider further on the electric network shown on fig. 2. Loads 1-4 are three-phase, unbalanced. Let the shunt with changing resistance \( x \) be installed in series in the phase A of load 1. Unbalanced powers of loads 1-4 shall be marked as \( P_{v1} - P_{v4} \), then the function is \( P_v(x) = P_v(x) + P_{v3}(x) + P_{v2}(x) \) or (3) for all currents and voltages, from (1) may be received an analytical expression for unbalanced power. Due to awkwardness of these expressions and to the simplicity of obtaining their solution, we shall not cite them here.

The search of the minimum of function \( P_v(x) \) is quite simple. It may be seen from the diagram that for unbalanced conditions of studied electric circuit there is such a value of reactive shunt resistance \( x \) which allows reducing of the value of unbalanced power by 12% in feeding center. We must note that we failed to reduce \( P_{v5} \) to zero.

As can be seen from the diagram from fig. 4 – the accuracy of criterion function allows to use it for solving optimization problems.

Now let us consider the problem with two reactive shunts, one of which is installed in phase A of the load 1 and another 1 – between phases A and B of studied circuit. The dependence of the value of unbalanced power \( P_v(x, y) = P_{v1}(x, y) + P_{v2}(x, y) + P_{v3}(x, y) + P_{v4}(x, y) \) on values \( x \) and \( y \) of these shunts is shown on fig. 5 and fig. 6.
It follows from the diagram that the use of two adjustable devices allows a complete compensation of unbalanced power. This approach may be summarized for a larger number of controllable shunts. It is evident that the increase in number of these devices makes possible to solve in more efficient way the electromagnetic torque pulsating with double frequency on the shaft of synchronous machine.

To solve the problem of optimizing of the value of unbalanced power we minimize criterion function which was received earlier.

For example, we shall consider electric network shown on fig. 2. In this scheme we set the v.s. in the different phases 1-4 loads. The optimal parameters v.s. and optimization results are shown in table I and table II.
unbalanced power. Increasing of quantity of v.s. allows to decrease the value of unbalanced power in 4 times.

\[ P_{\text{var}} = \frac{1}{4} P_{\text{unbalanced}} \]

Other problems, among them are the following: balancing of domestic loads shall help to transform large energy units into small ones, and the possibility to continue power supply to consumers while the plant is out of service for repair.

### III. CONCLUSIONS

The proposed method may be applied for the solution of other problems, among them are the following: balancing of the most sensitive with regard to electric energy quality part of power system, minimization of active power losses, stabilization of three-phase voltages, enhancement of asynchronous machine performance stability and reduction of errors occurring in power consumption measuring circuits.

In contrast with traditional balancer sets, the use of shunts with controllable reactivity possesses a series of essential advantages:

- low cost value as compared with balance-unbalance transformer;
- possibility to be connected to existing electric plant;
- low operating expenses
- possibility to continue power supply to consumers while the plant is out of service for repair.

However, it should be noted that the proposed method has a restricted scope of application versus to traditional balancer sets. This method may not be applicable to completely balance the three-phase load. The scope of application of this method covers three-phase consumers with insignificant phase unbalance.

The proposed approach fits well into the existing Smart grid conceptual design that declares the increased role of a consumer during the process of electric energy generation and supply. A common usage of similar devices for industrial and domestic loads shall help to transform large energy units into multi-agent systems with multitude of active consumers.
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Integrated technology for industrial software verification and testing
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Abstract—This paper devoted to technology and software tools which allow automating of full cycle of software development from formalization of requirements provided in natural language and it’s analysis with symbolic verification to tests generation and execution. The main achievement of technology is in checking of semantics consistency of requirements in generated code of target application. Area of technology applicability is very wide but now the target is telecommunication and distributed systems.
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I. INTRODUCTION

One of the main problems in development and testing automation of industrial applications’ software is handling of complicated and large scale requirements specifications. Documents specifying requirements specifications are generally written in natural language and may contain hundreds and thousands of requirements. Thereby the task of requirements formalization to describe behavioral scenarios used for development of automatic tests or manual test procedures is characterized as a task of large complexity and laboriousness.

Applicability of formal methods in the industry is determined to a great extent by how adequate is the formalization language to accepted engineering practice which involves not only code developers and testers but also customers, project managers, marketing and other specialists. It is clear that no logic language is suitable for adequate formalization of requirements which would keep the semantics of the application under development and at the same time would satisfy all concerned people [1].

In modern project documentation the formulation of initial requirements is either constructive, when checking procedure or scenario of requirement coverage checking can be constructed from the text of this requirement in natural language, or unconstructive, when functionality described in the requirement does not contain any explanation of its checking method.

For example, behavioral requirements of telecommunication applications in case of described scenario of coverage are constructively specified and assume allow using of verification and testing for realization checking. Non-behavioral requirements are usually unconstructively specified and require additional information during formalization which allows reconstructing the checking scenario, i.e. converting of non-constructive format of requirements specification into constructive one.

II. REQUIREMENTS COVERAGE CHECKING

The procedure of requirement checking is exact sequence of causes and results of some activities (coded with actions, signals, states), the analysis of which can prove that current requirement is either covered or not. Such checking procedure can be used as a criterion of coverage of specific requirement, i.e. it can become a so-called criteria procedure. In the text below a sequence or “chain” of events will be used for criteria procedure.

Tracking the facts of criteria procedure coverage in system’s behavioral scenario (hypothetical, implemented in the model or real system), it can be asserted that the corresponding requirement is satisfied in the system being analyzed.

Procedure of requirement checking (chain) is formulated by providing the following information for all chain elements (events):

- conditions (causes), required for activating of some activity;
- the activity itself, which shall be executed under current conditions;
- consequences – observable (measurable) results of activity execution.

Causes and results are described with signals, messages or transactions, commonly used in reactive system’s instances communications [2], as well as with variables states in the form of values or limitations on admissible values. Tracking states’ changes, produced by chains activities, lets observe the coverage of corresponding chains. While analysis it is acceptably to consider a direct transition from a state into a state with a null activity, and in case of non-determinism – alternative variants of states changes.

Problems with unconstructive formulations of requirements are resolved by development of requirement coverage checking procedures on user or intercomponent interfaces.

Thus, chains containing sequences of events can appear as criteria of requirements coverage; in addition, it is possible that criteria of some requirement coverage is specified not with one, but with several chains.
III. INITIAL DOCUMENTS SPECIFYING APPLICATION REQUIREMENTS

Usually initial requirements in technical documentation are formulated in natural language and can be presented in one of the following form:

1. in form of behavioral requirement, in this case scenario (procedure) of requirement checking can be restored based on requirement text;
2. in form of non behavior requirement, in this case only structure and sence of requirement can be restored without information about requirement checking.

Any behavioral requirement can be formalized with further automatic analysis for this purposes VRS/TAT technology [3] can be used.

In VRS/TAT technology Use Case Maps (UCM) notation [4] (Fig 1.) is used for high-level description of the model, while tools for automation of checking and generation work with model in basic protocols language [5].

![Image of UCM model](image)

**Figure 1. UCM model of two instances: Receiver and UserPC.**

UCM model (Fig.1) contains two interacting instances model description. Each path on the graph from the event “start” to the event “end” represents one behavioral scenario. Each path contains specified number of events (Responsibilities). Events on the diagram are marked with \( \times \) symbol, while Stub elements which encode inserted diagram – with ♦ symbol. As a result, each scenario contains specified sequence of events. Variety of possible scenarios are specified with variety of such sequences.

In these terms a chain is defined as subsequence of events which are enough to make a conclusion that the requirement is satisfied. A path on the UCM diagram, containing the sequence of events of some chain, is called trace, covering the corresponding requirement. Based on a trace tests can be generated which are needed for experimental evidence of requirement coverage.

IV. TRACEABILITY MATRIX

Verification project requirements formalization starts with Traceability matrix (TRM) [1] creation (TRM for specific project is presented in table format in Fig.2). “Identifier” and “Requirements” columns contain requirement’s identifier, used in the initial document with requirements, and text of the requirement, which shall be formalized. “Traceability” column contains chains of events sufficient for checking of corresponding requirement coverage and “Traces” column – traces or behavioral scenarios used for tests code generation.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Requirements</th>
<th>Traceability</th>
<th>Traces</th>
</tr>
</thead>
<tbody>
<tr>
<td>FREQ_GWR.1</td>
<td>Gateway sends ACM_CAP messages repeatedly at an interval of T1 (Tb). This message will carry ACM Capabilities table</td>
<td>FREQ_GWR.3</td>
<td>FREQ_GWR.5</td>
</tr>
<tr>
<td>FREQ_GWR.2</td>
<td>Upon a change in the ACM Capabilities table, the Gateway shall send a new instance of ACM_CAP message to the Satellite Terminal.</td>
<td>FREQ_GWR.5</td>
<td>FREQ_GWR.5</td>
</tr>
<tr>
<td>FREQ_GWR.3</td>
<td>Depending on configuration, ACM_CAP message shall be transmitted either in the MPEG2 private sectors or in a Multicast message sent across the Satellite link.</td>
<td>ACM_CAP_SL, ACM_CAP_IP</td>
<td>ACM_CAP_SL, ACM_CAP_IP, ACM_CAP_LP</td>
</tr>
</tbody>
</table>

**Figure 2. Traceability matrix.**

For example, in the third row of TRM there are 2 chains in “Traceability” column for covering FREQ_GWR.3 requirement. To satisfy the requirement it is enough to trace ACM_CAP signal sending in one of two possible scenarios:

3. FREQ_GWR.3-1: start, recACMCAP_SL, good_new_cap_table, format_mpeg2, no_changes, end
4. FREQ_GWR.3-2: start, recfwdACM_CAP_IP, recACM_CAP_IP, good_new_cap_table, format_multicast, end

It should be noted, that during formulating of criteria chains a model of verified functionality is being created which introduces a lot of state variables, types, agents, instances, etc.

V. DEVELOPMENT INTEGRAL CRITERIA OF REQUIREMENT COVERAGE

Mentioned above is distinctive feature of VRS/TAT technology – special criteria of each requirement’s coverage checking. Below all criteria related to requirements are listed in ascending order of their strength:

1. Events criterion - coverage level in generated scenarios of subset of events used in criteria chains.
2. Chains criterion - coverage level in generated scenarios of subset of chains (consisting of events and states of variables) with at least one for each requirement.
3. Complex criterion - coverage level in generated scenarios of the whole set of chains specifying integral criteria (combined from criteria 1 and 2) of requirements coverage.

Criteria development shall be adaptive to specific project [6,12,13]. Criteria shall be applied flexibly and can be changed according to conditions of scenarios generation.

VI. GENERATING AND SELECTING SCENARIOS WHICH SATISFY TO SPECIFY COVERAGE CRITERIA

Trace generation is performed by symbolic and concrete trace generators (STG and CTG) of VRS system, which implements effective algorithms of Model Checking [9,10]. The main problem of trace generation is “explosion” of variants combinations while generating traces from basic protocols [1], which formalize scenario events, conditions of their implementation and corresponding change of model state after their implementation. Solution here is filtration of generation variants based on numerous limitations specifically defined before trace generation cycle.
There are general and specific limitations. For example, commonly used general limitations are maximum number of basic protocols used in a trace and maximum number of traces generated in a single cycle of generation. Also limitations on Goal and Visited states can be defined here. Specific limitations are defined by sequences of events in UCM model (so-called Guides) which guide the process of generation in user-preferable model behavior.

A guide is defining in terms of a state model which is presented in form of a transition system. A transition system TS is a tuple <Q, q0, T, P, f>, where Q is a set of states, q0 ∈ Q is initial state, T is a set of transition names, P is a set of agents, and f: Q → P is a mapping which defines the current set of agents in the state Q.

To simplify, let’s assume that events in the model are mapped with names of TS transitions and agents can be presented as one process or set of processes. A path in TS from a state q_i to a state q_j is defined as a sequence of transitions q_i →_a q_1 →_a q_2 →_a q_j , where q_i ∈ Q, t_i ∈ T, a_i ∈ f(q_i) for each k ∈ i..j.

A trace in TS is an ordered sequence t_0(a_0), t_1(a_1), ..., t_n(a_n)... such that there exists a path q_i →_a q_1 →_a q_2 →_a q_j →_a q_k →_a q_l where a = t → t_0(a_0) → t_1(a_1) → ... → t_n(a_n) → t_k(a_k) → t_l(a_l).

A guide is a n transition on the maximal distance n, which allows a set of traces {a, X_1 a, ..., X_n a}, where X_1,...,X_n are any not empty symbols from {L\{a\}}, ~ a is a prohibition of transition any symbol from {L\{a\}}, a; b (where a, b – guides) is a concatenation of guides, allows a set of traces {ab}; a ∨ b (where a, b guides) is a non deterministic choice of guides, allows a set of traces {a, b}; a | b is a parallel composition of guides a and b join(a_1,...,a_n) is a set {Sn} of all permutations of guides a_1,...,a_n.

loop(a) is an iteration of guide a, i.e. {aa*}. There are two steps of test scenarios generation by Guides. On the first step guides are created which guarantee that the specified criteria of system behavior coverage are satisfied. On the second step guides in the UCM notation (Fig.3a) are translated into guides in the basic protocols language (Fig.3b) and control trace generation process.

There are two possible approaches to guides creation from high-level system description in UCM language: manual and automatic.

Automatic approach allows to generate numerous guides [9,10] covering system behavior on branches criteria [12,13]. Each guide contains information about key points of behavioral scenario, starting from initial model state modeled by StartPoint element and ending in final state modeled by EndPoint element. Process of guides generation is performed by UCM to MSC generator [7].

The automatic approach to guides creation can be considered as a fast way to obtain a test set which satisfies branches criteria; however, this approach is not always sufficient. Some functionality can be checked only using paths criteria. As this criteria often deals with uncertainties in selection of a test set sufficient for the specified requirements coverage, it is usually partly applied only to cover specific requirements. Guides creation for covering a subset of requirements by paths criteria requires more information during generation which is added manually. Besides that, the customer and the test engineer may want to check specific scenarios of the system behavior for checking some specific requirements. Such scenarios are specified manually by and they are created with the UCM Events Analyzer (UCM EVA) tool [7].

In both cases, automatic or manual, problems may occur with guides’ coverage by test scenarios.

In automatic mode this is due to the fact that VRS tool not always can successfully generate test scenario form guides because guides are created based on model’s control flow and do not consider values of corresponding data flow. At the same time, traces generated based on control flow consider changes in variables values and accordingly model states.

Therefore the actual task is automated analysis of why some guides are not covered by traces and accordingly automation...
VIII. TECHNOLOGY CHAIN OF TEST SCENARIOS GENERATION

The process of tests generation with usage of VRS/TAT tools can be divided into following phases:

1. Manual creation of formal model for requirements in UCM language. Key actions are refined from initial requirements. Based on these actions a set of chains, which will be translated into behavioral scenarios are created. On the next step objects which interact in the scope of scenarios and structure are refined. Metadata for data flow are added into formal model. More detailed description of the phase is presented in [6].

2. The next phase is conversion of UCM model into BP notation [3] which is input language for VRS/TAT tools. Translation is performed with saving of model construction semantics and as result of this phase equivalent to initial UCM model is generated.

3. Guides which satisfy branch criterion are also generated based on initial UCM model. In process of generation all branches are traversed with VRS/TAT toolset.

4. In case if customer have to check some special behavior of the system then he creates guides manually in EVA toolset. It shall be noted that guides are created in terms of UCM element names and for future usage in VRS they shall be translated into sequence of basic protocols. Such translation is performed based on information which was collected on the first phase in process of UCM to BP translation.

5. For the element of discrepancy uncovered in the symbolic trace it is possible to explore corresponding data and precondition.

6. Then variables of precondition shall be singled out into separate list and those places on the UCM diagram where variables of this list are changed shall be analyzed. The analysis shall be performed from the bottom up, starting with the events closest to the element of discrepancy.

7. After revealing the reason of discrepancy, the guide shall be corrected or the UCM model shall be changed.

The steps above shall be repeated until all guides will be covered by traces.

IX. METHOD OF GUIDES ADJUSTMENT AUTOMATION

Most often reasons of discrepancies are insufficient (not enough detailed) guides specification and mistakes in the sequence of UCM elements in the guide due to incorrect usage of variables, identified as a deadlock on the branch or ramification.

Consider the method of searching of places and reasons of discrepancies between a guide and a trace.

1. Guides and traces generated in VRS are presented as MSC diagrams containing sequences of basic protocols application, thus the first step of the algorithm is mapping basic protocols names on UCM elements.

2. Comparing the guide and the trace in terms of UCM elements it is possible to define the last trace element which satisfies the sequence of UCM elements specified in the guide. The next uncovered element of the guide will be referred to as the element of discrepancy.

3. The element of discrepancy uncovered in the symbolic trace it is possible to explore corresponding data and precondition.

4. Then variables of precondition shall be singled out into separate list and those places on the UCM diagram where variables of this list are changed shall be analyzed. The analysis shall be performed from the bottom up, starting with the events closest to the element of discrepancy.

5. After revealing the reason of discrepancy, the guide shall be corrected or the UCM model shall be changed.

The steps above shall be repeated until all guides will be covered by traces.

Consider the process of searching for discrepancy on the example of telecommunication project (Fig. 5).

Figure 5. Revealing the reason of discrepancy between the guide and the trace due to variables values.

While searching for the reason of guide’s non-coverage it is firstly required to find the last element of coincidence between the guide and the trace (1) – “set_timer” in this example. Then the guide element which can not be achieved in the trace (the discrepancy element) shall be found – “WaitConfig” in this example. Analyzing its metadata (2), detect the variable which affects the trace generation (3) and can be the reason of discrepancy – “config_loadable” in this example. After analysis of this variable’s values in the UCM model (4) draw a conclusion that in order to apply this element the variable’s value shall be 5. The analysis is held only for those points in the trace where “config_loadable” is used. In current case such point is “load_config” element (5), where 0 is assigned to “config_loadable” variable. Thus the conclusion can be made that in order to create a guide which will be successfully covered by a trace it is required to assign value 5 on “load_config” element or change the guide.
Achieved is the reduction of laboriousness in searching for the reasons of errors due to decreasing of the number of points being analyzed which is actual for large industrial projects created in accordance with considered technology.

X. CONCRETIZATION OF SYMBOLIC TRACES

A hierarchical classification of tools used currently in software industry may be done depending on how they support the following features (Fig.6):
1. Automated run of a test suite based on a test plan and automated analysis of error causes and locations.
2. Automated generation of optimized test suites for a target platform from behavior scenarios (traces).
3. Using a behavior model for automated generation of scenarios which satisfy some given coverage criterion.
4. Automated generation of a behavior model of a software product from manually developed formal models of particular requirements (Hoare triples [14], Letichevsky basic protocols [5], etc.)

The last point needs some explanation. We distinguish between a formal model of the source requirements, which is created manually to render them in some formal language with some certain level of completeness and consistency, and a formal behavioral model, which describes the system behavior on a certain level of abstraction in terms of signal exchanges, delays, control flow synchronizations, etc.

Among a variety of existing testing technologies and tools, systems [15], [16] belong to the first most wide-spread class; systems [17], [18], [19] belong to the second class where manually developed scenarios are used; system [20] belongs to the third class, where powerful CASE-tools are used and traces are generated from manually developed behavior models; and VRS/TAT [3] belongs to the fourth class of systems with the highest level of automation with respect to this classification.

One of major problems of model-based behavior scenarios generation for industrial systems is the problem of explosion of the number of behavior variants to be tested. Indeed, the number of states which describe a set of concrete system behaviors and therefore, the number of generated traces, usually grows exponentially under a straightforward approach.

To reduce the behavior space, symbolic traces are used; they differ from concrete traces in only one aspect: variables of various types rather than concrete values are used as their parameters. Each such variable is accompanied with its tolerance range. Thus, each symbolic trace represents a bunch of concrete traces with equivalent behaviors. This means that

one representative of each class of behavior equivalence may be used in the test suite.

Symbolic trace generator STG [21], which is a component of the verifier VRS, is a symbolic trace generator tool, which reduces the behavior space.

A set of symbolic traces which satisfies the coverage criterion, substantially reduces the test suite after such optimization; however, the delivered symbolic traces are not suitable for generation of platform-oriented tests. Concrete traces with concrete parameter values are needed for test generation, which poses the task of creation a toolset for automated concrete definition (Trace Concretization Tool) of symbolic traces.

It’s noteworthy that the number of tests in current large and medium size industrial projects is thousands and more. Because of this large number, consistent concrete definition of symbolic traces using the respective tolerance ranges of their variables should be totally automated.

Besides that, real practice of testing does not allow for too formal concrete definition, e.g., by selecting parameter values from an acceptable tolerance range at random. This results in generation of a huge number of tests and in general inefficiency of the symbolic approach. It should be mentioned that tolerance ranges should be updated after each substitution of a concrete value, because ranges for next substitutions may depend on concrete value substitutions made before. When substituting, the test plan prepared upfront should be followed. Its major elements are parameter values known from practice; usually they are the boundary values, some value within the tolerance range, and some out-of-range value. Such plans are expected to be flexible, their major part being generated from standard templates, and the remaining part being user-edited plan-templates.

In the scope of the paper an approach to concretization problem solving is suggested. The structure of the concrete definition tool is represented in Fig.2. The tool consists of two modules Concretizator and Substitutor which communicate with each other in a dialog.

![Figure 6. Features of the test automation tools.](image)

![Figure 7. Tool for concrete definition.](image)

Based on the set of symbolic traces, Concretizator creates a table for concrete definition (Fig.8) for each symbolic trace where it fills-in the columns of variables and signals names, types, and allowed tolerance ranges; and then while direct traversing each trace it calls Substitutor for a concrete value of
each variable encountered in the trace.

Based on the commands and data of the plan for trace concrete definition, Substitutor calculates the value from the respective range to be substituted and returns it to Concretizator. The plan for automated concrete definition of a test suite is placed in the column “User option” and is formed in terms of the control commands R,M,L,O,C.

![Figure 8. Table of concrete definition.](image)

<table>
<thead>
<tr>
<th>Var name</th>
<th>Signal name</th>
<th>Type</th>
<th>User option</th>
<th>Range</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed.Value</td>
<td>Correct Speed</td>
<td>I</td>
<td>L</td>
<td>2147483648</td>
<td>2147483649</td>
</tr>
<tr>
<td>Speed.Value</td>
<td>Correct Speed</td>
<td>I</td>
<td>L</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Clock.Node</td>
<td>MSC_Pparator</td>
<td>L</td>
<td>AUTO_CS_R</td>
<td>AUTO_CS_R</td>
<td>AUTO</td>
</tr>
</tbody>
</table>

Command R provides substitution of the right limit of the Range for the respective variable, command L provides substitution of the left limit, command M calculates and substitutes the mean value of the Range, command O provides substitution of a value out of the Range, and command C provides substitution of a concrete value specified by the user. Thus, means to control concrete definition are flexible enough to test any regimes of the software product functioning.

XI. TESTING AUTOMATION

For automatic tests execution and results analysis TestCommander tool [7] is used. Testing automation process is presented in Fig.9:

Full control over test execution and test result analysis are required to perform conformance testing of a system. Therefore, it is necessary to create a test suite, which is able to specify interaction with SUT in exactly the same way it is done in the requirements. Observing the behavior of the system during the execution of such test cases allows to establish whether the system implementation is correct or not.

For this purpose, Message Sequence Chart (MSC) language is used in TestCommander for test suite description. It automatically generates the code of test suite modules on a target programming language (C++, Java, tcl) from MSC charts. These modules interact with SUT and each other using predefined interfaces, reproducing test scenarios. These interactions can be unambiguously and in a human-oriented manner defined in terms of MSC and then represented in textual or graphical view.

![Figure 9. Distributed testing approach overview.](image)

As a combination of requirements formalization technique described earlier and the technology of test scenario generation based on the verification of a model in the BP notation, this approach brings together the requirements management, verification and testing in one technology. Automatically generated tests define the complete description of the interaction of all the components of SUT and its environment. All of the above allows these specifications to be tested and verified.

TestCommander tool accepts MSC charts obtained with various methods (assuming that they correspond to MSC standard). However, the proposed approach has some significant advantages, such as:

- Automation of routine and time-demanding operations;
- Simple and human-oriented formal notations usage;
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- Requirements checking with verification methods
  Generated test suite executable file set consists of one or more testing units and one control unit. Testing unit interacts with the SUT according to the test logic and exchanges the control signals with the control unit. The latter controls the test execution process and collects testing results. Protocols of interaction between testing system units and SUT are defined with Protocol Specification Language (PSL). This notation unambiguously specifies the format of the messages passed between the entities involved in the testing. PSL specification is created manually and is used for test suite code generation.

For test suite configuration, code generation and test suite deploy setup a configuration file is used. It is written in JSON and specifies the location of testing units and SUT components. Nonetheless, the main feature of this configuration is to specify, which of the SUT components are substituted with the test units. It allows testing of the behavior only of a part of the system. The configuration file is generated automatically from UCM model, but it can be adjusted manually.

After the test suite is configured, its code in target language is automatically generated and the test suite is deployed in the test laboratory. Testing starts with execution of control module of the test suite, which than controls the test unit threads and SUT. Test results are the MSC diagrams of test activities.

The suggested method is a combination of requirement management, verification and testing. It allows performing the checking of the correctness of the system implementation according to its specification within one technology. Testing approach is based on the automatically generated test suite, the correctness of which is proved during the system formal specification verification. It reduces the cost of regression testing needed in case of changing or refinement of specifications. All stages of this method are fully or partly automated. The developed software components used in these stages are independent, and all data formats are standardized. All of the above ensures that the whole method is scalable, highly flexible and adaptive and open for modernization.

XII. RESULTS

Results of technology usage in three projects are presented in the table 1: SMTP – module of mail protocol; CDMA – module of base station which implements technology Control Division Multiple Access; «Satellite Terminal» - module of the telecommunication system.

Table 1. Results of experiments

<table>
<thead>
<tr>
<th>Projects</th>
<th>Number of requirements</th>
<th>Found defects (total / significant)</th>
<th>Time saving (times)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMTP</td>
<td>30</td>
<td>7/1</td>
<td>3.3</td>
</tr>
<tr>
<td>CDMA</td>
<td>205</td>
<td>129/17</td>
<td>2.9</td>
</tr>
<tr>
<td>Satellite Terminal</td>
<td>392</td>
<td>203/28</td>
<td>3</td>
</tr>
</tbody>
</table>

Results show effectiveness of defects detection with usage of tests generation. Also time saving is near 3 times in comparison with manual approach.

XIII. CONCLUSIONS

The result of this work is improved technology which integrates verification and testing of software projects and provides:

- Full automation of industrial software product development process with the control of requirements semantics realization.
- Generation of application’s model and symbolic behavioral scenarios, which fully (100%) cover behavioral features of the application.
- Automated concretization of symbolic traces in accordance with test plan.
- Automated test-suite generation following concretized traces
- Automated execution of system and regression testing phases.
- High level of automation for the process of development and managing of software product quality.

Results of integrated design and testing technology appliance in the development of wireless telecommunication applications demonstrated 26% time-saving in software product creation.
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About detection substitutions in nonlinear algebraic equations with help of Tarjan's algorithm.
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Abstract — MvStudium (www.mvstudium.com) is a tool for visual modelling and simulation of complex dynamical systems, including hybrid systems. While model building MvStudium forms and reduces large scale systems of differential-algebraic equations for each state of hybrid automation used for specification of hybrid systems. State equations written by user may contain substitutions. Numerical solution costs for current system are in proportion to a number of equations and their structure. Automated detecting substitutions among equations lead s to decreasing size of solving equations. Taking into consideration a structure of built system allows calling most effective Solver. For example if system may be transformed to the system with block-triangular form, Solver should solve systems for diagonal blocks only.

The MvStudium’s version of Newton’s method for solving systems of nonlinear algebraic equations with detecting substitutions is considered. In this version Tarjan’s algorithm of finding the strongly connected components is used for detecting substitutions and transforming of an initial system to block-triangular form.

Keywords — complex dynamical systems, modeling languages, equation-based models, hybrid systems, Tarjan’s algorithm, Newton’s root-finding method.

I. INTRODUCTION

In this paper «Analyzer» means «module that can detect type and structure system of equations written by User», and «Solver» - «module that can choose most effective numerical method using information about type and structure about solved system getted from Analyzer».

Newton’s method is the basic method for solving nonlinear algebraic equations

\[ f_i(x_1, x_2, \ldots, x_n, time) = 0, i = 1, n \quad (1) \]

used in MvStudium.

The MvStudium’s modification of the method takes into account structure of system and can freeze Jacobi matrix if it is efficiently. For detecting matrix structure (band, block-triangular, sparse and so on) Analyzer uses structure matrix S of system with \( s_{ij} \in \{0,1\} \). Non-zero element \( s_{ij} \) in matrix S says that j-th unknown is presented in i-th equation. Let us consider an example.

Example 1. User wants to solve the system of nonlinear algebraic equation written in the form (1) respect \( x_j \). Constants \( C_i \) are known.

\[
\begin{align*}
10 \cdot x_3 + x_4 - 10 &= 0 \\
x_1 + \sin(x_1) + \cos(x_4) - 10 &= 0 \\
x_1 - C_1 &= 0 \\
x_2 - \sin(x_1) - C_2 &= 0 \\
x_3 + \sin(x_1) - x_1 - x_2 &= 0 \\
x_{25} - \sin^2(x_4) - \cos^2(x_4) &= 0
\end{align*}
\]

It is obvious that among equations there are substitutions.

\[
\begin{align*}
x_1 &= C_1 \\
x_2 &= \sin(x_1) - C_2 \\
x_3 &= \sin(x_1) - x_1 - x_2 \\
x_{25} &= 1
\end{align*}
\]

There is no such conception as «substitutions» in Model Vision Modeling language (MVL), but MvStudium’s Analyzer can detect formal substitutions of type

\[ x_i = f_i(x_1, x_2, \ldots, x_n, time) \]

by itself. Formal substitutions may be considered as equations of course, but it increases size of solved system and may cause difficulties for Newton’s method (slow convergence, bad initial conditions).

Detection of formal substitutions among equations and reordering them if necessary is a goal of Analyzer. Find substitutions should form a sequence suitable for calculations. Using different sequences of substitutions leads to different final systems.
Example 2. Initial User’s sequence

\[\begin{align*}
x_1 &= -16 \cdot x_4 + 1 \\
x_2 &= \sqrt{x_3} \\
x_3 &= 25 \cdot x_2 - \frac{1}{x_3 + 16} \\
x_4 &= x_1 + 25
\end{align*}\]

may be transformed into three final systems with substitutions A, B) or C).

**Final system with substitutions A.** Two substitutions and two equations. (Symbol «:=» is used for substitutions).

\[\begin{align*}
x_1 &= -16 \cdot x_4 + 1 \\
x_2 &= \sqrt{x_3} \\
x_3 &= 25 \cdot x_2 - \frac{1}{x_3 + 16} \\
x_4 &= x_1 + 25
\end{align*}\]

**Final system with substitutions B.** One substitution and three equations.

Subroutine for calculation residuals may be written in the form

\[F(x_1, x_2, x_4) = \begin{pmatrix}
x_3 - 25 \cdot x_2 + \frac{1}{x_3 + 16} \\
x_1 + 16 \cdot x_4 - 1 \\
x_4 - x_1 - 25
\end{pmatrix}, \quad x_2 := \sqrt{x_3}\]

**Final system with substitutions C.** Block-diagonal system.

First block: one substitution and one nonlinear equation.

Second block: two linear equations.

\[\begin{align*}
x_2 &= \sqrt{x_3} \\
x_3 &= 25 \cdot x_2 + \frac{1}{x_3 + 16} = 0 \\
x_1 + 16 \cdot x_4 &= 1 \\
x_4 - x_1 &= -25
\end{align*}\]

Using equations as substitutions may be dangerously even for linear systems.

Let us consider a system of linear equations

\[A \cdot x = b\]

\[A = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}; \quad x = \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}; \quad b = \begin{bmatrix}
b_1 \\
b_2
\end{bmatrix},\]

\[A_{12} = A_{21} = E\]

E - identity matrix, \(A\) - square matrix with square block matrices of the same dimension, and let \(A\) is not singular.

It is possible to build two new systems with substitutions

\[\begin{align*}
x_2 &= b_1 - A_{11} \cdot x_1 \\
x_1 + A_{22} \cdot x_2 &= b_2
\end{align*}\]

or

\[\begin{align*}
x_1 &= b_2 - A_{22} \cdot x_2 \\
A_{11} \cdot x_1 + x_2 &= b_1
\end{align*}\]

but their numerical properties depend now on conditional numbers of matrices

\[E - A_{22} A_{11} \quad E - A_{22} A_{21}\]

and even there is no insurance arrangements that they are not singular.

II. CONSTRUCTION FORMALLY CALCULABLE SEQUENCE OF SUBSTITUTIONS

**Definition.** Sequence of formal substitutions

\[x_i = f_i(x_1, x_2, \ldots, x_n, time), i = k, m \quad (2)\]

\[1 \leq k \leq m \leq n\]

is called formally calculable if each its member contains in right-hand function only already calculated unknowns.

It means that square \(n \times n\) structure matrix \(S\) for right-hand functions \(f_i(x_1, x_2, \ldots, x_n, time), i = 1, n\) with \(n\) arguments \(x_i\) is square lower triangular matrix with zero diagonal.

Example 3. Formally calculable sequence of substitutions and its structure matrix.

\[\begin{pmatrix}
x_1 &= C_1 \\
x_2 &= \sin(x_1) + C_2 \\
x_3 &= -\sin(x_1) + x_1 + x_2 \\
x_4 &= 1
\end{pmatrix} \quad S = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}\]

However a sequence of formal substitutions may contains equations:

\[\begin{align*}
x_1 &= C_1 \\
x_2 &= \sin(x_1) + C_2 + x_3 \\
x_3 &= -\sin(x_1) + x_1 + x_2 \\
x_4 &= 1
\end{align*}\]

In this case Analyzer has to divide formal substitutions on formally calculable substitutions and equations.

Initial information about sequence of formal substitutions may be written in the form (3)

\[x = S \cdot x + C; x, C \in \mathbb{R}^n; S \in \mathbb{R}^{n \times n} \quad (3)\]

Let us concatenate with sequence of formal substitutions (3) a system of linear algebraic equations

\[S \cdot y = 0 \quad (4)\]
with structure matrix S. Simulating elimination of variables in (4) it is possible to detect is (3) formally calculable or not.

**Example 3.** Consider matrix

\[
S = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 \\
\end{bmatrix}.
\]

First zero line says that \( y_1 = C_1, f_1(t) \). Let us eliminate unknown \( y_1 \), removing first line and first colon from the matrix

\[
S_1 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
\end{bmatrix}.
\]

Then it will be possible eliminate \( y_2 \) and substitute \( y_3 \) into 4,5,6-th equations

\[
S_3 = \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
\end{bmatrix}.
\]

Final matrix \( S_3 \) is a block-triangular matrix. Its first diagonal block

\[
S_{11} = \begin{bmatrix}
0 & 1 \\
1 & 1 \\
\end{bmatrix}
\]

corresponds to equations, and second

\[
S_{22} = \begin{bmatrix}
0 & 0 \\
1 & 0 \\
\end{bmatrix}
\]

to substations.

This method of detection of substitutions leads to fill-in effect as Gaussian Elimination.

**III. USING TARJAN’S ALGORITHM FOR DETECTION SUBSTITUTIONS**

Oriented graphs usually are used for description of a structure of sparse systems of equations [4].

Fig. 1 illustrates using oriented graphs for description structure of a) - systems of equations, b) - systems of equations with substitutions, c) – system of substitutions.

\[
a) \begin{cases}
x_1 = 10 \cdot x_1 + 16 \cdot x_2 - 1, \\
x_2 = 10 \cdot x_2 - x_1 - 25.
\end{cases} \quad b) \begin{cases}
x_1 = -25 \\
x_2 = x_3 - 15 + x_1 \\
x_3 = 10 \cdot x_2 - 15 \\
x_4 = x_1 + x_3
\end{cases} \\
c) \begin{cases}
x_1 = -1 \\
x_2 = x_1 - 25 \\
x_3 = x_2 - 15
\end{cases}
\]

Fig. 1 Graphs for systems and substitutions

Tarjan's algorithm [1] for block triangularization of a matrix was used in MA28 [2]. We suggest using Tarjan's algorithm not only for reducing a matrix to block-triangular form but for detection of substitutions among equations. Tarjan's algorithm will detect one strongly connected component for system a), three – for system b) and c). There are strongly connected component of dimension 1 × 1 in case of b), c). Those are substitutions.

**Example 4. Matrix S**

\[
S = \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
\end{bmatrix} = \begin{bmatrix}
S_{11} & 0 & 0 \\
S_{21} & S_{22} & 0 \\
S_{31} & S_{32} & S_{33}
\end{bmatrix},
\]

has block-triangular form. Each diagonal block \( S_{ii} \) corresponds to strongly connected component of oriented graph. Block \( S_{11} \) has dimensions 2 × 2 , therefore there is one equation as minimum. If to solve the system corresponding to the first block, then sufficiently calculating only substitutions corresponding to blocks 2 and 3 (\( S_{22}, S_{33} \)).
Algorithm for detecting formally calculable sequence of substitutions.

Stage 1. Detect formal substitutions among equations
\[ x_i = f_i(x_1, x_2, \ldots, x_n, \text{time}) \]

Stage 2. Delete from derived sequence explicit «members-equations»
\[ x_i = f_i(x_1, \ldots, x_r, \ldots, x_n, \text{time}) \]

Stage 3. Detect strongly connected component with the help of Tarjan's algorithm.

Stage 4. Divide strongly connected component on substitutions (dimension $1 \times 1$) and equations (dimension greater then $1 \times 1$)

Stage 5. Reorder sequence and get formally calculable sequence.

Example 5. The system of formal substitutions
\[
\begin{align*}
x_1 &= -7 * x_7 + x_8 - 2 \\
x_2 &= x_4 * 3 - 2 * x_6 + 1 \\
x_3 &= \frac{x_5}{2} + 8 \\
x_4 &= x_6/x_1 + 12 \\
x_5 &= (x_7 + x_8 + x_3)^2 - 23 \\
x_6 &= x_3 + x_2 - 3 \\
x_7 &= 2 * x_3 + 2 \\
x_8 &= (x_7 - 2)^3 + 2
\end{align*}
\]

contains among substitutions «algebraic loops» (for example, \( x_2 \rightarrow x_4 \rightarrow x_6 \rightarrow x_2 \)), which should be detected [3] and removed («cutting algebraic loops»). Let us apply described algorithm to given system of formal substitutions.

Step 1.
Step 3. Calculating cycling orders. Fig. 6.a, 6.b.

Fig. 6.a. Cycling orders for component 1.

Fig. 6.b. Cycling orders for component 3.

Component 1 has only one node with maximum cycling order (node $x_5$, CO=3). Corresponding «substitution» becomes «equation».

Component 3 has two nodes with maximum cycling orders. Node $x_2$ was the first in Tarjan’s algorithm list of nodes belong to Component 3. So corresponding «substitution» becomes «equation».

Step 4. Remove nodes marked as equations

Fig. 7. Graph after removing «node-equation»

After removing nodes Component 1 and component 3 become not strongly connected components.

Step 5. Restart Tarjan’s algorithm only for Components 1,3. Final graphs is shown on Fig. 8. Strongly connected components have dimensions $1 \times 1$, therefore all «algebraic loops» are detected and corresponding «substitutions» are announced as «equations».

Step 6. Building system of equations and substitutions

- Formal substitutions announced as equations:
  \[
  \begin{align*}
  x_2 &= x_4 \times 3 - 2 \times x_6 + 1 \\
  x_5 &= (x_7 + x_8 + x_3)^2 - 23
  \end{align*}
  \]

- Formally calculable sequence
  \[
  \begin{align*}
  x_3 &= \frac{x_5}{2} + 8 \\
  x_7 &= 2 \times x_3 + 2 \\
  x_8 &= (x_7 - 2)^3 + 2 \\
  x_1 &= -7 \times x_7 + x_8 - 2 \\
  x_6 &= x_3 + x_2 - 3 \\
  x_4 &= x_6/x_1 + 12
  \end{align*}
  \]

IV. Conclusion

Suggested algorithm was tested on TRANSAS’ problems (www.transas.com) and demonstrated high performance. Extended version of this paper will contain results of computations experiments with TRANSAS models.
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Abstract—This paper presents the analysis of an inverted pendulum with mobile base, for obtain the dynamic model that describe the behavior of our system using the Newton-Euler method. In the analysis is considered an inertial frame reference fixed to floor, from this frame reference are measured all centers mass, for example; the center the axis of wheels, the wheels (left and right) and the mass of inverted pendulum. The motion of the wheels is considered independently, therefore, we have two frames of reference in each the wheels (left and right, respectively), further, there is a reference frame at the upper part which represents the mass of the pendulum. For represent the dynamic model the inverted pendulum in the space of states is necessary perform the linearization around the points equilibrium, this because it the dynamic model the inverted pendulum is a nonlinear system. After obtaining the linear model of pendulum and the representation in the space state, we obtain a control law for stabilize around vertical position of equilibrium the inverted pendulum, as in the analysis are considered the motion of the wheels independent manner, so that has two signals of control.

Index Terms—dynamic model, space state, control law, Newton-Euler method, inverted pendulum, linearization.

I. INTRODUCTION

The inverted pendulums are a family of devices that constitute a bank of test very comprehensive and interesting for nonlinear control engineering. The most studied of this family is the so-called control of pendulum inverted on a mobile base or vehicle. Consists of a pendulum or rod which rotates freely by one of their ends by a joint located on a carriage, that moves horizontally under the action of a controlling force which acts on the pendulum’s position [1]. The inverted pendulum (Fig. 1) is an unstable system, because it can fall at any time unless is applied a suitable control force [2].

II. DEDUCTION OF THE DYNAMIC MODEL

In this section is presented the Newton-Euler methodology for obtaining the mathematical model. Are made the following considerations:

- The wheels move in the plane XY.
- The wheels not have lateral slippage.
- The wheels fulfill the condition of bearing.
- The gravitational force is given by mg.
- The viscous force air is not considered.
- Is a multi-bodies system consisting of two wheels and the pendulum.

\[
F_r = ma_{cm} \tag{1}
\]

\[
H_O = I_O \dot{\alpha} \tag{2}
\]

where \( F_r \) is the resultant force applied, \( m \) is the mass of the body, \( a_{cm} \) is the acceleration of the center of mass of the body, \( H_O \) is the sum of pares, \( I_O \) is inertia and \( \dot{\alpha} \) is the angular acceleration [3], [4], which are measured from an inertial reference frame.

A. Approach of the Newton-Euler methodology

The equations describing the Newton-Euler methodology are given by

\[
\{O, \hat{\eta}_1, \hat{\eta}_2, \hat{\eta}_3\} \tag{3}
\]

As is a multi-bodies system, we have four rigid bodies, which represent the axis center of wheels, the left wheel, right wheel and the mass of pendulum, a fixed reference system defined the center of mass of each body (which is a strategy that facilitates the description of the motion of each body).
{B^1, \hat{b}_1^1, \hat{b}_2^1, \hat{b}_3^1} \text{ Fixed to axis of the wheels.}
{B^2, \hat{b}_1^2, \hat{b}_2^2, \hat{b}_3^2} \text{ Fixed to wheel left.}
{B^3, \hat{b}_1^3, \hat{b}_2^3, \hat{b}_3^3} \text{ Fixed to wheel right.}
{B^4, \hat{b}_1^4, \hat{b}_2^4, \hat{b}_3^4} \text{ Fixed to pendulum.} \tag{4}

The vectors $\hat{n}_i$ and $\hat{b}_j$ are unit vectors, while $O$ and $B^i$ are the origins of these reference systems. To determine the position of a body is required six coordinates; three for locating its center of mass and three to determine its orientation.

\[
(q_{1i}, q_{2i}, q_{3i}, q_{4i}, q_{5i}, q_{6i}) = (x_i, y_i, z_i, \phi_i, \theta_i, \psi_i) \tag{5}
\]

C. Degrees of freedom

The degrees of freedom of any multi-bodies system is determined from the following expressions

\[
DOF = 6n_b - n_c \tag{6}
\]

where $n_b$ is the number of rigid bodies that make up the system and $n_c$ is the number of constraints to which the system is subjected.

For our $n_b = 3$ and $n_c = 5$

\[
DOF = 6(3) - 15 = 3 \tag{7}
\]

This by the following restrictions:
- At points $B^2$ and $B^3$ we have: three equations of constraint of translational in $B^2$ y three equations for rotation in $B^2$.
- We have three constraint equations of translational and three rotational in $B^3$.
- We have an equation of bearing in the left wheel.
- We have an equation of bearing in the right wheel.
- We have an equation of no lateral sliding in both wheels.

D. Position

To find the 15 equations, we must first define the position of reference system relative to the inertial reference system.

\[
\begin{align*}
q_1 &= (X_1^0, Y_1^0, Z_1^0, \phi_1, \theta_1, \psi_1)^T = R_{O1}^0 \Omega_{1}^0 \\
q_2 &= (X_2^0, Y_2^0, Z_2^0, \phi_2, \theta_2, \psi_2)^T = R_{O2}^0 \Omega_{2}^0 \\
q_3 &= (X_3^0, Y_3^0, Z_3^0, \phi_3, \theta_3, \psi_3)^T = R_{O3}^0 \Omega_{3}^0 \\
q_4 &= (X_4^0, Y_4^0, Z_4^0, \phi_4, \theta_4, \psi_4)^T = R_{O4}^0 \Omega_{4}^0
\end{align*}
\]

In each of these

\[
R_{i}^0 = (x_i^0, y_i^0, z_i^0)^T \tag{8}
\]

where $R_{i}^0$ is the vector from $O$ to $B^i$.

while

\[
\Omega_{i} = (\phi_i, \theta_i, \psi_i)^T \tag{9}
\]

It gives us the orientation of the axes of $B^i$ with respect to the axes of $O$. The angles are called angles Tait-Bray or navigation angles.

E. Rotation matrix

The rotation matrix represent the orientation of a moving system $B^i$ with respect to an inertial system $O$ and given by

\[
J_i^0 = \begin{bmatrix}
\cos \psi_i & \cos \theta_i & - \sin \psi_i & \sin \psi_i & \cos \psi_i & \mp \sin \phi_i \\
\sin \psi_i & \cos \phi_i & \mp \sin \phi_i & \cos \psi_i & \cos \phi_i & \mp \sin \phi_i \\
- \sin \theta_i & \cos \theta_i & \mp \sin \psi_i & \cos \psi_i & \mp \sin \theta_i & \mp \cos \psi_i \\
\cos \psi_i & \sin \phi_i & \mp \sin \phi_i & \cos \psi_i & \cos \phi_i & \mp \sin \phi_i
\end{bmatrix}
\]

\[
\tag{10}
\]

Applying (8) and (10), we have

\[
\begin{align*}
R_1 &= \begin{bmatrix}
R_{11}^0 = (x_1^0, y_1^0, 0)^T \\
R_{12}^0 = (x_2^0, y_2^0, 0)^T
\end{bmatrix} \\
R_2 &= \begin{bmatrix}
R_{21}^0 = (x_1^0, y_1^0, 0)^T \\
R_{22}^0 = (x_2^0, y_2^0, 0)^T
\end{bmatrix} \\
R_3 &= \begin{bmatrix}
R_{31}^0 = (x_3^0, y_3^0, 0)^T \\
R_{32}^0 = (x_3^0, y_3^0, 0)^T
\end{bmatrix} \\
R_4 &= \begin{bmatrix}
R_{41}^0 = (x_4^0, y_4^0, z_4^0)^T \\
R_{42}^0 = (x_4^0, y_4^0, z_4^0)^T
\end{bmatrix}
\end{align*}
\]

\[
\tag{11}
\]

\[
\begin{align*}
r_{12} &= \begin{bmatrix}
r_{12}^0 = (-L \sin \psi_1, L \cos \psi_1, 0)^T \\
r_{12}^1 = (0, L, 0)^T
\end{bmatrix} \\
r_{13} &= \begin{bmatrix}
r_{13}^0 = (L \sin \psi_1, -L \cos \psi_1, 0)^T \\
r_{13}^1 = (0, -L, 0)^T
\end{bmatrix} \\
r_{14} &= \begin{bmatrix}
r_{14}^0 = (-C \sin \theta_4 \cos \psi_4, -C \sin \theta_4 \sin \psi_1, C \cos \theta_4)^T \\
r_{14}^1 = (-C \sin \theta_4, 0, C \cos \theta_4)^T
\end{bmatrix}
\end{align*}
\]

\[
\tag{15}
\]

\[
\tag{16}
\]

\[
\tag{17}
\]

In Figure 3, is showing the reference systems the inverted pendulum.
**F. Velocity and Acceleration**

The velocity of a point $P$ an rigid body is calculated through an intermediate point in the body $O^*$, as shown in Figure 4, and by equation

$$ r_P = R + r_{O^*P} $$  \hspace{1cm} (18)

Temporal variations of both reference systems are related by

$$ \frac{dB}{dt} = \frac{d^*B}{dt} + \omega \times \vec{B} $$  \hspace{1cm} (19)

where $\omega$ is the angular velocity with which turn the $O^*$ system compared to $O$. This relationship applies for any vector relation $B_i$.

Using the equation (18) into (19), we have

$$ \frac{dr_P}{dt} = \frac{dR}{dt} + \frac{d}{dt} r_{O^*P} = \frac{dR}{dt} + \frac{d^*}{dt} r_{O^*P} + \omega \times r_{O^*P} $$  \hspace{1cm} (20)

Note, the expressions (20) and (21) there is a double equality, in the first equation is more appropriate to use in inertial frame $O$, while the second equality is more appropriate to use in the representation fixed to body $B^1$.

**G. Dynamic of inverted pendulum**

To apply Newton’s second law given by equation (1), need the free body diagram, as shown in Figure 5,6 and 7.

Where

- $F_\ell$ – Force that exerted the floor on wheel left, that makes the wheel advance forward.
- $F'_\ell$ – Force that exerted the pendulum upon wheel left, due to the advancement of the wheel.
- $F_r$ – Force that exerted the floor on wheel right, that makes the wheel advance forward.
- $F'_r$ – Force that exerted the pendulum upon wheel right, due to the advancement of the wheel.
- $F_{nw}$ – Normal force that exerted by the floor on the left and right wheel.
- $F_P$ – Force that exerted the pendulum upon the wheel left and right.
- $N_\ell$ – Force that exerted by the floor on the left wheel, due to lateral movement.
- $N'_\ell$ – Reaction force that exerted by the left wheel, before the lateral push of pendulum.
- $N_r$ – Force that exerted by the floor on the right wheel, due to lateral movement.
- $N'_r$ – Reaction force that exerted by the right wheel, before the lateral push of pendulum.
- $m_p g$ – Force that exerted by the earth on the pendulum.
To apply the Euler equation, is employed the following representation

\[ \tau_{0r} = I_{cm} \frac{d\omega}{dt} + m r_{cm} \times \frac{d\theta_{cm}}{dt} \]  

(22)

where \( O^* \) is the respect system to the which the applied torque is measured, \( I_{cm} \) is the tensor of inertia respect to the center of masses, \( \theta_{cm} \) is the velocity of the center of masses measure from the inertial system, but in fixed representation to the body.

H. Dynamic model of inverted pendulum

After applying what mentioned previously, we have the equations describing the motion of the inverted pendulum

\[ \frac{\tau_r + \tau_r}{r} = (m_p + 3m_w) \dot{x}_1 + m_p \ell \sin \theta_4 (\dot{\psi}_1 + \dot{\theta}_4) - m_p \ell \dot{\theta}_4 \cos \theta_4 \]

(23)

\[ \frac{L(r_r - r_r)}{r} = \left\{ 3 m_w L^2 + \frac{m_w r^2}{2} + I_{P3} + m_p \ell^2 \sin^2 \theta_4 \right\} \dot{\psi}_1 + 2 m_p \ell^2 \dot{\psi}_1 \dot{\theta}_4 \sin \theta_4 \cos \theta_4 \]

(24)

\[-(\tau_r + \tau_r) = m_p g \ell \sin \theta_4 + m_p \ell \cos \theta_4 \dot{\psi}_1 + (I_{P2} - m_p \ell^2) \ddot{\theta}_4 + m_p \ell^2 \dot{\psi}_1 \dot{\theta}_4 \sin \theta_4 \cos \theta_4 \]

(25)

III. REPRESENTATION IN THE STATE SPACE

Any dynamic system can be represented by

\[ \dot{x} = f(x, u) \]  

(26)

A set of ordinary linear differential equations is can represented by a set of first order equations. This representation is called *representation in the state space*. A general of expressing the dynamics of a linear system is [3]

\[ \dot{x} = Ax + Bu \]  

(27)

where \( x \) is the system state vector, \( u \) is the input vector to the system, \( A \) is the system matrix and \( B \) is the output matrix.

From the equation (23), (24) y (25) we cleared \( \ddot{x}_1 \), \( \ddot{\psi}_1 \) y \( \ddot{\theta}_4 \), respectively

\[ \ddot{x}_1 = \frac{\tau_r - \tau_r}{r} - m_p \ell \sin(\theta_4)(\dot{\psi}_1^2 + \dot{\theta}_4^2) + m_p \ell \cos(\theta_4) \ddot{\theta}_4 \]

(28)

\[ \ddot{\psi}_1 = \frac{L(r_r - r_r)}{r} - 2 m_p \ell \sin(\theta_4) \psi_1 \dot{\theta}_4 \]

(29)

\[ \ddot{\theta}_4 = \frac{-(\tau_r + \tau_r) - m_p g \ell \sin(\theta_4) - m_p \ell \cos(\theta_4) \dot{x}_1}{(I_{P2} - m_p \ell^2)} \] 

(30)

we substituted in the equation (30) in (28) and we cleared \( \ddot{x}_1 \)

\[ \ddot{x}_1 = \frac{\tau_r - \tau_r}{r} - m_p \ell \sin(\theta_4)(\dot{\psi}_1^2 + \dot{\theta}_4^2) - m_p \ell \cos(\theta_4) \dot{x}_1 \]

(31)

Now, we substituted (28) in (30) and we cleared \( \ddot{\theta}_4 \)

\[ \ddot{\theta}_4 = \frac{\tau_r - \tau_r}{r} - m_p \ell \sin(\theta_4) \psi_1 \dot{\theta}_4 \]

(32)

We rewrite the equation (29), as

\[ \ddot{\psi}_1 = \frac{2 L(r_r - r_r)}{r} - \frac{6 m_w L^2 + \frac{m_w r^2}{2} + 2 I_{P3} + 2 m_p \ell^2 \sin^2(\theta_4) \dot{\psi}_1}{6 m_w L^2 + \frac{m_w r^2}{2} + 2 I_{P3} + 2 m_p \ell^2 \sin^2(\theta_4)} \]

(33)

Therefore, dynamic model of the inverted pendulum with mobile base is given by equations (31), (32) and (33). Now, we choose the state variables as

\[ x_1 = x_1 \]
\[ x_2 = \dot{x}_1 \]
\[ x_3 = \theta_4 \]
\[ x_4 = \dot{\theta}_4 \]
\[ x_5 = \psi_1 \]
\[ x_6 = \dot{\psi}_1 \]

(34)

and

\[ u_1 = \tau_r \]
\[ u_2 = \tau_r \]

(35)
The linearization of the equations is performed (36), therefore, the elements no null of the state matrix $A = (a_{ij})$, are

$$a_{12} = 1$$

$$a_{23} = \frac{m_l \ell \sin(z_3)(u_1 + u_2)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$a_{24} = \frac{m_l \ell^2 2m_p w_2 \sin(x_3)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$a_{26} = \frac{m_l \ell^2 2m_p w_2 \sin(x_3)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$a_{31} = 1$$

$$a_{43} = \frac{r(2m_p \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$a_{46} = \frac{2m_l \ell^2 x_3 \sin(x_3)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

Therefore, the elements of the output matrix $B = (b_{ij})$, are

$$b_{21} = -m_l \ell^2 r P_2$$

$$b_{22} = \frac{r(2m_p \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$b_{41} = \frac{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}{m_l \ell \cos(x_3)}$$

$$b_{42} = \frac{2m_l \ell^2 x_3 \sin(x_3)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$

$$b_{61} = -\frac{2L}{6m_w L^2 r + 2m_p w_2 \sin(x_3) + m_r + 2 L P_3 r}$$

$$b_{62} = \frac{4m_p \ell^2 x_3 \sin(x_3)}{(m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3)) - (m_p - \ell^2)(m_p + 3m_w + \ell^2 \cos^2(z_3))}$$
By the both matrix \( A \) and matrix \( B \), are expressed as

\[
A = \begin{bmatrix}
0 & a_{12} & 0 & 0 & 0 & 0 \\
0 & 0 & a_{23} & a_{24} & 0 & a_{26} \\
0 & 0 & 0 & a_{34} & 0 & 0 \\
0 & 0 & 0 & a_{43} & a_{44} & 0 & a_{46} \\
0 & 0 & 0 & 0 & 0 & a_{56} \\
0 & a_{63} & a_{64} & 0 & a_{66}
\end{bmatrix}
\] (37)

\[
B = \begin{bmatrix}
0 & 0 & b_{21} & b_{22} \\
0 & 0 & b_{41} & b_{42} \\
0 & 0 & b_{61} & b_{62}
\end{bmatrix}
\] (38)

In the table 1, show the parameters of inverted pendulum, corresponding to the robot the Figure 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_p )</td>
<td>4.596</td>
<td>Robot mass [Kg]</td>
</tr>
<tr>
<td>( m_w )</td>
<td>0.204</td>
<td>Wheel mass [Kg]</td>
</tr>
<tr>
<td>( L )</td>
<td>0.130</td>
<td>Distance from ( B^1 ) to the center of the wheels [m]</td>
</tr>
<tr>
<td>( \ell )</td>
<td>0.060</td>
<td>Distance from ( B^1 ) to the center mass of pendulum [m]</td>
</tr>
<tr>
<td>( I_{p2} )</td>
<td>0.020</td>
<td>Moment of inertia of the wheels [Kgm²]</td>
</tr>
<tr>
<td>( I_{p3} )</td>
<td>0.080</td>
<td>Moment of inertia of the pendulum [Kgm²]</td>
</tr>
<tr>
<td>( r )</td>
<td>0.114</td>
<td>Wheel radius [m]</td>
</tr>
<tr>
<td>( g )</td>
<td>9.8</td>
<td>gravitational constant [m/s²]</td>
</tr>
</tbody>
</table>

Tabla 1: Parameters of inverted pendulum with mobile base

We evaluate the values of Table 1 and the equilibrium points in the matrices of equations (37) and (38), we have the linearized system

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -7.9251 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -149.6728 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (39)

\[
\begin{bmatrix}
0 & 0 & -2.6103 & -2.6103 \\
0 & 0 & -81.1083 & -81.1083 \\
0 & 0 & -12.4400 & 12.4400
\end{bmatrix}
\] (40)

Our equation of state (27) is given of the form

\[
\dot{x} = \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -7.9251 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -149.6728 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix}
\] (41)

A. Control system design

Consider control system, as

\[
\dot{x} = Ax + Bu
\] (42)

we select the control signal

\[
u = -Kx
\] (43)

This means that the control signal is determined through an instantaneous state. Such a scheme is called state feedback. The matrix \( K \) is called the gain matrix of state feedback.

B. Location of the poles

The necessary and sufficient condition for location of the poles, is that the system be completely state controllable. For the selection of the closed-loop poles, we chose a settling time \( t_s = 2 \text{ sec} \) and an damping factor \( \zeta = 0.8 \), is calculated the undamped natural frequency \( \omega_n \) with the criterion of 2%, therefore, settling time is given by

\[
t_s = 4T = \frac{4}{\omega} = \frac{4}{\zeta \omega_n}
\] (44)

we cleared \( \omega_n \) and we substituted values of \( t_s \) and \( \zeta \)

\[
\omega_n = \frac{4}{t_s \zeta} = \frac{4}{(2)(0.8)} = 2.5
\] (45)

Now, the equation for a second order system is given by

\[
\frac{C(S)}{R(S)} = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n + \omega_n^2}
\] (46)

we substituted values of \( \omega_n \) and \( \zeta \)

\[
\frac{C(S)}{R(S)} = \frac{6.25}{s^2 + 4s + 6.25}
\] (47)

We take only the denominator of equation (47) and find the roots of polinomial

\[
\mu_{1,2} = -2.0 \pm 1.5i
\] (48)

As the \( \mu_{1,2} \) roots are the dominant poles of system, we elect the other poles \( \mu_{3,4,5,6} \) in the complex plane as far apart as possible from the origin, as

\[
\mu_{3,4} = -5 \quad \mu_{5,6} = -10
\] (49)

One time that the desired poles for our systems are chosen, we determined the feedback gain matrix \( K \).

\[
K = \begin{bmatrix}
0.6198 & 0.5826 & 0.1861 & -0.1359 \\
0.6198 & 0.5826 & 0.1861 & -0.1359 \\
-2.0097 & -0.6029 \\
2.0097 & 0.6029
\end{bmatrix}
\] (50)
IV. RESULTS

Once determined the feedback gain status matrix $K$, system performance is determined by simulation of control law. To simulate the dynamics of the system and get the answer to an initial condition given. The equation of state is given by (42) and the control equation given by (43), is substituted the control equation into the equation of state

$$\dot{x} = (A - BK)x$$  \hspace{1cm} (51)

Substituting the numerical values of $A$, $B$ and $K$ in (51), as

$$\dot{x} = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
3.2358 & 3.0416 & -6.9536 & -0.7094 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
100.5422 & 94.5096 & -119.4858 & -22.0416 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x_1 & 0 & 0 & x_2 \\
0 & 0 & 0 & x_3 & 0 & x_4 \\
0 & 0 & 0 & 0 & x_5 & 0 \\
0 & 1 & 0 & 0 & 0 & x_6 \\
-50 & -15 & 0 & 0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (52)

The equation of state of the system is obtained by means of equation (52) and the initial conditions that proposed are

$$\begin{bmatrix}
x_1(0) \\
x_2(0) \\
x_3(0) \\
x_4(0) \\
x_5(0) \\
x_6(0)
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0.1 \\
0 \\
0 \\
0
\end{bmatrix}$$  \hspace{1cm} (53)

In Figure 8 show the displacement inverted pendulum $x_1$ to a perturbation in the pitch angle $\theta_4$, in this graphic is seen as car tends to back to the starting position for to stabilize the inverted pendulum.

In Figure 9 the disturbance is shown at the pitch angle $\theta_4$ and as approximately in two seconds is the stabilization the inverted pendulum.

In Figure 10 show the changes occurring in the yaw angle $\psi_1$ caused by the movement of inverted pendulum, although minimum, of the order of $10e^{-17}$.

In Figure 11 is show the velocities corresponding to pendulum, pitch and yaw

In Figure 12 shows the graph for the initial condition of $\theta_4 = 0.3$, where you can see how the control system responds in 2 seconds.

The angle $\psi_1$ allow to parameterize trajectories in later works, as show in Figure 13.

V. CONCLUSION

Is presented deduction of the dynamic model for an inverted pendulum using the methodology of Newton-Euler,
this has nonlinear terms and using control techniques in state-space is only applied to linear systems, accordingly, is realized the linearization of system. This model is unique as it is not yet documented in any publication, so importance for a detailed study of its stability of system and the controllability of system is necessary, furthermore find a control law to stabilize the inverted pendulum with mobile base.

In section of result is show a series of graphs of the pendulum position, the pitch angle of the pendulum and the yaw angle, and their respective velocities, resulting that in the system stabilizes at a time not exceeding two seconds, that is precisely the time that it was determined for the two complex-conjugate poles, which are precisely the dominant poles of the closed-loop system.

Note that this article is only the initial part of the work, as a future work to obtain a new control which allows us to describe parameterized paths in a surface, furthermore the use of dynamic programming and an optimal control algorithm.
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I. INTRODUCTION.

Well known [1,2] that nonlinear and parametric L-and C-circuit elements can be represented by ARC-networks with nonlinear R-ports (two terminals). That is why suggested sufficiently general conception of nonlinear circuit realization look like circuit system, that is represented on Fig. 1

Fig. 1 common block system realization

II. Main part.

On Fig. 1 AR – is active multiport circuit with \((m+p+1)\) output terminals (the last number addressed to common output note).

C – is “star” of C-elements (notes 1÷5); m-terminal belongs to star, consists of nonlinear \(R_n\) – one-ports. For realization unbalanced structures had been selected with common node that have some electrical engineering advantages for comparison of general type structures.

As active - elements with depend voltage and current sources can be used (look to block AR) or transforms to them – current and voltage inverters and immittans converters (multiports also included), mutators, nullors and any other systems (2÷4), realized by transistors, chips and hybrid realizations. Thevenen and Norton theorems application are oriented to n-nodes of R-block circuit AR with dependent energy sources and independent voltage and current circuits as well. For example, node quantity that connected with equivalent voltage energy sources may be equal \(m'\), and current-\(m''\), but \(m'+m''=m\); also possible limit variants: \(m'=0, m''=m\) and \(m'=m, m''=0\). If the problem decision for independent sourcs was formulated early [4], then presents of versatile ruled sources additional explanations needed [5], [6]. And also we receives additional possibilities of multiport system equivalent realization.

This article devoted to one of decision variation announced problem, that connected with introduction of tested independent voltage and current sources in accordance with model demands – equivalents voltage and current sources and/or current sources equivalents.

\[
[A(s)][U(s)]=[B(s)] \cdot [I(s)]+[K(s)],
\]

(1)

where \([A(s)], [B(s)]\)-some system matrices transforms (s-Laplace operator) circued structure with P-capacitance elements and \([U(s)]\) and \([I(s)]\) - vector-column voltage and current transforms but there are \([K(s)]\) – some limitations of internal energy sources in AR-block. Equation (1) in other matrices view can be represented

\[
[A(s)],-[B(s)]=[U(s)]^t,[I(s)]^t=[K(s)].
\]

(2)

Some other nonsingular (determinant is not equal zero) had to be introduced into (2) matrix \(Q\), because variable changing is possible and they make combinations that usually used for network (circuit) descriptions through wave parameters. In that case we'll receive under \([Q]=[1] (r-order unit matrix); t-transpose operation)

\[
[[A(s)],-[B(s)]]\cdot[Q]=[Q] [[U(s)]^t,[I(s)]^t]=[K(s)].
\]

(3)

Let us introduce more general variable notice

\[
[Q] [[U(s)]^t,[I(s)]^t]^t=[[V_1(S)]^t,[V_2(S)]^t].
\]
And left part matrix multiplication (3) represented through

\[
[[A(s)],[B(s)]][Q]^{-1}=[[N(s)],[M(s)]],
\]

then following (4), and excepting matrix \([N(S)]\) nonsingular we’ll receive

\[
[[1],[N(s)]^{-1}[M(s)]][[V_1(s)],[V_2(s)]]=0,
\]

If we’ll receive that independent sources have zero meanings then right part of (6) also transforms to zero matrix – matrix column. By other words that if we have independent source existence and also dependent source absent equation (6) transforms to expression:

\[
[[1],[N(s)]^{-1}[M(s)]][[V_1_0(s)],[V_2_0(s)]]=0,
\]

In (7) measure of matrix column is \(m \times 1\), but variable zeros indexes tell us about independent sources zeros absent. According (4) we receive

\[
[[V_1_0(s)],[U_0(s)],[V_2_0(s)]] = [Q(s)][[I_0(s)]],
\]

(6) and (7) uniting is

\[
[[V_1(s)],[V_1_0(s)]][[N(s)]^{-1}[M(s)]][[V_2(s)],[V_2_0(s)]] = [0] = ([N(s)]^{-1}[K(s)],
\]

That’s why under zero influence taking in account (7÷9) we’ll receive “dead” circuit. Let’s introduce matrix column of energy sources testing with one-value currents and voltages \([e]^T=\{1,1,...,1\}^t\), then in the right part realize testing (index “t” addresses to the testing operation)

\[
[N(s)]^{-10}[K(s)] = [e] = [[V_1(s)]][[V_2(s)]] = \{1,1,...,1\}_{m^t} = \{1\}_{m^t} = \{0\}_m
\]

From that according to (7)

\[
[[V_1(s)],[V_1_0(s)]][[N(s)]^{-1}[M(s)]][[V_2(s)],[V_2_0(s)]] = [0]
\]

From (11) is clear that

\[
[1][V_1(s)][N(s)]^{-1}[M(s)][V_2(s)]=0;
\]

\[
[1][V_1(s)]=N(s)^{-1}[M(s)][V_2(s)]
\]

III. Conclusion.

1) From (12) is clear that, for example, variables \([V_1(s)]\) are currents with \([V_2(s)]\)-s sources then nonsingular conductivities matrix of multiport with \(m\)-ports is equal

\[
[N(s)]^{-1}[M(s)].
\]

2) In other case \([V_1(s)]\)-voltage vector-column and \([V_2(s)]\)-current vector-column – we’ll receive that \([Z(s)]\). In intermideal cases we’ll have generalized hybrid matrix \([H(s)]\) or wave \([W(s)]\).

Using this descriptions is possible to construct calculate model system, received after disconnections nonlinear one-port. In this case on \(m\)-port realize dependent energy sources.

3) At last if we have a combinations of dependent and independent energy sources then according to circuit linearity after pospond disconnection nonlinear \(R\)-elements on \(m\)-port in general case there will be dependent and independent voltage and current sources according to fig.2, where dependent sources are represented by romp figure and independent by circle:

![Fig.2 energy source on dedicated ports chain](image)

Here there are some constructions: VS-voltage control voltage source, VS_CCCS-voltage source current control, VCCS-voltage control current source, CCCS-current control current source; CS, VS- independent current and voltage sources respectively.

Let’s illustrate by example.

Example. Let’s combine two-port model after switch off two-nonlinear resisters with VC characteristics respectively \(i_1=f_1(U_1)\) and \(i_2=f_2(U_2)\) according to fig.3. Here we see VSCC \((\beta_i I_2)\), VCVS \((\alpha U_i)\).
Fig. 3 active-resistive (AR) and nonlinear (RH) sunchain

Let's take Norton theorem variant. For analyses' simplification we select pure resistive circuit represented on fig.3 through AR. Simple linear circuit analyses results (reactive element will not cardinaly complicate decision with all variants are illustrated without s-operator.) to system equations:

\[
\begin{align*}
I_1 &= \frac{U_1 - O_0}{R_1} - I_0 + \beta I_2 \\
I_2 &= \left(\frac{1}{R_2} + \frac{1}{R_0}\right) \frac{\alpha}{U_2 - U_1} \frac{U_0}{R_0}.
\end{align*}
\]

Though according (1) we receive:

\[
[B(s)] [I(s)] = [A(s)] - [K(s)]
\]

For this concept example

\[
\begin{pmatrix} 1 - \beta & 1 \\
0 & 1 \end{pmatrix} \begin{pmatrix} I_1(s) \\
I_2(s) \end{pmatrix} = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix} \begin{pmatrix} U_1(s) \\
U_2(s) \end{pmatrix} + \begin{pmatrix} -1 \\
0 \end{pmatrix} \begin{pmatrix} I_0(s) \end{pmatrix}.
\]

Here

\[
[B(s)] = \begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix}; [A(s)] = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix}; [K(s)] = \begin{pmatrix} \frac{1}{R_0} & 1 \\
0 & \frac{1}{R_0} \end{pmatrix}.
\]

Let's define currents on output circuit terminals under \( m = 2 \)

\[
\begin{pmatrix} I_1(s) \\
I_2(s) \end{pmatrix} = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix} \begin{pmatrix} U_1(s) \\
U_2(s) \end{pmatrix} + \begin{pmatrix} -1 \\
0 \end{pmatrix} \begin{pmatrix} I_0(s) \end{pmatrix}.
\]

Is not difficult to detect that according (6),

\[
\begin{pmatrix} I_1(s) \\
I_2(s) \end{pmatrix} = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix} \begin{pmatrix} U_1(s) \\
U_2(s) \end{pmatrix} + \begin{pmatrix} -1 \\
0 \end{pmatrix} \begin{pmatrix} I_0(s) \end{pmatrix}.
\]

That's finally we receive

\[
\begin{pmatrix} U_1(s) \\
U_0(s) \end{pmatrix} = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix} \begin{pmatrix} I_1(s) \end{pmatrix} + \begin{pmatrix} -1 \\
0 \end{pmatrix} \begin{pmatrix} I_0(s) \end{pmatrix}.
\]

Realization \([Y(s)]\) by concret ways is possible. One of then is shown on fig.4 AR-circuit detects by touches. Fig. 4 Norton theorem analog

\[
\begin{pmatrix} U_1(s) \\
U_0(s) \end{pmatrix} = \begin{pmatrix} \frac{1}{R_1} & 0 \\
-\frac{\alpha}{R_0} & \frac{1}{R_0} + \frac{1}{R_2} \end{pmatrix} \begin{pmatrix} I_1(s) \\
I_0(s) \end{pmatrix}.
\]
conductance matrix

\[
[Y(s)]I_1=[\frac{1}{R_1}\alpha \beta + \frac{\alpha}{R_0} \begin{pmatrix} \frac{-\alpha}{R_0} \\ \frac{1}{R_0} - \frac{1}{R_2} + \frac{\alpha}{R_0} \end{pmatrix}].
\]

In this case control source in right network part fig.4 escaped, but under passive reaction is necessary for realization conditions fulfilled matrix has to be dominant diagonal with negative out of diagonal elements that suggests inequalities:

\[
\frac{R_0}{\alpha (1-\beta)} < \frac{R_1}{\alpha}; \alpha \geq 0;
\]

\[
\frac{R_0}{\alpha \beta} > \frac{R_0}{\alpha \beta}
\]

When inside constant sources are absent \((U_0,I_0=0)\), circuit fig.4 become dead and for definitions inside immanences with control sources necessary to address to equations (11) and (12) under switch on to outside switch port unit voltage sources. Calculated currents make it possible to define node conductent parameters. In conclusion we want to say that suggested realization method with nonlinear resistors may be distributed also to time variable elements logistic subsidiarity and their combinations.
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Time-dependent mesodiffusion through a boundary: the current inversion phenomenon
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Abstract—We study the behavior of a diffusion packet near the boundary separating media characterized by inverse \( \alpha \)-power type distribution (\( \alpha \)-medium) and by exponential distribution (\( \epsilon \)-medium) of free path lengths. The inversion of current is observed near the boundary at the source side. The phenomenon can be interpreted as a stochastic reflection of the packet front from the dense medium.

I. INTRODUCTION

Traditionally, systems of interest to physicists have been divided into the macroscopic and the microscopic realms, where the latter implies atomic and molecular sizes or smaller. Recently, research in the intermediate \( \epsilon \)-mesoscopic \( \alpha \)-regime has achieved significant scientific successes. The field is characterized by the need to use the microscopic laws of quantum mechanics, while, on the other hand, the samples can be made and operated by essentially ordinary macroscopic methods. This involves linear size scales from a few to thousand of atoms, and reliable fabrication and analysis methods exists down to the scale of about fifty atoms. The term “nano” characterizes the low end of this range.

A piece of solid can be considered as macroscopic body if all its properties are either scale independent, or can be written as intensities which are then scale independent. For example, a piece of Cu has a specific heat independent of its size, a metallic wire has a specific resistivity per unit length, etc. If a bulk solid is cut down into smaller pieces, there will be a critical size (in one, two or three dimension) below which some of the properties can no longer be described by intensities. This is the regime of mesoscopic physics. Trajectories of diffusing particles become differ from their brownian counterparts, intercollision free paths appear, inhomogeneities been invisible on macroscales become now an essential factor of the process, grew up sample-to-sample variations (mesoscopic fluctuations). Godoy and Garcia-Colin [1] named this process “mesoscopic diffusion” (we will use term mesodiffusion, for short).

Attention to this model grew up in connection with mass, charge and heat transport in mesoscopic systems or nanosystems described by so-called extended irreversible thermodynamics (EIT) (see Chapter 11 in [2]). EIT provides generalization of diffusion equations by incorporating memory and nonlocal effects with account of a finite speed of propagation of heat or charge pulses, and general features of ballistic behavior for long mean-free paths. Thus, they provide not only small corrections to the usual transport equations, but they turn out to be useful even under extreme non-equilibrium situations where the classical equations completely fail.

Some properties of the mesodiffusion process in a homogeneous media (because of exponential free path distribution we call it \( \epsilon \)-medium) were investigated in works [3], [4]. Later, we considered the case when the process is characterized not by exponential free path distribution as in \( \epsilon \)-medium but by inverse \( \alpha \)-power type (\( \alpha \)-medium) [5]. The present paper relates to inhomogeneous case, namely to the transport near the \( \alpha \)-\( \epsilon \) boundary.

II. NORMAL AND ANOMALOUS MESODIFFUSION

One-dimensional mesodiffusion of a particle in a uniformly homogeneous media conforms to the walk process along \( x \)-axis with a constant speed \( v \) changing its motion direction at the end of each random free path \( \mathcal{R} \) such that

\[
P(R > x) = P(x) = \int_x^\infty p(x')dx'.
\]

Let \( X(t) \) be the random realization of the walker trajectory, \( X(0) = 0, \) and \( p(x,t)dx = P(X(t) \in dx) \). In case of a uniformly homogeneous media \( P(x) = e^{-\alpha x} \) (call it \( \epsilon \)-medium) and pdf \( p(x,t) \) obeys the telegraph equation in dimensionless time units having the form

\[
\frac{\partial^2 p}{\partial t^2} + \frac{\partial p}{\partial t} = D \frac{\partial^2 p}{\partial x^2} + \delta(x)\delta(t),
\]

where \( D = v/2\sigma \) is the diffusion coefficient. Recall that it has resulted from coupling two first-order equations

\[
\frac{\partial p}{\partial t} + \frac{\partial j}{\partial x} = 0,
\]

\[
\frac{\partial j}{\partial t} = -D \frac{\partial p}{\partial x} - \theta \frac{\partial j}{\partial t}.
\]

The first of them is a continuity equation and the second one (with \( \theta = D/v \)) is the Cattaneo-Maxwell \( j - p \) interrelation generalizing the classical Fick law.

The solution to Eq. (1) consists of two parts,

\[
p(x,t) = p^{(0)}(x,t) + p^{(\alpha)}(x,t).
\]

first of which describes two scattering delta-pulses

\[
p^{(0)}(x,t) = \frac{1}{2} \int \left[ \delta(x-vt) + \delta(x+vt) \right] e^{-\sigma vt},
\]
while the second one gives the continuous component of solution filling the interval \((-vt, vt)\):

\[
p^{(s)}(x, t) = \sigma \left[ I_0 \left( \frac{\sqrt{(t^2 - x^2/v^2)}}{4} \right) + tI_1 \left( \frac{\sqrt{(t^2 - x^2/v^2)}}{4} \right) / \sqrt{t^2 - x^2/v^2} \right] e^{-\sigma vt}.
\]

Observe that out the interval, \(p(x, t) = 0\).

We considered another case as well: mesodiffusion in a quasihomogeneous (disordered) media possessing fractal signs [7], [8], [6], when the tail of the free path distribution has a power-law character with exponents \(\alpha \in (0, 1)\) (call it \(\alpha\)-medium,

\[
\mathcal{P}(R > r) \sim \frac{A}{\Gamma(1 - \alpha)} r^{-\alpha}, \ r \to \infty.
\]

This process is governed in long-time asymptotics by fractional differential equation:

\[
\left[ \left( \frac{\partial}{\partial t} - v \frac{\partial}{\partial x} \right)^{\alpha} + \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} \right)^{\alpha} \right] \Phi(x, t) = \frac{t^{-\alpha}}{2\Gamma(1 - \alpha)} \left[ \delta(x - vt) + \delta(x + vt) \right].
\]

Here,

\[
\left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} \right)^{\alpha} f(x, t) = \frac{1}{\Gamma(1 - \alpha)} \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} \right) \int_{-\infty}^{t} f(x - v(t - \tau), \tau) \frac{d\tau}{(t - \tau)^{\alpha}}
\]

\(0 < \alpha < 1\),

is the fractional material derivative.

Solution of the latter equation is expressed through the Lamperti distribution in terms of elementary functions (see [9], [5], [10], [11])

\[
\Phi(x, t) = \frac{2\sin \pi \alpha}{\pi} \times \frac{1}{(1 + \pi^2/2^2)^{\alpha - 1}} (1 - x/\sqrt{v^2 t^2})^{\alpha - 1},
\]

Typical distributions of particles from a point instantaneous source (i.e. propagators) in a homogeneous \(\alpha\)-medium are presented in Figs. 1 and 2. They are confirmed by Monte Carlo simulation results.

Qualitative distinction of these U- and W-shaped distributions from unimodal diffusion solutions is explained by competition between two regimes: superdiffusion expanding according to the law \(\propto t^{1/\alpha}\) in the absence of restrictions, and ballistic motion when the particle position is bounded by segment \([-vt, vt]\). When \(\alpha > 1\), the first process dominates at large times: segment \([-vt, vt]\), expanding rapidly, ceases to influence on diffusion. If \(\alpha < 1\), the role of kinematic restriction grows and the distribution begins to concentrate near the boundaries of segment \([-vt, vt]\). It should be noted that the reduced asymptotic propagators for \(0 < \alpha < 1\)

are universal and do not depend on scale parameters of path length distributions. Scale coefficients determine the rapidity of convergence to the asymtptotical Lamperti distribution.

III. MESODIFFUSION CURRENTS IN A HOMOGENEOUS MEDIUM

The Cattaneo-Maxwell \(j - p\) interrelation is valid only in case of exponential distribution \(P(x)\). In order to generalize it to an arbitrary free path distribution, one should introduce the collision density rate functions \(F_+(x, t)\) and \(F_-(x, t)\) where + means the motion to the right meanwhile - relates to the particles moving to the left. Product \(F_+(x, t)dx\) denotes the mean number of \((-\rightarrow+)\)-events in \(dx\) per unit time and \(F_-(x, t)\) denotes the same for \((+\rightarrow-)\)-events. These functions are linked via equations

\[
F_+(x, t) = \int_{-vt}^{vt} F_-(x + \xi, t - \xi/v)p(\xi)d\xi + \frac{1}{2}\delta(x)\delta(t),
\]
Fig. 3. Typical trajectories of random walks in a two-layer medium ($\alpha = 0.75$ for $x < 400$ and $\epsilon$-medium with $\sigma = 0.2$ for $x > 400$).

\[ F_-(x, t) = \int_0^{vt} F_+(x - \xi, t - \xi/v) p(\xi) d\xi + \frac{1}{2} \frac{\partial}{\partial t} \delta(x) \delta(t), \]

where $p(x) = -P'(x)$ and $P(x) = e^{-\sigma x}$. Recall, that in the classical theory (with exponential free path distribution) the functions are proportional to corresponding fluxes but in the general case the interrelation is more complicated. Nevertheless, they form a complete system of integral equations, and convert to a fractional equation system in case of the power-type free path distribution $P(x)$.

The forward and backward currents are expressed via relations

\[ j_+(x, t) = \int_0^{vt} F_+(x - \xi, t - \xi/v) P(\xi) d\xi, \]
\[ j_-(x, t) = \int_0^{vt} F_-(x + \xi, t - \xi/v) P(\xi) d\xi. \]

With the use $P(x) = e^{-\sigma x}$, the four equation yield for the total current $j = j_+ - j_-$ directly the Cattaneo-Maxwell formula.

In case of a power type of $P(x)$, long time asymptotics leads to the fractional expressions

\[ j_{\pm}(x, t) = Av^{1-\alpha} \left( \frac{\partial}{\partial t} \mp v \frac{\partial}{\partial x} \right)^{\alpha-1} F_{\pm}(x, t). \]

The simplest way to the final solution of the problem lays through the numerical computing.

IV. NUMERICAL CALCULATIONS OF THE BOUNDARY TRANSITION PROCESS

The final aim of this work is investigation of behavior of the diffusion packet near the boundary separating $\alpha-$ and $\epsilon-$media and computing interrelation between direct ($j_+$) and inverse ($j_-$) components of the particle current. The normal diffusion theory states that the direct component always exceeds the inverse one. However, we suspected that more adequate mesodiffusion model may show departure from this rule. This idea motivated our work.

Evidently, this case is more difficult for analytic solving, but easy for direct simulation by Monte Carlo technique. Combining MC-cods for both media into one and performing calculations, we obtain the following results.

First-particles front reaches the boundary, dives into the second medium, diffuses there, and partially returns. Remarkably, the inversion of current is observed at the source side near the boundary, when the front of incident packet is large enough. The phenomenon can be interpreted as a stochastic reflection of the packet front from the dense medium. Trajectories (Fig. 3) and bar charts presented in Fig. 4 confirm these reasoning. Concentration of particles moving in negative direction (back to the source) can significantly dominate over concentration of particles moving in positive direction in some region near the boundary. In this region, the anisotropy becomes negative.

Fig. 4. Bar charts for all particles (white), particles moving in positive (grey) and negative (black) directions. a) The packet front has achieved but not traversed the boundary ($t = 400, v = 1, b = 400$). b) The packet front has traversed the boundary and partially reflected from the second medium.

The direct calculation of coefficient

\[ \delta = \frac{j_+ - j_-}{j_+ + j_-} = \frac{\Phi_+ - \Phi_-}{\Phi_+ + \Phi_-}, \]

confirms this idea (see Fig. 5). Here, $\Phi_+$ and $\Phi_-$ are concentrations of particles moving in positive and negative directions,
Fig. 5. The family of anisotropy time-dependence for different α values and short-lived source. The observation point is to the left of the boundary (that is, in α-medium). Distances: source-observer \( d = 300 \) and source-boundary \( b = 400 \), \( v = 0.3 \).

respectively.

The U- and W-shaped distributions for \( \alpha < 1 \) are convenient propagators to analyze this phenomenon, because they are universal and do not depend on scale parameters of α-medium if asymptotical regime is realized.

V. CONCLUSION

Thus, our calculations led to the following conclusion. The normal diffusion theory always shows prevalence of the direct current component (from a localized source) over the inverse one (to the source). The more adequate mesodiffusion theory confirms this conclusion only when the medium is homogeneous and/or the source doesn’t change in the course of time. However, this improved diffusion theory has demonstrated the real existing inversion current effect near the \( \alpha - e \) boundary in case of a pulsed source. This fact interpreted as a result of stochastic reflection from a more dense medium is discovered for the first time and possibly can shed light on some unsolved astrophysical [12], [13] and other problems.
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Analysis of processes in DC arc plasma torches for spraying that use air as plasma forming gas
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Abstract—Developed in Saint Petersburg State Polytechnical University technological processes of air-plasma spraying of wear-resistant, regenerating, hardening and decorative coatings used in number of industrial areas are described. The article contains examples of applications of air plasma spraying of coatings as well as results of mathematical modeling of processes in air plasma torches for spraying.

Keywords—air plasma, coatings, modeling of plasma processes, plasma spraying

I. INTRODUCTION

Application of DC arc plasma torches for spraying of coating is well known [1–3]. For that purpose they usually use a DC arc plasma torch with a variable arc length in which they use nitrogen, inert gases (argon, helium) and their mixtures with hydrogen as the plasma forming gas [2].

Studies being performed for many years in the Department of Electrical Power Engineering and Equipment of St. Petersburg State Polytechnical University were a basis for a development of DC arc plasma torches for spraying that have the following main features: a design is based on an interelectrode insert and an application of air as plasma forming gas. There were developed a large number of plasma spraying technologies for various purposes (heat-resistant coating, wear-resistant one, corrosion-resistant one, protective one, decorative one, etc.) using such plasma torches [3, 4].

The article presents examples of application of used plasma equipment as well as an analysis of processes in the DC arc plasma torch for spraying using a mathematical modeling.

II. EXAMPLES OF APPLICATIONS

Department of Electrical Power Engineering and Equipment of Saint Petersburg State Polytechnical University and Science and Educational Technological Centre “Electrotechnology” perform theoretical and experimental researches in the area of plasma technology over 50 years [3].

As a result of performed researches there were developed plasma torches and realized technologies of spraying of different protective coatings on new manufactured parts and technologies of recovery of out-of-repair items [4]. There were realized technologies of recovery of out-of-repair parts of industrial machines (spindles, seats for bearings), plain bearings of turbocharging compressor shafts for internal-combustion engines as well as technologies of air-plasma spraying of wear-resistant coatings on automotive crankshaft journal (freezer compressor) [4].

Fig. 1 shows the process of plasma spraying of aluminium coatings onto carbon fiber to improve the properties of supercapacitors [5].

There were developed technologies of surface hardening of stop equipment of gas main lines. There were worked through conditions of spraying of wear-resistant and corrosion-resistant coatings on surfaces of plungers of autocrane elevators, face seals and rods of water pumps.

Air-plasma spraying provides to create coatings from metals that are usually exposed to considerable oxidation, for example, copper coating [4].

Fig. 2 presents parts of gas turbine GTN-25 with a heat-shielding zirconium dioxide coating created by air-plasma spraying.
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Modern industry requires increasing of energetic branches, particularly in oil industry and power production. One of the problems, which were solved with air-plasma spraying, was a problem of wearing of threaded connection of pump-compressor pipes that used in oil industry. That problem was very important because during operations the threaded connection of pipe breaks down in the first place.

Coatings were created from powder materials of different composition with size of particles less than 50 µm. Optimal conditions of spraying were determined versus variation of following operational conditions: arc current, arc voltage, plasma forming air flow rate, spraying distance, torch velocity relative to pipe, angle between particles flow and pipe axis.

Example of pipes with threaded connection that was hardening by coatings were exposed to wear-resistant tests using a stand imitating pipe screwing. Coating wear-resistance as well as pipe breaking strength in an area of the threaded connection was estimated. Results of tests have shown that a wear resistance of thread with coating is increased in several times in comparison with an initial version without coating.

A new important trend is a coating for restoring of metal sculptures and monuments. In St. Petersburg, as in other historical centres of the world, there are a lot of monuments which have different damages because of aggressive influence of city’s atmosphere.

There was elaborated an air-plasma technology of corrosion-resistant and decorative coatings for copper alloys. A preoxidised copper powder was chosen as a coating material. Previously, it was investigated a level of powder’s oxidation and regimes of the spraying. One can choose the colour of the coating by varying the level of powder’s preliminary oxidation (see. Fig. 3) [6].

Total technology of coatings includes several stages [7]:
- stream-vortex cleaning of surface;
- air-plasma spraying;
- impregnation an inhibitor of corrosion into the coating’s porosity;
- surface treatment with natural wax.

Preliminary test was realized on bronze, brass and copper plates with size 150×150 mm. Thickness of the formed coatings was about 100 µm. The covering samples were processed by solution of inhibitor and fitted for test in climatic camera.

As a result based on accelerated test on corrosion stability it was determined an optimum regime of the air-plasma spraying. Test in climatic camera have shown that such covering can stand more than 70 years in our climatic condition without any trace of the corrosion.

The elaborated technology was used on practice in Saint Petersburg during last restorations of sculptures group “Tamer of horses” by P.Klodt (the Anichkov bridge), metal parts of “Aleksander’s column” (the Palace square) and of sculptures group on the Senate and Synod Building (see Fig. 4).

III. MATHEMATICAL MODELING

In conditions of widespread applications of air-plasma spraying it is very important to know the qualitative and quantitative relationship between technological efficiency of the spraying process, on the one hand, and the geometry of the plasma torch and its mode of operation (arc current, gas flow rate etc.) on the other hand. An effective way of obtaining this information is the mathematical modelling of plasma processes in the arc plasma torch for spraying.

Used mathematical model of plasma processes in the arc plasma torch for spraying is based on the following assumptions: plasma is in the state of local thermodynamic
equilibrium; plasma is laminar and optically thin. Those assumptions let us to consider plasma as a continuous medium. Equations included in the model express fundamental conservation laws (energy, momentum, mass) and are given in [8]. The channel region of the plasma torch and a region of plasma jet were taken as the computational domain.

Plasma properties are also included in the mathematical model. Their dependencies on temperature (typically at atmospheric pressure) are given in the literature for main gases used in arc plasma torches for spraying, for example in [9].

A series of calculations of plasma processes in the air-plasma DC arc plasma torch PN-V1 was carried out with the following operational parameters: the arc current was varied between 150 and 200 A, the gas flow rate was varied between 0.6 and 1.2 g/s. Distributions of plasma temperature, velocity, pressure and electromagnetic functions were obtained as results of calculations. Examples of obtained distributions of plasma temperature and axial velocity are presented in Fig. 5 and 6.

![Fig. 5. Distributions of plasma temperature (in 103 K) at different modes of operations (I =150; 200 A, G = 0.6; 1.2 g/s)](image)

Comparing the results of calculations one can draw the following conclusions:

- temperature at the outlet of the plasma torch increases when the arc current increases (at a constant flow of gas) and when the gas flow rate increases (at a constant arc current);
- velocity at the outlet of the plasma torch (1256 m / sec) at the arc current of 200 A and the gas flow rate of 1.2 g/s is higher than for other operational conditions. Comparing the results at the same arc current one can see that the plasma velocity depends on the gas flow rate namely the plasma velocity is higher when the gas flow rate is higher.

IV. CONCLUSION

Developed equipment, techniques of experimental investigations, mathematical models of plasma processes and results of investigations are the basis for the implementation of the technology of air-plasma spraying of wear-resistant, corrosion-resistant, recovering and thermal barrier coatings as well as of protective and decorative coatings on the monuments of different materials.

REFERENCES

Abstract—This article is devoted to the analysis of selected factors that have influence on life expectancy at birth and life expectancy at age 65, which represent longevity in the countries of European Union (EU). By applying selected multivariate statistical methods on 13 indicators from the Eurostat database and from the World Health Organization (WHO), we quantify the basic factors of life expectancy and of the changes in the period from 2000 to 2010, and further look for the causes of their different levels in various EU countries.

Keywords—Common factors, clusters, life expectancy, longevity.

I. INTRODUCTION

Life expectancy has been increasing in almost all the countries of the world. Demographic trends in many countries show signs of ageing of population. This is due to declining birth rates and to longevity. This fact has strong social, cultural and economic consequences. The ageing process directly affects health care, long-term care and pension systems.

Although the longevity is often understood as economy and social problem, it is without a doubt the result and proof of a higher quality of life.

The indicators such as the Life expectancy at birth (LE) and Life expectancy at age 65 (LE65) by the inhabitants of the European Union (EU) in all 28 members’ countries have a growing trend mainly as a result of improving living conditions and health care.

The columns in Table 1 for each country of the EU comprise successively life expectancy at birth in years 2000 and 2010, absolute (Δ) and relative growth rate (k) of life expectancy in 2010 compared to 2000, the average growth rate in time period 2000-2010 and rank of each country by expectancy in 2010 compared to 2000, the average growth rate comprise successively life expectancy at birth in years 2000 ascending order of the growth rate

Spearman Rank Correlation between variables LE and LE65 is equal to 0.9647 and changes between 2010/2000 of both indicators are very similar.

In further analysis, by using selected multidimensional statistical methods, we will try to determine the main factors of differences in life expectancy in year 2010 and to compare the impact of life conditions on longevity in the EU countries.

Table 1 The changes of life expectancy at birth in the period 2000-2010 in EU countries

<table>
<thead>
<tr>
<th>Country</th>
<th>LE-2000</th>
<th>LE-2010</th>
<th>Δ</th>
<th>k</th>
<th>k̄</th>
<th>rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT-Austria</td>
<td>78,47</td>
<td>80,88</td>
<td>2,41</td>
<td>1,0307</td>
<td>1,0030</td>
<td>21</td>
</tr>
<tr>
<td>BE-Belgium</td>
<td>77,6</td>
<td>80,51</td>
<td>2,71</td>
<td>1,0349</td>
<td>1,0034</td>
<td>14</td>
</tr>
<tr>
<td>BG-Bulgaria</td>
<td>71,71</td>
<td>73,82</td>
<td>2,11</td>
<td>1,0294</td>
<td>1,0029</td>
<td>24</td>
</tr>
<tr>
<td>HR-Croatia</td>
<td>73</td>
<td>76,86</td>
<td>3,86</td>
<td>1,0529</td>
<td>1,0052</td>
<td>4</td>
</tr>
<tr>
<td>CY-Cyprus</td>
<td>77,89</td>
<td>82,19</td>
<td>4,3</td>
<td>1,0552</td>
<td>1,0054</td>
<td>2</td>
</tr>
<tr>
<td>CZ-Czech</td>
<td>75,21</td>
<td>77,81</td>
<td>2,6</td>
<td>1,0346</td>
<td>1,0034</td>
<td>16</td>
</tr>
<tr>
<td>DK-Denmark</td>
<td>77,22</td>
<td>79,3</td>
<td>2,08</td>
<td>1,0269</td>
<td>1,0027</td>
<td>26</td>
</tr>
<tr>
<td>EE-Estonia</td>
<td>70,95</td>
<td>76,03</td>
<td>5,08</td>
<td>1,0716</td>
<td>1,0069</td>
<td>1</td>
</tr>
<tr>
<td>FI-Finland</td>
<td>77,88</td>
<td>80,34</td>
<td>2,46</td>
<td>1,0316</td>
<td>1,0031</td>
<td>9</td>
</tr>
<tr>
<td>FR-France</td>
<td>79,35</td>
<td>81,98</td>
<td>2,63</td>
<td>1,0331</td>
<td>1,0033</td>
<td>18</td>
</tr>
<tr>
<td>DE-Germany</td>
<td>78,42</td>
<td>80,64</td>
<td>2,22</td>
<td>1,0283</td>
<td>1,0028</td>
<td>25</td>
</tr>
<tr>
<td>EL-Greece</td>
<td>78,23</td>
<td>80,69</td>
<td>2,46</td>
<td>1,0314</td>
<td>1,0031</td>
<td>20</td>
</tr>
<tr>
<td>HU-Hungary</td>
<td>71,93</td>
<td>74,78</td>
<td>2,85</td>
<td>1,0396</td>
<td>1,0039</td>
<td>9</td>
</tr>
<tr>
<td>IE-Ireland</td>
<td>76,61</td>
<td>80,8</td>
<td>4,19</td>
<td>1,0547</td>
<td>1,0053</td>
<td>3</td>
</tr>
<tr>
<td>IT-Italy</td>
<td>79,75</td>
<td>82,5</td>
<td>2,75</td>
<td>1,0345</td>
<td>1,0034</td>
<td>17</td>
</tr>
<tr>
<td>LV-Latvia</td>
<td>70,58</td>
<td>73,7</td>
<td>3,12</td>
<td>1,0442</td>
<td>1,0043</td>
<td>6</td>
</tr>
<tr>
<td>LT-Lithuania</td>
<td>72,21</td>
<td>73,57</td>
<td>1,36</td>
<td>0,1088</td>
<td>0,0019</td>
<td>28</td>
</tr>
<tr>
<td>LU-Luxembourg</td>
<td>79,07</td>
<td>81,49</td>
<td>2,42</td>
<td>1,0306</td>
<td>1,0030</td>
<td>22</td>
</tr>
<tr>
<td>MT-Malta</td>
<td>78,24</td>
<td>81,51</td>
<td>3,27</td>
<td>1,0418</td>
<td>1,0041</td>
<td>8</td>
</tr>
<tr>
<td>NL-Netherlands</td>
<td>78,29</td>
<td>81,15</td>
<td>2,86</td>
<td>1,0365</td>
<td>1,0036</td>
<td>11</td>
</tr>
<tr>
<td>PL-Poland</td>
<td>73,86</td>
<td>76,58</td>
<td>2,72</td>
<td>1,0368</td>
<td>1,0036</td>
<td>10</td>
</tr>
<tr>
<td>PT-Portugal</td>
<td>76,85</td>
<td>80,13</td>
<td>3,28</td>
<td>1,0427</td>
<td>1,0042</td>
<td>7</td>
</tr>
<tr>
<td>RO-Romania</td>
<td>71,25</td>
<td>73,83</td>
<td>2,58</td>
<td>1,0362</td>
<td>1,0036</td>
<td>12</td>
</tr>
<tr>
<td>SK-Slovakia</td>
<td>73,45</td>
<td>75,66</td>
<td>2,21</td>
<td>1,0301</td>
<td>1,0030</td>
<td>23</td>
</tr>
<tr>
<td>SI-Slovenia</td>
<td>76,27</td>
<td>79,96</td>
<td>3,69</td>
<td>1,0484</td>
<td>1,0047</td>
<td>5</td>
</tr>
<tr>
<td>ES-Spain</td>
<td>79,49</td>
<td>82,32</td>
<td>2,83</td>
<td>1,0356</td>
<td>1,0035</td>
<td>13</td>
</tr>
<tr>
<td>SE-Sweden</td>
<td>79,92</td>
<td>81,77</td>
<td>1,85</td>
<td>1,0231</td>
<td>1,0023</td>
<td>27</td>
</tr>
<tr>
<td>UK-United King</td>
<td>78,06</td>
<td>80,78</td>
<td>2,72</td>
<td>1,0348</td>
<td>1,0034</td>
<td>15</td>
</tr>
</tbody>
</table>

II. DATA AND METHODS

For statistical analysis and quantification of the main factors of longevity in EU countries, we have chosen these variables (Source: WHO, Eurostat):

- LE Life expectancy at birth
- LE65 Life expectancy at age 65
- X1 (Gross domestic product (GDP), US$ per capita)
- X2 (Unemployment rate (%))
- D1 (Diseases of circulatory system, all ages, per 100 000)
- D2 (Ischaemic heart disease, 0–64, per 100 000)
- D3 (Malignant neoplasms, all ages, per 100 000)
- D4 (Motor vehicle traffic accidents, all ages, per 100 000)
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Variables $X_1$, $X_2$ are the essential economic variables, variables $D_1$ to $D_7$ inform about the occurrence of serious diseases, $H1$ and $H2$ indicate the level of health care, $S1$ is an important social indicator and $HDI$ cumulates information about the quality of life in each country.

According to the above mentioned aim for analysis of these variables we use the multiple regression analysis, factor analysis and cluster analysis. For calculation we use statistical package Statgraphics Centurion XVI.

The Multiple Regression procedure is designed to construct a statistical model describing the impact of selected thirteen variables on the dependent variables $LE$ and $LE65$.

The goal of Factor analysis is to characterize the $p$ variables in terms of a small number of common factors.

An important result of the above model is the relationship between the variances of the original variables and the variances of the derived factors. This variance is expressed as the sum of two quantities: the communality and the specific variance. The communality is the variance attributable to factors that all the origin variables have in common, while the specific variance is specific to a single factor.

An important concept in factor analysis is the rotation of factors. In practice, the objective of all methods of rotation is to simplify the rows and columns of the factor matrix to facilitate interpretation. The Varimax criterion centres on simplifying the columns of the factor matrix. With the Varimax rotation approach, the maximum possible simplification is reached if there are only 1’s and 0’s in a single column.

The correlation between the original variables and the factors show the factor loadings. They are the key to understanding the nature of a particular factor. Squared factor loadings indicate what percentage of the variance in an original variable is explained by a factor.

The Factor Scores in output of Factor analyse procedure display the values of the rotated factor scores for each of $n$ cases, in our analysis in each of 28 countries of EU. Factor score show where each country falls with respect to the extracted factors.

The Cluster Analysis procedure is designed to group observations (countries) into clusters based upon similarities between them. A number of different algorithms is provided for generating clusters. We use the agglomerative algorithm, beginning with separate clusters for each observation or variable and then joining clusters together based upon their similarity. The results of the analysis are displayed in a dendogram.

The distance between two observations we calculate by City Block distance, defined as

\[ d(x, y) = \sum_{i=1}^{n} |x_i - y_i| \]

and distance between two clusters by Ward’s method. This method defines the distance between two clusters in terms of the increase in the sum of squared deviations around the cluster means that would occur if the two clusters were joint.

### III. RESULTS AND DISCUSSION

#### A. Multiple regression results

The output of this procedure shows the results of fitting a multiple linear regression model to describe the relationship between $LE$ and 13 independent variables of life conditions in 28 countries of EU. The equation of the fitted model is

\[
LE = 77,8 + 2,773 \cdot E + (-7) \cdot X_1 - 0,023 \cdot X_2 - 0,015 \cdot D1 - 0,032 \cdot D2 - 0,022 \cdot D3 + 0,032 \cdot D4 - 0,017 \cdot D5 - 0,018 \cdot D6 + 0,006 \cdot D7 - 0,02 \cdot H1 - 0,165 \cdot H2 - 0,058 \cdot S1 + 15,471 \cdot HDI
\]

The R-Squared statistic $R = 98,74\%$ indicates that the model as fitted explains $98,74\%$ of the variability in $LE$. Model confirms the positive impact of variables $X_1$, and $HDI$ on life expectancy at birth $LE$, positive impact of variables $D4$ and $D7$ and negative effect of all other variables. Regression coefficient of each independent variable indicates increase (decrease) in the value of $LE$ if corresponding independent variable has increased (decreased) by one unit of measure.

The next linear regression model describes the relationship between $LE65$ and 13 selected independent variables. The value of R-squared $R = 97,07\%$ indicate that also this model fit the data adequately.

\[
LE65 = 23,45 - 0,00000255 \cdot X_1 + 0,013 \cdot X_2 - 0,009 \cdot D1 + 0,020 \cdot D2 - 0,011 \cdot D3 - 0,041 \cdot D4 - 0,003 \cdot D5 + 0,009 \cdot D6 - 0,006 \cdot D7 + 0,006 \cdot H1 + 0,046 \cdot H2 - 0,045 \cdot S1 - 0,093 \cdot HDI
\]

Interpretation of this model is analogous to the interpretation of the linear regression model of the variable $LE$.

#### B. Factor analysis results

The purpose of this analysis is to obtain a small number of factors, which account for most of the variability in the 13 variables of life conditions in EU countries.

<table>
<thead>
<tr>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>0.785345</td>
</tr>
<tr>
<td>$X_2$</td>
<td>-0.497086</td>
</tr>
<tr>
<td>$D1$</td>
<td>-0.847056</td>
</tr>
<tr>
<td>$D2$</td>
<td>-0.786431</td>
</tr>
<tr>
<td>$D3$</td>
<td>-0.340812</td>
</tr>
<tr>
<td>$D4$</td>
<td>-0.684984</td>
</tr>
<tr>
<td>$D5$</td>
<td>-0.187428</td>
</tr>
<tr>
<td>$D6$</td>
<td>-0.515881</td>
</tr>
<tr>
<td>$D7$</td>
<td>-0.775435</td>
</tr>
<tr>
<td>$H1$</td>
<td>0.541965</td>
</tr>
<tr>
<td>$H2$</td>
<td>0.758679</td>
</tr>
<tr>
<td>$S1$</td>
<td>0.126858</td>
</tr>
<tr>
<td>$HDI$</td>
<td>0.913282</td>
</tr>
</tbody>
</table>

In this case, two factors have been extracted, since two factors have eigenvalues greater than or equal to 1.0. Together
they account for 71.787% of the variability in the original data. Since we have selected the principal components method, the initial communality estimates have been set to assume that all of the variability in the data is due to common factors.

Table of Factor Scores

<table>
<thead>
<tr>
<th>Country</th>
<th>Code</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>AT</td>
<td>6.21032</td>
<td>-1.75297</td>
</tr>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>4.90106</td>
<td>-1.50831</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>BG</td>
<td>-8.71049</td>
<td>2.55031</td>
</tr>
<tr>
<td>Croatia</td>
<td>HR</td>
<td>-8.52015</td>
<td>5.42823</td>
</tr>
<tr>
<td>Cyprus</td>
<td>CY</td>
<td>3.97565</td>
<td>-6.90987</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CZ</td>
<td>-2.60874</td>
<td>3.2857</td>
</tr>
<tr>
<td>Denmark</td>
<td>DK</td>
<td>3.57181</td>
<td>-0.72485</td>
</tr>
<tr>
<td>Estonia</td>
<td>EE</td>
<td>-7.60153</td>
<td>5.68359</td>
</tr>
<tr>
<td>Finland</td>
<td>FI</td>
<td>3.65816</td>
<td>-1.322</td>
</tr>
<tr>
<td>France</td>
<td>FR</td>
<td>7.57466</td>
<td>-2.46918</td>
</tr>
<tr>
<td>Germany</td>
<td>DE</td>
<td>6.52678</td>
<td>-2.41902</td>
</tr>
<tr>
<td>Greece</td>
<td>EL</td>
<td>1.4221</td>
<td>-5.3375</td>
</tr>
<tr>
<td>Hungary</td>
<td>HU</td>
<td>-10.1226</td>
<td>8.91103</td>
</tr>
<tr>
<td>Ireland</td>
<td>IE</td>
<td>5.74519</td>
<td>-1.83929</td>
</tr>
<tr>
<td>Italy</td>
<td>IT</td>
<td>5.59178</td>
<td>-6.90799</td>
</tr>
<tr>
<td>Latvia</td>
<td>LV</td>
<td>-14.0058</td>
<td>8.38655</td>
</tr>
<tr>
<td>Lithuania</td>
<td>LT</td>
<td>-14.533</td>
<td>12.496</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>LU</td>
<td>7.72952</td>
<td>-3.40073</td>
</tr>
<tr>
<td>Malta</td>
<td>MT</td>
<td>3.67656</td>
<td>-5.23497</td>
</tr>
<tr>
<td>Netherlands</td>
<td>NL</td>
<td>9.08067</td>
<td>-4.57608</td>
</tr>
<tr>
<td>Poland</td>
<td>PL</td>
<td>-5.83168</td>
<td>3.33399</td>
</tr>
<tr>
<td>Portugal</td>
<td>PT</td>
<td>1.40506</td>
<td>-1.88902</td>
</tr>
<tr>
<td>Romania</td>
<td>RO</td>
<td>-11.8394</td>
<td>4.59184</td>
</tr>
<tr>
<td>Slovakia</td>
<td>SK</td>
<td>-7.41602</td>
<td>4.75944</td>
</tr>
<tr>
<td>Slovenia</td>
<td>SI</td>
<td>1.22055</td>
<td>1.20971</td>
</tr>
<tr>
<td>Spain</td>
<td>ES</td>
<td>5.57447</td>
<td>-4.8472</td>
</tr>
<tr>
<td>Sweden</td>
<td>SE</td>
<td>7.76893</td>
<td>-5.87064</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>UK</td>
<td>5.55623</td>
<td>-3.6268</td>
</tr>
</tbody>
</table>

Substantive interpretation of these factors is based on the significant higher loadings. Factor 1 has 4 significant loadings with positive signs with variables X1, H1, H2 and HDI and significant loadings with negative signs with 4 variables D1, D2, D4 and D7 of incidence of serious illnesses. Therefore, this factor can be interpreted as a factor of favourable conditions for life. Significant positive correlation with variables D3, D5, D6 and S1 with clearly negative impact on quality of life is the reason that we interpret Factor 2 as a factor of adverse living conditions.

This table shows the factor scores for each country of EU. A country with a high value of Factor 1, and also with a low value of Factor 2 has by interpretation of these factors favourable conditions for life; contrary, the conditions for life in a country with a low value of Factor 1 and a high value of Factor 2 are unfavourable.

Graphical display of EU countries in a two-dimensional coordinate system with axes F1 and F2 allows us to quickly assess the quality of life in each EU country and allows also compare living conditions in all EU countries. Such visual display we can see in Fig. 1.

It may be seen that quality of life is vastly different in the old and new Member States of the EU.

Life expectancy is undoubtedly the most reliable indicator of the quality of life. As can be seen in Fig. 2 and Fig. 3, LE increases with increasing values of Factor 1 and decreases with the decrease in values of the Factor 2.

These figures confirmed significantly worse quality of life and lower life expectancy in the former socialist countries in comparison with the old EU member states.

![Fig. 1 Location EU countries in the coordinate system of the F1 and F2](image)
C. Cluster Analysis results

This procedure has created 2 clusters from the 28 observations (countries) supplied. The clusters are groups of observations with similar characteristics. To form the clusters, the procedure began with each observation in a separate group. It then combined the two observations which were closest together to form a new group. After re-computing the distance between the groups, the two groups then closest together were combined. This process was repeated until only 2 groups remained.

The results of cluster analysis are consistent with the results of factor analysis.
IV. CONCLUSION

The results of the statistical analysis confirm the appropriateness of the methods used and the suitability of the chosen variables of living conditions in EU countries. The methods chosen enable to extract two common factors of quality of life instead of the original 13 variables. This allowed obtaining transparent and visual information about the impact of living conditions on the life expectancy in the EU countries and the possibility of graphical presentation of analysis results.
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Specification and Analysis of Hybrid Systems with PDE in ISMA Simulation Environment

Yu.V. Shornikov, A.V. Bessonov, M.S. Myssak, D.N. Dostovalov

Abstract—A class of hybrid systems (HS) with system of partial differential equations is considered. Architecture of instrumental environment for simulation of complex dynamic and hybrid systems is given. Algorithms of finite difference method for the transition from PDE to ODE system are given. Universal data structure for storing HS models has been designed and proved. Algorithms of variable step with accuracy and stability control of numerical scheme for solving high-dimensional Cauchy problems are proposed. The algorithms are based on explicit methods of Runge-Kutta type. Sequential and parallel implementation of numerical methods is presented. The example of specification and analysis of reaction-diffusion problem associated with Lotka-Volterra model is given.

Keywords—Autogenerated parsers, hybrid system, Runge-Kutta methods, sequential and parallel implementation, software architecture, system of PDE.

I. INTRODUCTION

Many engineering problems are characterized by points of discontinuity in the first derivative of the phase variables. Such combined discrete-continuous problems called hybrid or switched systems [1], [2]. In this paper we propose a new system architecture of ISMA (that in Russian means Instrumental Facilities of Machine Analysis) based on the methodology of hybrid systems (HS). This article examines a new application of ISMA – systems of partial differential equations (PDE) with constraints. PDEs are used to describe processes in the chemical-technological systems, elasticity problems, etc. To achieve this goal a series of consecutive problems is solved: the textual specification of ISMA environment models expanded by constructions describing PDEs; a special data structure for storing the model in memory is developed; approximation algorithms are implemented for transition from a system of PDE to ODE system. In many cases, the problem is compounded by high dimensionality and stiffness of the considered system. To solve moderately stiff problems integration algorithms based on the explicit methods to control accuracy and stability of the numerical scheme can be applied [3], [4]. Furthermore when problem dimension reaches several thousands of equations and more its calculation by sequential methods becomes ineffective and requires the use of multiprocessor computer systems. In this situation parallel computation of local behaviors using cluster technologies can significantly improve the quality and efficiency of calculations. This paper discusses sequential and parallel implementation of algorithms of variable step based on two-stage and three-stage schemes of Runge-Kutta type of respectively second and third order of accuracy. These integration algorithms are well suited for solving hybrid problems including moderately stiff problems. As an example for specification and comparative analysis of the considered algorithms the reaction-diffusion problem associated with Lotka-Volterra model [5] is examined.

II. CLASS OF SYSTEMS

There are many systems (mechanical, electrical, chemical, biological, etc.), the behavior of which can be conveniently described as a sequential change of continuous modes [1]. Each mode is given by a set of differential-algebraic equations with the following constraints:

\[ y' = f(x, y, t), x = \varphi(x, y, t), \]
\[ pr: g(x, y, t) < 0, \]
\[ t \in [t_k, t_{k+1}], x(t_k) = x_0, y(t_k) = y_0, \]
\[ x \in R^n, y \in R^n, t \in R, \]
\[ f: R^n \times R^n \times R \rightarrow R^n, \]
\[ g: R^n \times R^n \times R \rightarrow R^2. \]

The vector-function \( g(x, y, t) \) is referred to as event function or guard [2]. A predicate \( pr \) determines the conditions of existence in the corresponding mode or state. Inequality \( g(x, y, t) < 0 \) means that the phase trajectory in the current mode should not cross the border \( g(x, y, t) = 0 \). Events occurring in violation of this condition and leading to transition into another mode without crossing the border are referred to as one-sided.

This class of systems is expanding by the addition of...
boundary conditions for PDEs. Continuous behavior of HS is determined by the systems differential-algebraic equations and PDEs. In the proposed implementation the equations with the maximal order not higher than second are considered. Applied algorithms do not impose a restriction on number of variables - i.e. their number is theoretically unlimited. Nevertheless should take into account that the introduction of each new variable leads to a tremendous increase in the number of equations generated as a result of the finite differences method. Therefore the real limit on the number of variables is imposed by computing resources: computer software as well as computer itself. The considered equations are nonlinear type. The linear equation are also supported and regarded as a narrow equations type.

In this paper we consider the type of nonhomogeneous PDE. The coefficients used in partial differential equations considered in this paper can be either constant or variable. This paper discusses the parabolic type equations. Boundary conditions of considered problems must be rectangular area \( \Omega - \) rectangle, parallelepiped, etc.

Thus, the proposed expansion of the instrumental environment designed for the analysis of PDE type equation (2): heterogeneous, non-linear, second order, with constant and variable coefficients, with an unlimited number of variables \( N \) and limited by N-dimensional rectangular grid.

\[
\frac{\partial z}{\partial t} = \psi \left( x, z, t, p, \frac{\partial z}{\partial p}, \frac{\partial^2 z}{\partial p^2} \right),
\]

\[
x = \varphi (x, t),
\]

\[
pr : g (x, t) < 0,
\]

\[
x (t_0, p) = x_0, z (t_0, p) = z_0,
\]

\[
t \in [t_0, t_1], p \in \left[ p_0, p_1 \right],
\]

\[
\frac{\partial z}{\partial n} = \tilde{z} (p),
\]

\[
x \in R^N, z \in R^N, t \in R, p \in R^N,
\]

\[
\varphi : R^N \times R \rightarrow R^N,
\]

\[
\psi : R^N \times R^N \times R \times R^N \times R^2 \rightarrow R^N,
\]

\[
g : R^N \times R \rightarrow R^3,
\]

where \( n \) denotes the normal to the boundary and \( \tilde{z} (p) \) is a given function to the boundary.

### III. ARCHITECTURE OF ISMA

Simulation environment of complex dynamical and hybrid systems called ISMA is developed at the department of Automated control systems of Novosibirsk state technical university (Russia) [6].

Specification of hybrid systems is carried out using graphical and symbolic languages that are the system content of instrumental environment. Analytical content is provided by numerical methods and algorithms for computer analysis corresponding to the chosen class of systems and methods for solving these models. ISMA environment is developed subject to simplicity of description of dynamical and hybrid models in the language that is maximally close to the object language.

Main features of ISMA are the following:

1. Composition of hybrid models is carried out in visual structural-textual form;
2. Structural form of model description corresponds to the classical description of systems by block diagrams and includes all necessary components such as integrators, accumulators, amplifiers, signal sources, nonlinear elements and others;
3. Language of symbolic specification is approached maximal to the language of mathematical formulas;
4. Special module for specification of problems of chemical kinetics in the language of chemical reactions which automatically translates them into a system of differential equations;
5. A variety of traditional and original numerical methods included methods that are intended for the analysis of ODE systems of medium and high stiffness;
6. Computer simulation in real time;
7. Graphic interpreter called GRIN provides a wide range of tools for analysis and visualization of simulation results such as scaling, tracing, optimization, displaying in the logarithmic scale and phase plane;
8. Extension of system functionality by adding new typical components and numerical methods.

Architecture of ISMA software package (Fig. 1) is designed to unify existing mathematical program software for analysis of problems in various object domains: chemical kinetics, automation, electricity, etc. Blocks that belong to this paper marked with a dark color.

### IV. A NEW DESCRIPTION LANGUAGE OF HS MODELS WITH PDES

One of the many approaches used is ISMA to describe HS models is textual representation. For this purpose a special language LISMA (Language of ISMA) is developed [7]. And context-free grammar of LL(2) class is designed for LISMA. However existing description tools are not suitable enough to model boundary value problems of PDE systems. Therefore new language structures are introduced to describe specific elements.

Before the development of grammar of language elements a comparative analysis of multiple peers was made. In these grammars the following characteristics were emphasized: flexibility and extensibility, usability, ease of perception, the corresponding mathematical description. Using these criteria multiple languages were evaluated with the ability to describe models with PDE equations. The main ones are the following: FlexPDE, Wolfram Mathematica, gPROMS, EMSO, ASCEND. In many languages to describe the partial derivative functional style is used, in which the derivative is a function of several arguments. Based on review and analysis of mentioned
Fig. 1. Architecture of ISMA

Simulation environments LISMA has been extended by description of boundary value problems with PDEs. This extended grammar was developed in the ideology of inheritance.

To describe a system of differential equations, boundary conditions and initial values new LISMA language features are introduced. Explicit declaration of variables that should be subjected to discretization is introduced. For this purpose a special structure is used with grammar written in the Backus-Naur form as follows:

```
apx _var  →  'var' var_ident '(' DecimalLiteral ',', DecimalLiteral ')'
apx_var_tail  →  'apx' DecimalLiteral
               | 'step' (FloatingPointLiteral | DecimalLiteral)
```

For example, the following expression corresponds to the given grammar:

```
var x[0, 20] apx 30;
var y[0, 30] step 0.5;
```

In this structure boundaries of the variable are defined in square brackets. The following constructions are the keyword `apx` (short for approximation) or the keyword `step`. Keyword `apx` used if we want to break the considered domain of definition for a fixed number of segments, thus realizing the priority execution speed. We use the keyword `step` if step size is important – an accuracy priority. Number of segments and step size are written following the keyword.

Several elements are introduced in the description of the equations. First, it is an explicit indication of variables that affect the equation on the left side of the equation. This record type is optional and can be omitted as before on the left side to specify variables in parentheses. Partial derivatives are described in a functional style. Letter `D` is used as function name – the most concise version, which is not lost in code, mostly lowercase. The arguments used name of a differentiable function, the variable on which the derivative is taken and the order of the derivative. If the derivative is first-order, the latter argument is omitted suggesting that it is taken equals to 1 by default. This approach to the description of the derivative satisfies all the previously entered criteria: it allows you to use all sorts of variables which should be differentiated; it does not contain descriptive information duplication and laconic, and thus it is practical and easy to perception; and finally it is easy to relate to mathematical description. As a result, the description of the PDE as follows:

```
partial_operand  →  'D' '(' Identifier ',', Identifier
                    (',', DecimalLiteral)? ')
```

Below is an example of this language construct:

```
c1' = Kh*D(c1,x,2) + D(Kv*D(c1,z), z);
c2' = D(c1,x,2)*pow(x,2);
```

For numerical solution of PDEs by FDM is necessary to determine the boundary conditions – values of the derivative at the edges of the grid under consideration. It looks as follows:

```
edge  →  'edge' edge_eq 'on' Identifier edge_side ';
edge_eq  →  Identifier '='
           (FloatingPointLiteral | DecimalLiteral)
edge_side  →  'left' | 'right' | 'both'
```

Construction contains a partial derivative equation with a certain value on the right side. This allows you to specify a description for a particular variable value and the type of border: left, right or both. Below is an example of all three types of boundary conditions:

```
edge D(c1, x) = 0 on left;
edge D(c1, x) = 20 on right;
edge D(c1, y) = 0 on both;
```

Lexical and syntactic analyzers for modified language are developed using the library Antlr4. This library is ideal for problems of fast and efficient automatic construction of parsers. Under the ISMA project it is decided to use antlr4.
because it is quite applicable to the existing grammar and own work to create parsers require significant investment in the development and documentation. In addition, experience in using Antlr4 can be successfully applied in other projects.

V. UNIFIED DESCRIPTION SECTION IN ISMA ENVIRONMENT

After the language grammar is defined, a data structure for storing models in memory after parsing should be developed. This data structure must be universal for all types of model specification. With several ways to describe HS – graphics, text or block diagrams, we should be able to lead each of them to a single universal form, which subsequently may be transmitted to solver input. This approach simplifies the task of unification of ISMA software. For a more specific application of the simulation environment ISMA it is necessary to develop a graphical part responsible only for model specification. In this description module the modules of calculation and graphical interpretation remain unchanged.

When designing such a data structure many factors should be taken into account. This is necessary to ensure that upon presentation of new conditions the whole system of modeling was not inapplicable. Thus, the developed data structure should be easily expandable. Adding new elements to the model should not be a need to rewrite large parts of the system. Furthermore, the model should excludes redundancy. The appearance of redundancy in the description of such complex structures as the model of a hybrid system with a differential-algebraic equations and PDEs is a potential source of errors. In addition, the model must be easily divided into blocks and must be easy to use. In order to accommodate these properties subject-oriented approach is chosen in the design of the data structure for storing HS model. The implementation language is Java.

The data structure represents a set of closely related classes which can be divided into four types (Fig. 2):
1) equation description classes;
2) expression description classes;
3) discrete behavior (states and transition conditions) description classes;
4) entire model description classes.

Expressions are a sequence of elements called tokens. Tokens are both operands and operators. Two types of sequences to write expressions are supported: infix and postfix (inverse polish notation). Postfix notation is useful for computing values on the stack and is used for calculations in step semantic analysis to calculate values of the constants and initial conditions. If the expression contains only operators of algebraic is considered algebraic. If the expression contains logical operators it refers to a type of conditional expressions used in the description of the conditions of transitions between states. Algebraic expressions used in the description of the right sides of all considered types of equations: algebraic, differential, PDEs, and constants. All of them serve to describe continuous behavior of certain state of the hybrid system.

Within each state there exists the so-called variable table that stores equations and variables. For description of the states and conditions of the transitions between them responsible the appropriate type of classes. Collection of states, conditions of transitions between them, and a set of instantaneous action at the entrance to a condition is called hybrid automaton. Hybrid automaton has an initial state, which corresponds to the time \( t = 0 \). Complete set of all of the above classes called the HS model.

For solving PDE in the ISMA environment approximation of equations for difference grid by finite differences method is used. This method is used to solve systems with rectangular boundaries (ex. hydrodynamics and electrodynamics). In such problems FDM has a sufficiently high accuracy. At the same time it wins in speed other methods. Consider the algorithm transition from of PDE to a system of ordinary differential equations.

**Step 1.** Construct a list of all variables for discretization. At this stage special structure for describing variables of storing type of discretization and accuracy (number of elements of grid) is analyzed.

**Step 2.** Divide equations into two groups: permanent and approximated. Here you need to select the equation that must be converted to the difference analogue – is analyzed right-hand sides and identifies those who are in the right part of the required variables.

**Step 3.** Construct N-dimensional grid. For all variables for sampling the number of elements for which they are divided is defined. The product of these values is the dimension of the grid.

The number of equations to be obtained by the algorithm corresponds to the equation:

\[
N = n_p \prod_{i} n_{i},
\]

where \( N \) is the number of approximating equations, \( n_p \) is the
number of PDEs, \( n_i , \ i = 1,..,m \) is the number of grid points for each variable approximated.

Numerical approximation of derivatives is performed by the formulas:

\[
\begin{align*}
\frac{\partial u_j}{\partial \zeta} &= \frac{u_{j+1} - u_{j-1}}{2\Delta \zeta}, \\
\frac{\partial^2 u_j}{\partial \zeta^2} &= \frac{u_{j+1} - 2u_j + u_{j-1}}{(\Delta \zeta)^2}, \quad 1 \leq j \leq N.
\end{align*}
\] (4)

**Step 4.** Apply boundary conditions. For each variable boundary conditions under which the simulation and approximation takes place must be specified. At this stage the variables in the initial and final nodes of the grid (relative to the current variable) are replaced by the indicated boundary values. If not then the default is zero.

**Step 5.** Set initial conditions for all equations.

**Step 6.** Transition from the grid to the ODE system. Here you need to go over all grid points. Thus it is necessary to put a unique identifier for each new equation while maintaining a connection that has been set by difference equations. As a result for each equation in each grid a copy of it in the system of ODE will be created and the initial condition \((t = 0)\) will be specified.

VI. SCHEME OF MODEL INTERPRETATION AND SOLVING

Four basic levels of working with model can be distinguished: the interpretation of the input specification of the model, controller, solver, graphic interpreter. The fig. 3 presents the first two levels in more detail.

Level of interpretation is responsible for converting the model described by the input specification of the universal representation HSM. After model is input to simulation environment in text specification before the numerical solution the model passes through a series of stages of analysis. The first two stages – the lexical and syntactic analysis. They are conducted by facilities of the parser generated library antlr4. If the model is correct, we have an abstract syntax tree (AST). Bypass AST and further retrieval of information allows you to fill a unified data structure a model description HS. This is done using a variety of services:

1) service of sequential approach syntax tree (design pattern “visitor”);
2) conversion service from infix into postfix notation and vice versa;
3) value calculator of constants and initial conditions – a stack machine for the Polish-inverted notation;
4) service of model validation – semantic analysis.

In case the received data structure is correct in terms of semantics the interpretation is considered complete and can go to the level of controller.

Level of the controller is responsible for preparing the model HSM to the view which satisfies the conditions imposed by a solver. Also, the controller is responsible for loading of numerical methods, loading of library functions and other simulation settings. After the HSM model was obtained from the interpreter the finite difference method is performed according to the algorithm described earlier. As a result, the description of the PDE in the data structure is replaced by a system of ODE.

Generated data structure describing the internal representation of the hybrid system model based on the input specification of the model (text or graphics) should be counted and get simulation results. For this data structure is go to the input of the controller. The controller is a bonding layer, which produces all the necessary transformation and sets the simulation parameters. In addition, the controller is responsible for connection and control of library functions.

At this stage, the model is finally formed and fed to the input of the controller solver. Depending on the selected model parameters numerical method and the method of event detection HS is a calculation model. It is worth mentioning state changes in the calculation. ISMA environment has a unique method of detecting events [1] that increases the accuracy of solutions to rigid problems. Subsequent step in the simulation is the calculation. It is produced using a unique library of numerical methods ISMA. The simulation shows the resulting set of points on a plane integrated graphical visualization tools.

VII. SOLVERS

This section is devoted to the integration algorithms of
variable step based on two-stage and three-stage explicit methods of Runge-Kutta type that implements schemes of second and third accuracy order respectively.

The algorithms are applied to numerical solving of Cauchy problem for ODE systems of the following form:

\[ y' = f(y), \quad y(t_0) = y_0, \quad t_0 \leq t \leq t_k. \] (5)

Consideration of autonomous problem does not reduce the generality because non-autonomous problem always can be cast to autonomous by introducing an additional variable.

Particular attention should be paid to the choice of the integration method. Fully implicit methods cannot be used because they require the calculation of \( f(y) \) at a potentially dangerous area, where the model is not defined. Therefore here we will use explicit methods with solution:

\[ y_{n+1} = y_n + h_n f_n, \quad n = 0, 1, 2, \ldots \] As a result we obtain the dependence of the predicted integration step \( h_{n+1} \).

Considering that explicit methods are known by poor stability this paper examines integration methods with accuracy and stability control. Generally accuracy and stability control are used to limit the size of the integration step. As a result projected step \( h_{n+1} \) is calculated as follows.

The choice of the next integration step size is based on the proved theorem [4] and can be written as follows:

\[ h_{n+1} = \max \left[ h_n, \min \left( h^n, h^u \right) \right] \] (6)

where \( h^n \) and \( h^u \) are step sizes obtained as a result of accuracy control and stability control respectively. This formula allows to stabilize the step behavior in the area of solution establishing where stability plays a decisive role. Because the presence of this area severely limits the use of explicit methods for solving stiff problems.

A. Two-stage Runge-Kutta method

Suppose that for numerical solving of problem (5) the following implicit two-stage method of Runge-Kutta type is used:

\[ y_{n+1} = y_n + 0.5(k_1 + k_2), \]
\[ k_1 = h_n f(y_n), \]
\[ k_2 = h_n f(y_n + k_1). \] (7)

where \( y \) and \( f \) are real N-dimensional vector-functions, \( t \) is an argument, \( h \) is an integration step, \( k_1 \) and \( k_2 \) are method stages and 0.5 is a numerical coefficient defining accuracy and stability properties of (7).

Inequality for accuracy control has the following form:

\[ 0.5 \|k_2 - k_1\| \leq \varepsilon. \] (8)

And inequality for stability control looks as follows:

\[ v_n = 2 \max_{1 \leq i \leq N} \left( \left| k'_i - k''_i \right| / \left| k'_2 - k''_1 \right| \right) \leq 2, \] (9)

where length of stability interval of the scheme is approximately equals to 2; \( k'_1 \), \( k'_2 \) and \( k''_1 \) are the components of vectors \( k_1 \), \( k_2 \) and auxiliary vector \( k_3 \). Stage \( k_3 \) coincides with vector \( k_1 \) for next step and therefore does not lead to computational costs increasing.

B. Three-stage Runge-Kutta method

Consider implicit three-stage method of Runge-Kutta type for solving problem (5), which has the following form:

\[ y_{n+1} = y_n + \frac{1}{6} k_1 + \frac{2}{3} k_2 + \frac{1}{6} k_3, \]
\[ k_1 = h f(y_n), \quad k_2 = h f(y_n + 0.5 k_1), \]
\[ k_3 = h f(y_n - k_1 + 2 k_2). \] (10)

Inequality for accuracy control has the following form:

\[ \|k_1 - 2 k_2 + k_3\| \leq 6 \varepsilon. \] (11)

And inequality for stability control looks as follows:

\[ v_{n,3} = 0.5 \max_{1 \leq i \leq N} \left( \left| k'_i - 2 k''_i + k''_3 \right| / \left| k'_2 - k''_1 \right| \right) \leq 2.5. \] (12)

More detailed description of the designated methods can be found at [4].

VIII. ORGANIZATION OF SEQUENTIAL COMPUTATIONS

Let the method (7) is used for numerical solving of problem (5) and let the approximate solution \( y_n \) is known at moment \( t_n \) with step \( h_n \). Then to obtain the approximate solution \( y_{n+1} \) at moment \( t_{n+1} \) we have the following common algorithm:

**Step 1.** Calculate approximate solution \( y_{n+1} \) at moment \( t_n \) with step \( h_n \) according to performing method.

**Step 2.** Calculate approximate function value \( f(y_{n+1}) \).

**Step 3.** Obtain integration step accuracy characteristics.

**Step 4.** If solution is accurate then go to **Step 5**, else set integration step \( h_n \) equals to step \( h^n \) corrected by accuracy according to performing method and go to **Step 1**.

**Step 5.** Obtain integration step stability characteristics.

**Step 6.** If solution is accurate then go to **Step 7**, else set integration step \( h_n \) equals to step \( h^u \) corrected by stability according to performing method and go to **Step 1**.

**Step 7.** Get size of next integration step using (6).

**Step 8.** Perform next integration step.
IX. ORGANIZATION OF PARALLEL COMPUTATIONS

Developed parallel algorithms are based on the presented above sequential algorithms with the following differences.

For definiteness we assume that computer system consists of
$p$ processors, $N > p$ and let $k$ is a number of equations per rank. Then all of $N$ equations should be evenly allocated
between computing nodes. To achieve this goal classical
Round-Robin algorithm is chosen. Also parallel algorithm was
designed to reuse sequential algorithm.

Taking into consideration assumptions about beginning of
sequential method base parallel algorithms can be defined in
the following way:

**Step 1.** Allocate equations evenly between ranks using
Round-Robin algorithm.

**Step 2.** Calculate in each rank approximate solution $y_{n+1}^j$,
$0 \leq j \leq k$ at moment $t_n$ with step $h_n$ according to performing
method.

**Step 3.** Send obtained $y_{n+1}^j$ from each rank to others.

**Step 4.** Calculate in each rank approximate function value
$f^j(y_{n+1}^j)$, $0 \leq j \leq k$.

**Step 5.** Execute for each rank sequential algorithm from
**Step 3** corresponding to accuracy control.

X. REACTION-DIFFUSION PROBLEM SIMULATION

Let us consider specification features and solving of
problem of the designated class on the example of reaction-
diffusion problem in two-dimensional space, which is
associated with competition model of Lotka-Volterra [5].

Two kinds of variables $c^i(x,z,t)$ and $c^j(x,z,t)$ represent
density of competing species in the habitat area
$\Omega = \{(x,z): 0 \leq x \leq 1, 0 \leq z \leq 1\}$ and in time $0 \leq t \leq 3$ :

$$\frac{\partial c^i}{\partial t} = d_i \left( \frac{\partial^2 c^i}{\partial x^2} + \frac{\partial^2 c^i}{\partial z^2} \right) + f^i(c^1,c^2), i = 1,2$$

(13)

where $d_i = 0.05$, $d_z = 1.0$, $f^1(c^1,c^2) = c^1(b_1 - a_{12}c^2)$,
$b_1 = 1$, $a_{12} = 0.1$, $f^2(c^1,c^2) = c^2(-b_2 + a_{21}c^1)$,
$a_{21} = 100$, $b_2 = 1000$.

Boundary conditions are $\partial c^i/\partial x = 0$ at $x = 0$, $x = 1$ and
$\partial c^i/\partial z = 0$ at $z = 0$, $z = 1$ Initial conditions are
$c^1(x,z,0) = 10 - 5 \cos(\pi x) \cos(10\pi z)$ and
$c^2(x,z,0) = 17 + 5 \cos(10\pi x) \cos(\pi z)$.

At $t \to \infty$ solution becomes spatially homogeneous and
tend to periodically solve ODE system of Lotka-Volterra. This
ODE system is alternately stiff and non-stiff depending on
the solution position in the phase space.

Computer model in the ISMA is:

// Constants
const pi = 3.1415926;
const d1 = 0.05;
const d2 = b1 = 1;
const a12 = 0.1;
const a21 = 100;
const b2 = 1000;

// Variables to be sampling
var x[0, 1] apx 20;
var z[0, 1] apx 20;

// Equations
\[ c^1 = d1 \cdot (D(c^1, x, 2) + D(c^1, z, 2)) + f^1; \]
\[ c^2 = d2 \cdot (D(c^2, x, 2) + D(c^2, z, 2)) + f^2; \]
\[ f^1 = c^1 \cdot (b1 - a12 \cdot c^2); \]
\[ f^2 = c^2 \cdot (-b2 + a21 \cdot c^1); \]

// Boundary conditions
edge c1 = 0 on x both;
edge c2 = 0 on x both;
edge c1 = 0 on z both;
edge c2 = 0 on z both;

// Initial conditions
\[ c1(0) = 10 - 5 \cdot \cos(\pi \cdot x) \cdot \cos(10 \cdot \pi \cdot z); \]
\[ c2(0) = 17 + 5 \cdot \cos(10 \cdot \pi \cdot x) \cdot \cos(\pi \cdot z); \]

In this example blocks of model description are marked by
comments: constants, variables to be sampling, algebraic
equations, the system of PDE, boundary conditions, the initial
value.

Turning to the grid of size $J \times K$ by $x$ and $z$ respectively we
obtain $\Delta x = 1/(J-1)$ and $\Delta z = 1/(K-1)$ are grid steps by
$x$ and $z$ coordinates, $c^i_j$ is approximation of $c^i(x_j, z_j, t)$,
where $x_j = (j-1)\Delta x$, $z_j = (k-1)\Delta z$, $1 \leq j \leq J$, $1 \leq k \leq K$.

Thus we obtain differential equations system of $N = 2JK$
dimension:

$$\frac{c^i_{jk}}{\Delta t} = \frac{d1}{\Delta x^2}(c^i_{j+1,k} - 2c^i_{jk} + c^i_{j-1,k}) +$$
$$+ \frac{d2}{\Delta z^2}(c^i_{j,k+1} - 2c^i_{jk} + c^i_{j,k-1}) + f^i_{jk},$$

where $1 \leq i \leq 2$, $1 \leq j \leq J$, $1 \leq k \leq K$, $f^i_{jk} = f^i(c^1_{jk}, c^2_{jk})$.

Boundary conditions on grid are the following: $c^i_{0,k} = c^i_{2,k}$,
$c^i_{j+1,k} = c^i_{j-1,k}$ for $1 \leq k \leq K$ and $c^i_{j,0} = c^i_{j,2}$,
$c^i_{j,K+1} = c^i_{j,K-1}$ for $1 \leq j \leq J$.

Fig. 4 show that solution diagrams are qualitatively similar.
The comparative analysis results of implemented algorithms in sequential and parallel version are given on the Table 1.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Algorithm</th>
<th>Sequential time (ms)</th>
<th>Parallel time (ms)</th>
<th>Sequential time (ms)</th>
<th>Parallel time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20x20 (N = 800)</td>
<td>RK2ST</td>
<td>3645</td>
<td>750</td>
<td>6710</td>
<td>1092</td>
</tr>
<tr>
<td>40x40 (N = 3200)</td>
<td>RK2ST</td>
<td>106545</td>
<td>7710</td>
<td>198540</td>
<td>10731</td>
</tr>
<tr>
<td>60x60 (N = 7200)</td>
<td>RK2ST</td>
<td>1203345</td>
<td>91325</td>
<td>2400734</td>
<td>120289</td>
</tr>
<tr>
<td>80x80 (N = 12800)</td>
<td>RK2ST</td>
<td>4709395</td>
<td>307575</td>
<td>8259426</td>
<td>4773248</td>
</tr>
<tr>
<td>100x100 (N = 20000)</td>
<td>RK2ST</td>
<td>12109500</td>
<td>787905</td>
<td>24508700</td>
<td>107756</td>
</tr>
</tbody>
</table>

Problem (14) was calculated for equations from 800 to 20000. MPI is chosen as paralleling technology because this approach is focused on cluster system and in future will allow calculating system of much more higher dimension if needed.

Dependence of computational time from system dimension is shown in Fig 5. Such a significant increase of computational costs (especially by sequential algorithms) is related to costs of construction and inversion of Jacoby matrix of increasing dimension. Also the higher system dimension the advantage of parallel algorithm becomes even more clearly.

XI. CONCLUSION

In this paper a new class of hybrid systems, continuous dynamics of which is defined by a system of DAE and PDE with boundary conditions, within ISMA instrumental environment is introduced. The architecture of ISMA is considered. New elements of LISMA language for description of PDE and boundary conditions language are presented. Grammar of new language inherited from the old language and is also context-free. Data structure for storing unified representation model is designed. Features of the considered hybrid systems such as the increased stiffness and high dimension make difficult to apply the commonly used sequential methods of numerical analysis. Steps of parsing and transition to the solver are discussed in detail. An example of reaction-diffusion is given, text model is obtained and numerical calculations are carried out. The experiments show that parallel algorithms based on explicit schemes with accuracy and stability control are more suitable for analysis of system of the designated class.

REFERENCES

Piecewise-regular object recognition in real-time applications

Andrey V. Savchenko, and Vladimir R. Milov

Abstract—Mathematical models and methods of complex (piecewise-regular) object recognition are reviewed. Examples in speech and image processing tasks are provided. The recognition methods are classified in dependence on the number of available models and the count of classes. We emphasize the issue of insufficient accuracy and computing efficiency of popular recognition methods (both statistical and machine learning) if the number of models per each class is not enough and the number of classes is large (thousands of alternatives). It is experimentally shown that the probabilistic neural network with homogeneity testing and the directed enumeration method allow to decrease the recognition speed in comparison with contemporary approximate nearest neighbor methods.

Keywords—Image recognition, mathematical models and methods of statistical pattern recognition, piecewise-regular objects, speech recognition.

I. INTRODUCTION

Classification task is one of the most significant in the field of pattern recognition. In this task it is required to assign the query object $X$ (facial photo, speech signal, image of natural scenes, text) to one of $C>1$ classes [1]. Most part of contemporary research in this area is concentrated on the development of recognition algorithms by assuming that each class is specified by the given database (DB) $\{X_r\}, \ r = 1, \ R$ of $R \geq C$ cases. For each model object $X_r$ class label $c(r) \in \{1, \ldots, C\}$ is known.

It is possible to extract three possible directions of research in pattern recognition (Fig. 1). If analyzed objects are represented as feature vectors with the fixed dimension $M=\text{const}$ then traditional (pointwise [2]) classification methods are applied. There are either simple methods, e.g., linear/quadratic discriminant analysis (LDA/QDA) or complex machine learning techniques, e.g., feed-forward multi-layer perceptron (MLP) [3] and support vector machine (SVM) [4], which approximate the given data by estimating parameters and, in general case, the net structure [1], [5].

Most complex is the task of group choice classification [2] in which the object $X$ is represented by the group (collection) of independent identically distributed (i.i.d.) feature vectors. The decision of this task is usually achieved by aggregating the decisions of traditional classifiers mentioned above applied to each member of the group.

Recently the research have moved focus to the objects containing several independent homogeneous (regular, "stationary") parts. Each part (or segment) may be represented as a group of i.i.d. feature vectors [6]. Let’s call such objects composite or piecewise-regular.

The recognition of piecewise-regular objects include image and speech processing tasks. For instance, the images of the whole object (in HOG (histogram of oriented gradients)-like methods [7], [8]) or the keypoint nethorhood (in SIFT (Scale-Invariant Feature Transform)-like methods [9]) are divided into a grid of blocks; each block is processed independently (compare with the known JPEG/MPEG compression algorithms).

Speech can be considered as a sequence of minimal units (phones, phonemes, triphones) which are independent of each other. The signal corresponded to particular word or phrase is assumed to be the realization of non-stationary random process. Various experimental studies show [10] that the application of traditional classification methods are characterized with low accuracy if feature vector is estimated for the whole analyzed signal. Thus, modern techniques include other approach which determines the classifier structure. Query object $X$ and all models $X_r$ are considered as sequences of, respectively, $K$ and $K_r$ homogeneous (regular) segments (phones). These segments are relatively independent (features of different segments inside one word may have nothing in common as they correspond to distinct phones).

The segmentation algorithms of practically important objects (images, speech) are well studied [1], [11] and are not
discussed further in this article.

The rest of the paper is organized as follows: Section 2 presents the recognition procedure of composite objects more thoroughly. In Section 3, our experimental results in recognition of faces and Russian speech are presented. Finally, concluding comments are given in Section 4.

II. COMPOSITE OBJECTS RECOGNITION METHODS

Methods of piecewise-regular object recognition are primarily determined by the characteristics of the available DB of models (Fig. 2). The decision is made in favor of the closest model in terms of the summary distance for all \( K \) segments. Each segment is recognized with pointwise or group choice classifiers. As the number of extracted segments is usually high, computing efficiency of algorithms of composite object recognition is rather low in comparison with other types of objects (Fig. 1).

![Fig. 2 classification of composite object recognition systems in dependence on the available model DB](image1)

A. Large Number of Models Per Class in the Database

The most well-studied are tasks with large number of available models for each class (\( C << R \)), e.g., optical character recognition, classification of traffic signs and phonemes. Modern recognition methods in such cases can be classified in the following way (Fig. 3).

Following traditional approach to pattern recognition [1], feature extraction is the crucial step to achieve high accuracy. Experimental studies clearly show that popular classifiers (LDA/QDA, MLP, SVM, etc.) are characterized by the best quality for uncorrelated features [1]. Hence, classical recognition procedures include normalization and decorrelation with, e.g., principal/independent component analysis (PCA/ICA) for primitive descriptions of analyzed objects (color matrix for images, signal of acoustic pressure amplitude of its fast Fourier transform (FFT) for speech) [3]. For instance, weighed histograms of gradient orientation are calculated in the image keypoints' neighborhoods [7]. For speech fragments the spectrum is estimated in several acoustic frequency bands (logarithmic mel-scale) and further decorrelated by the modified cosine transform. As a result, Mel-Frequency Cepstral Coefficients (MFCC) are obtained [10]. Thus, the most evident way to recognize composite object is to divide it into a fixed number of homogeneous segments, estimating features for all segments, uniting them into a single feature vector and classifying them with traditional MLP or SVM.

Unfortunately, homogeneous segments are extracted inaccurately, several important segments can be duplicated (e.g., vowels in speech signals) or missed (consonant phonemes). Hence, the described approach is ineffective for many tasks, such as automatic speech recognition (ASR). To overcome this drawback, preliminary segmentation of the query object and all models is performed. Next, the segments are dynamically aligned with the dynamic programming techniques (Dynamic Time Warping, DTW) [12]: each segment of the input object is compared with several model segments in some neighborhood. It is obvious that such alignment causes further increase of average recognition time. Unfortunately, such approach is known to be characterized with low accuracy if the number of classes \( C \) becomes high [10]. As a consequence, since 1980-th the most popular approach are based on the hidden Markov models (HMM), specially developed for classification of piecewise-stationary objects [13]. Let's discover their application to ASR task, for which HMM is a standard de-facto in modern recognition libraries (CMU Sphinx, HTK, Kaldi, etc.).

Originally, HMMs were built for each word from the vocabulary [13]. As it is required 100...1000 speech signals to train each model, their practical application was restricted only for tasks with small dictionary, e.g., recognition of digits. Hence, nowadays, other, phonetic, approach is widely used [10], according to which each word from the vocabulary is put in correspondence with the sequence of phones. For each phoneme of national language (or, more frequently, context phones such as triphones) separate HMM is built. For instance, HMM with 3 states is usually applied for triphone in which the context of the middle phone is specified with the previous and
next phones. Observed variables are the vector of MFCC features calculated in a frame of fixed duration 30-45 ms. It is assumed that this vector is generated by the Gaussian Mixture Model (GMM) with diagonal covariance matrix, i.e., the features are supposed to be uncorrelated. Training is done by using the large speech corpora with partially available phonetic transcription. Other part of the corpora is used to clarify the HMM's parameters with the semi-supervised learning [14]. To improve the accuracy, the information of statistical correlation between segments (e.g., language model [10]) in syntactic, lexical and semantic levels in hierarchical systems (e.g., Hearsay-II [15]) is used.

The major restriction of these approaches is the requirement of features to be uncorrelated or independent (Fig. 3). It is not surprising that the recent research has been focused on the usage of primitive correlated features and more complex classifiers, e.g., deep neural network (DNN) which showed better accuracy in comparison with the state-of-the-art SVM for several model tasks [16]. Originally Restricted Boltzmann Machines are used as stacked auto encoders to extract features with final layers trained by the back propagation on the modern GPU's [16]. However, the best results are achieved with other neural network methods with deep architecture, such as Convolutional Neural Network (CNN) [17] and recurrent LSTM (Long Short-Term Memory) [18] which do not use preliminary unsupervised learning. Let's discuss these techniques for image and speech recognition tasks in more details.

CNN is an enhancement of the neocognitron ideas [19] and consists of sequentially mapped layers of convolution [20] and sub-sampling [17]. Recently, subsampling layer is replaced with the max pooling layer and several CNN's are united in a committee in the Multi-Column GPU Max-Pooling CNN, MC-GPU-MPCNN [22] which allowed to reach 0.54% error rate in traffic sign image recognition task ($C=43$ classes, $R=39209$ models) which is 0.6% lower than the human's error rate. For digits character recognition task from the MNIST dataset ($C=10$ classes, $R=60000$) standard DNN showed 99.65% accuracy [23], while the best is again the MC-GPU-MPCNN (99.77%) [24]. Application of the CNN to much complex ImageNET dataset ($C=21841$ classes, more than 14 million models) allowed to achieve 11% higher accuracy in comparison with the state-of-the-art methods [25].

Here we should highlight the need for testing if the difference in error rates are statistically meaningful with, e.g., sign rule or McNemar's test [26]. Moreover, the paper [27] discovers problems with estimation of the classifier accuracy so the simplest methods (LDA, naive Bayes, etc.) are sometimes better than the complex classifiers (MLP, SVM, DNN, etc.). Moreover, widely used datasets (MNIST, ImageNET, TIMIT, FERET etc.) are sometimes not representative and class labeling is sometimes quite arbitrary (e.g., in the tasks of emotion recognition from face and speech [28].

It is important to note the CNN can be applied not only in image recognition tasks. For instance, its special case, Time-Delay Neural Network (TDNN) [3] showed good accuracy of phoneme recognition with correlated spectrograms as the features [29], [30].

However, most widely-used in the ASR task are the methods with preliminary phoneme segmentation which allows to use phonetic approach widely developed in the HMM studies. First of all, the DNN with 3...8 layers and 1024...3072 neurons are applied in popular Kaldi ASR library instead of the HMM-GMM triphone model [31]. The DNN's input is usually the features of several (e.g., 9) sequential overlapped frames [32]. It was showed by Microsoft research team [33] that simple FFT-based features allow the DNN to achieve better accuracy than the conventional MFCC. DNN's usage is the very promising approach now as they decrease the word error rate at 10-15% in comparison with the state-of-the-art HMMs [31], [32].

Final alternative to HMM is the recurrent LSTM trained with the Connectionist Temporal Classification method [34]. In the task of phonetic transcription with TIMIT dataset network with 100 LSTM blocks in each hidden layer reaches the 17.7% error rate [35] and the phonetic labeling accuracy is 69.49% which is 4-8% higher in comparison with HMM [36].

Thus, we may conclude that classifiers with deep architecture and large number of parameters for several model tasks allows to achieve the accuracy comparable with the human recognition accuracy. However, the situation becomes quite more complicated if the training set contain small number of models per each class (in the worst case, 1 model per class, $C=R$) [37].

B. Small Training Sample

In case of the low number of models per class $C \approx R$ the classification procedures can be divided into deterministic and statistical (Fig. 4).

![Classification of composite object recognition methods for $C \approx R$](image)

Fig. 4 classification of composite object recognition methods for $C \approx R$

Nowadays the most popular is the deterministic approach in which it is required to choose the proper distance between analyzed objects. To classify the query object, nearest neighbor (NN)-based rules, e.g., kNN [1] or RBF (Radial-Basis Function) [3], [38].

One variant of deterministic approach is the binary
classification of the distances between segments [39]. It is assumed that 2...5 models are available for each class. Despite the impossibility to train complex classifiers, e.g., CNN, for such training set, it is possible to assign the vector of distances between corresponding segments to one of two classes: are these distances calculated between objects of the same or distinct classes. The training is usually done with the AdaBoost [40]. Query object is segmented, for each model from DB the distance vector is estimated and recognized by trained AdaBoost classifier. The decision is made in favor of the class of the model with the highest confidence. Actually, it is the same NN rule, but the distance function is the AdaBoost's confidence. The usage of this approach to face recognition task from FRGC 2.0 dataset (16028 photos of 4444 persons) allowed to achieve 6-15% higher accuracy in comparison with conventional 1-NN rule [39].

The problem here is the variability of objects in each class. To overcome it, statistical approach [1] can be used. Each class is specified by the distribution of segments' feature vectors. Hence, pattern recognition task can be reduced to the statistical hypothesis testing of group's (sequence of primitive features, like in the DNN-based methods) distribution. In parametric approach the type of distribution is chosen by the researcher. Usually Gaussian approximation (in LDA/QDA) or polynomial distribution (histograms) for discrete features are used. It is possible to show that this approach is equivalent to the Kullback-Leibler minimum information discrimination principle [41], [42] if the segments are considered as a simple random sample of i.i.d. primitive features. However, in general case parametric approach is unreasonable [1]. It is preferable to use the nonparametric estimation of the class distribution with, e.g., Parzen kernel as it is done in the probabilistic neural networks (PNN) [43]. The PNN is characterized by extremely fast training procedure and convergence to the optimal Bayesian decision. Unfortunately, the property of optimality is missed if the class distributions are assumed to be unknown. In such case, it is possible to reduce the task to the testing of complex hypothesis and discover maximal likelihood decision which is known to be asymptotically (if the size of the group, i.e. the image resolution or the phoneme duration is large) equivalent to the minimax criterion [44]. Savchenko A.V. implemented this idea in the homogeneity testing PNN (HT-PNN) which is the enhancement for the PNN to a group-choice classification [45], [46]. HT-PNN showed higher accuracy than the PNN in the tasks of face recognition and authorship attribution [45], [47]. It is important to emphasize that the statistical approach for discrete features with either PNN or HT-PNN is equivalent to the 1-NN rule with special measures of similarity which are the generalization of the Kullback-Leibler divergence and chi-square distance, respectively [46].

Thus, practically all recognition methods for the case $C \approx R$ are implemented in k-NN rules which requires the brute force of the whole DB. Hence, they cannot be implemented in real-time applications even for middle-sized (thousands of classes) and, especially, very-large DBs. In the last case the recognition accuracy is known to be very low so that classifier is usually integrated into a decision-support system of object retrieval which returns several closest models to help the user to make better decision. To speed-up the classification, approximate NN methods [48], [49] are usually applied. Unfortunately, these methods are specially optimized for very-large DBs so they are not efficient for middle-size DB when the number of classes does not exceed several thousands [50]. To decrease the recognition speed for such training sets, ordering permutations (perm-sort) method has recently been proposed [49]. Another interesting approach, namely, the directed enumeration method (DEM) [51] is based on the asymptotic properties of the HT-PNN [8]. Experimental studies in face recognition [50] showed that the DEM outperforms the known approximate NN methods in face recognition with FERET and Essex datasets.

### III. EXPERIMENTAL RESULTS

In this section we present several experimental results of the HT-PNN, the DEM and the phonetic encoding method (PEM) proposed by Savchenko A.V. in [45], [8], [52] and [53]-[55], respectively.

#### A. Face recognition

In this section we present experimental results in the face recognition task. Popular FERET dataset was used: 2720 frontal facial images of $C=994$ persons were selected. Faces are detected by OpenCV library. All facial images are divided into 100 segments (blocks) by 10x10 grid ($K_1=K_2=10$). Next, HOG with $N=8$ bins is evaluated for each segment. The following nearest-neighbor rule was used [51]

$$\sum_{k_1=1}^{K_1} \sum_{k_2=1}^{K_2} \min \left| H \left( k_1 + \Delta_1, k_2 + \Delta_2 \right) \right| \rightarrow \min \min$$

where $H(k_1,k_2)$ is the HOG of the segment at the cell

![Fig. 5 Face recognition error rate, FERET dataset](image-url)
\( (k_1, k_2) \in [1, ..., K_1] \times [1, ..., K_2], H_r(k_1 + \Delta_1, k_2 + \Delta_2) \)

is the HOG of \( r \)-th model segment at the cell \( (k_1 + \Delta_1, k_2 + \Delta_2) \).

From these figures one can notice that the DEM allows to improve image recognition computing efficiency. At the same time, one of the best approximate nearest neighbor methods, namely, randomized kd-tree, in some cases shows practically the same computing efficiency as simple brute force. As a matter of fact, parallel DEM [51] is 6-10 times more efficient than nonparallel brute-force and 2-2.5 times better than the parallel one. For instance, recognition time of the exhaustive search implementation of the HT-PNN requires 38.7 ms which is quite high for real-time processing (as face detection is also quite hard procedure in terms of computing efficiency). However, the parallel DEM requires only 5.8 ms, while the accuracy is only 0.5% lower.

**B. Voice command recognition**

In this subsection we investigate the voice command recognition software [56] developed by A.V. Savchenko and V.V. Savchenko. It implements the PEM [53] which requires the user to pronounce the commands in isolated syllable mode. It has been shown that such requirement allows to build fast robust voice control system with automatic extraction of the pronounced command from continuous speech [56] and very fast speaker adaptation. In [57] it has been proposed to further improve the recognition accuracy by aggregating with fixed weight \( 0 \leq \alpha < 1 \) the output of the PEM with the posterior probability of extracted syllable estimated by any ASR library. Popular CMU Pocketsphinx library was used in the experiment.

The noise-canceling microphone A4Tech HS-12o was used to record speech in the following format: PCM wav, mono, sampling rate 8000 Hz, 16 bits per sample. The ASR quality was tested with the following vocabulary (in Russian): the list of 1830 Russian cities with the corresponding regions, e.g., "Kstovo (Nizhegorodskaya)" (hereinafter "Cities"). All vocabularies are available in text files, each line contains separate word/phrase. Ten speakers (five men and five women of different age) pronounced each word from these vocabularies twice. To train the system each speaker pronounce 10 vowels in isolated mode. The following parameters were chosen: frame length 30 ms, frame overlap 10 ms, autoregression model order \( p=12 \). To estimate the closeness of the speech signals, the implementation of the HT-

**Fig. 6 Face recognition average recognition time, \( \Delta = 0 \)**

**Fig. 7 Face recognition average recognition time, \( \Delta = 1 \)**
PNN, namely, the COSH distance between power spectral densities was used [10], [56].

In our experiments we compare the recognition accuracy of the proposed approach with conventional Pocketsphinx and popular Google Voice Search service [58]. We added an artificially generated white noise to each test signal (with signal-to-noise ratio 30 dB, 20 dB, 10 dB). The error rates are shown in Fig. 8.

Based on this figure we could draw the following conclusions. First, isolated syllable mode allow to not only extract voice commands but to increase the ASR accuracy [53]. Second, addition of noise leads to high error rate of the original PEM without classifier fusion ($\alpha = 0$) as the vowels from the speaker's phonetic database obtained during training became not similar to the noised vowels, so adaptation is not efficient. However, the fusion of general ASR with the user vowel recognition ($\alpha = 0.6$) is the best choice in our experiment with isolated syllables [57]. McNemar's test showed that the gain in the accuracy is statistically significant in all cases except the absence of noise. In the last case, fusion is not quite better than the original PEM ($\alpha = 0$).

IV. CONCLUSION

In this paper we analyzed the methods of piecewise-regular object classification. The dependence of the classifier choice on the number of classes and models in DB is highlighted (Fig. 2). Our brief survey showed that the current trends in the development of composite object recognition methods are connected with the refusal of complex algorithms of uncorrelated feature extraction and complication of the classifiers (Fig. 3). We emphasized one of the most exciting challenges in this field, namely, small number of models per each class (Fig. 4). Most of recognition procedures in this case implement the nearest neighbor rule with various distances. If the number of classes $C$ is large, brute force solution is not computing efficient. Hence, approximate nearest neighbor algorithms can be applied. Unfortunately, most of such algorithms allows to make the recognition faster only for very-large DBs and do not work better than an exhaustive search for middle-sized DBs (Fig. 6, 7). However, our experimental study show that there is the DEM which improves the recognition speed in several times.
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Methods of assessing and predicting the energy efficiency of electrical complexes of urban distributive power grids
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Abstract—Energy efficiency of electrical complexes of urban distributive power grids is determined with an error caused by changes in the characteristics of the main equipment in process of exploitation and the lack of information of such level grids due for the specific features. Development methodology based on experimental research which would improve the accuracy of the estimation and forecasting of energy efficiency in the development and planning measures of energy saving is expedient.

Keywords—Energy efficiency, load schedules, losses of idle transformers, urban distributive power grids.

I. INTRODUCTION

Nowadays a special attention is paid to energy conservation, energy efficiency and saving energy resources.

Operating efficiency of electrical complexes of urban distributive power grids is largely dependent on condition of the equipment and information about its operating modes. The efficacy variable is losses of electricity. Equipment of electrical complexes of urban distributive power grids, as no other power grids, is extremely massive. Even for the electrical complexes of urban distributive power grids of regional centers of the European part of Russia, the number of units of this equipment is the hundreds, thousands and even tens and hundreds of thousands of units.

There are problems with forecasting the state of the equipment of electric grids and modes of its operation at a low level of monitoring. As a result there are problems with forecasting the structure of energy losses as a measure of the efficiency of the electric grids.

Development of methods for assessing and predicting the energy efficiency of electrical complexes of urban distributive power grids is an relevant task, which is primarily associated with the refinement of the basic components of the values of electricity losses and addresses to the problems of assessing and predicting of the structure of electricity losses as the main indicator of energy efficiency. Rational and efficient exploitation of electrical complexes of urban distributive power grids is impossible without a clear understanding of the structure and quantitative components of regulatory and excessive losses [1]. These indicators are expedient to define by calculation. Special investigations should be carried out.

The research is carried out with financial support from the state represented by the Ministry of Education of Russia. Now the unique identifier of applied research RFMEFI57614X0055.

II. PROBLEM FORMULATION

Existing methods for assessing the energy efficiency of electrical complexes of urban distributive power grids do not account for changes in the characteristics of the equipment during operation and the general low level of information security electrical power grids 6-10 kV and 0.4 kV. It leads to nonobjective results.

The main components of the total losses of electricity of urban complexes of urban distributive power grids are conditional permanent losses in power transformers, load losses in the lines of 0.4 kV and the losses due to accuracy and disadvantages of electricity metering system. Values of the constituent determined by calculation and requires an increase in the accuracy of calculations.

Currently, a significant part of tenure of employment of the power transformers of distributive grids with highest voltage of 6-10 kV exceeds 25–30 years, and the actual values of the power-load losses are substantially different from the certified value. Existing methods of assessing the energy efficiency does not take account of this fact, it leads to an error estimates.

There are research results in electric systems and municipal electric grids of the Central Federal District of Russia, which suggest that the fact of exceeding the actual values of power load losses of idle power transformers over real values of losses occurs and can reach significant values [2, 4].

Variation of power of load losses of idle power transformers is rated with the excess of passport value \( \Delta P_{\text{IR.PASS}} \) over the real value of load losses of idle power transformers \( \Delta P_{\text{IR.REAL}} \) in conducting research. The excess amount is determined by the formula:

\[
\Delta P_{\text{IR}}(T_E) = \frac{\Delta P_{\text{IR.REAL}} - \Delta P_{\text{IR.PASS}}}{\Delta P_{\text{IR.PASS}}}, \quad (1)
\]

After the culling the sample with results of experimental researches was composed to analyze them. The sample
included the results of researches of 682 power transformers with a rated power of 20 kVA to 630 kVA.

Results of experimental researches are presented in Fig. 1.
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Fig.1. Experimental data about power of load losses of idle power transformers

Obtained values of power of load losses of idle power transformers are characterized by a large spread, while values of power of load losses of idle power transformers increase with increasing of tenure of their employment.

A result of research proved that the most significant factor that affects on the change of power of load losses of idle power transformers is tenure of their employment, therefore the influence of other factors that determine values of power of load losses of idle power transformers was not taken in statistical processing.

According to experimental data regression mathematical models of changing of power of load losses of idle power transformers in service were developed. Goal was to obtain a simple method that allows to determinate by calculation the average value \( \Delta P_{IR}^*, \% \) for power transformers with an arbitrary tenure of employment.

Comparative analysis of the obtained models led to the conclusion that as a relevant and statistically significant mathematical model that most accurately describes the relationship \( \Delta P_{IR}^*, \% = f(T_E) \) must be selected approximating model in the form of a power equation:

\[
\Delta P_{IR}^*(T_E) = -25,3201 + T_E^{0,035},
\]

because:
- all the coefficients of the equation are statistically significant;
- determination coefficient \( R^2 \) reaches the highest value;
- obtained model is adequate in relation to the experimental data.

Mathematical model (2) was the basis for the development of an original method for calculating power of load losses of idle power transformers with different tenure of employment.

Practical and simple method of constructing models \( \Delta P_{IR}^*, \% = f(T_E) \) was proposed in the form of two linear dependencies \( \Delta P_{IR}^*, \% = f(T_E) \) for different intervals of tenure of employment:
- from 0 to 20 years – a linear dependence \( \Delta P_{IR}^*, \% = 0 (\Delta P_{IR} = \Delta P_{IR,PASS}) \), this seems absolutely logical for new transformers and transformers with low tenure of employment;
- from 20 years and more – linear dependence \( \Delta P_{IR}^*, \% = a \times \Delta P_{IR,PASS} \), where value of coefficient \( a \) obtained from experimental data.

For power transformers with tenure of employment more than 20 years dependence \( \Delta P_{IR}^*, \% = f(T_E) \) can be described by the equation \( \Delta P_{IR}^*, \% = 1.75(T_E - 20) \) according to which calculated value of power of load losses of idle power transformers increased by 1.75% for each year of their employment.

Obtained method of determining of power of load losses of idle power transformers and its comparison with the power mathematical model that best describes the relationship \( \Delta P_{IR}^*, \% = f(T_E) \), graphically presented in Fig. 2.
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Fig.2 A graphical representation of the method and its comparison with the developed mathematical model

Random measurements of power of load losses of idle power transformers of grids of 6-10 kV, that were put into operation between 1962 and 1993, were carried out for assess of proposed method. A comparison of the measurement values
The results of control tests have confirmed the legitimacy of the proposed method of calculating of power of load losses of idle power transformers. Here criterion of depending of a single parameter \( T_E \) works for the average of a group of indicators. The greater the size of the group, the more accurate determination of the desired result. With a significant difference between the calculated and experimental values of the power of load losses of idle power transformers in groups, the difference \( \Delta P_{IR,REAL} \) and \( \Delta P_{IR,CALC} \) on all transformers in sample was 0.39% compared to \( \Delta P_{IR,CALC} \). The obtained result confirms the accuracy of the calculations of power of load losses of idle power transformers by the proposed method for a group of power transformers with the chosen \( T_E \) as a criterion.

Very close values were obtained and the results of [4], fragments of which are shown in Fig. 3 for transformers with highest voltage of 35 kV.

It is possible to lead the formula:

\[
d\Delta P_{1,i} = 0.66 \cdot T_{E,i}^{1.12},
\]

The designations \( d\Delta P_{1,i} \) and \( T_{E,i} \) adopted by the authors of [4] identical to designations \( \Delta P_{IR}^*, \% \) and \( T_E \) adopted by the authors of abstract accordingly.

Comparison shows that for the 50 years of service the calculated values \( \Delta P_{IR}^*, \% \) for both methods are of the close to 50%. Obtained fact indicates that not only the values \( \Delta P_{IR}^*, \% = f(T_E) \) exceed passport values of power of load losses of idle power transformers, but that for transformers of different types and capacities power variation \( \Delta P_{IR}^*(T_E), \% \) obeys certain general laws, which can be installed as a result of special researches.

The general level of condition monitoring of electrical complexes of urban distributive power grids is low, therefore significant problems of calculating of load electricity losses associated with the lack of initial information about the parameters of the equipment and operating conditions of 0.4 kV. This is due to a lack of recording devices at 0.4 kV feeders supplying urban substations and, as a consequence, the lack of data about the load schedules and indicators used in the calculations [3].

Analysis of scientific literature, techniques and methods of calculation, and the practice of the work on the calculation of losses in complexes of urban distributive power grids showed insufficient research problems, associated with obtaining accurate data about size and structure of electricity losses.

Rules of exploitation of urban distributive power grids do not provide registration of load schedules of 0.4 kV grid, so it is recommended to use the value of form coefficient of graph \( k_f \) obtained by calculation according to the formula:

\[
k_f = \frac{1 + 2k_i}{3k_i},
\]

where \( k_i = 0.5 \), by \( k_f = 1.15 \) \((k_f^* = 1.33)\), and \( k_f = 1.33 \) \((k_f^* = 1.67)\) by \( k_e = 0.3 \).

Schedules of consumption of active power \( P(t) \) and reactive power \( Q(t) \) are presented as graphs \( P'(t) \) and \( Q'(t) \) in relative units with respect to the average daily values \( P_{AV, NIGHT} \) and \( Q_{AV, NIGHT} \) in the expressions:

\[
P'(t) = \frac{P(t)}{P_{AV, NIGHT}}, \quad Q'(t) = \frac{Q(t)}{Q_{AV, NIGHT}}.
\]

Example of received daily schedules of active load \( P'(t) \) of residential consumers is shown in Fig.4

Dependence of the change shape of the schedules from: season of the year, the locality and the day of the week is set with a result of research of daily schedules of electrical loads \( P'(t) \) The absence of such dependencies allows to combine
schedules in groups for further research.

Preliminary research showed that in contrast to the schedules of active power $P(t)$, reactive power schedules $Q(t)$ have not pronounced peaks, although in the form of graphics, they repeat the active power (Fig. 5).

![Daily schedules of reactive load of residential consumers](image)

Fig. 5. Daily schedules of reactive load of residential consumers

It was established, that values of reactive power factor $\frac{Q(t)}{P(t)}$ have considerable variation depending on time of day and can be described by only an interval of values which is characterized by an average value. Such a notion is reflected in the current regulations.

A problem to develop methods for assessing and predicting the energy efficiency of electrical systems of urban distributive power grids is posed. Methods provide clarification of the calculated values of power losses as an index of energy efficiency in conditions of changing the characteristics of the equipment at a low level of information security.

### III. Problem Solution

Analysis of the structure of electricity losses in urban distributive power grids with the highest voltage of 6-10 kV of the North-West Federal District of the Russian Federation shows that the energy losses in power transformers are the most significant and primary depend of tenure of their employment, but it ignored in modern methods of calculation. The accuracy of calculations of losses is particularly important due to the fact that currently the share of power transformers with a tenure of employment of 25–30 years more than 50% in urban distributive power grids, while changes in power load losses of power transformers reaches 50% or more from the certified value during exploitation.

Plans and graphics of measurements of power load losses of idle run of significant part of power transformers of Northwestern Federal District, commissioned in the period from 1941 to 2004, were developed.

Regression mathematical model of change in capacity-load losses of idle run of power transformers during exploitation will be developed based on these results. The goal is to obtain a simple method to determine the average value of load losses of idle run of group of power transformers with a random tenure of employment by calculations.

A problem to determine the actual values of form coefficient for the calculation of load losses in electrical power complexes of urban distributive power grids of 0.4 kV is posed.

Actual material about the load schedules of residential consumers in towns of the North-West Federal District was received by experimental studies of daily schedules of electrical loads feeders providing electricity power characteristic groups of residential customers.

Analysis of schedules of active and reactive load residential customers, united similar living conditions, will provide an idea of the features of electricity in different social living conditions and classify electricity consumers based on the type of building groups. According to obtained data regression mathematical model that describe changes in the active power during the day for the groups will be developed.

Obtained mathematical model will be the basis for the development of methods for determining the basic indicators of daily schedules of active load: electricity supply to the consumer group, the time of using the maximum load, the absolute minimum and maximum of active power of consumption for any period of time. Indicators are determined by mathematical calculations and analysis of expressions describing graphs and their combinations.

Methods and algorithms for determining indicators load schedules of different groups of consumers of urban distributive power grids and the values of the coefficients will improve the accuracy of calculations of losses of electricity for each case in a low level of monitoring of 0.4 kV grids, reasonably solve issues of forecasting and assessing the energy efficiency of these grids and its modernization.

### IV. Conclusion

The analysis of existing evaluation methods of energy efficiency of urban distributive power grids shows the need for research to improve the accuracy of the determination and prediction of energy efficiency of grids in modern conditions.

Receiving the results of the change of power load losses of power transformers during exploitation, and also information about the characteristics of load schedules of consumers of urban power grids will improve the accuracy of calculations of losses in distributive power grids high voltage of 6-10 kV. They can be used to assess and predict the energy efficiency of electrical systems of urban distributive grids for the development of energy conservation and energy efficiency at a low level of equipment condition monitoring, its features and modes of operation.
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Abstract—Silicon, the main material of microelectronics, is perfectly suited for spin-driven applications. All-electrical spin injection in silicon has been demonstrated, however, the magnitude of the corresponding signal is larger than theoretically predicted. We analyze the influence of electrostatic charge screening on the efficiency of spin injection at the ferromagnet-semiconductor interface. We show that the spin-injection efficiency cannot exceed the value obtained at the charge neutrality condition. Finally, we demonstrate that a large enhancement of the electron spin lifetime in silicon thin films can be obtained by applying shear strain, which is routinely used to boost the electron mobility in MOSFETs.

Index Terms—Spin injection modeling, spin lifetime modeling, valley splitting modeling

I. INTRODUCTION

Miniaturization of CMOS devices has made possible a tremendous increase in performance, speed, and density of modern integrated circuits. However, difficulties to reduce the supply voltage $V_{DD}$ result in an approximately constant power dissipation per a single MOSFET. This leads to a rapid increase of generated heat with increasing transistor density, which results in a saturation of MOSFET miniaturization and puts limitations on the performance of integrated circuits. Therefore, research for finding alternative technologies and computational principles becomes urgently needed.

The MOSFET operation is fundamentally based on the charge degree of freedom of an electron. Another intrinsic electron property, the electron spin, attracts at present much attention as a possible candidate for complimenting or even replacing the charge degree of freedom in future electron devices.

Until recently, silicon was remaining aside from the main stream of spin-related applications: even a demonstration of basic elements necessary for spin related applications, such as injection of spin-polarized currents in silicon, spin transport, spin manipulation, and detection, was missing. The first demonstration of coherent spin transport through an undoped 350µm thick silicon wafer [1] has triggered a systematic study of spin transport properties in silicon [2]. The use of silicon for spin driven devices would greatly facilitate their integration with MOSFETs on the same chip.

II. SPIN INJECTION

Spin injection in silicon and other semiconductors by purely electrical means from a ferromagnetic metal electrode was not very successful until recently. The fundamental reason has been identified as an impedance mismatch problem [3]. A solution to the impedance mismatch problem is the introduction of a potential barrier between the ferromagnetic metal and the semiconductor [4]. A successful experimental demonstration of a signal which should correspond to spin injection in doped silicon at room temperature was first performed in 2009 [5] using a Ni_{80}Fe_{20}/Al_2O_3 tunnel contact. Electrical spin injection through silicon dioxide at temperatures as high as 500K has been reported in [6].

Regardless of a success in demonstrating spin injection at room temperature, there are unsolved challenges which may compromise the results obtained. According to theory, in a three-terminal scheme [2] the value of the voltage signal $\Delta V$ due to spin accumulation divided by the current density $j$ flowing through the injecting contact is proportional to

$$\Delta V/j = \rho_S P_\text{DIFF} \tau_S.$$  \hspace{1cm} (1)

Because of the injection and detection, the tunnel spin polarization $P$ enters squared, and the silicon resistivity $\rho_S$ multiplied with the spin diffusion length $l = \sqrt{D_\text{DIFF} \tau_S}$, where $\tau_S$ is the spin lifetime, determines the additional area resistance of the contact due to spin accumulation under it. However, there is a several orders of magnitude discrepancy between the signal measured and the theoretical value (1). It turns out that the signal is stronger in three-terminal measurements, while it is weaker in the non-local scheme [2]. The reasons for the discrepancies are heavily debated [7], [8] and it is apparent that more research is needed to resolve this controversy.

A. Spin injection in silicon through a space-charge layer

In a quite recent publication a ten-fold spin injection efficiency increase was predicted [9], which is attributed to electrostatic screening effects. In a conventional approach the presence of a space charge layer at the interface is ignored [10]. When the space charge layer is absent (charge neutrality), analytical expressions for the spin injection efficiency through a ferromagnetic-non-magnetic semiconductor interface can be obtained. The density of states in both materials is considered similar to avoid the impedance mismatch problem. When the charge current $J_n$ flows through the junction, the spin accumulation in the semiconductor appears, which is characterized by the spin current $J_s$, injection efficiency $\alpha = J_s/J_n$ and the spin density $s$ injection efficiency $\beta = s/n$, where the carrier density $n$ is equal to the doping level $N_D$ under the charge neutrality conditions. The analytical expressions at the

This work is supported by the European Research Council through the grant #247056 MOSILSPIN.
Si interface for $\alpha$ and $\beta$ are cumbersome. The simplified expressions, valid for small values of $P$, are written as:

$$\alpha = P \frac{l_d}{l_d + (1 - P^2) l_u}$$

(2)

$$\beta = (1 - \frac{l_u}{l_d}) \alpha$$

(3)

where $P = s/n$ is the equilibrium bulk spin polarization in the ferromagnet. The spin diffusion lengths $l_{u(d)}$ against (along) the electric field $E$ are [10]

$$l_{u(d)} = \left(-(+)\frac{|eE|}{2k_B T} + \sqrt{\frac{|eE|^2}{2k_B T} + \frac{1}{l}}\right)^{-1},$$

(4)

For the chosen current direction from the non-magnetic to ferromagnetic semiconductor, $l_d$ is the spin diffusion length in the ferromagnet, while $l_u$ is the length in the non-magnetic semiconductor. For simplicity the intrinsic spin diffusion length $l$ is taken the same on both sides of the junction.

To violate the charge neutrality and introduce the space charge layer at the ferromagnetic-non-magnetic semiconductor interface, we modify the carrier concentration in the ferromagnet by assuming the ferromagnet to be doped to a fixed doping value $N_D$ in the semiconductor. Thus, when $K_1=1$, the charge neutrality condition is recovered, while a charge accumulation and a charge depletion are introduced when $K_1>1$ and $K_1<1$, respectively, at the non-magnetic side of the junction.

We investigate the carrier distribution and the spin current variation along the junction considering a fixed charge current density $J_n=23.4 \text{ MA/m}^2$. The spin density $s$ and the spin current $J_s$ behave differently at the interface and in the bulk. When $K_1>1$ ($K_1<1$), $s$ gradually piles up (drops down) in the bulk of the ferromagnet and drops down (piles up) in the bulk of the non-magnetic semiconductor (Fig.1), compared to the charge neutrality condition. This phenomenon happens due to the difference in the material conductivity proportional to the doping concentration, and the bulk electric field, which eventually modifies the effective spin diffusion length. On the contrary, when $K_1>1 (K_1<1)$, $s$ develops a dip (peak) at the ferromagnetic interface followed by a sharp peak (dip) at the non-magnetic semiconductor interface (Fig.1). These features are correlated with the charge depletions (accumulations) at the ferromagnetic/non-magnetic interface, which results in the formation of a potential profile with a barrier for electrons. These interface effects give rise to an alteration in the spin current at the interface, however persisting only up to the charge screening length ($\lambda_D$). The spin injection efficiencies at a distance $\lambda_D$ away from the interface in the non-magnetic semiconductor displayed in Fig.2 shows an increment in both $\alpha_D$, and $\beta_D$, compared to the charge neutrality case $K_1=1$, if the spins are injected into a non-magnetic material from the ferromagnet with doping level lower than in the non-magnetic material. However, its value is always limited by the bulk spin polarization of the ferromagnetic contact. Under similar conditions, the spin injection efficiency in the non-magnetic semiconductor bulk decreases, if the spins are injected from a highly doped ferromagnetic source.

### III. Modeling Spin Relaxation

For a spin-based device the possibility to transfer the excess spin injected from the source to the drain electrode is essential. The excess spin is not a conserved quantity, in contrast to charge. While diffusing, it gradually relaxes to its equilibrium value which is zero in a non-magnetic semiconductor. In a ground breaking experiment it was demonstrated that spin can propagate through a 350$\mu m$ silicon wafer at liquid nitrogen temperatures. A lower estimation for the spin lifetime at room temperature obtained within the three-terminal injection scheme was of the order 0.1-1ns [2]. This corresponds to an intrinsic spin diffusion length $l=0.2-0.5\mu m$. The spin lifetime is determined by the spin-flip processes. Several important spin relaxation mechanisms are identified [11], [12]. In silicon the spin relaxation due to the hyperfine interaction of spins with the magnetic moments of the $^{29}\text{Si}$ nuclei is important at low temperature. Because of the inversion symmetry in the

![Fig. 1. Spin density distribution, when the charge current density is fixed to 23.4 MA/m². $P = 0.2$. $K_1$ is the doping ratio in the ferromagnet to the non-magnetic material.](image1)

![Fig. 2. Spin density and spin current injection efficiencies ($\alpha_D$, and $\beta_D$), taken at the screening length $\lambda_D$ away from the interface in the non-magnetic material, for $P = 0.2$.](image2)
silicon lattice the Dyakonov-Perel spin relaxation mechanism is absent in bulk systems [11], [12]. At elevated temperatures the spin relaxation due to the Elliot-Yafet mechanism [11], [12] becomes important.

The Elliot-Yafet mechanism is mediated by the intrinsic interaction between the orbital motion of an electron and its spin. Due to the spin dependence, the microscopic spin-orbit interaction does not conserve the electron spin, thus it generates spin flips, which is the Yafet process. When the microscopic spin-orbit interaction is taken into account, the Bloch function with a fixed spin projection is not an eigenfunction of the total Hamiltonian. Because the eigenfunction always contains a contribution with an opposite spin projection, even spin-independent scattering with phonons generates a small probability of spin flips, which is the Elliot process.

In order to analyze the spin relaxation in silicon, both, the Elliot and the Yafet processes must be taken on equal footing. In this way a good agreement between the experimentally observed and calculated spin life time as a function of temperature has been achieved confirming that in bulk silicon the Elliot-Yafet mechanism is the dominant spin relaxation mechanism at ambient temperatures [13]. The spin lifetime in undoped silicon at room temperature is about 10ns, which corresponds to a spin diffusion length of 2µm. In case of heavily doped silicon the spin lifetime is determined by the Elliot-Yafet mechanism due to ionized impurity scattering and is expected to be around 1ns at \(N_D = 10^{19}\)cm\(^{-3}\), in agreement with experiments.

The main contribution to spin relaxation was identified to be due to optical phonon scattering between the valleys residing at different crystallographic axis, or \(f\)-phonons scattering [14], [15]. This scattering is enhanced at high electric field due to the accelerated \(f\)-phonon emission process to counteract a further deviation of the electron system from thermal equilibrium [16], which results in an unusual experimentally observed behavior, when the reduction of the carrier transition time between the injector and the collector is accompanied by a reduction in spin polarization.

The relatively large spin relaxation experimentally observed in electrically-gated lateral-channel silicon structures [17], [18] indicates that the extrinsic interface induced spin relaxation mechanism becomes important. This may pose an obstacle in realizing spin driven CMOS compatible devices, and a deeper understanding of fundamental spin relaxation mechanisms in silicon inversion layers, thin films, and fins is needed.

The theory of spin relaxation must account for the most relevant scattering mechanisms which are due to electron-phonon interaction and surface roughness scattering. In order to evaluate the corresponding scattering matrix elements, the wave functions must be provided.

To find the wave functions, we employ the Hamiltonian describing the valley pairs along the [001]-axis [19]. The Hamiltonian includes confinement, a spin-orbit effective interaction term with the effective constant \(\Delta_{so}\), and shear strain \(\varepsilon_{xy}\) entering with the deformation potential \(D_{xy}\). It is possible to accurately describe the valley bulk dispersion in the presence of strain including shear strain dependent effective masses [20].

The Hamiltonian accounts for the unprimed subband (valley) splitting. In confined silicon systems it is usually assumed that the unprimed subbands, because they are originating from the two equivalent [001] valleys, are double degenerate. However, this is true only in the parabolic band approximation when the two valleys are independent. Due to the presence of the off-diagonal terms in the Hamiltonian, the [001] valleys are coupled, which results in an unprimed subband degeneracy lifting. In the case when the confinement potential is approximated with an infinite square well, the difference between the unprimed subband energies is as [19]

\[
\Delta E = \frac{2y^2}{k_0 t} \sqrt{\Delta_{so}^2 (k_x^2 + k_y^2) + \left( D_{xy} \varepsilon_{xy} - \frac{k_0 k_y}{M} \right)^2} \\
\times \sin \left( \frac{1 - y^2 - \eta^2}{1 - y^2} k_0 t \right),
\]

with \(y = \frac{\pi}{k_0 t}, \eta = \frac{m_B h}{k_0^2}, k_0 = 0.15(2\pi/a)\) is the position of the valley minimum relative to the \(X\)-point.

The minimum of the \(\sin\) term in (5) reveals a very strong increase of the intersubband spin relaxation shown in Fig.3.
Under these conditions the subband splitting is purely determined by the effective spin-orbit interaction term and is linear in $\Delta_{SO} \sqrt{k_x^2 + k_y^2}$, where $k_x$, $k_y$ are the components of the in-plane electron wave vector. This linear dependence of the splitting is similar to the Zeeman splitting in a magnetic field. Thus, the spin-orbit interaction term $\Delta_{SO} k$ with $k = (k_x, -k_y)$ can be interpreted as an effective magnetic field, while the pairs of states $(X_1, \uparrow), (X_2, \downarrow)$ and $(X_2, \uparrow), (X_1, \downarrow)$ it couples have similarities with the Zeeman spin-up, spin-down states split because of the effective field. Spin along the $z$-direction starts precessing in the in-plane effective field $\Delta_{SO} k$, which results in a large mixing between the opposite spin states from the different valleys. This mixing results in large spin relaxation matrix elements defining hot spin relaxation spots seen in Fig. 3. The origin of the spin relaxation hot spots in thin films lies in the unprimed subband degeneracy in a confined electron system. Because the hot spots are determined by the minimum of the $\sqrt{\epsilon}$ prefactor, they are located in the middle of the two-dimensional Brillouin zone in an unstrained film, thus contributing strongly to the spin relaxation.

When shear strain is applied, the spin relaxation hot spots are pushed towards higher energies and do not contribute significantly to spin relaxation. The minimum splitting between the subbands seen in Fig. 4 does not result in any peculiarities of the spin relaxation matrix elements (Fig. 4). We have checked that the valley splitting at the minima shown in Fig. 4 is exactly zero. Thus the degeneracy between the subbands at these points is precisely recovered due to the oscillating $\sin \left( \sqrt{\frac{\epsilon - \epsilon^0}{1 - \gamma^2}} k_0 t \right)$ term. However, this degeneracy is insignificant, because it does not result in any peculiar behavior of the spin relaxation scattering matrix elements.

Moving the hot spots above the Fermi energy outside the occupied states region results in a sharp reduction of spin relaxation and in an increase of the spin lifetime with shear strain. Fig. 5 demonstrates an order of magnitude enhancement of the spin lifetime at the stress values comparable achieved in advanced MOSFETs for boosting the electron mobility. Therefore, shear strain now routinely used to enhance the performance of modern MOSFETs can also be used to influence the spin propagation in the channel by enhancing the spin lifetime and the spin diffusion length significantly.

IV. SUMMARY AND CONCLUSION

Recent ground-breaking experimental and theoretical findings regarding spin injection and transport in silicon make spin an attractive option to supplement or to replace the charge degree of freedom for computations. The large discrepancy between the spin injection signal observed and predicted cannot be attributed to space charge effects. Mechanical stress routinely used to enhance the electron mobility can also be used to boost the spin lifetime.
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A simulation based decision-making support approach for foundry plants investment projects estimation of efficiency
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Abstract—Methods and software enabling the estimation of efficiency and the comparisons of alternative designs of foundry plants on the basis of moulding lines are discussed. Problem of estimation of efficiency of investment projects of foundry plants is formulated in the terms of decision theory. Presented approach is based on the reduction of multicriterion problem of estimation of investment project to one-criterion problem. Application of simulation for estimation of technological and structural decisions, which was made during the plant design, is the central feature of presented approach. Model of moulding line refers to discrete-event class. Object-oriented approach was applied for designing of the model and programming language C++ for its implementation. Application of detailed simulation model of moulding line allows carrying out an accurate estimation of technological and structural characteristics of involved projects.
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I. INTRODUCTION

In this paper methods and software enabling the estimation of efficiency and the comparisons of alternative designs of foundry plants on the basis of moulding lines are discussed. Estimation of efficiency is caring out with respect to specific of produced castings, current market situation and individual preferences of decision-makers. Estimation of efficiency could be conducted as for one individual project, as for group consisted of several alternative projects. In case of several alternative projects the most preferable project is chosen. As results of the estimation the following decisions could be made: if values of all characteristics of the best project are satisfying for decision-makers than follows decision of this project implementation, otherwise “bottlenecks” of the project are analyzed, some corrections implemented and the procedure of estimation for this project is repeated.

In general investment project $P$ could be presented by the following model [1]:

$$P = \{IC_j, CF_k, p, r\},$$

where: $IC_j$ – investments in the year $j, j = 1, 2, \ldots, q, q \leq p$; $CF_k$ – cash flow in the year $k, k = 1, 2, \ldots, p$; $p$ – project’s length (period of time for the implementation of the project); $r$ – discount rate.

For the efficiency estimation of such projects usually the following criterions are used [1], [2]: Net Present Value (NPV), Profitability Index (PI), Internal Rate of Return (IRR), Payback Period (PP), Discounted Payback Period (DPP), Accounting Rate of Return (ARR) and Modified Internal Rate of Return (MIRR).

II. DECISION-MAKING PROBLEM DEFINITION

Decision-making problem can be formulated conceptually in a following way: there is a set of decision variants (alternatives), every alternative realization leads to some event (outcome) each outcome is characterized by a set of vectorial estimations. It is needed after studying all decision-maker’s preferences to design a model of alternative choice better in some specific sense.

Decision-making problem can be described formally by the following tuple [3]:

$$(A, \Omega, E, F, P_s, D, T),$$

where $A$ – a set of admissible alternatives $\Omega$ – a set of outcomes of admissible alternatives, $E$ – a set of vectorial estimations of outcomes, $F$ – mapping of a set $\Omega$ to a set $E$, $F : \Omega \rightarrow E$; $P_s$ – structure of decision-maker’s preferences.

It is necessary to find some decision rules or algorithm $D$ to provide needed action $T$ on a set of alternatives $A$: to select a set of non-dominating alternatives, to find the most preferable alternative, to produce linear ordering of admissible alternatives and etc.

Needed action $T$: on a set of alternatives $A$ characterizes the type of decision-making problem (choice, ordering and etc). Environment and a system of preferences are granted with elements $\Omega$, $E$, $F$, $P_s$, $D$. Single result (deterministic or random) which is characterized with vector estimation corresponds to each alternative. The system of preferences is described by some total combination of sets (criterions, alternatives, results, for example) with preferences relations and is some empirical system with relations. Structural representation of decision-maker’s preferences as a system with relations will be named decision-maker’s preferences structure. This structure defines the procedure of estimations comparison $e(\omega)$ and the decision rule or algorithm – the principle of elements choice from set $A$ on the basis of comparison results in conformity with required action $T$.

In the considered problem elements of the tuple above are [5]–[7]:
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1. The set of admissible alternatives outcomes $\Omega$.
Outcome $\omega \in \Omega$, corresponding to alternative $a \in A$ is characterized with the vector of following type [4]-[7]:

$$\omega = \left( \omega_1, \ldots, \omega_{ec}, \omega_{ec+1}, \ldots, \omega_{con+ec}, \omega_{con+ec+1}, \ldots, \omega_{tec+con+ec}, \omega_{tec+con+ec+1}, \ldots, \omega_{pro+tec+con+ec} \right),$$

where $\omega_1, \ldots, \omega_{ec}$ – components which are describing economic parameters of project (costs for castings, raw materials, energy and etc); $ec$ – is a number of components describing economic parameters of project; $\omega_{ec+1}, \ldots, \omega_{con+ec}$ – components which are describing structural parameters of project (a number of continuous-handling systems for cooling, devices for transporting of moulds and etc); $con$ – is a number of components describing structural parameters of project; $\omega_{con+ec+1}, \ldots, \omega_{tec+con+ec}$ – components which are describing technological parameters of project (number of moulding sand components, recommended values of technological characteristics for all issued casting types and etc); $\omega_{tec+con+ec+1}, \ldots, \omega_{pro+tec+con+ec}$ – are components describing parameters which characterize line throughput (a number of definite type good castings produced on moulding line during a year; capacity factors for equipment in production sites of a line and etc); $pro$ – is a number of components describing line throughput.

2. Mapping $F: \Omega \rightarrow E$ is following vector function [5]-[7]:

$$F(\omega) = \begin{cases} (NPV(\omega), PI(\omega), IRR(\omega), PP(\omega), \{DPP(\omega), ARR(\omega), MIRR(\omega)\}) \end{cases},$$

where $NPV(\omega)$ – is a function of the criterion Net Present Value; $PI(\omega)$ – is a function of the criterion Profitability Index; $IRR(\omega)$ – is a function of the criterion Internal Rate of Return; $PP(\omega)$ – is a function of the criterion Payback Period, $DPP(\omega)$ – is a function of the criterion Discounted Payback Period, $ARR(\omega)$ – is a function of the criterion Accounting Rate of Return and $MIRR(\omega)$ – is a function of the criterion Modified Internal Rate of Return.

3. A set of vectorial estimations of outcomes $E$. Set elements are vectors $e(\omega) \in E$, which components values correspond to criterions values ($NPV, PI, IRR, PP, DPP, ARR$ and $MIRR$), calculated for the corresponding outcomes [5]-[7].

4. Needed action $T$ over a set of admissible alternatives $A$. It is necessary to find the most preferable alternative $a^* \in A$ [5]-[7].

5. Decision rule $D$ [5]-[7]. It is necessary to find such alternative $a^* \in A$, for which corresponding outcome $\omega^* \in \Omega$, ensures the maximum meaning of efficiency function:

$$U(\omega) = \sum_{i=1}^{7} \rho_i \cdot UN_i(F_i(\omega)),$$

where $U(\omega)$ – is project (alternative) efficiency $a \in A$ corresponding to the outcome $\omega \in \Omega$; $\rho_1, \ldots, \rho_7$ – are weight coefficients reflecting the relative importance of corresponding criterions values. They are assigned processing from individual decision-maker’s preferences reflecting his preferences structure $P_\omega$,

$$\rho = \{\rho_i\} = \left\{ \rho_i : \rho_i \geq 0, i = 1, \ldots, 7, \sum_{i=1}^{7} \rho_i = 1 \right\}.$$ Criterion function $NPV(\omega)$, $PI(\omega)$, $IRR(\omega)$, $ARR(\omega)$ and $MIRR(\omega)$ are maximized and $PP(\omega)$ and $DPP(\omega)$ are minimized. To maximize the value of selected efficiency function $U(\omega)$ it is necessary to have all criterion functions maximized. That is why it is necessary to change the purpose direction (replacement «min» to «max») for criterions $PP(\omega)$ and $DPP(\omega)$. For this we use the following transformations:

$$F_1(\omega) = -PP(\omega) \quad \text{and} \quad F_2(\omega) = -DPP(\omega).$$

Now it is necessary to conduct the procedure of criterions normalization and ranking because we propose using multicriteria choice of economically rational investment project of foundry plant, but criterions chosen for its evaluation have different dimensions. The given procedure means taking criterions to none-dimensional view with the help of certain transformation. That transformation has to satisfy the following qualities: 1) to have the mutual beginning of counting out and single change values order for the whole set of admissible alternatives; 2) to be monotonous (that is to say this transformation has to keep preference relation for whole set of admissible alternatives).

$$UN_i(F_i(\omega)) \in \{ 1, 0 \} \quad \omega \in \Omega \quad \text{are monotonous functions}$$

transporting every criterion function $F_i(\omega) \in \{ 1, 0 \} \quad \omega \in \Omega$ to normalized (non-dimensional) view, $F_1(\omega) = NPV(\omega)$, $F_2(\omega) = PI(\omega)$, $F_3(\omega) = IRR(\omega)$, $F_4(\omega) = PP(\omega)$, $F_5(\omega) = DPP(\omega)$, $F_6(\omega) = ARR(\omega)$, $F_7(\omega) = MIRR(\omega)$. For criterion normalization let us use the procedure of full normalization:

$$UN_i(F_i(\omega)) = \frac{F_i(\omega) - F_i^\min}{F_i^\max - F_i^\min}, \quad i = 1, \ldots, 7, \quad \omega \in \Omega,$$

where $F_i^\min$ and $F_i^\max$ – the least and the greatest (correspondingly) criterion function value $F_i(\omega)$ at the set of admissible alternatives results $\Omega$. This normalization reflects initial criterion values to a segment $[0, 1]$. The best value of normalized criterion equals 1, the worst one equals 0.

6. The relation of preference.

Let us consider that the alternative $a_1$ is more preferable than alternative $a_2$ ($a_1 \succ a_2$) if for corresponding outcomes $\omega_1$ and $\omega_2 \in \Omega$ the following inequality is true: $U(\omega_1) > U(\omega_2)$. In case $U(\omega_1) = U(\omega_2)$ we consider alternative $a_1$ and $a_2$ are equal or equivalent ($a_1 \sim a_2$).

III. CRITERIONS COMPUTATION AND VARIANT GENERATION

There are two most widespread approaches to the computation of mentioned above criterions ($NPV, PI, IRR, PP, DPP, ARR$ and $MIRR$) of investment projects evaluation [1], [2], [8]-[10]: deterministic and stochastic (related upon statistical tests method). When using the deterministic approach the values of all cash flow parameters sets on the bases of experts’ estimations. When we use stochastic
approach we can divide these parameters into two groups: 1) meanings of those arranged by decision-maker personally and 2) random values for which decision-maker sets only intervals of change, random distribution types and parameters reflecting (according to decision-maker’s opinion) certain regularity of given parameter value change. Thus in general view correlation for NPV criterion computation will be as follows (it is possible to produce correlation for computation other criterions in the same way):

\[
NPV = f(x_1, \ldots, x_l, \tilde{\nu}_1, \ldots, \tilde{\nu}_s, \ldots, \tilde{\xi}_s),
\]

where \( x_i \) – are stochastic parameters (components of cash flow; they are random values); \( l \) – is a number of stochastic parameters; \( \tilde{\nu}_j \) – are deterministic parameters (components of cash flow which after analysis were defined as independent values or weakly depending on environment and so will be considered as deterministic values); \( s \) – is a number of deterministic parameters. Then with the help of special software statistical modeling is provided and on this basis the valuations of criterions sought values are obtained.

Essential shortage of above approaches is great estimation result dependence on decision-maker’s opinion: all deterministic parameters values, intervals, types and random distributions characteristics for stochastic parameters are fixed by decision-maker on a subjunctive basis. One of the ways out of this situation is using simulation model for throughput parameters values estimations of moulding line project under consideration [4]–[7]. When using this approach decision-maker sets the values of economic parameters on the basis of experts’ estimations. Values of structural parameters are set in accordance with technological regulations, cards and expert’s evaluations. Values of structural and technological parameters influence throughput parameters values. Simulation model of moulding line allows estimating throughput parameters values of considering moulding line project changing technological and structural parameters.

Quantity of good castings producing in a year is the main parameter among all moulding line throughput parameters. With market requirements and price this parameter influences very much on income value of production realization in a year. In its turn realization production income for the year, summary production costs for the year and profit tax pay in a year are the main parameters which are taking in account when computation yearly cash flow \( (CF_l) \) is taking place. Annual yearly cash flows depending on investment project under realization are taken in account when criterions \( NPV, PI, IRR, PP, DPP, ARR \) and \( MIRR \) are calculated.

We shall name casting as a good one if all values of its technological characteristics are in the certain limits [4]–[6]. Let’s name the technological characteristics of casting: 1) time from semimould production till mould assembly; 2) time from mould assembly till its casting; 3) metal temperature when mould was cast; 4) duration of casting cooling in a mould; 5) duration of casting cooling after its shaking-out; 6) content of bentonite and 7) content of a special technological addition in moulding sand which this mould was produced from.

Structural features of specific moulding line, equipment stoppage in the moulding line, staff qualification and some other factors influence values of those parameters. We shall consider a casting bad even if only one of its characteristics will be out of permissible meanings.

IV. MAIN PRINCIPLES OF SIMULATION MODEL DESIGN

The theory of aggregative system [11] has been chosen for formal description of moulding line. In this approach state of each unit is described by a vector which components are time functions. Time dependence can be continuous (casting temperature, for example) and discrete (positions in continuous-handling system, for example).

Let us consider moulding line as an aggregative system consisting of four aggregative subsystems. They are corresponding to production sites of moulding line (casting and cooling, shaking-out and cooling after this, moulding sand preparation and moulding). In its turn each aggregative subsystem consists of limited number of aggregates describing equipment included in the production sites of given subsystem. Each aggregate in any aggregative system can be classified from one of the following groups [4]: 1) transporting device: device for transporting semimoulds, moulds and castings; 2) continuous-handling system: system for semimoulds, casting, cooling and castings cooling after shaking-out; 3) device for making object: moulding machine and device for assembly of moulds; 4) mixer/bunker for moulding sand: mixer and bunker for moulding sand; 5) casting machine with flooding scoop; 6) device for object disassembling: shaking-out device and device for flask disassembling; 7) belt feed conveyor. Algorithm for presentation of aggregates belonging to each groups is being made on the base of general aggregate model which describes common features for all aggregates in this group features.

Simulation model of moulding line is built on the basis of four autonomous models of production sites [12]. Models of all moulding line production sites consist of two modules: structural module and algorithms of its elements interactions. Common modules of moulding lines models are modeling monitor and user’s interface. Discrete-events method was used for model design. The mechanism of time advancement with a constant step was used as a principle of time changing. Object-oriented approach was used for design and language C++ was used for model implementation.

All model elements were described as classes (in C++ notation). The library of these classes was designed and this permits easily to add new elements into the model. All library elements are the heirs of basic class or the heirs of basic class heirs. Heirs of basic class are classes describing groups of devices (specified above) such as transporting device, continuous-handling system and etc. Heirs of classes describing groups of elements are classes describing devices of moulding line (such as devices for mould transporting, continuous-handling system for cooling and etc). Description of model elements interaction algorithm was based on conditionally-events principle. Such approach to the
implementation of control mechanism permits to easily modify the function system algorithm and to model any non-permanent situation. New elements could be integrated into structural part of the model without changing of already existed function algorithm [4], [12].

V. EXAMPLE OF PROJECTS ESTIMATION

Let’s take a good look at the implementation of discussed methodology on the following example. Two alternative projects of foundry plants on the basis of moulding lines are estimated. Let’s mark them – Project 1 and Project 2. So in this case \( A \) – set of admissible alternatives consists of two elements \( a_1 \) and \( a_2 \). Range of produced castings for both two projects is the same. The main differences of these two projects are specifications of casting and cooling site of moulding line design, the amount of initial investments and costs of castings manufacture. The amount of initial investments and costs of castings manufacture for Project 1 are higher (in compare to Project 2). Estimation of these projects conducted by described above methodology gave the following results:

<table>
<thead>
<tr>
<th></th>
<th>Project 1</th>
<th>Project 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NPV</strong></td>
<td>4,22 mil. USD</td>
<td>3,018 mil. USD</td>
</tr>
<tr>
<td><strong>( P_I )</strong></td>
<td>2,34</td>
<td>1,97</td>
</tr>
<tr>
<td><strong>IRR</strong></td>
<td>25,1%</td>
<td>23,5%</td>
</tr>
<tr>
<td><strong>PP</strong></td>
<td>2 years</td>
<td>2,2 years</td>
</tr>
<tr>
<td><strong>DPP</strong></td>
<td>2,5 years</td>
<td>2,8 years</td>
</tr>
<tr>
<td><strong>ARR</strong></td>
<td>55,3 %</td>
<td>52,8 %</td>
</tr>
<tr>
<td><strong>MIRR</strong></td>
<td>23,1 %</td>
<td>21,7 %</td>
</tr>
<tr>
<td><strong>( U(\omega) )</strong></td>
<td>0,83</td>
<td>-0,16</td>
</tr>
</tbody>
</table>

It is evident from the presented data that variant \( a_1 \) is more preferable than variant \( a_2 \) (\( a_1 > a_2 \)), because for corresponding to them outcomes \( \omega_1 \) and \( \omega_2 \in \Omega \) the following inequality is true: \( U(\omega_1) > U(\omega_2) \).

Values of all criterions and value of efficiency function in case of Project 1 implementation are more preferable than values of the same criterions and efficiency function in case of Project 2 implementation. Values deterioration of all criterions and efficiency function in case of Project 2 implementation were analyzed. It was revealed that this significant deterioration was conditioned by specifications of casting and cooling site of moulding line design. On the projected moulding line it is supposed to produce castings for which permissible meaning of technological characteristic “duration of casting cooling in a mould” is above 3 hours. On the Figures 1 are presented histograms of durations of casting cooling in a mould distributions for Project 1 and Project 2 respectively.

In case of the implementation of Project 1 duration of casting cooling in a mould for all moulds would be above 3 hours. In case of the implementation of Project 2 duration of casting cooling in a mould for 14.44% of moulds would be less than 3 hours. Because technological characteristic “duration of casting cooling in a mould” for this castings is out of permissible meanings we consider this castings as wasted. Decreasing of produced good casting amount leads to values deteriorations of all criterions and efficiency function in case of Project 2 implementation.

![Fig. 1. Durations of casting cooling in a mould distribution.](image)

From this example you can see that adopted on the earlier stages of project implementation construction concept could lead to production of considerable amount of wasted castings, which in turn leads to values deteriorations of all criterions and efficiency function. In spite of the fact that on the first account it was supposed that this construction concept could allow shortening expenses significantly, without any negative effect. Discussed above traditional methods of investment projects estimation (deterministic and stochastic) aren’t permit to take into account structural and technological parameters of project. Because production efficiency significantly depends from values of these parameters it is better to use different approaches for estimation of such kind of projects. Presented in this paper approach is based on the application of simulation model of moulding line for the estimation of structural and technological parameters of the considered project. Application of this approach improves decision-making efficiency, especially on the earlier stages of project implementation.
VI. CONCLUSION

Presented evaluation method for investment projects of foundry plants on the base of moulding lines has proved effective on designing and engineering stages of project’s implementation. Problem of estimation of efficiency of investment projects of foundry plants on the basis of moulding lines is formulated in the terms of decision theory. Presented approach is based on the reduction of multicriterion problem of estimation of investment project to one-criterion problem. This paper describes: the structure of set of outcomes of admissible alternatives, set of vectorial estimations of outcomes, mapping of set of outcomes of acceptable alternatives to set of vectorial estimations of outcomes and structure of decision maker’s preferences. Decision rule which allows to carry out required operation over the set of admissible alternatives is formulated. Application of simulation for estimation of technological and structural decisions, which was made during the plant design, is the central feature of presented approach. Model of moulding line refers to discrete-event class. Object-oriented approach was applied for designing of the model and programming language C++ for its implementation. Application of detailed simulation model of moulding line allows carrying out an accurate estimation of technological and structural characteristics of involved projects. Presented methodology of estimation of investment projects of foundry plants on the basis of moulding lines is tried-and-true method which applies on the phase of designing and engineering of foundry plant.

We have successful results of using considered method and never the less we have some plans for its improvement. Now the thorough revision of moulding line simulation model is made in accordance with agent modeling principles. Agent technologies are connected with the concept of intellectual agent as some intellectual robot (active element) purposely interacting with other such elements and environment under taking conditions. There are a lot of successful examples of implementation of agent-based simulation models of different production systems [13], [14]. It is very importent for us because moulding line is also a production system.
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Abstract: The article highlights the questions of the use of mathematical methods and control of current balances by databases for solution the problems of inventory management. Also considered the game-theoretic approach to multiobjective optimization for resource allocation. Proposed means of information systems are invariant under the mathematical methods that are used in the planning of inventory management.
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1. Introduction
Efficient management at all levels will greatly improve efficiency of any company. The area of great importance is an inventory management. Effective inventory management increases "frozen" in stocks asset’s turnover. Due to effective inventory management product (necessary resource) will always be available and easy to access. That will prevent loosing possible clients/customers. Information Systems Supply Chain Management (SCM), as well as warehouse management modules (Inventory Management System) contain serious mathematical apparatus designated for inventory management optimization. Small businesses, however, prefer to employ less expensive but less efficient software such as Microsoft Office, compare to specialized information systems. In this article we discuss about the tools of decision support systems based on mathematical methods, game theory and databases.

Inventory management tools (IMT) are important part of the company's management. IMT could be divided in two parts. One of them consists of mathematical models and methods of planning of the optimal size of the stocks, calculation of optimal reserve supply chain, and methods of optimal service in reserve. Another includes an information system, which provides a continuous registration data of the goods accounting, stocks calculation and visualize results for decision-making support.

Decision-making support is an important part of IMT for enterprises of any size. Online analytical processing (OLAP) are key technologies for enterprise decision support systems. They provide sophisticated technologies for data collection, integration, retrieval, and analysis; query optimization, and advanced user interfaces. There are many OLAP tools, which are widely used in this field.

The history of the development of OLAP technologies rather significant [18]. Most OLAP tools were developed for decision support at large enterprises, and require significant funding. Small businesses, most probably, will be interested in the tools based on standard software such as spreadsheet or desktop database manage system.

This article provides tools for the decision support systems based on mathematical methods, game theory and databases.

The article highlights the issues of implementation of decision-making support tools involving methods of database manage systems.

2. Problem Formulation
Effective inventory management should include a comprehensive solution. This solution must include proper software. When it comes to small business, software should be affordable and ease of use. As mentioned above, small businesses prefer to use
Microsoft Office, rather than expensive specialized information systems.

Due to the limited financial capacity, small business often faces necessity for the allocation of resources or reserves, for example, by projects within the company. In general, any mathematical programming concludes selection from a given feasible set of variables that achieves maximum or minimum of the objective function [11]. Here we are talking about single-criterion optimization. However, in practice, often there are cases when there is a diversity of purposes, the extent to which expressed a number of criteria, ie vector. So, when deciding on the allocation of the resource (reserve) between projects or departments, company needs to consider multiple criteria facing the problem of multicriteria (or vector) optimization [2].

The concept of OLAP (On-Line Analytical Processing) was formulated by E. F. Codd in 1993 [5]. The main idea of this system is based on Multidimensional conceptual view, and consists of the construction of multidimensional cubes (multidimensional tables) available by user’s request. These multidimensional cubes are based on the source and aggregated data (are you sure about source data, in biology we say “row” data), all of them could be stored in relational as well as multidimensional databases. Software on the base of the OLAP system allows flexible and fast information search, variety of analytical operations including multiple data reports, and data comparison analysis over time. All work with OLAP-system is in terms of the subject area.

Currently a market offers a huge variety of OLAP-systems. There are several classifications of this type of products: for example, classification by type of data storage, by the degree of accessibility. Let’s review the first of the above classifications. There are three ways of data storage in OLAP-systems [18]:

- MOLAP (Multidimensional OLAP). This type of storage provides high performance OLAP operations. However multidimensional cube most often be redundant and depend on the number of measurements.
- ROLAP (Relational OLAP). The source data are stored in a relational database on the file server. Aggregate data may be placed in special tables in the same database. Converting data from a relational database in multidimensional cubes happens by request of OLAP tools. Based on that the cube building speed will strongly depend on the type of data source, decreasing response time of the system and, sometimes, making the process unacceptably slow.
- HOLAP (Hybrid OLAP). In this type of OLAP original data remains in a relational database and aggregates are placed in a multidimensional. Construction of OLAP cube happens in response of OLAP tools request on the base of relational and multidimensional data. This approach allows you to avoid the explosive growth of data, and achieve optimal runtime of client’s request.

There are main advantages of OLAP [19]:

- Subject orientation. That means that information in cubes is collected and stored based on various aspects of business: purchasing, sales, etc. That’s distinguishes the OLAP database from the operational database, where data is organized according to different processes such as registration or issue of documents, registration of orders, etc.
- Multi user mode. Client-server architecture of OLAP products provides simultaneous access for a large number of users. Despite the large number of users the analysis is equally fast in all aspects of information regardless of the size and complexity of the database structure.
- Direct access to data allows a user to see all the information at once, not filtered out by the report.
- Concentration of the necessary data in one place. For example, all sale information including calculations, contractor, manager, date, type of transaction, etc. is stored in the same cube, and does not require referral to extra sources (manuals and etc).
- Convenient means of access, view and analyze business information (friendly interface). The user receives an intuitive model of data, organized in the form of multidimensional cubes. This allows comparative analysis of indicators, analysis of different scenarios on the principle of “what-if”, based on forecasting and statistics of the company.
- Convenient data navigation with a mouse allows to move through the hierarchy within the dimension (the transition from analysis by year to the analysis by quarter, sales analysis by managers to the analysis of sales by region and so on); as well as to move between dimensions (transition from...
analysis by the dimension of "Time" to the analysis of "Goods", etc.).

However, OLAP applications are quite expensive even for large enterprises, and also require staff training. Therefore use of such tools for the small enterprises is problematic. Small enterprises widely use universal software like MS Excel. MS Excel tools use OLAP functions and provides the implement for support decision making. There are main advantages of OLAP tools in universal software like MS Excel [6]:

- easy of using;
- no requires special staff training;
- low cost;
- versatility

As a rule, the technology of using OLAP functions of MS Excel provides data export from one DBMS, for example, from SQL server or MS Access. Data table is exported from the database to Excel, following an employment of the OLAP functions in Excel [8]. But the disadvantages can include some complexity data export technologies (two-level technology): preparation of the data in the database and export to Excel. Alternative MS Excel can be a simple solution using general-purpose DBMS.

The database is a system for storing information in a structured form. Database management system (DBMS) is the software that controls access to the database and interact with the user, other applications, and the database itself to capture and analyze data. Database programs enable manipulation of data that is stored to be presented in various ways. Mathematical operations can also be performed on the data stored in these devices. Database management systems allow extremely complex operations to be done on massive amounts of stored data.

A general-purpose DBMS is a software system designed to allow the definition, creation, querying, update, and administration of databases. Well-known DBMSs include MySQL, Microsoft SQL Server, Oracle, LibreOffice Base, Microsoft Access etc.

A typical DBMS has the following features [10]:

- Provides a way to structure data as records, tables, or objects.
- Accepts data input from operators and stores that data for later retrieval.
- Provides query languages for searching, sorting, reporting, and other decision-making support activities that help users correlate and make sense of collected data

- Provides multiuser access to data, along with security features that prevent some users from viewing and/or changing certain types of information.
- Provides data integrity features that prevent more than one user from accessing and changing the same information simultaneously.
- Provides a data dictionary (metadata) that describes the structure of the database, related files, and record information

A general-purpose DBMS use SQL queries as queries for complex data views and decision-making support activities. So, in general-purpose databases, OLAP tools implemented with SQL queries.

The article describes one of the ways of the structural organization of tools for database. That includes requests for specific data grouping, specific SQL-calculation, and graphical interpretation of the results for facilitating decision-making by managers of enterprises. As an example, we use one of the calculations of inventory management from economic order quantity model (EOQ).

3. Problem Solution

3.1. Wilson’s model. Economic order quantity model (EOQ)

There are two types of inventory management models - deterministic and stochastic inventory management models. Among stochastic models produce stable and non-stable models.

Wilson’s model (EOQ - Economic order quantity model) is one of stable models with determined demand [1, 13].

Model with high intensity of completion reserves and big penalties for deficiency.

Fig. 1. Model of optimal order quantity
Deficit isn’t admitted; Resources may be analyzed separately
Total cost (LT), rub = supply costs + storage costs
Total annual cost, rub/year:

\[ L_c = \frac{LT}{T} = \frac{K + hTQ}{T} = \frac{DK}{q} + \frac{hQ}{2} \to \text{min} \quad (1) \]

K – supply cost, rur/order;
Q – size of supply (order), unit;
T – supply period, year;
h – marginal cost on storage of stocks during the year, rur./(unit \cdot year).

Optimal supply size:

\[ Q^* = \sqrt{\frac{2DK}{h}}; \quad (2) \]

Optimal order period

\[ T^* = \frac{Q^*}{D} = \sqrt{\frac{2K}{DH}}; \quad (3) \]

Supply quantity:

\[ n^* = \sqrt{\frac{2K\mu}{h}}; \quad (4) \]

K – fixed outgoings, independent of order rur/order;
\( \mu \) – intensity of resources consumption, unit/t;
h – marginal costs of maintenance, rur/ (unit \cdot t);

Let there be a controlled event (operation), the outcome of which depends on the chosen side A strategy \( X \in \mathbb{X} \subset \mathbb{R}^n \). Effectiveness of side A vector valued criterion \( e = (e_1, e_2, ..., e_n) \), a local criterion \( e_i \) \( (1 \leq i \leq n) \) is associated with a certain relation strategy \( X \)

\[ e_i = e_i(X), \quad i = 1, ..., n. \quad (5) \]

Assume that the goal is to maximize all local criteria by selecting a strategy \( X \in \mathbb{X} \) (the problem of minimizing some local criteria is easily converted into their maximization problem by changing the sign of these criteria). However, in vector optimization problems has non-antagonistic contradiction between local criteria: improving the quality of decisions on some criteria may degrade the quality of decisions on others. If this should not be given to local criteria corresponding weights, ie harmonize local criteria, to solve the problem, you can use an arbitration scheme [17].

Going to arbitration scheme reduces vector problem of decision-making to the equivalent (in the sense of the principle of optimality for both Nash arbitration schemes) scalar problem, which has a unique solution. It is convenient to move from the space \( \mathbb{R}^n \) strategy sets \( \mathbb{X} \) to the space \( \mathbb{R}^n \) criteria vectors \( e = (e_1, e_2, ..., e_n) \) on the coordinate axes which are deposited values of local criteria. Let \( U \) denote the image of the set of all admissible strategies \( \mathbb{X} \) under the mapping defined by formula (5).

Now, to reduce the problem of multicriteria optimization to arbitration scheme \( G = \langle I, U, u^* \rangle \), where \( I = \{1, 2, ..., n\} \) - a set of local criteria, it is necessary to determine the point \( u^* \). This point can be determined from the content of the problem of multicriteria optimization or common sense, as well as enlisting the skills and intuition. Also as a point of status quo often take \( u^*eU, u^*_i \) components are equal to the guaranteed value of the local criterion \( e_i \) \( (1 \leq i \leq n) \) for all values of all other criteria. Then the solution of any multiobjective problem can be obtained using computational optimization scheme. Of course, in this case the solution is optimal [12].

3.3. Inventory management software

The mathematical methods allow to plan the size of supply, the minimum allowable residues and the supply period. Considering the distribution in real time, some specifications can change. For example, the supply period can change depending on demand. It’s necessary to consider such factors as, for example, changing the dynamics of demand for
making purchasing decisions. The information systems requirements should decide tasks of accumulation of data on merchandise and contain the tools for decision support [4].

Companies use information systems to reduce their carrying costs. Inventory management software is an important component of computer system to monitor levels of enterprise sales, deliveries and stocks [3].

Inventory management software allow you to calculate the parameters: the size of supply, supply period, reorder point [14].

Also, computerized systems allow to track the real state of the company to ensure the stocks.

As a tool for the data used spreadsheets. The database are a tool for the accumulation of data on current inventories. It’s necessary to have tools for intelligent decision support. All these qualities correspond to the requirements for Big Data [16].

The main disadvantages of the inventory management software based on Big Data are its cost and complexity. The high cost of inventory management software allow to use these tools only by large companies. Small businesses can't to afford to use expensive software. In addition, the management of companies, which use Big Data technology, should provide training of stuff to use of Big Data in the future.

As said before, we describe problem’s solution of account balances and the use of tools for decision-making support using simple tools. The classic example is the task based on model of optimal order quantity EOQ.

### 3.4. Practical solution of inventory management for small business

The sale of the certain store is 500 units of production in the year. The level of demand is distributed evenly throughout the year. For the delivery of the order the store owner has to pay 1000 rubles. Order delivery time from the supplier is 12 working days (6-day work week). According to experts, the cost of storage is 40 rubles per year for a package. It is necessary to determine: how many bars must store owner order for one delivery; frequency of orders; reorder point and the annual cost of managing inventory. It is known that the shop is open 300 days a year.

This mathematical tools allows to calculate the re-ordering time and optimum batch size. The optimum batch size

\[
Q^* = \sqrt{\frac{2K\mu}{h}} \sqrt{1 + \frac{h}{d}} \; ; \quad (6)
\]

The optimum batch size

\[
Q^* = \sqrt{\frac{2K\mu}{h}} = \sqrt{\frac{2 \cdot 10 \cdot 500}{0,4}} = 158,11 \approx 158 \text{ (unit)} \quad (8)
\]

Annual costs are

\[
L_c = K \frac{\mu}{Q^*} + h \frac{Q^*}{2} = 1000 \frac{500}{158} + 0,4 \frac{158}{2} = 6325 \text{ (rub/year)} \quad (9)
\]

Delivery of each new order should be made through

\[
T^* = \frac{Q^*}{\mu} = \frac{158}{500} = 0,316 \text{ (year)} \quad (10)
\]

Since in this case the year is 300 working days, the order should be served at the level of reserve:

\[
S_0 = \mu T^* = \frac{500}{300} \cdot 12 = 20 \text{ (unit)} \quad (11)
\]

i.e., these 20 units will be sold for 12 days until the first order will be delivered.

### 3.5. Solution of practical task with the use of multiobjective optimization (game-theoretic approach)

Consider a concrete example for a small enterprise. Suppose that you want to allocate 100 unit of some resource between the two projects in the company's vector criterion

\[
u = (u_1, u_2) = \left(1 - \frac{x}{100}, \frac{x}{100} \right) \quad (12)
\]

where \(x \in [0, 100] - \text{amount of resource, allocated to the second draft.}\)
Using an arbitration scheme \(<I, U, u^*>, \) where \(I = \{1, 2\}, \) and \(u = (0,0).\)

Seen that if \(x = 100,\) than \(u_1 = 0\) and \(u_2 = 1/10,\)
and if \(x = 0,\) than \(u_1 = 1\) and \(u_2 = 0.\) After we may express through local criterion \(u_1 u_2,\) i.e. we find

\[
u_1 = 1 - 100u_2^2 \quad (13)
\]

and define the set \(U = \{u|u_1, u_2 \in [0,1]\}.\)

Then we find the arbitration solution \(\bar{u} = (\bar{u}_1, \bar{u}_2),\)
this solution maximizes:

\[
g(u', u', u^*) = u_1 u_2 = (1 - 100u_2^2)u_2 \quad (14)
\]

Differentiating this equation and equating to zero the derivative, we obtain \(\bar{u}_2 = (10\sqrt{3})^{-1},\) and then find \(\bar{u}_1 = 2/3.\) Consequently,

\[
\bar{u}_1 = \left(\frac{\sqrt{3}}{10\sqrt{3}}\right) = \frac{1}{100}, \quad \bar{u}_2 = \frac{\sqrt{x}}{100}, \quad (15)
\]

where \(x = 100/3.\)

Thus, according to the principle of optimality for general Nash \([15]\) arbitration schemes first project in the company should allocate \(200/3\) unit, and the second \(100/3\) unit of resource.

There are many software to solution such task.

This task can be solved by OLAP tools in DBMS. Such tools allow you to use cheaper technologies of decision-making support for small business.

### 3.6. Decision-making support system tools based on databases

Information systems of enterprises solve the problem of continuous registration data of the goods accounting. In addition, it requires the development of tools to carry out of estimating size of stocks in real-time and to support decision-making \([9]\).

It is known solution, based on SQL-instruction using the WHERE predicate \([7]\).

The problem of representing data on current stocks propose to solve consistently using two SQL-instructions:

1) The query GroupingOperation carries out the group all data according to the chronology and calculates the current amount of the issue and receipt of goods:

\[
\text{SELECT Month([Date]) AS [Month], ItemsRegistration.Date, }\]
\[
\text{Sum(ItemsRegistration.IncomeQuantity) AS [In], Sum(ItemsRegistration.ExpensesQuantity) AS [Ex] FROM ItemsRegistration GROUP BY Month([Date]), ItemsRegistration.Date ORDER BY ItemsRegistration.Date;}
\]

2) The query RunningTotal calculates current stocks as progressive total:

\[
\text{SELECT GroupingOperations.Date, Sum(GroupingOperations_1.[In]) AS Income, Sum(GroupingOperations_1.[Ex]) AS Expenses, [Income]-[Expenses] AS Stocks FROM GroupingOperations AS GroupingOperations_1 INNER JOIN GroupingOperations ON GroupingOperations_1.Date<= GroupingOperations.Date GROUP BY GroupingOperations.Date ORDER BY GroupingOperations.Date;}
\]

We use this formula for the calculation of current stocks:

\[
S = \sum_{i=1}^{n} s_i = \sum_{i=1}^{n} (I_i - E_i), \quad (16)
\]

\(s_i\) – current stocks;
\(I_i\) – current income;
\(E_i\) – current expenses.

In Fig. 4 it presents the dataset reflecting the chronological flow accounting (income and expenditure) of goods in the first period residues according to the calculated data above.

Implementation of the proposed queries for calculation of current balances shown in Fig. 5.
The graph shows, the current stocks correspond to the calculated: the supply - 158 units, uniform sales - for the period of 4 months, the stocks is 20 units on the eve of the second supply. Then the model reflects the supply 158 units (in 2 periods: 100+58). Last points of the graph show the situation of increasing of goods sales to a marginal stocks size of 20 units. This fact supports the decision about the new order. Taking into account the dynamics of demand, a possible solution is to rise the size of the order (158+26).

The model of implementation of this order and further change in stocks up to the end of the year you can see in Fig. 6 and Fig.7.

The graph of inventory changes and dynamics of reserves is a good way to make decisions on adjusting the time and size of supply.
As this example demonstrates, running totals are simply to create.

In addition, such approach improves the query processing. The speed of processing is raised, because the query RunningTotal contains operator INNER JOIN to join object GroupingOperations and its replica GroupingOperations_1.

4. Conclusion
The paper proposes a solution to the problem of accounting balances and the use of the decision support with simple tools. Also invited to the game-theoretic approach to multiobjective optimization when deciding how to allocate resources (reserve) between projects or departments within the company. The suggested queries, providing registration of balances in real time, displaying the results in the form of graphics, which facilitate a decision on procurement. The considered example demonstrates full compliance of basic parameters between the characteristics of inventory management processes, described using mathematical models, and practical implementation of a process by means of databases. This proves the correctness of using this mathematical model in the inventory management tasks, within the limits of the subject area. The offered means of information systems invariant with respect to the mathematical methods, which is using in the planning of stocks management.
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Abstract—The paper describes an approach to adjustment of semantics for UCM real time constructions in implementation of translator into Basic Protocols notation. The following constructions and their adjustment are described: multithreading, delays and interruptions. The main problem of such constructions is that initial version of UCM standard allows to create semantically incorrect models. Proposed extensions and restrictions of UCM semantics allowed solving of these problems for different types of projects.
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I. INTRODUCTION

SOFTWARE system development starts with creation of requirements. Documents specifying requirements specifications are generally written in natural language and may contain hundreds and thousands of requirements. Initial specifications often contain errors related to discrepant, incomplete and nondeterministic system behavior. Locating and fixing errors in requirements are more effective at early stages of the development [1]. It is almost impossible to manually analyze industrial systems specifications on errors presence without supporting toolset. Existing systems of verification and testing do not work with informal specifications. Thus the actual task is formalization of initial textual requirements using input languages of the tools for verification and testing.

One of the perspective integrated technologies of testing automation and verification based on formal models is VRS/TAT technology [2], where Use Case Maps (UCM) [3] notation is used for high level description of behavioral models while tools for checking and generation automation work with the model in basic protocols language [4].

UCM specifications language is standardized, but however contains a number of inaccuracies which do not allow displaying the modeled systems semantics unambiguously and correctly.

Proposed in this work are restrictions on development of multithread models of the systems as well as adjustments of UCM language constructions semantics modeling time delays and interruptions.

II. USE CASE MAP

Use cases describe sequences of actions performed by a system in response to external impact from users or other software systems (components). Use cases reflect system functionality from system architecture description point of view. They introduce important components in software systems development process [5], namely:

- fill in the gap between textual requirements description and detailed system design;
- allow developing system architecture on high level of abstraction as well as specifying system behavior when architecture is already defined;
- help a developer to predict complicated systems behavior;
- provide convenient notation for depicting parallel structures, timers, interruption points on the diagram and aspects using.

System design in UCM language is presented as a set of diagrams interacting between each other. Each diagram in turn is focused on description of components (agents, system processes), objects, observers and subsystems interaction. Each component and subsystem contains elements of responsibility (Responsibilities) corresponding to some events in the system as well as strictly defined sequence of their occurrence.

Using elements of UCM notation not only linear behavior can be specified but also parallel scenarios (AndFork) with their further synchronization (AndJoin) can be described. FailurePoint element participates in description of interruptions generation and processing mechanism. Timer element is used to specify system timer behavior both for cases with simple time delay and for cases with complicated logical behavior.

Also structuring element (Stub) is worth noticing which allows creating hierarchical system representation and conducting the development by components from the highest level of abstraction to detailed description of low level diagrams.

Thus the aggregation of components and diagrams provides visible representation of system behavior and system’s components interaction to the user.

UCM diagram is developed using UCM Navigator [6]
graphical editor. In figure 1 a fragment of UCM diagram for real telecommunication project is shown where high level behavior of the agent modeling automatic telephone station is described.

![UCM diagram with automatic telephone station module behavior.](image)

**III. RESTRICTIONS OF MULTITHREAD SYSTEMS DEVELOPMENT**

Despite the advantages of UCM language and its elements semantics usage, the existing standard Z.151 [3] contains a number of inaccuracies hampering multithread systems modeling.

**Brackets balance in parallel threads specification**

Consider a case when syntactically correct elements of threads generation and synchronization can cause a violation of parallel threads structure and consequently an incorrect system behavior.

In figure 2 after *AndFork_A* and *AndFork_E* elements generation of threads B, E and F, G respectively is performed while on *AndJoin_C* and *AndJoin_D* elements synchronization of threads B, F and C, G respectively is performed.

![Violation of parallel threads structure.](image)

It is easy to notice that synchronization of threads generated by different elements significantly complicates the mechanism of errors detection and fixing in the system as well as complicates the tracking of parent/child connection in threads hierarchy. Such connections are useful when child thread keeps executing after parent thread has finished.

System behavioral graph with correct structure of threads generation and synchronization is depicted in figure 3.

![The graph with correct threads structure.](image)

Threads structure analysis can be compared with the analysis of mathematical expressions brackets format. If expression brackets format is violated, it is considered to be syntactically incorrect. This is also valid for parallel threads modeling: if threads structure is violated, the whole system is considered to be syntactically incorrect.

Analyzing threads for errors detection and fixing allows creating syntactically correct system models.

**Unlimited generation of threads**

Consider the case shown in Fig.4. Threads B and E are generated after D element. Thread B is finished on EndPoint element. Thread E returns through the cycle, which has no condition of iterations limits, and D element and generates new threads B’ and E’. The behavioral scenario is repeated for thread E’.

![Unlimited generation of threads](image)

Unlimited cycles lead to generation of unlimited number of unfinished threads which leads to shortage of memory and other resources. Thus it is important to introduce restrictions on usage of such constructions in developed models.

**Data racing while accessing shared resources by parallel processes**

Consider the case when shared resources are used on parallel branches without synchronization. Figure 5 depicts two parallel threads using “*var*” shared resource without synchronization. Such formalization leads to racing while data access [7].

![Shared resources without synchronization.](image)

There are two executable scenarios in the model worth noticing.

1) If “*E*”-“*F*”-“*G*”-”WP” scenario is executed, “*D*” element will never be applied. This scenario leads to a deadlock.

2) If “*E*”-“*F*”-”WP”-”G” scenario is executed, “*D*” element can be applied and this scenario will reach EP end point.

Deadlock can be avoided by introducing synchronization and thus excluding parallel access to shared system resource (figure 6).
Proposed restrictions on multithread systems development in UCM

- Using parallel constructions with violated threads structure is not allowed.
- Using unlimited recursive threads generation is not allowed.
- Using shared resources on parallel execution paths without synchronization is not allowed.

IV. FEATURES OF TIME DELAYS MODELING

Requirements of time delays creation are often met in industrial systems. Note that used in the considered case is event modeling with relative time – the time between events. Events are the change in system attributes values.

Features of timer usage

According to the standard [3] two outgoing paths are connected with Timer element (figure 7): regular path (RP) and timeout path (TOP). For selecting each path there are conditions CRP and CTOP respectively. Also there is a trigger path (or trigger counter) which affects timer behavior and allows to cancel the delay.

Figure 7. UCM diagram with Timer element

In Z.151 standard semantics of the elements modeling time delays contains cases description of model possible behaviors depending on occurred events, but does not describe which types of events are associated with timers and does not specify types of some events specific for telecommunication applications specification.

Extend timer semantics description

Extend UCM timer semantics description with the following events:
- Timer set: TIMER_SET <timer name>. The event occurs when Timer element is reached.
- Timer expiration: TIMER_EXPIRE <timer name>. The event occurs after CTOP condition has been executed.
- Timer reset: TIMER_RESET <timer name>. The event occurs after RP or TOP path has started execution or at trigger event occurrence.

Using semantics of Timer element and associated events three types of time delays can be stated:
1) simple delay, whose modeling feature is strictly specified conditions of outgoing paths (false) and absence of trigger event;
2) interruption delay, whose modeling feature is presence of trigger event;
3) interrupted execution delay, whose modeling feature is presence of FailurePoint interruption on timeout path.

Proposed extension of UCM timer semantics by timer set, expiration and reset allowed solving the delay description problem for telecommunication projects.

V. FEATURES OF INTERRUPTIONS MODELING

There are two types of interruptions in requirements: local interruptions, affecting behavior of specific function or object, and interruptions, affecting behavior of other system threads. Each interruption shall has a corresponding handler.

Interruptions are modeled by the group of elements [3]: FailurePoint, AbortStartPoint and FailureStartPoint. Figure 8 depicts a simple UCM diagram modeling an interruption with handler.

Figure 8. UCM diagram modeling an interruption with handler

When FailurePoint (grounding symbol) is reached, interruption occurrence condition is calculated. Call it FailureCondition. If calculation result is true, then the execution flow with FailurePoint will be interrupted and a flag of interruption occurrence (call it FailureFlag) will be enabled.

As soon as FailureFlag equals true, conditions calculation on all interruptions handlers is performed: FailureStartPoint and AbortStartPoint. Handlers types behavior is described in the standard [3].

The main difference between two types of handlers is the impact on parallel threads, affected by the interruption. In case
of FailureStartPoint only interruption of the thread which reached FailurePoint is performed. In case of AbortStartPoint interruption of all threads which belong to FailurePoint activity area is performed. Call this set AbortScope.

Usage of any of the considered elements introduces the enormous number of system behaviors, which need to be checked during verification. In general case checking of all possible execution variants is impossible due to states explosion problem.

For all elements from the AbortScope set it is required to check interruption occurrence which means to perform interleaving of all cases where interruption can occur.

Proposed are three approaches which can be used either separately or supplement each other:

1. Checking behaviors on the bounds of linear parts of paths and in the points of common resources sharing. For this purpose the analysis of the paths and elements set from FailurePoint activity area is performed as well as key points where behavior shall be checked are specified. Combination of all possible behaviors is performed for these points only.

2. User check. User marks his check points on the diagram with a marker.

3. Default check, i.e. verification will be performed for all elements of the set. This case can be only used after manual introduction of restrictions on the set of verified elements [8], otherwise states explosion is inevitable.

Worth noticing, that the first two approaches are enough to balance the time of verification and required coverage level. In general case usage of proposed approaches allowed to effectively solve the problem of interruption description in telecommunication projects.

VI. CONVERSION OF TIME DELAYS INTO BASIC PROTOCOLS

For VRS/TAT toolset for verification and testing a tool for translation of models in UCM language into models in basic protocols language was developed [9,10,11]. UCM→BP translator implements the conception of time delays and interruption conversion as well as checking of formulated restrictions on multithread systems development.

Consider the features of some constructions translation important for specification of real-time applications.

For Timer element there is timer_var attribute, which is responsible for timer state and assigned two possible values: true — if the timer is set, false — if the timer is reset. By default the value is false.

In basic protocol for Timer element responsible for timer set timer_var:=true expression is generated in postcondition while TIMER_SET expression is generated in the process field of basic protocol.

For each outgoing path (RP and TOP) from Timer element a single basic protocol is generated.

Precondition of the basic protocol for RP path (expression for selection of regular path) is generated in accordance with logic formula derived based on [5]:

\[(\text{timer}_\text{var}=\text{true})\lor(\text{CRP})\]  \( (1) \)

where trigger is a logic expression for trigger event.

TIMER_RESET action is generated in the process field of basic protocol.

In postcondition of this basic protocol the expression modeling timer reset is generated: \(\text{timer}_\text{var}:={}\text{false}\).

Consider a basic protocol for timeout path (TOP). In general case the following expression is generated in precondition:

\[(\text{timer}_\text{var}=\text{true})\lor(\neg\text{CRP})\lor(\neg\text{CTOP})\]  \( (2) \)

TIMERS_EXPIRE and TIMER_RESET operations are generated in the process field of the basic protocol for TOP path.

Thus, conversion of time delays implies generation of three basic protocols with different logical expressions in precondition.

For each considered case of timer modeling optimization of logical expressions is possible as the values of used conjuncts and disjuncts is known beforehand.

VII. CONVERSION OF INTERRUPTIONS IN UCM LANGUAGE INTO BASIC PROTOCOLS

Two basic protocols are generated in basic protocols notation for elements modeling interruptions (FailurePoint). The first protocol is for regular execution path with negation of interruption occurrence \(\neg\text{(FailureCondition)}\) in precondition.

The second protocol contains checking of interruption occurrence FailureCondition in precondition and a flag in postcondition signaling that the interruption has occurred – FailureFlag:=true.

For all handlers of interruptions: FailureStartPoint and AbortStartPoint a new execution flow will be created, the first protocol for each of them will contain checking of interruption occurrence in the system in precondition as well as expression for this handler enabling, call it HandlingCondition.

\[(\text{FailureFlag}_1 = \text{true})\lor(\text{FailureFlag}_2 = \text{true})\lor...\lor(\text{FailureFlag}_n = \text{true})\&(\text{HandlingCondition})\]  \( (3) \)

For all protocols generated for elements of AbortScope set \(\neg\text{(FailureFlag}=\text{true})\) expression is added to precondition which means that flow execution will continue until exception will occur.

Using approaches to translation of time delays and interruptions a conversion principle of time delay with FailurePoint element can be described. For this case generated are basic protocol for timer set, two basic protocols for timer exit and two protocols for FailurePoint element.

Herewith the condition of interruption event occurrence is added to protocols which lead to FailurePoint.

VIII. USAGE EXAMPLE

Using of proposed UCM semantics adjustments in the project for SMTP mail protocol presented on figure 9 allowed translating of the set of UCM behavioral diagrams into 56 basic protocols, performing of model verification, generating
241 test scenarios and testing the mail protocol which reduced the efforts on 26% in comparison with traditional approach of manual testing.

Figure 9. UCM diagram for SMTP project

IX. CONCLUSION

Considered in this work methods of semantics adjustments of UCM standard elements, modeling time delays and interruptions as well as restrictions on multithread systems development allow modeling of complex telecommunication systems reducing possibility to create semantically incorrect model behaviors.

Methods are implemented in UCM→BP translator which allows using of VRS/TAT technological chain more convenient and effective for projects of middle and high complexity.

Proposed translator together with supporting toolset of VRS/TAT technology was applied in modules development of telecommunications applications and has shown a significant reduction of efforts on quality industrial software project development.
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Abstract—Critical Illness Insurance (CII) is a type of long term insurance that provides a lump sum on the diagnosis of one of a specified list of critical illnesses within the policy conditions. Knowledge of the probability of an insured event is the basis for the valuation of the products in life and non-life insurance companies. The aim of this article is to use Bayesian binomial/beta model for estimation of event probability for critical illness insurance. In Bayesian approach to estimation we should always start with a priori distribution for unknown parameter. In this paper we have used the algorithm for such a priori estimation of the binomial probability, which allows Bayesian estimates with less square error compared with classical estimates. In article the algorithm has been applied on the data submitted by the Decree No. 20/2008 to the National Bank of Slovakia from Slovak insurance companies giving exposure to the critical illness risk.

Keywords—Bayesian estimation, binomial/beta model, event probability, posterior distribution, prior distribution.

I. INTRODUCTION

Critical illness insurance (CII) first came to the scene in South Africa early in the 1980s under the name of Dread Disease Insurance. However, before this, in the USA, Japan and Israel some life insurance policies were extended to cover cancer. CII has been very popular in the UK. Although CII policies have been issued since the 1980s in the UK, the number of policies increased dramatically in the early 1990s. Currently critical illness insurance is common product of many insurance companies around the world, although these insurance products vary in number and set up of diseases, they cover.

CII covers pay an insurance benefit if the insured person suffers a serious condition, depending on the definitions stipulated in the policy wording, such as cancer, heart attack, stroke, coronary artery (bypass) surgery or kidney failure. The number of diseases covered varies considerably depending on the market and provider concerned.

This kind of insurance products covers against the financial consequences of the serious condition. People affected are given financial support to enable them to better manage their changed circumstances of life.

Insurance products differ in their specifications and in premiums. In their creation there is necessary knowledge about the probabilities of claims that are covered by critical illness policy. These probabilities need to know for different homogeneous groups of clients.

This article aims to explain and apply methods of classical and Bayesian statistical inference to estimate the probability of critical illness, specifically for the men and women and for various age groups. It also included a comparison of results obtained by above mentioned two approaches and shows the advantages of Bayesian estimates. Article investigates the Bayesian estimators of the parameters of binomial distribution using quadratic loss function. The possibility to express the Bayesian estimators in the form of credibility formulas allows easy application of these models in insurance practice.

II. THE BINOMIAL/BETA MODEL OF EVENT PROBABILITY

The classical approach to point estimation treats parameters as something fixed but unknown. The essential difference in the Bayesian approach to inference is that parameters are treated as random variables and therefore they have probability distributions.

Suppose \( x = (x_1, x_2, \ldots, x_n) \) is a random sample from a population specified by density function \( f(x / \theta) \) and it is required to estimate parameter \( \theta \). By Tse, Y. K. [13] or Waters, H. R. [14] prior information about \( \theta \) that we have before collection of any data is the prior distribution \( f(\theta) \) which is probability density function or probability mass function. The information about \( \theta \) provided by the sample data \( x = (x_1, x_2, \ldots, x_n) \) is contained in the likelihood

\[
f(x / \theta) = \prod_{i=1}^{n} f(x_i / \theta)
\]  

(1)

Bayes theorem combines this information with the information contained in \( f(\theta) \) in the form

\[
f_{\theta}(\theta / x) = \frac{f(x / \theta) f(\theta)}{\int_{\theta} f(x / \theta) f(\theta) d\theta}
\]  

(2)

which determines the posterior distribution. A useful way of expressing the posterior density is to use proportionality. We can write
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\[ f(\theta / x) \propto f(x / \theta) f(\theta) \]  
(3)

or simply posterior \( \propto \) likelihood \* prior.

The posterior distribution contains all available information about \( \theta \) and therefore should be used for making decisions, estimates or inferences. The following procedure of Bayesian estimation of the binomial parameter is explained for example in Boland [1], Pacáková, [9]–[11], Jindrová [5].

For estimation of a binomial probability \( \theta \) from a single observation \( X \) with the prior distribution of \( \theta \) being beta with parameters \( \alpha \) and \( \beta \), we will investigate the form of the posterior distribution of \( \theta \). Prior beta density function by assumption and omitting the constant is

\[ f(\theta) \propto \theta^{\alpha-1}(1-\theta)^{\beta-1}, \quad 0 < \theta < 1. \]  
(4)

Note that the uniform distribution on (0,1) is a special case of the beta distribution with \( \alpha = 1 \) and \( \beta = 1 \). This corresponds to the non-informative case. Omitting the constant likelihood is given by

\[ f(x / \theta) \propto \theta^x (1-\theta)^{n-x}, \quad x = 0, 1, \ldots, n \]  
(5)

where \( n \) is number of independent trials (in our case number of policies) and \( x \) is number of events. By (3) we get the posterior density of \( \theta \) in the form

\[ f(\theta / x) \propto \theta^\alpha (1-\theta)^{n-x} \theta^{\alpha-1} (1-\theta)^{\beta-1} = \theta^{\alpha + x - 1} (1-\theta)^{\beta + n - x - 1}. \]  
(6)

Apart of the appropriate constant it is the posterior beta density function of \( \theta \) with new parameters

\[ \alpha' = \alpha + x \]  
(7)

\[ \beta' = \beta + n - x \]  
(8)

By minimizing the quadratic loss the Bayesian estimator of \( \theta \) can be expressed as the mean of this posterior distribution as follows:

\[ \theta_B = \frac{\alpha + x}{(\alpha + x) + (\beta + n - x)} = \frac{\alpha + x}{\alpha + \beta + n} \]  
(9)

We can rewrite the Bayesian estimator of \( \theta \) in the form of credibility formula by Gogola [3], Šoltés [12] or Gray and Pitts [4]:

\[ \theta_B = Z \cdot \frac{x}{n} + (1-Z) \cdot \mu \]  
(10)

where factor credibility \( Z \) can be expressed as

\[ Z = \frac{n}{\alpha + \beta + n} \]  
(11)

and \( \mu \) is the mean of the prior beta distribution expressed as

\[ \mu = \frac{\alpha}{\alpha + \beta}. \]  
(12)

We note that as \( n \) (number of insurance policies) increases, the weight \( Z \) attaching to the data-based estimator increases and the weight attaching to the prior mean correspondingly decreases.

III. SOURCE OF DATA

To estimate the probability \( \theta \) that the insured person is diagnosed a critical illness we have found the data about the number of insurance agreements on a CII and the number of claims from these insurance contracts from Slovak insurance companies giving exposure to the critical illness risk. To estimate this probability we have found the data about the number of claims \( x \) and risk exposure \( n \) in the years 1999-2010 from dataset of NBS [8].

Data covering the period 1999-2010 were submitted to the National Bank of Slovakia based its Decree No. 20/2008 on submitting of actuarial data and statistical data of insurance company and branch of a foreign insurance company, on the basis of which it started to gather statistical data about insured people from insurance undertakings in 2009. The data were gathered in classification according to gender, age and thirteen insurance risks. Among them there are also the critical illness risks.

IV. RESULTS AND DISCUSSION

Let \( \theta \) is unknown probability of diseases on critical illness. To estimate this probability we have found the data about the number of claims \( x \) and risk exposure \( n \) in the years 1999-2010 from dataset of NBS [8].

Before collecting these data there are no information about this risk. In case of no prior knowledge if \( \theta \) is a binomial probability, then a prior distribution which is beta distribution with parameters \( \alpha = 1, \beta = 1 \) often would seem appropriate. This assumption leads to the a priori estimate \( \theta = 0,5 \) in the first year 1999, which highly overstates real value of the probability of critical illness diagnosis in Slovak republic.

To eliminate this drawback, instead of interval \(<0;1>\) for a priori estimate of probability \( \theta \) need to propose more realistic interval in which we assume a uniform prior distribution. Such interval and the algorithm for its use in Bayesian estimation of the binomial probability of random event \( \theta \) was published in Kotlebová and Láska [6]. The proposed procedure is as follows:

We set the interval \( (\theta_{\text{min}}, \theta_{\text{max}}) \), in which we suppose to get a better estimate.

We denote by the symbol \( s \) the mean of beta prior distribution, which is the center of this interval:

\[ s = \frac{x_{\text{min}} + x_{\text{max}}}{2} \]

We mark as \( \theta_0 \) the more distant boundary from the value of 0,5 of the interval \( (\theta_{\text{min}}, \theta_{\text{max}}) \).

Calculate the allowable error as \( h_s = |\theta_0 - s| \).

We calculate \( q \) according to the formula

\[ q = \frac{2n \theta_0 (1-\theta_0)}{nh_s^2 - \theta_0 (1-\theta_0)}. \]  
(13)

We estimate the parameters \( \alpha, \beta \) of the a priori beta distribution as follows:

\[ \alpha = qs, \quad \beta = q - qs. \]  
(14)
Bayesian estimator of probability $\theta$ we obtain by the formula (9).

According to the Material of Munich Re Group; Critical Illness Insurance [7] we selected the interval (0.0001; 0.0003) for a priori estimate of parameter $\theta$ for category of men to 30 years old. Following the procedure described above, we have obtained a priori estimate of the probability $\theta$ of diseases on critical illness in the year 1999. In calculation by (13) we used the number $n = 5390866$ of the population in Slovak republic in the year 1998.

The procedure of prior distribution parameters estimation for the category of men less than 30 years is as follows:

1. $\theta_{min} = 0.00001$; $\theta_{max} = 0.0003$
2. $s = \frac{0.00001 + 0.0003}{2} = 0.000155$
3. $\theta = 0.00001$
4. $h_s = [0.00001 - 0.000015; 0.000015]$ = 0.000145
5. $q = \frac{5390866 \cdot 0.000145 - 0.00001 \cdot (1 - 0.00001)}{951,3229} = 951,3229$
6. $\alpha = 951,3229 - 0.000155 = 0.147455$
7. $\beta = 951,3229 - 951,3229 - 0.000155 = 951,1755$

Table 1 Updated Bayesian estimation of critical illness probability for men less than 30 years

<table>
<thead>
<tr>
<th>Year</th>
<th>$\theta_{B1}$</th>
<th>$\theta_{B2}$</th>
<th>$\theta_{B3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>0.1255</td>
<td>0.1505</td>
<td>0.1255</td>
</tr>
<tr>
<td>2000</td>
<td>8.5E-05</td>
<td>4.6182E-06</td>
<td>0.00397096</td>
</tr>
<tr>
<td>2001</td>
<td>0.001373</td>
<td>0.00012933</td>
<td>0.00867027</td>
</tr>
<tr>
<td>2002</td>
<td>0.001906</td>
<td>0.00029244</td>
<td>0.00904263</td>
</tr>
<tr>
<td>2003</td>
<td>0.002198</td>
<td>0.00025284</td>
<td>0.00893824</td>
</tr>
<tr>
<td>2004</td>
<td>0.001889</td>
<td>0.00016749</td>
<td>0.00815181</td>
</tr>
<tr>
<td>2005</td>
<td>0.001936</td>
<td>0.00016684</td>
<td>0.00749277</td>
</tr>
<tr>
<td>2006</td>
<td>0.001826</td>
<td>0.00014043</td>
<td>0.00672558</td>
</tr>
<tr>
<td>2007</td>
<td>0.001776</td>
<td>0.00013335</td>
<td>0.00603558</td>
</tr>
<tr>
<td>2008</td>
<td>0.001683</td>
<td>0.00015397</td>
<td>0.00555998</td>
</tr>
<tr>
<td>2009</td>
<td>0.001562</td>
<td>0.00017739</td>
<td>0.00482478</td>
</tr>
<tr>
<td>2010</td>
<td>0.001778</td>
<td>0.0002267</td>
<td>0.00410486</td>
</tr>
<tr>
<td>2011</td>
<td>0.001814</td>
<td>0.00028119</td>
<td>0.00358628</td>
</tr>
</tbody>
</table>

Bayesian estimations obtained by the same procedure for men aged 31 to 60 years ($\theta_{B1}$), for women less than or 30 years ($\theta_{B2}$) and for women aged 31-60 ($\theta_{B3}$) are presented in Table 2.

Table 2 Comparison of Bayesian estimations of critical illness probabilities for different groups of insured persons

<table>
<thead>
<tr>
<th>Year</th>
<th>$\theta_{B1}$ - men 31-60</th>
<th>$\theta_{B2}$ - women less then or 30</th>
<th>$\theta_{B3}$ - women 31-60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>0.1505</td>
<td>0.1255</td>
<td>0.1255</td>
</tr>
<tr>
<td>2000</td>
<td>4.6182E-06</td>
<td>8.5E-05</td>
<td>0.00397096</td>
</tr>
<tr>
<td>2001</td>
<td>0.00012933</td>
<td>0.001373</td>
<td>0.00867027</td>
</tr>
<tr>
<td>2002</td>
<td>0.00029244</td>
<td>0.001906</td>
<td>0.00904263</td>
</tr>
<tr>
<td>2003</td>
<td>0.00025284</td>
<td>0.002198</td>
<td>0.00893824</td>
</tr>
<tr>
<td>2004</td>
<td>0.00016749</td>
<td>0.001889</td>
<td>0.00815181</td>
</tr>
<tr>
<td>2005</td>
<td>0.00016684</td>
<td>0.001936</td>
<td>0.00749277</td>
</tr>
<tr>
<td>2006</td>
<td>0.00014043</td>
<td>0.001826</td>
<td>0.00672558</td>
</tr>
<tr>
<td>2007</td>
<td>0.00013335</td>
<td>0.001776</td>
<td>0.00603558</td>
</tr>
<tr>
<td>2008</td>
<td>0.00015397</td>
<td>0.001683</td>
<td>0.00555998</td>
</tr>
<tr>
<td>2009</td>
<td>0.00017739</td>
<td>0.001562</td>
<td>0.00482478</td>
</tr>
<tr>
<td>2010</td>
<td>0.0002267</td>
<td>0.001778</td>
<td>0.00410486</td>
</tr>
<tr>
<td>2011</td>
<td>0.00028119</td>
<td>0.001814</td>
<td>0.00358628</td>
</tr>
</tbody>
</table>

Bayesian estimations of critical illness probabilities from Table 2 together with adequate maximum likelihood estimates show Fig. 2-4.

Fig. 2 Maximum likelihood and Bayesian estimations of critical illness probabilities for men in age 31-60
Bayesian estimation theory provides methods for permanently updated estimates of the event probability for each coming year in insurance company. Bayesian approach combine prior information that are known before collected of any data and information provided by the sample data, which are in our case number of concluded insurance contracts and number of claims in previous n years. Probabilities of the claims which are the subject of insurance contracts are necessary to know for insurance company especially when calculating premiums for next year.

The insurance company can correctly determine premiums only if use correctly estimates probabilities of claims. This article is both theoretical and practical demonstration of permanently updated Bayesian estimates of event probability which in this case is critical illness. This procedure has of course general use and provides better estimates of probabilities as maximum likelihood method.

The maximum likelihood estimate is assigned to period which has already expired, while Bayesian estimate of event probability is for next period. This is undoubtedly advantage for premium calculation. The possibility to express Bayesian estimate of binomial probability in the form of credibility formulas by expression (10) allow easy application of this theory in insurance practice.

The weakest point of Bayesian estimation is the choice of parameters of prior distribution and the associated a priori estimate of the parameter. Article also presents an algorithm to improve the a priori estimates.

V. CONCLUSION

Bayesian estimation theory provides methods for permanently updated estimates of the event probability for each coming year in insurance company. Bayesian approach combine prior information that are known before collected of any data and information provided by the sample data, which are in our case number of concluded insurance contracts and number of claims in previous n years. Probabilities of the claims which are the subject of insurance contracts are necessary to know for insurance company especially when calculating premiums for next year.

The insurance company can correctly determine premiums only if use correctly estimates probabilities of claims. This article is both theoretical and practical demonstration of permanently updated Bayesian estimates of event probability which in this case is critical illness. This procedure has of course general use and provides better estimates of probabilities as maximum likelihood method.

The maximum likelihood estimate is assigned to period which has already expired, while Bayesian estimate of event probability is for next period. This is undoubtedly advantage for premium calculation. The possibility to express Bayesian estimate of binomial probability in the form of credibility formulas by expression (10) allow easy application of this theory in insurance practice.

The weakest point of Bayesian estimation is the choice of parameters of prior distribution and the associated a priori estimate of the parameter. Article also presents an algorithm to improve the a priori estimates.
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On a method of texture analysis

Natalia B. Ampilova, Igor P. Soloviev

Abstract — A method of texture analysis based on the using Kullback-Leibler divergence is discussed. A digital image is described by a discrete probability distribution. We consider a group of direct multifractal transforms relating to the distribution and for two given images calculate a vector of Kullback-Leibler divergences between the initial distributions and their direct multifractal transforms. The method is demonstrated on the example of the Serpinsky carpet. It proves to be appropriate for textures from different classes but having similar structures and may be applied for classification of biomedical preparation images.

Keywords — Direct multifractal transform, discrete probability distribution, Kullback-Leibler divergences, texture analysis.

I. INTRODUCTION

The problem of analysis and classification of digital images having structural features (textures) is very important and actual. In the literature by textures are meant images having both regular and irregular structure. Hence to analyze such images one have to use a number of methods — statistical, fractal, multifractal, morphological, spectral ones. It is very often several methods should be applied to classify textural images. The detail survey and bibliography on this subject are given in [10].

Any method of textural analysis results in obtaining a numerical characteristic (or a feature set) that may be used as a classifying sign to refer the images under investigations to some classes.

Now it is widely accepted that textural images may be considered as phase portraits of complex dynamical systems. Hence, when analyzing these images in some points of time we can obtain a system characteristic. For dynamical systems various types of invariant sets are subjects of much interest. Considering an image as a portrait of a process one can find its stationary state. A method of a classification of images relating to a substance propagation process was proposed in [1]. The image is considered as a lattice formed by pixels of given intensities. Then an oriented graph corresponding to the image is constructed in the following way. Every vertex is connected with its neighbours, and all outcoming edges have the value of intensity divided on the number of neighbours. The constructed flow is normed. Hence we obtain Markov chain on the graph: for every vertex its weight equals sum of weights of outcoming edges. Denote the initial distribution on graph edges by $p_{ij}$. Our purpose is to find such a distribution $u_{ij}$ that the flow on the graph be stationary: for every vertex the sum of weights of incoming edges equals the sum of weights of outcoming ones. It is well known that such a problem has a solution if there is a cycle on a graph. Moreover, this solution minimizes weighted entropy $g(u) = - \sum_{i,j} u_{ij} \ln \frac{p_{ij}}{u_{ij}}$. It is weighted entropy that is used as a classifying sign when images relating to different doses of a substance are analyzed. In fact, weighted entropy may be considered as a time that is required for a distribution process to achieve a stationary state. (It should be noted that weighted entropy is the Kullback-Leibler divergence.)

The structure of any digital image is defined by pixel intensities. For a given digital image it is reasonable to relate a measure distribution that describes densities of different parts of the image. With this object in view the image is partitioned on a set of cells by a given size, and for every cell its measure is calculated. In the simple case the measure of the cell is defined as the sum of pixel intensities, but sometimes various filters may be applied [11]. The obtained distribution is normed.

So, we match a discrete probability distribution to a given digital image. Such a distribution (a measure) is a basis of multifractal analysis. One can obtain the so called multifractal spectrum (MFS) [5] which is very important characteristic for images with complex structures. It may be obtained by using Regny dimensions and the following Legandre transform [11], or by the direct calculation [4, 2].

To obtain an image characteristic means to extract information described by the discrete probability distribution. In information theory the notion information was originally concerned with Shannon entropy. Later A. Regny introduced a set of entropies depending on a real parameter $\alpha$, which goes into the Shannon entropy when $\alpha$ tends to unity. As it mentioned in [7], "one of the fundamental observation of information theory is that the most general functional form for the mean transmitted information (i.e., information entropy) is that of Regny". A. Bashkirov [3] also supposed to consider namely Regny entropy as statistical characteristic of complex systems. Moreover, he proved that for systems with power-series distribution Regny entropies for $\alpha < 1$ are mostly representative. So, for a digital image and concerning to it discrete probability distribution one can use a set of Regny
entropies as the distribution characteristics.

But it should be marked that the images with different structures may have identical entropy characteristics, because the entropy does not depend on the order of component in a probability distribution vector. For example two Serpinsky carpets constructed by different methods but having the same number of black and white cells have the same entropy. (It is interesting to note that they have the same similarity dimensions).

In such cases it is reasonably to use Regny divergences, in particular the Kullback-Leibler divergence. But as experiments show, for many classes of biomedical preparations images the constructed distributions are close and KL divergence is small. Hence it would be difficult to use its value as a classification sign.

In practice it proves to be fruitful to consider not only the image, but also its additional modifications. For example, in [9] the authors applied fractal signature method to analyze textures. It is based on the construction of a sequence of special blankets [5] for the image and calculation a numerical characteristic, fractal signature, which is closely connected with the Minkovsky dimension. Every such a blanket corresponds to an image obtained from a given one by resolution changing. The vector of fractal signatures is the image characteristic, and the distance between two images may be defined as the Euclid distance between their vectors. In [2] the method was successfully applied to classify the biomedical preparations images of 4 classes.

We suppose to consider both a given distribution and its direct multifractal transform [11], which is a renormalization of the given measure. Such transforms form a group. For two given distributions we construct their direct multifractal transforms and calculate Kullback-Leibler divergences between both initial distributions and their renormalizations. The obtained divergence vectors may be considered for comparing given images. The method is demonstrated on the Serpinsky carpet.

II. MAIN PART

A. Definitions

Let a discrete probability distribution \( p = \{p_i\} \), \( p_i \geq 0, \sum p_i = 1, i = 1,\ldots,n \) be given. Following [3] we define the Regny entropy of order \( \alpha \) as

\[
H_{\alpha}(p) = \frac{1}{1-\alpha} \ln \sum p_i^\alpha.
\]

(1)

It is known [7] that the entropy is nonincreasing function of \( \alpha \). When \( \alpha \) tends to 1 the Regny entropy turns into Shannon entropy. The most generally used Regny entropies are

\[
H_0(p) = \ln n \text{ (Hartley entropy)},
\]

\[
H_1(p) = -\sum p_i \ln p_i \text{ (Shannon entropy)},
\]

\[
H_2(p) = -\ln \sum p_i^2,
\]

\[
H_\infty(p) = -\ln \max p_i \text{ (min-entropy)}.
\]

(2)

It is easy to note that entropy characteristics do not depend on the position component \( p_i \) in the distribution vector \( p \). In other words, using them one cannot distinguish between two images with different structures but having the same number values \( p_k \).

Let \( p \) and \( q \) be discrete probability distributions. Define Regny (or \( \alpha \)-) divergences as

\[
D_{\alpha}(p,q) = \frac{1}{\alpha - 1} \ln \sum p_i^\alpha q_i^{1-\alpha}.
\]

(3)

The Kullback-Leibler divergence (for \( \alpha = 1 \)) is defined as

\[
D_1(p,q) = \sum p_i \ln \frac{p_i}{q_i}.
\]

(4)

B. Serpinsky carpet

Consider the following example. Let us construct the Serpinsky carpet (the first step) by two ways. We take unit square, divide every side onto 7 parts and obtain 49 small squares. Then delete 9 small squares as shown on Fig.1.

Fig. 1 Two types of the Serpinsky carpet (the first step of the construction)

We see that the obtained images have different structures. According to (1) entropy characteristics do not allow distinguishing between the images. In addition, as it was marked in [6], these images have the same similarity dimension, namely \( D_s = \frac{\ln 40}{\ln 7} \).

On the second step on the Serpinsky carpet construction we have to repeat the described procedure for every of black squares. The results are shown on Fig.2 (Figure after [8].)
Fig. 2 Two types of the Serpinsky carpet (the second step of the construction)

In this case the distribution vector is the union of vectors constructed on the first step. Hence the entropy characteristics will be the same.

In what follows we need some denotations. Let us suppose that for Serpinsky carpet the normalized intensity (measure) of a small black square is \( b \), and the measure of white square is \( w \), so that \( 40b + 9w = 1 \). We suppose that \( w \) is a small number and \( w = wm \), where \( m \) is a real number.

To calculate Kullback-Leibler divergence for the example we have to find the sum of divergence between rows of the matrix constructed in accordance with images: every square is coded by \( b \) or \( w \). Divergences for 1 and 7 rows are equal zero, because the rows are identical. Denoting the divergence in \( k \)th rows by \( D_k^i(p,q) \) we have

\[
D_1^k(p,q) = 3b \ln m, \quad D_7^k(p,q) = -3w \ln m, \\
D_1^6(p,q) = 3b \ln m.
\]

So,

\[
D_1(p,q) = 8(b-w) \ln m
\] (5)

and two types of the Serpinsky carpet are different images.

D. Divergences between direct multifractal transforms

Consider the following method to compare distributions \( p \) and \( q \). We construct multifractal transforms \( p(k) \) and \( q(k) \), and calculate

\[
D_1(p(k),q(k)) = \sum_i p_i^k \ln \frac{p_i^k}{q_i^k}.
\] (6)

We see that for Serpinsky carpets \( \sum_i p_i^k = \sum_i q_i^k \), because the images have the same number of black and white squares. By (5) for initial distribution we have

\[
D_1(p,q) = 8b(1 - \frac{1}{m}) \ln m.
\]

In this case (6) has the form

\[
D_1(p(k),q(k)) = \sum_i p_i^k \ln \frac{p_i^k}{q_i^k}.
\]

By using (5) we have

\[
\sum_i p_i^k \ln \frac{p_i^k}{q_i^k} = 8b(1 - \frac{1}{m^2}) \ln m,
\]

and finally

\[
D_1(p(k),q(k)) = \frac{8k}{u_k} (1 - \frac{1}{m^k}) \ln m,
\]

where \( u_k = 40 + \frac{9}{m^k} \).

For \( k \) large enough

\[
D_1(p(k),q(k)) \approx \frac{k}{5} \ln m,
\]

i.e. the divergence increases.

III. NUMERICAL EXPERIMENTS

Experiments were performed for two classes of biomedical preparations images: healthy kidney and kidney with chronic pyelonephritis. The size of the partition cell is 100x100 pixels. The order of the comparison: left picture is supposed to have the distribution \( p \), and right picture – \( q \). Divergences were computed for \( (p,q) \) and \( (q,p) \).
Fig. 3 Healthy kidney (a) and kidney with chronic pyelonephritis (b)

<table>
<thead>
<tr>
<th>k</th>
<th>$D^k_1(p,q)$</th>
<th>$D^k_1(q,p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.005971</td>
<td>0.003865</td>
</tr>
<tr>
<td>1</td>
<td>0.005180</td>
<td>0.005188</td>
</tr>
<tr>
<td>2</td>
<td>0.020604</td>
<td>0.020668</td>
</tr>
<tr>
<td>3</td>
<td>0.046085</td>
<td>0.046297</td>
</tr>
<tr>
<td>4</td>
<td>0.081406</td>
<td>0.081909</td>
</tr>
<tr>
<td>5</td>
<td>0.126324</td>
<td>0.127325</td>
</tr>
<tr>
<td>6</td>
<td>0.180562</td>
<td>0.182356</td>
</tr>
<tr>
<td>7</td>
<td>0.243810</td>
<td>0.246811</td>
</tr>
<tr>
<td>8</td>
<td>0.315723</td>
<td>0.320499</td>
</tr>
<tr>
<td>9</td>
<td>0.395925</td>
<td>0.403237</td>
</tr>
<tr>
<td>10</td>
<td>0.484009</td>
<td>0.494852</td>
</tr>
</tbody>
</table>

We note that the method is very sensitive to small difference in structures. On the Fig.4 the images belonging the class of healthy kidneys are given.

Fig. 4 Two images of healthy kidney

The divergence vectors for orders (p,q) and (q,p) show that divergence increases.

<table>
<thead>
<tr>
<th>k</th>
<th>$D^k_1(p,q)$</th>
<th>$D^k_1(q,p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.003484</td>
<td>0.006955</td>
</tr>
<tr>
<td>1</td>
<td>0.005483</td>
<td>0.005502</td>
</tr>
<tr>
<td>2</td>
<td>0.021725</td>
<td>0.021886</td>
</tr>
<tr>
<td>3</td>
<td>0.048428</td>
<td>0.048996</td>
</tr>
<tr>
<td>4</td>
<td>0.085299</td>
<td>0.086680</td>
</tr>
<tr>
<td>5</td>
<td>0.132032</td>
<td>0.134759</td>
</tr>
<tr>
<td>6</td>
<td>0.188299</td>
<td>0.193009</td>
</tr>
<tr>
<td>7</td>
<td>0.253744</td>
<td>0.261159</td>
</tr>
<tr>
<td>8</td>
<td>0.327973</td>
<td>0.338883</td>
</tr>
<tr>
<td>9</td>
<td>0.410558</td>
<td>0.425809</td>
</tr>
<tr>
<td>10</td>
<td>0.480099</td>
<td>0.494852</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The described method is a natural generalization of the Kullback-Leibler divergence application. By considering modifications of a given image we use additional information and obtain more grounded classification sign. Such a method may be successfully applied for analysis and classification of complex textures. At the same time the divergence increasing does not mean that the images are in different classes. Hence an additional methods should be applied.

ACKNOWLEDGMENT

Authors wish to express their thanks to postgraduate student of SPbGU V. Sergeev for numerical experiments.

REFERENCES


ISBN: 978-1-61804-251-4 225
Knowledge representation in the category of unformalized decision-making problems
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Abstract — Some aspects of representing fuzzy expert knowledge in decision-making problems on technological adjustment of machines have been considered. The technique based on application of different criteria of conformity while representing fuzzy knowledge, including the ones with regard to different hierarchy of expert knowledge, has been suggested. The given technique makes it possible to determine a rational term-set of a linguistic variable while describing input and output attributes. A justified choice of terms of linguistic variables makes it possible to optimize base knowledge parameters based on fuzzy production laws.
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I. INTRODUCTION

The most important component of intelligent decision support systems in the sphere of operating complex machines is a subsystem of knowledge acquisition and updating [1]. Expert data, as a rule, are difficult to formalize in terms of traditional mathematical approaches and this has caused application a theory of fuzzy sets and widespread use of knowledge bases founded on fuzzy production laws [2], [3]. A decision-making system operates with fuzzy knowledge and allows making conclusions on the basis of fuzzy logic rules and it makes the problem of adequate representation of fuzzy expert data actual. To form such data it is necessary to determine membership functions (MF) of linguistic variables (LV) of a domain model, as well as to determine an optimal number of LV terms. At the same time, the natural question is the question of criteria according to which the choice of an optimal set of values of the linguistic scale should be made when estimating this or that attribute.

The requirements for the models of expert estimation of attributes are formulated, as a rule, in terms of each specific problem, and the quality of the developed models depends on experience and skills of the researchers. The reason for this dependency is evidently not only the fact that the methods of formalization are limited by both the ways of obtaining data from experts and the type of data, but also the absence of common natural demands for MF used for formalizing the collection of fuzzy sets.

II. PROBLEM DEFINITION

The criterion for optimal choice of values (terms) of linguistic variables must meet the requirements of minimal uncertainty for experts when describing input and output factors and maximal conformity of expert data. From the practical point of view this problem is reduced to establishing an optimal set of the linguistic scale used for estimating factors of the model and the optimal number of LV terms. Determination of basic and extended term-sets is a key moment when forming a MF. In the general case a basic LV term-set has the form [3], [4]

\[ T_i = \{ T_1, T_2, \ldots, T_m \}, \quad (i \in K = \{1, 2, \ldots, m\}). \]

Here \( \langle T_i, X_1 \rangle \) is a fuzzy variable corresponding the term \( T_i \in T; \) \( C_i \) is the carrier of the fuzzy set \( C_i \). LV terms are determined on the real axis \( R \) (according to physical meaning of the variable). On top the number of terms is limited for reasons of measuring accuracy of the factor under consideration. And the lower bound must be such one that it would be possible to recognize and describe interaction of the stated input factor with output factors. When solving the stated problem it is necessary to estimate conformity of fuzzy expert knowledge.

We will consider normal fuzzy sets \( A \) for which the height equals 1, i.e. upper bound of its membership function is equal to 1 (\( \sup_{x \in X} \mu_A(x) = 1 \)). Fuzzy sets may be both unimodal, i.e. \( \mu_A(x) = 1 \) only on one \( x \) of \( E \), and have domain of tolerance.

To choose an optimal model as a criterion of conformity the indices of general and pair conformity can be used [5], [6]. In the first stage additive and multiplicative indices of general conformity are usually used, and according to their values a conclusion about the conformity of the studied models is stated. In the next stage the analysis of matrix of pair conformity of the models \( X_i \) and \( X_j \) of experts is carried on.

General conformity of a set of models of expert estimation of an attribute is determined by additive \( k \) and multiplicative \( \bar{k} \) indices:
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where \( l = 1, 2, ..., m \) – is the term number, \( i = 1, 2, ..., k \) – is an expert number, \( \mu_i(x) \) – is MF, which was defined by the \( i \)-st expert for the \( l \)-st term.

The indices of conformity \( k_{ij} \) between the models of two experts, \( i - \)th and \( j - \)th, in terms of \( l - \)th term are the elements of matrix \( K^a \) of pair conformity of the models \( X_i \) and \( X_j \) of experts:

\[
k_{ij} = \frac{1}{m} \sum_{l=1}^{m} \frac{\min \mu_i(x), \mu_j(x)}{\max \mu_i(x), \mu_j(x)}
\]  

(2)

The elements of models conformity matrix for all terms are determined by the formula:

\[
k_{ij} = k_{ij}^1 = \frac{1}{m} \sum_{l=1}^{m} k_{ij}^l
\]  

(3)

where \( m \) is the number of terms.

The choice of a rational term-set of MF is defined as a result of analysis of additive and multiplicative indices and also pair conformity matrices for the models with different number of terms.

As an alternative approach to estimation of expert data conformity we can use a minimization method of weighted mean quadratic deviation \( F_m \) of the parameters estimated by experts, from average values of these parameters:

\[
F_m = \sum_{i=1}^{m} \sum_{j=1}^{m} k_{ij}^l (a_j^l - a_i^l)^2 \rightarrow \min,
\]  

(4)

where \( a_j^l \) and \( a_i^l \) are tolerance limits of a fuzzy number \( \mu_i(x) \), \( a_j^l \) and \( a_i^l \) is its left and right coefficients of fuzziness accordingly, \( a_j^l \) – their averaged values, \( \omega_i \) – measuring coefficients of experts.

From the necessary condition of the function extremum \( F_m \) we obtain:

\[
a_j^l = \sum_{i=1}^{k} \omega_i a_i^l.
\]  

(5)

With the given weight coefficients and constant number and composition of experts \( F_m \) depends only on the number of the model terms.

Thus formed expert data serves for obtaining a generalized MF which is then applied in the mechanism of fuzzy logical derivation. An adequacy of the obtained solutions is provided, to a great extent, by maximal conformity of the expert data. In the given approach there appears a question as to the choice of weight coefficients that is not a trivial one. As an initial approximation for solving application problems it is commonly accepted to use equal weight coefficients for all experts that is natural only with the same qualification of experts. It is this approach that is applied in the suggested and implemented software system for entering and updating expert knowledge [7]. However, expert assessments are based not only on their qualification, that is often different, but also on the use of indirect means of objective control of different accuracy. The necessity of implementing different weighting coefficients of experts is obvious. In the present paper we suggest to apply the numbers of Fishburn for calculating weighting coefficients [8]. Application of the rule of Fishburn will make it possible to take into account a significance level of estimation by experts, for this we introduce ranks \( r_i \) of experts and establish a relation \( r_1 \geq r_2 \geq \ldots \geq r_k \). The collection of Fishburn weights for the system of strict preferences is determined by the formula:

\[
\omega_i = \frac{2(N - i + 1)}{N(N + 1)}
\]  

(6)

where \( N \) is the number of experts, \( i \) – is the number of an expert by significance.

For the mixed system of preferences, when along with preferences the system incorporates indifference ratios, weighting coefficients of Fishburn have the form:

\[
\omega_i = \frac{a_i}{b},
\]  

(7)

where \( a_{i+1} = a_i \), if \( r_{i+1} = r_i \); \( a_{i+1} = a_i \), if \( r_{i+1} > r_i \); \( r_N = 1, i = N, \ldots, 2; b = \sum_{i=1}^{N} a_i \).

Different considerations can be used for experts ranking, for example, as in the present paper, the degree of conformity of their data with that of others.

### III. PROBLEM SOLUTION

For the purposes of illustration of the suggested technique for estimating conformity of expert data we will consider a subject domain “Combine-harvesting of grain crops” [9]. By virtue of formalism of the applied body of mathematics this choice doesn’t limit communities of consideration. A priori analysis of the subject domain has shown that for considering the question of choice of optimal set of the linguistic scale used for estimating factors of external environment, adjustable parameters of the machine and quality index of operation, the performance of the analysis of expert data conformity is expedient.

Let us consider the problem of representation of 3 LVs: “stand of grain humidity” in the form of 2-term, 3-term and 4-term models, “grain humidity” in the form of 2-term, 3-term and 4-term models, “grain dockage” in the form of 3-term, 4-term and 5-term models.

The estimations of MF for the first two LVs were given by four experts: for 2 terms (“dry”, “humid”), 3 terms (“dry”, “normal”, “humid”) and 4 terms (“dry”, “normal”, “very humid”). The estimations of MF for the LV of “grain dockage” were given by 5 experts: for 3 terms (“low”, “average”, “high”), 4 terms (“low”, “average”, “high”, “very high”), and 5 terms (“very low”, “low”, “average”, “high”, “very high”). For description of the terms typical trapezoidal functions have been applied [10], and definitional domain for \( x \) is from 0 to 1 (normalized values), but definitional domain for coefficients of MF equation: \( a, b, c, d \) – from 0 to 1. For calculations the values of MF coefficients have been chosen.
which are presented in [11].

Additive $\tilde{k}$, multiplicative $k$ indices and matrices of pair conformity (formulas (1) – (3)) have been determined with help of the software subsystem of acquiring knowledge of the expert system [7], [12]. The results of calculations are given in table I.

Table I – Values of $k$ and $\tilde{k}$ indices

<table>
<thead>
<tr>
<th>LV</th>
<th>Model</th>
<th>$k$</th>
<th>$\tilde{k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>“stand of grain humidity”</td>
<td>2-term</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>3-term</td>
<td>0.781</td>
<td>0.778</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.689</td>
<td>0.684</td>
</tr>
<tr>
<td>“grain humidity”</td>
<td>2-term</td>
<td>0.807</td>
<td>0.806</td>
</tr>
<tr>
<td></td>
<td>3-term</td>
<td>0.699</td>
<td>0.677</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.537</td>
<td>0.517</td>
</tr>
<tr>
<td>“grain dockage”</td>
<td>3-term</td>
<td>0.572</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.479</td>
<td>0.466</td>
</tr>
<tr>
<td></td>
<td>5-term</td>
<td>0.469</td>
<td>0.436</td>
</tr>
</tbody>
</table>

As a result of calculations we can make a conclusion that the most conformable model for the first two LVs is a 2-term model, and for the third LV – 3-term model.

The results of calculations of matrices of pair conformity for all the models make it possible to calculate weighted-average quadratic deviations $F_m$ of the parameters, estimated by experts, from the averaged values of these parameters. With this we use both equal weight coefficients and those calculated according to the rule of Fishburn. Table II presents one of the matrices of pair coherence for the 3-term model of the LV “grain dockage”.

Table II - Matrix of pair conformity for the 3-term model of the LV “grain dockage”

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Expert rank</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.741</td>
<td>0.9</td>
</tr>
<tr>
<td>0.741</td>
<td>1</td>
<td>0.667</td>
</tr>
<tr>
<td>0.9</td>
<td>0.667</td>
<td>1</td>
</tr>
<tr>
<td>0.9</td>
<td>0.667</td>
<td>0.946</td>
</tr>
<tr>
<td>0.741</td>
<td>0.964</td>
<td>0.667</td>
</tr>
</tbody>
</table>

The experts ranking was carried out on the basis of the criterion of the greatest pair conformity, for this we used sums of matrix lines elements. The parameters of the generalized MF and the values $F_m$ from the condition (5) for all the models have been calculated. The results of calculations of the value $F_m$ are presented in table III.

Table III – $F_m$ values

<table>
<thead>
<tr>
<th>LV</th>
<th>Model</th>
<th>$F_m$ (Equal weight coef.)</th>
<th>$F_m$ (Fishburn weight coef.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“stand of grain humidity”</td>
<td>2-term</td>
<td>0.01625</td>
<td>0.01195</td>
</tr>
<tr>
<td></td>
<td>3-term</td>
<td>0.009063</td>
<td>0.0074</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.011875</td>
<td>0.01035</td>
</tr>
<tr>
<td>“grain humidity”</td>
<td>2-term</td>
<td>0.007813</td>
<td>0.00525</td>
</tr>
<tr>
<td></td>
<td>3-term</td>
<td>0.015469</td>
<td>0.00975</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.021875</td>
<td>0.01535</td>
</tr>
<tr>
<td>“grain dockage”</td>
<td>3-term</td>
<td>0.005664</td>
<td>0.004968</td>
</tr>
<tr>
<td></td>
<td>4-term</td>
<td>0.006864</td>
<td>0.005436</td>
</tr>
<tr>
<td></td>
<td>5-term</td>
<td>0.005744</td>
<td>0.003155</td>
</tr>
</tbody>
</table>

In table IV we have compared the results of definition of the optimal number of LV terms which were obtained with help of conformity index analysis and applying the minimization method of weighted mean quadratic deviation $F_m$ of individual parameters, given by experts, from the averaged values of these parameters.

Table IV – Optimal models for LV

<table>
<thead>
<tr>
<th>LV</th>
<th>Equal weight coef.</th>
<th>Fishburn weight coef.</th>
</tr>
</thead>
<tbody>
<tr>
<td>“stand of grain humidity”</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>“grain humidity”</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>“grain dockage”</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

The data of tables III and IV allow us to make a conclusion that for developing a generalized MF with the purpose of maximal conformity of expert data it is more preferable to apply Fishburn weight coefficients with experts ranking according to the degree of conformity of their data with those of others. It is also obvious that under the conditions requiring greatest conformity of expert assessments base the application of Fishburn weight coefficients gives the best results. We should note that the suggested method is relevant for other variants of ranking expert data, for example, by level of experts qualification.

IV. CONCLUSION

We have considered one of the stages of forming knowledge base of the expert system (fuzzification stage), including analysis of fuzzy expert data on the basis of criteria of conformity. In order to achieve maximal proximity of the formalized data of the real situation it is suggested to introduce different weight coefficients for the experts, and Fishburn numbers have been applied for their ranking. Examples from the subject domain “Combine-harvesting of grain crops” have been presented, several LVs with 2-, 3-, 4-, and 5-term MF and with different number of experts have been considered. The characteristics of general and pair conformity of expert models, parameters of generalized MF in case of equal weight coefficients and Fishburn weights have been calculated. The method of choosing an optimal model used in next stages (composition and defuzzification) of developing mechanism for displaying solutions have been illustrated. As a result of application of the studied procedure the basic term-sets have been determined and membership functions for 12 factors of external environment and 8 adjustable parameters of a grain harvester have been defined.
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Methods to Choosing Subcontexts in Good Maximally Redundant Tests Inferring
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Abstract—Good maximally redundant classification tests (GMRTs) inferring is considered. A decomposition of classification contexts into two kinds of subcontexts is defined: into attributive (or value) and object ones. Two methods of forming and reducing subcontexts are given. Various possibilities of constructing algorithms for GMRTs inferring with the use of both kinds of subcontexts are considered depending on the nature of GMRTs features. The results obtained are supplied with examples.

Keywords—Good classification test, Galois lattice, decomposition, implications, functional dependencies, subcontexts.

I. INTRODUCTION

THE paper presents a development of the Good Test Analysis (GTA) as a Machine Learning method based on inferring Functional Dependencies and Implications as well as on Plausible Reasoning. It deals with the formation of the best descriptions of a given object class (positive objects) against the objects which do not belong to this class (negative objects) on the base of lattice theory. Assume that objects are described in terms of values of a given set $U$ of attributes; see an example of object descriptions in Tab.I. The principle concept of GTA is the concept of classification. To give a target classification of objects, we use an additional attribute $KL \notin U$. A target attribute partitions a given set of objects into disjoint classes the number of which is equal to the number of values of this attribute. In Tab.I, we have two classes: the objects in description of which the target value $k$ appears and all the other objects.

Let $M$ be the set of attribute values such that $M = \{ \cup \text{dom}(\text{attr}), \text{attr} \in U \}$, where $\text{dom}(\text{attr})$ is the set of all values of attr. Let $G$ be the set of objects; $G = G_+ \cup G_-$. $G_+$ and $G_-$ are the sets of positive and negative objects respectively. Denote by $P(B), B \subseteq M$, the set of all the objects in description of which $B$ appears. $P(B)$ is called the interpretation of $B$ in the power set $2^G$. If $P(B)$ contains only $G_+$ objects and the number of these objects more than 2, then we call $B$ a description of some positive objects or a test for $G_+$ [1].

Note that the definition of (maximally redundant) tests for $G_+$ does not differ from the definition of positive hypotheses given in [2]. Let us recall the definition of a good test or good description for a subset of $G_+$ (via partitions of objects). A subset $B \subseteq M$ of attribute values is a good test for a subset of positive objects if it is a test and no such subset $C \subseteq M$ exists, so that $P(B) \subseteq P(C) \subseteq G_+$. For the first time, the definitions of good tests (maximally redundant and irredundant ones) have been given in 1986 [3]. In [3] an algorithm of inferring all good functional dependencies (as good descriptions of object classifications) from the many-valued data has been advanced.

The equivalence of diagnostic tests and FDs has been proven in 1982 [4] with the use of a partition model of tests based on the partition lattice. An algorithm of inferring FDs (as good classification tests) is given in [5], where it is shown that the task of inferring good classification tests covers inferring both functional and implicative dependencies. In what follows, we should deal with searching for good descriptions of positive or negative classes of objects. For this goal, we use the initial set of object descriptions with a partition of this set into two disjoint classes as follows: for a given value $v \in M$, the positive class is the set of objects in descriptions of which value $v$ appears and the negative class is the set of all other objects. We consider the set of object descriptions with the partition of it into two classes as an initial classification context for the task of GMRTs inferring. In [5], it is proven that this problem is reduced to searching for causal dependencies in the form $B \rightarrow v, B \subseteq M$ and $v \notin B$.

Sec.II is devoted to defining a concept of good diagnostic classification test. Sec.III gives the decomposition of good tests inferring based on two kinds of subcontexts of initial classification context. Sec.IV is devoted to an analysis of algorithms based on using subcontexts including the evaluation of the number of sub-problems to be solved, the depth of recursion, the structure of sub-problems and their ordering, and some others.

II. THE CONCEPT OF GOOD CLASSIFICATION TEST

Let $G = \bigcup \mathcal{N}$ be the set of objects indices and $M = \{ m_1, m_2, \ldots, m_j, \ldots, m_m \}$ be the set of attributes values (objects and values respectively). Each object is described by a set of values from $M$. The object descriptions are represented by rows of a table the columns of which are associated with the attributes taking their values in $M$.

Assume $A \subseteq G, B \subseteq M$. Denote by $B_i, B_i \subseteq M, i = \bigcup \mathcal{N}$ the description of object with index $i$. The Galois

<table>
<thead>
<tr>
<th>No</th>
<th>Height</th>
<th>Color of Hair</th>
<th>Color of Eyes</th>
<th>KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Blond</td>
<td>Blue</td>
<td>$k(+)$</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Brown</td>
<td>Blue</td>
<td>$\text{not } k(+)$</td>
</tr>
<tr>
<td>3</td>
<td>Tall</td>
<td>Brown</td>
<td>Hazel</td>
<td>$\text{not } k(+)$</td>
</tr>
<tr>
<td>4</td>
<td>Tall</td>
<td>Blond</td>
<td>Hazel</td>
<td>$\text{not } k(+)$</td>
</tr>
<tr>
<td>5</td>
<td>Tall</td>
<td>Brown</td>
<td>Blue</td>
<td>$\text{not } k(+)$</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>Blond</td>
<td>Hazel</td>
<td>$\text{not } k(+)$</td>
</tr>
<tr>
<td>7</td>
<td>Tall</td>
<td>Red</td>
<td>Blue</td>
<td>$k(+)$</td>
</tr>
<tr>
<td>8</td>
<td>Tall</td>
<td>Blond</td>
<td>Blue</td>
<td>$k(+)$</td>
</tr>
</tbody>
</table>
connection between the ordered sets \( (2^G, \subseteq) \) and \((2^M, \subseteq)\) is defined by the following mappings called derivation operators: for \( A \subseteq G \) and \( B \subseteq M \), \( A' = \text{val}(A) = \{\text{intersection of all } B_i | B_i \subseteq M, i \in A\} \) and \( B' = \text{obj}(B) = \{i | i \in G, B \subseteq B_i\} \). Of course, we have \( \text{obj}(B) = \{\text{intersection of all } \text{obj}(m) | \text{obj}(m) \subseteq G, m \in B\} \).

It is worth noticing that, for defining these operators, we do not use any procedure to transform many-valued context to two-valued one [6]. We introduce two generalization operations that are closure operators [7]: \( \text{generalization}_N(B) = B'' = \text{val}(\text{obj}(B)) \) and \( \text{generalization}_N(A) = A'' = \text{obj}(\text{val}(A)) \). A set \( A \) is closed if \( A = \text{obj}(\text{val}(A)) \). A set \( B \) is closed if \( B = \text{val}(\text{obj}(B)) \). For \( y \in G \) and \( m \in M \), \( \{y\}' \) is denoted by \( y' \) and called object intent, and \( \{m\}' \) is denoted by \( m' \) and called value extent. Let us recall the main definitions of GTA [3].

A Diagnostic Test (DT) for the positive examples \( G_+ \) is a pair \((A,B)\) such that \( B \subseteq M \), \( A = B' \neq \emptyset \), \( A \subseteq G_+ \), \( B \subseteq g' \forall g \in G_- \). A diagnostic test \((A,B)\) for \( G_+ \) is irredundant if any narrowing \( B_n = B \setminus m \), \( m \notin B \) implies that \( \{\text{obj}(B_n), B_n\} \) is not a test for \( G_+ \). A diagnostic test \((A,B)\) for \( G_+ \) is maximally redundant if \( \text{obj}(B \cup m) \subseteq A \) for all \( m \notin B \) and \( m \in M \). A diagnostic test \((A,B)\) for \( G_+ \) is good if and only if any extension \( A_* = A \cup i \), \( i \notin A, i \in G_+ \) implies that \( \{A_*, \text{val}(A_*)\} \) is not a test for \( G_+ \).

In the paper, we deal with GMRTs. If a good test \((A,B)\) for \( G_+ \) is maximally redundant, then any extension \( B_* = B \cup m \), \( m \notin B \), \( m \in M \) implies that \( \{\text{obj}(B_*), B_*\} \) is not a good test for \( G_+ \). Any object description \( d \) of \( g \in G_+ \) given a classification context is a maximally redundant set of values because for any value \( m \notin d, m \in M, \text{obj}(d \cup m) \) is equal to \( \emptyset \).

In Tab.I, \((1,8), \text{Blond Blue}\) is a GMRT for \( k(+)\) but it is irredundant one, simultaneously; \((4,6), \text{Blond Hazel}\) is a DT for \( k(-)\) but it is not a good one; and \((3,4,6), \text{Hazel}\) is a good irredundant test for \( k(-)\).

III. THE DECOMPOSITION OF GOOD MAXIMALLY REDUNDANT TEST INFERRING INTO SUBTASKS

There are two possible kinds of subtasks of GMRTs Inferring for a set \( G_+ \) [8]:

1) given a set of values \( B \subseteq M, \text{obj}(B) \neq \emptyset, B \) is not included in any description of negative object, find all GMRTs \( \{\text{obj}(B_*), B_*\} \) such that \( B_* \subset B\);
2) given a non-empty set of values \( X \subseteq M \) such that \( \{\text{obj}(X), X\} \) is not a test for positive objects, find all GMRTs \( \{\text{obj}(Y), Y\} \) such that \( X \subseteq Y\).

For solving these subtasks we need only to form subcontexts of a given classification context. The first subtask is useful to find all GMRTs intents of which are contained in the description \( d \) of an object \( g \). This subtask is considered in [9] for fast incremental concept formation, where the definition of subcontexts is given.

We introduce projection of a positive object description \( t \) on the set \( D_+ \), i.e. descriptions of all positive objects. The \( \text{proj}(t) \) is \( Z = \{z | z = t \cap t_s \neq \emptyset, t_s \in D_+ \) and \( \text{obj}(z), z \) is a test for \( G_+ \).

We also introduce a concept of value projection \( \text{proj}(m) \) of a given value \( m \) on a given set \( D_+ \). The projection is \( \text{proj}(m) = \{t | m \text{ appears in } t, t \in D_+ \} \) or \( \text{proj}(m) = \{t | g \in \text{obj}(m) \land g \in D_+ \} \).

Algorithm ASTR\(A\), based on value projections, has been advanced in [10]. Algorithm DIAgA\(Ra\), based on object projections, has been proposed in [11]. A family of fast algorithms for constructing a Concept (Galois) Lattice are advanced in [12] to compute intersections \( \{\text{obj}(X) \cap \text{obj}(A), X \subseteq M, A \in M\} \). In what follows, we are interested in using both kinds of subcontexts for inferring all GMRTs for a positive (or negative) class of objects. The following theorem gives the foundation of reducing subcontexts [10]. Let \( X \subseteq M, \{\text{obj}(X), X\} \) be a maximally redundant test for positive objects and \( \text{obj}(m) \subseteq \{\text{obj}(X), X\}, m \in M \). Then \( m \) can not belong to any GMRT for positive objects different from \( \{\text{obj}(X), X\} \).

Consider some example of reducing subcontext (see, please, Tab.I). Let \( \text{spluss}(m) = \{\text{obj}(m) \cap G_+ \} \) and \( \text{SPLUS} = \{\text{spluss}(m) | m \in M\} \). In Tab.I, we have for values “Hazel, Brown, Tall, Blue, Blond, and Low” respectively \( \text{SPLUS} = \{\text{obj}(m) \cap G_+ = \{3, 4, 6\} \} \). We have \( \text{val}(\text{obj(Hazel)}) = \text{Hazel, } ((3, 4, 6), \text{Hazel}) \) is a test for \( G_- \). Then value “Blond” can be deleted from consideration, because \( \text{spluss(Blond)} \subset \text{spluss(Hazel)} \). Delete values Blond and Hazel from consideration. After that the description of object 4 is included in the description of object 8 of \( G_+ \) and the description of object 6 is included in the description of object 1 of \( G_+ \). Delete objects 4 and 6. Then for values “Brown, Tall, Blue, and Low” respectively \( \text{SPLUS} = \{\{2, 3, 5\}, \{3, 5\}, \{2, 5\}, \{4, 6\}\} \). Now we have \( \text{val}(\text{obj(Brown)}) = \text{Brown and } ((2, 3, 5), \text{Brown}) \) is a test for \( G_- \). All values are deleted and all GMRTs for \( G_- \) have been obtained.

The initial information for finding all the GMRTs contained in a positive object description is the projection of it on current set \( D_+ \). It is essential that the projection is a subset of object descriptions on a certain restricted subset \( t_s \) of values. Let \( s_\infty \) be the subset of indices of objects the description of which produce the projection. In the projection, \( \text{spluss}(m) = \text{obj}(m) \cap s_\infty, m \in t_s \).

It is useful to introduce the characteristic \( W(t) \) of any collection \( t \) of values named by the weight of \( t \) in the projection: \( W(t) = ||\text{obj}(t) \cap s_\infty || = ||\text{spluss}(t)|| \) is the number of positive objects of the projection containing \( t \). Let \( W_{\text{min}} \) be the minimal permissible value of weight. We assume that \( W_{\text{min}} = 1 \) in the paper.

Let STGOOD be the partially ordered set of elements \( s \) satisfying the condition that \( s, \text{val}(s) \) is a good test for \( D_+ \). The basic recursive procedure for solving any kind of subtask consists of the following steps:

1) Check whether \( (s_\infty, \text{val}(s_\infty)) \) is a test and if so, then \( s_\infty \) is stored in STGOOD if \( s_\infty \) corresponds to a good test at the current step; in this case, the subtask is over. Otherwise the next step is performed.
2) For each value \( m \) in the projection, the weight \( W(m) \) is determined and if the weight is less than \( W_{\text{min}} \), then
the value \( m \) is deleted from the projection. We can also delete the value \( m \) if \( W(m) \) is equal to \( W_{\min} \) and (\( \text{splus}(m), \text{val}(\text{splus}(m)) \)) is not a test — in this case \( m \) cannot appear in any GMRT satisfying \( W_{\min} \) (we use the function to be test(\( t \)) if \( \text{obj}(t) \cap \text{splus}(t) = \text{obj}(t) \) (\( \text{obj}(t) \subseteq s_n \)) then “true” else “false”).

3) The value \( m \) can be deleted from the projection if \( \text{splus}(m) \subseteq s \) for some \( s \in \text{STGOOD} \).

4) For each value \( m \) in the projection, check whether (\( \text{splus}(m), \text{val}(\text{splus}(m)) \)) is a test and if so, then value \( m \) is deleted from the projection and \( \text{splus}(m) \) is stored in \( \text{STGOOD} \) if it corresponds to a good test at the current step.

5) If at least one value has been deleted from the projection, then the reduction of the projection is necessary. The reduction consists in checking, for each element \( t \) of the projection, whether (\( \text{obj}(t), t \)) is not a test (as a result of previous eliminating values) and if so, this element is deleted from the projection. If, under reduction, at least one element has been deleted, then Step 2, Step 3, Step 4, and Step 5 are repeated.

6) Check whether the subtask is over or not. The subtask is over when either the projection is empty or the intersection of all elements of the projection corresponds to a test (see, please, Step 1). If the subtask is not over, then the choice of an object (value) in this projection is selected and the new subtask is formed. The new subsets \( s_\ast \) and \( t_\ast \) are constructed and the basic algorithm runs recursively.

Forming the Set STGOOD. Let \( 2^S \) be the set of all subsets of the set \( S \). \( 2^S \) is the set lattice [13]. The ordering determined in the set lattice coincides with the set-theoretical inclusion. Subset \( s_1 \) is absorbed by subset \( s_2 \), i.e. \( s_1 \subseteq s_2 \), if and only if the inclusion relation is hold between them, that is \( s_1 \subseteq s_2 \). Under formation of STGOOD, a collection \( s \) of object indices is stored in STGOOD if and only if it is not absorbed by any element of this set. It is necessary also to delete from STGOOD all the elements that are absorbed by \( s \) if \( s \) is stored in STGOOD. Thus, when the algorithm is over, the set STGOOD contains all the collections of objects that correspond to GMRTs and only such collections. The algorithm is based on topological sorting of partially ordered sets. The set TGOOD of all the GMRTs is obtained as follows: TGOOD = \{tg|tg=(s, val(s)), s \in STGOOD\}.

IV. SELECTING AND ORDERING SUBCONTEXTS AND GMRTs INFERRING

Algorithms of GMRTs inferring are constructed by the rules of selecting and ordering subcontexts of the main classification context. Before entering into the details, let us recall some extra definitions. Let \( t \) be a set of values such that (\( \text{obj}(t), t \)) is a test for \( G_+ \). We say that the value \( m \in M, m \in t \) is essential in \( t \) if (\( \text{obj}(t \setminus m), (t \setminus m) \)) is not a test for a given set of object. Generally, we are interested in finding the maximal subset \( \text{sbmax}(t) \subset t \) such that (\( \text{obj}(t), t \)) is a test but (\( \text{obj}(...(\text{sbmax}(t)), \text{sbmax}(t)) \)) is not a test for a given set of positive objects. Then sbmin(\( t \)) = \( t \setminus \text{sbmax}(t) \) is a minimal set of essential values in \( t \). Let \( s \subseteq G_+ \), assume also that (\( s, \text{val}(s) \)) is not a test.

The object \( t_j, j \in s \) is said to be an essential in \( s \) if (\( s \setminus j, \text{val}(s \setminus j) \)) proves to be a test for a given set of positive objects. Generally, we are also interested in finding the maximal subset \( \text{sbmax}(s) \subset s \) such that (\( s, \text{val}(s) \)) is not a test but (\( \text{sbmax}(s), \text{val}(\text{sbmax}(s)) \)) is a test for a given set of positive objects. Then sbmin(\( s \)) = \( s \setminus \text{sbmax}(s) \) is a minimal set of essential objects in \( s \).

An Approach for Searching for Initial Content of STGOOD. In the beginning of inferring GMRTs, the set STGOOD is empty. Next we describe the procedure to obtain an initial content of it. This procedure extracts a quasi-maximal subset \( s_\ast \subseteq G_+ \) which is the extent of a test for \( G_+ \)(maybe not good).

We begin with the first index \( i_1 \) of \( s_\ast \), then we take the next index \( i_2 \) of \( s_\ast \) and evaluate the function to be test(\( \text{val}(i_1, i_2) \)). If the value of the function is true, then we take the next index \( i_3 \) of \( s_\ast \) and evaluate the function to be test(\( \text{val}(i_1, i_2, i_3) \)). If the value of the function is false, then the index \( i_2 \) of \( s_\ast \) is skipped and the function to be test(\( \text{val}(i_1, i_3) \)) is evaluated. We continue this process until we achieve the last index of \( s_\ast \).

The complexity of this procedure is evaluated as the production of \( ||s_\ast|| \) by the complexity of the function to be test(\( t \)). To obtain the initial content of STGOOD, we use the set SPLUS = \{splus(\( m \))|\( m \in M \}\} and apply the procedure described above to each element of SPLUS. To illustrate this procedure, we use the sets \( D_+ \) and \( D_- \) represented in Tab.II and III (our illustrative example). In these tables, \( M = \{m_1, \ldots, m_{26}\} \). The set SPLUS for positive class of examples is in Tab.IV. The initial content of STGOOD is \( \{2(10), (3, 10), (3, 8), (4, 12), (1, 4, 7), (1, 5, 12), (2, 7, 8), (3, 7, 12), (1, 2, 12, 14), (2, 3, 4, 7), (4, 6, 8, 11)\}\).

<table>
<thead>
<tr>
<th>( \text{TAB. II} )</th>
<th>THE SET ( D_+ ) OF POSITIVE OBJECT DESCRIPTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>( D_+ )</td>
</tr>
<tr>
<td>1</td>
<td>( m_1 m_2 m_5 m_6 m_{21} m_{23} m_{24} m_{26} )</td>
</tr>
<tr>
<td>2</td>
<td>( m_1 m_7 m_8 m_9 m_{12} m_{14} m_{15} m_{22} m_{23} m_{24} m_{26} )</td>
</tr>
<tr>
<td>3</td>
<td>( m_3 m_4 m_7 m_{12} m_{14} m_{15} m_{18} m_{19} m_{24} m_{26} )</td>
</tr>
<tr>
<td>4</td>
<td>( m_1 m_4 m_5 m_6 m_7 m_{12} m_{14} m_{15} m_{16} m_{20} m_{21} m_{24} m_{26} )</td>
</tr>
<tr>
<td>5</td>
<td>( m_2 m_6 m_{25} m_{26} )</td>
</tr>
<tr>
<td>6</td>
<td>( m_7 m_{20} m_{21} m_{26} )</td>
</tr>
<tr>
<td>7</td>
<td>( m_3 m_4 m_5 m_6 m_{12} m_{14} m_{15} m_{20} m_{22} m_{24} m_{26} )</td>
</tr>
<tr>
<td>8</td>
<td>( m_3 m_6 m_7 m_8 m_{12} m_{14} m_{15} m_{19} m_{20} m_{22} m_{26} )</td>
</tr>
<tr>
<td>9</td>
<td>( m_6 m_{14} m_{19} m_{20} m_{21} m_{22} m_{26} )</td>
</tr>
<tr>
<td>10</td>
<td>( m_2 m_3 m_4 m_5 m_6 m_{13} m_{18} m_{20} m_{21} m_{26} )</td>
</tr>
<tr>
<td>11</td>
<td>( m_1 m_2 m_3 m_7 m_{19} m_{20} m_{21} m_{22} m_{26} )</td>
</tr>
<tr>
<td>12</td>
<td>( m_2 m_3 m_{16} m_{20} m_{21} m_{23} m_{24} m_{26} )</td>
</tr>
<tr>
<td>13</td>
<td>( m_1 m_4 m_{18} m_{19} m_{23} m_{26} )</td>
</tr>
<tr>
<td>14</td>
<td>( m_{23} m_{24} m_{26} )</td>
</tr>
</tbody>
</table>

In these tables we denote subsets of values \( \{m_8, m_9\}, \{m_{14}, m_{15}\} \) by \( m_\ast \) and \( m_\ast \), respectively. Applying operation generalization of (\( s = s' = \text{val}(s) \)) to all \( s \in \text{STGOOD} \), we obtain STGOOD \( \{2(10), (3, 10), (3, 8), (4, 7, 12), (1, 4, 7), (1, 5, 12), (2, 7, 8), (3, 7, 12), (1, 2, 12, 14), (2, 3, 4, 7), (4, 6, 8, 11)\} \).
4, 7), (4, 6, 8, 11}).

By Theorem above, we can delete value $m_{12}$ from consideration, see splus($m_{12}$) in Tab.IV. The initial content of STGOO allows to decrease the number of using the procedure to_be_test() and the number of putting extents of tests into STGOO.

The number of subtasks to be solved. This number is determined by the number of essential values in the set $M$. The quasi-minimal subset of essential values in $M$ can be found by a procedure analogous to the procedure applicable to search for the initial content of STGOO. We begin with the first value $m_1$ of $M$, then we take the next value $m_2$ of $M$ and evaluate the function to_be_test(obj(\{m_1, m_2\}), \{m_1, m_2\}). If the value of the function is false, then we take the next value $m_3$ of $M$ and evaluate the function to_be_test(obj(\{m_1, m_2, m_3\}), \{m_1, m_2, m_3\}). If the value of the function is true, then value $m_2$ of $M$ is skipped and the function to_be_test(obj(\{m_1, m_2\}), \{m_1, m_2\}) is evaluated. We continue this process until we achieve the last value of $M$. The complexity of this procedure is evaluated as the production of $|M|$ by the complexity of the function to_be_test().

In Tab.III, we have the following list of essential values $LEV': \{m_{10}, m_{18}, m_{19}, m_{20}, m_{21}, m_{22}, m_{23}, m_{24}, m_{25}\}$.

Proposition 1: Each essential value is included at least in one positive object description.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
$G$ & $D_-$ \\
\hline
15 & $m_3 m_8 m_9 m_{10} m_{13} m_{24}$ \\
16 & $m_1 m_7 m_8 m_9 m_{10} m_{13}$ \\
17 & $m_1 m_2 m_3 m_4 m_5 m_{18}$ \\
18 & $m_3 m_7 m_8 m_9 m_{13} m_{16}$ \\
19 & $m_2 m_7 m_8 m_9 m_{13} m_{23}$ \\
20 & $m_1 m_2 m_3 m_4 m_5 m_{24}$ \\
21 & $m_1 m_2 m_3 m_4 m_5 m_{25}$ \\
22 & $m_3 m_7 m_8 m_9 m_{13} m_{16}$ \\
23 & $m_1 m_2 m_3 m_4 m_5 m_{13} m_{16}$ \\
24 & $m_2 m_7 m_8 m_9 m_{13} m_{16}$ \\
25 & $m_1 m_2 m_3 m_4 m_5 m_{13} m_{23}$ \\
26 & $m_2 m_7 m_8 m_9 m_{13} m_{23}$ \\
27 & $m_2 m_3 m_4 m_5 m_6 m_{18}$ \\
28 & $m_2 m_3 m_4 m_5 m_6 m_{24}$ \\
29 & $m_2 m_3 m_4 m_5 m_6 m_{25}$ \\
30 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
31 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
32 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
33 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
34 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
35 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
36 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
37 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
38 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
39 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
40 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
41 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
42 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
43 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
44 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
45 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
46 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
47 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
48 & $m_2 m_3 m_4 m_5 m_6 m_{26}$ \\
\hline
\end{tabular}
\caption{TABLE III
THE SET $D_-$ OF NEGATIVE OBJECT DESCRIPTIONS}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
$splus(m), m \in M$ & \\
\hline
splus($m_1$) & $\{2, 8, 10\}$ \\
splus($m_3$) & $\{3, 8, 10\}$ \\
splus($m_{10}$) & $\{4, 9, 12\}$ \\
splus($m_{13}$) & $\{1, 4, 11, 13\}$ \\
splus($m_5$) & $\{1, 4, 7, 10\}$ \\
splus($m_{12}$) & $\{2, 3, 4, 7\}$ \\
splus($m_{18}$) & $\{3, 9, 10, 13\}$ \\
splus($m_2$) & $\{1, 5, 10, 11, 12\}$ \\
splus($m_{14}$) & $\{2, 3, 4, 7, 8\}$ \\
splus($m_{19}$) & $\{3, 8, 9, 11, 13\}$ \\
splus($m_7$) & $\{2, 8, 9, 11\}$ \\
splus($m_{18}$) & $\{3, 9, 10, 13\}$ \\
splus($m_{12}$) & $\{2, 3, 4, 7\}$ \\
splus($m_{19}$) & $\{3, 8, 9, 11, 13\}$ \\
splus($m_{22}$) & $\{2, 7, 9, 11\}$ \\
splus($m_{23}$) & $\{1, 2, 5, 12, 13, 14\}$ \\
splus($m_{14}$) & $\{3, 7, 8, 10, 11, 12\}$ \\
splus($m_{18}$) & $\{2, 3, 4, 7, 10, 13\}$ \\
splus($m_{19}$) & $\{1, 4, 5, 7, 8, 10\}$ \\
splus($m_{22}$) & $\{2, 3, 4, 6, 8, 11\}$ \\
splus($m_{24}$) & $\{2, 3, 4, 5, 7, 12, 14\}$ \\
splus($m_{25}$) & $\{4, 6, 7, 8, 9, 10, 11, 12\}$ \\
splus($m_{21}$) & $\{1, 4, 6, 8, 9, 10, 11, 12\}$ \\
splus($m_{26}$) & $\{1, 2, 3, 4, 6, 7, 9, 10, 11, 12, 13, 14\}$ \\
\hline
\end{tabular}
\caption{TABLE IV
THE SET SPLUS$M_0$}
\end{table}

\textbf{Proof:} Assume that for an object description $t_i, i \in G_+$, we have $t_i \cap LEV = \emptyset$. Then $t_i \subseteq M \setminus LEV$. But $M \setminus LEV$ is included at least in one of negative object descriptions and, consequently, $t_i$ also possesses of this property. But it contradicts to the fact that $t_i$ is a description of positive object.

\textbf{Proposition 2:} Assume that $X \subseteq M$. If $X \cap LEV = \emptyset$, then to_be_test($X$) = false. This proposition is the consequence of Proposition 1.

Note that the description of $t_{14} = \{m_{23}, m_{24}, m_{25}\}$ is closed because of $\obj(\{m_{23}, m_{24}, m_{25}\}) = \{1, 2, 12, 14\}$ and $\val(\{1, 2, 12, 14\}) = \{m_{23}, m_{24}, m_{25}\}$. We also know that $s = \{1, 2, 12, 14\}$ is closed too (we obtained this result during generalization of elements of STGOO. So $(\obj(\{m_{23}, m_{24}, m_{25}\}), \{m_{23}, m_{24}, m_{25}\})$ is a maximally redundant test for positive objects and we can, consequently, delete $t_{14}$ from consideration. As a result of deleting $m_{12}$ and $t_{14}$, we have the modified set SPLUS (Tab.V).

The main question is how we should approach the problem of selecting and ordering subtasks (subcontexts). Consider Tab.VI with auxiliary information. It is clear that if we shall have all the intents of GMRT's entering into descriptions of objects 1, 2, 3, 5, 7, 9, 10, 12, then the main task will be over because the remaining object descriptions (objects 4, 6, 8, 11) give, in their intersection, the intent of already known test (see, please, the initial content of STGOO). Thus we have to consider only the subcontexts of essential values associated with object descriptions 1, 2, 3, 5, 7, 9, 10, 12, 13. The number
Now we should select the subcontexts (subtasks), based on then we continue with object descriptions.

We begin with ordering index of objects by the number of entering in tests in STGOOD, see Tab.VII.

<table>
<thead>
<tr>
<th>Table VI</th>
<th>Auxiliary Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>$m_{16}$</td>
</tr>
<tr>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>x</td>
</tr>
<tr>
<td>6</td>
<td>x</td>
</tr>
<tr>
<td>7</td>
<td>x</td>
</tr>
</tbody>
</table>

**TABLE VII**

Ordering Index of Objects in STGOOD

<table>
<thead>
<tr>
<th>Index of object</th>
<th>9</th>
<th>13</th>
<th>5</th>
<th>10</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of entering in STGOOD</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Index of object: 2 | 3 | 12 | 7 |

| The number of entering in STGOOD | 4 | 4 | 4 | 5 |

We begin with ordering index of objects by the number of entering in tests in STGOOD1, see Tab.VII.

Then we continue with object descriptions $t_9$ and $t_{13}$. Now we should select the subtasks (subtasks), based on their number of entering in STGOOD. We have

<table>
<thead>
<tr>
<th>Table V</th>
<th>The set SPLUS 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>splus($m$), $m \in M$</td>
<td></td>
</tr>
<tr>
<td>splus($m_+ \rightarrow {2, 8, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{16} \rightarrow {4, 9, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{18} \rightarrow {3, 9, 10, 13}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{20} \rightarrow {1, 5, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{22} \rightarrow {2, 3, 4, 8, 11}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{23} \rightarrow {1, 2, 5, 12, 13}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{25} \rightarrow {3, 7, 8, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{27} \rightarrow {2, 3, 4, 5, 7, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{28} \rightarrow {4, 6, 7, 8, 9, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{29} \rightarrow {1, 4, 6, 9, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{30} \rightarrow {1, 2, 3, 4, 6, 7, 9, 10, 11, 12, 13}$</td>
<td></td>
</tr>
</tbody>
</table>

Then we solve sub-tasks $t_{13} \times m_{19}$ and $t_{13} \times m_{18}$. The result is introducing $s = \{13\}$ in STGOOD and deleting $t_{13}$ because $m_{18}$ is the only essential value in this object description. After deleting $t_9$, $t_{13}$, we can modify SPLUS and delete from it splus($m_{16} = \{4, 12\}$ and splus($m_{18} = \{3, 10\}$). This means that we delete from consideration values $m_{16}, m_{18}$. Tabs VII and IX contain the modified set SPLUS and auxiliary information.

<table>
<thead>
<tr>
<th>Table VIII</th>
<th>The set SPLUS 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>splus($m$), $m \in M$</td>
<td></td>
</tr>
<tr>
<td>splus($m_+ \rightarrow {2, 8, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{13} \rightarrow {3, 8, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{16} \rightarrow {1, 4, 11}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{18} \rightarrow {1, 4, 7, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{19} \rightarrow {1, 5, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{20} \rightarrow {2, 3, 4, 7, 8}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{21} \rightarrow {3, 7, 8, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{22} \rightarrow {1, 2, 5, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{23} \rightarrow {3, 7, 8, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{24} \rightarrow {2, 3, 4, 7, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{25} \rightarrow {1, 4, 5, 7, 8, 10}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{26} \rightarrow {2, 3, 4, 6, 8, 11}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{27} \rightarrow {1, 2, 3, 4, 5, 7, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{28} \rightarrow {4, 6, 7, 8, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{29} \rightarrow {1, 4, 6, 8, 9, 10, 11, 12}$</td>
<td></td>
</tr>
<tr>
<td>splus($m_{30} \rightarrow {1, 2, 3, 4, 6, 7, 9, 10, 11, 12}$</td>
<td></td>
</tr>
</tbody>
</table>

Then we solve sub-tasks $t_{5} \times m_{20}$ and $t_{5} \times m_{24}$. The result is deleting $t_5$ without obtaining any new test. However we can...
modify SPLUS and delete from it \( \text{splus}(m_{23}) = \{1, 2, 12\} \).
This means that we delete from consideration value \( m_{23} \). Now we solve sub-tasks \( t_{10} \times m_{20}, t_{10} \times m_{21}, \) and \( t_{10} \times m_{26}.\)
The result is deleting \( t_{10} \) with introducing \( s = \{8, 10\} \) into STGOOD. We delete values \( m_4, m_{13}, m_4, m_5.\) The modified set SPLUS and Auxiliary information are in Tabs X, XI.

### TABLE X
**THE SET SPLUS\(_3\)**

<table>
<thead>
<tr>
<th>( \text{splus}(m), m \in M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{splus}(m_1) \rightarrow {1, 4, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_2) \rightarrow {1, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_3) \rightarrow {2, 3, 4, 7, 8} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{22}) \rightarrow {3, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{23}) \rightarrow {2, 7, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{24}) \rightarrow {3, 7, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_6) \rightarrow {1, 4, 7, 8} )</td>
</tr>
<tr>
<td>( \text{splus}(m_7) \rightarrow {2, 3, 4, 6, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{24}) \rightarrow {1, 2, 3, 4, 7, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{23}) \rightarrow {4, 6, 7, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{21}) \rightarrow {1, 4, 6, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{26}) \rightarrow {1, 2, 3, 4, 6, 7, 11, 12} )</td>
</tr>
</tbody>
</table>

Now we solve the subtasks \( t_2 \times m_{22}, t_2 \times m_{24}, \) and \( t_2 \times m_{26}.
After that we can delete \( t_2 \) and \( m_{22} \) with introducing \( s = \{7, 8, 11\} \) into STGOOD. Tabs Tabs XIV, XV contain the modified set SPLUS and Auxiliary information.

### TABLE XI
**AUXILIARY INFORMATION (3)**

<table>
<thead>
<tr>
<th>No</th>
<th>( m_{19} )</th>
<th>( m_{20} )</th>
<th>( m_{21} )</th>
<th>( m_{22} )</th>
<th>( m_{24} )</th>
<th>( m_{26} )</th>
<th>( \sum m_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 3 )</td>
</tr>
<tr>
<td>2</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 3 )</td>
</tr>
<tr>
<td>7</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
<tr>
<td>12</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
<tr>
<td>4</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
<tr>
<td>6</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
<tr>
<td>8</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
<tr>
<td>11</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( \times )</td>
<td>( 4 )</td>
</tr>
</tbody>
</table>

| \( \sum d_i \) | 1 | 2 | 2 | 2 | 5 | 5 | 17 |

Now we solve the subtasks \( t_3 \times m_{19} \) with introducing \( s = \{3, 11\} \) into STGOOD. After that we can delete \( \text{splus}(m_{19}) \), this means that we delete \( m_{19}.\) Then we solve the subtask \( t_3 \times m_{24}.\) It leads to deleting \( \text{splus}(m_{24}) \) and \( m_{24}.\) It implies deleting \( t_{12} \) and \( t_7.\) Then we solve the subtask \( t_3 \times m_{26}.\) After deleting \( t_3,\) the main problem is over.

In the example (method 1), we have the following subtasks (Tab. XVI).

### TABLE XII
**THE SET SPLUS\(_4\)**

<table>
<thead>
<tr>
<th>( \text{splus}(m), m \in M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{splus}(m_4) \rightarrow {2, 3, 4, 7, 8} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{19}) \rightarrow {3, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{22}) \rightarrow {2, 7, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{23}) \rightarrow {3, 7, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_7) \rightarrow {4, 7, 8} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{24}) \rightarrow {2, 3, 4, 6, 8, 11} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{23}) \rightarrow {4, 6, 7, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{21}) \rightarrow {4, 6, 8, 11, 12} )</td>
</tr>
<tr>
<td>( \text{splus}(m_{26}) \rightarrow {2, 3, 4, 6, 7, 11, 12} )</td>
</tr>
</tbody>
</table>

Now we solve the subtasks \( t_3 \times m_{19} \) with introducing \( s = \{3, 11\} \) into STGOOD. After that we can delete \( \text{splus}(m_{19}) \), this means that we delete \( m_{19}.\) Then we solve the subtask \( t_3 \times m_{24}.\) It leads to deleting \( \text{splus}(m_{24}) \) and \( m_{24}.\) It implies deleting \( t_{12} \) and \( t_7.\) Then we solve the subtask \( t_3 \times m_{26}.\) After deleting \( t_3,\) the main problem is over.

In the example (method 1), we have the following subtasks (Tab. XVI).

Tab.XVIII shows the sets STGOOD and TGOOD. All subtasks did not require a recursion. More simple method of
TABLE XVII
THE SEQUENCE OF SUBTASKS (METHOD 2)

<table>
<thead>
<tr>
<th>$N$</th>
<th>Context, associated with</th>
<th>Extents of tests obtained</th>
<th>Values deleted from context</th>
<th>Object descriptions deleted from context</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$m_{26}$</td>
<td>(2, 10), (3, 10), (2, 3, 4, 7), (1, 4, 7)</td>
<td>$m_{4}, m_{13}, m_{4}, m_{5}, m_{6}$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td>2</td>
<td>$m_{26}, m_{24}$</td>
<td>(3, 7, 12), (4, 7, 12)</td>
<td>$m_{3}, m_{20}, m_{23}, m_{11}, m_{2}, m_{4}, m_{7}, m_{16}, m_{18}, m_{19}, m_{22}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$m_{26}$, not $m_{24}, m_{23}$</td>
<td>(13)</td>
<td>$m_{3}, m_{7}, m_{16}, m_{18}, m_{19}, m_{20}, m_{22}$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$m_{26}$, not $m_{24}$, not $m_{23}$</td>
<td>(9,11), (7,11)</td>
<td>$m_{2}, m_{3}, m_{4}, m_{16}, m_{18}, m_{19}, m_{21}$</td>
<td>$t_{2}, t_{7}$</td>
</tr>
<tr>
<td>5</td>
<td>$m_{26}, m_{22}$, not $m_{24}$, not $m_{23}$</td>
<td>(3,11), (4,6,11)</td>
<td>$m_{2}, m_{3}, m_{4}, m_{16}, m_{18}, m_{19}$</td>
<td>$t_{7}, t_{9}, t_{12}, t_{3}$</td>
</tr>
<tr>
<td>6</td>
<td>$m_{26}$, not $m_{24}$, not $m_{23}$, not $m_{22}$</td>
<td>(3, 8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE XVI
THE SEQUENCE OF SUBTASKS (METHOD 1)

<table>
<thead>
<tr>
<th>$N$</th>
<th>Subcontext</th>
<th>Extent of New Test</th>
<th>Deleted values</th>
<th>Deleted objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$t_{9} \times m_{16}$</td>
<td>(9, 11)</td>
<td>$t_{9}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$t_{9} \times m_{19}$</td>
<td>(13)</td>
<td>$m_{16}, m_{18}, m_{23}$</td>
<td>$t_{13}$</td>
</tr>
<tr>
<td>3</td>
<td>$t_{13} \times m_{18}$</td>
<td>(13)</td>
<td>$m_{23}$</td>
<td>$t_{5}$</td>
</tr>
<tr>
<td>4</td>
<td>$t_{5} \times m_{23}$</td>
<td>(8, 10)</td>
<td></td>
<td>$t_{2}, t_{7}$</td>
</tr>
<tr>
<td>5</td>
<td>$t_{5} \times m_{24}$</td>
<td>(8, 10)</td>
<td></td>
<td>$t_{5}$</td>
</tr>
<tr>
<td>6</td>
<td>$t_{10} \times m_{20}$</td>
<td>(8, 10)</td>
<td></td>
<td>$t_{4}, t_{6}, t_{10}, t_{11}$</td>
</tr>
<tr>
<td>7</td>
<td>$t_{10} \times m_{21}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$t_{10} \times m_{26}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$t_{10} \times m_{26}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$t_{1} \times m_{21}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$t_{1} \times m_{24}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$t_{2} \times m_{22}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$t_{2} \times m_{22}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$t_{2} \times m_{22}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$t_{3} \times m_{19}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$t_{3} \times m_{24}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>$t_{3} \times m_{26}$</td>
<td>(8, 10)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The sequence of subtasks is based on the basic recursive procedure for solving any kind of subtask described in the previous section. At each level of recursion, we can select value entering into the greatest number of object descriptions; the object descriptions

not containing this value generate the contexts to find GMRTs intents of which are included in them. For our example, value $m_{26}$ does not cover two object descriptions: $t_{5}$ and $t_{8}$. The initial context is associated with $m_{26}$. The sequence of subtasks in the basic recursive procedure is in Tab.XVII (method 2). We assume, in this example, that the GMRT intent of which is equal to $t_{14} has been already obtained.

TABLE XVIII
THE SETS STGOOD AND TGGOOD

<table>
<thead>
<tr>
<th>$N$</th>
<th>STGOOD</th>
<th>TGGOOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1, 13$</td>
<td>$m_{1}m_{4}m_{18}m_{19}m_{23}m_{26}$</td>
</tr>
<tr>
<td>2</td>
<td>$2, 10$</td>
<td>$m_{4}m_{26}$</td>
</tr>
<tr>
<td>3</td>
<td>$3, 10$</td>
<td>$m_{3}m_{4}m_{13}m_{18}m_{26}$</td>
</tr>
<tr>
<td>4</td>
<td>$4, 10$</td>
<td>$m_{3}m_{6}m_{13}m_{20}m_{21}$</td>
</tr>
<tr>
<td>5</td>
<td>$5, 11$</td>
<td>$m_{19}m_{20}m_{21}m_{22}m_{26}$</td>
</tr>
<tr>
<td>6</td>
<td>$6, 11$</td>
<td>$m_{3}m_{7}m_{19}m_{26}$</td>
</tr>
<tr>
<td>7</td>
<td>$7, 11$</td>
<td>$m_{3}m_{7}m_{13}m_{19}m_{19}$</td>
</tr>
<tr>
<td>8</td>
<td>$8, 11$</td>
<td>$m_{3}m_{6}m_{21}m_{26}$</td>
</tr>
<tr>
<td>9</td>
<td>$9, 11$</td>
<td>$m_{4}m_{22}$</td>
</tr>
<tr>
<td>10</td>
<td>$10, 11$</td>
<td>$m_{2}m_{23}m_{24}$</td>
</tr>
<tr>
<td>11</td>
<td>$11, 11$</td>
<td>$m_{2}m_{24}m_{26}$</td>
</tr>
<tr>
<td>12</td>
<td>$12, 11$</td>
<td>$m_{3}m_{24}m_{26}$</td>
</tr>
<tr>
<td>13</td>
<td>$13, 11$</td>
<td>$m_{3}m_{20}m_{22}$</td>
</tr>
<tr>
<td>14</td>
<td>$14, 11$</td>
<td>$m_{2}m_{24}m_{26}$</td>
</tr>
<tr>
<td>15</td>
<td>$15, 11$</td>
<td>$m_{4}m_{21}m_{26}$</td>
</tr>
<tr>
<td>16</td>
<td>$16, 11$</td>
<td>$m_{4}m_{21}m_{26}$</td>
</tr>
</tbody>
</table>

We consider only two possible ways of GMRTs construction.
based on decomposing the main classification context into subcontexts and ordering them by the use of essential values and objects. It is possible to use the two sets QT = \{\{i, j\} \subseteq G_+ | (\{i, j\}, \text{val}(\{i, j\})) \text{ is a test for } G_+\} and QAT = \{\{i, j\} \subseteq G_+ | (\{i, j\}, \text{val}(\{i, j\})) \text{ is not a test for } G_+\} for forming subcontexts and their ordering in the form of a tree structure. In this case, the algorithm of GMRTs inferring can be constructed in the form of decision tree without recursion and with obtaining each test only once.

V. CONCLUSION

The decomposition of inferring good classification tests into subtasks of the first and second kinds is presented in the paper. It allows to transform the process of inferring good tests into an incremental reasoning process.

Two methods of forming and reducing subcontexts are given. Various possibilities of constructing algorithms for GMRTs inferring with the use of both subcontexts are considered depending on the nature of GMRTs features.
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The purpose of the current article is to analyze the industrial structures of the manufacturing sector in Colombia between the years 2000-2012, to accomplish this it was made a structure in 14 sectors, from the ISIC (International Standard Industrial Classification) rev. 3. The analysis is based on the changes that have occurred in the number of the enterprises by sector, for this it will be used the industrial concentration indexes, the Herfindahl-Hirschman index and the CR4, the data for this study were obtained by the Sistema de Información y Reporte Empresarial (SIREM) with the enterprises that take part in the industry real sector under inspection, watch and control by the Superintendencia de Sociedades, that includes commercial companies, branches of foreign companies and sole proprietorships. The target population of the Encuesta Anual Manufacturera consists by the establishments working on the country and is defined by industrials; this one must have ten or more employees or a value higher than that stipulated annual production.

This article is developed in five parts, in the first one is presented the background of the evolution of the Colombian manufacturing industry, the second one will have a theoretical revision of the industrial concentration indexes, in the third one will be presented the results for the Colombian industry by sector by the 2000-2012 period, the fourth part will show the conclusions and the last one will have the literature review.

Key words: Industrial concentration, manufacturing industry, Herfindahl-Hirschman Index, CR4.

I. Background

According to Garay, Colombian industry has its beginnings in the early 19th century, the structure that was consolidating corresponded with a import substitution model, the first laws (1904-1909) had protectionist measures that supported final products trough duties. Coffee was the main export and was constituted the main source of foreign exchange for the country as same as foreign investment, money that was being used for construction of roads and railways, a situation that was exploited to allow an industrial growth and expansion, this first half of the century was affected historically by two world events: the crisis of the 29 and the second world war that had an important impact on the country. After the war the industrial development policies were consolidated in a own import substitution model accompanied by serious measures of that limited the import, the objective was to settle the early industry foundations: food, drinks, tobacco, clothing, and at the same time giving basis to the substitutions process in intermediate industries. The development of these industries was supported by foreign investment, the protectionist policies and the government support; on the other hand, despite the promotion of industrial production there wasn’t a big promotion in export, which became known as the anti-export slant. This situation limited the possibility of foreign exchange earnings to the only product that have outcome opportunities: coffee, this product falling prices in 1955 the growth that had been brought became slower. From this decade is sought

1 SIREM; Sistema de Información y Reporte Empresarial- Guía de usuario. Taken on May 27th from Superintendencia de Sociedades web: www.supersociedades.gov.co/
2 DANE (2013); Ficha Metodológica Encuesta Anual Manufacturera-EAM. Taken on May 27th from DANE’s web del sitio web del DANE: www.dane.gov.co/index.php/industria/encuesta-anual-manufacturera-eam
the promotion of the export as embodied in a mixed model of export promotion that was established in 1967, trying to solve the over-reliance on foreign currency export coffee. At the same time, in order to decrease the constant exposition to the currency crises it is adopted a devaluation system crowling peg (dropwise) and it is increased the incentives to the export trough the CAT and creation PROEXPORT, agency to promote exports. These policies have a considered effect on the economy, achieving the initial purposes until the mid-70s, where is seen a loss of leadership of the industrial sector and at the same time a few attempts at trade liberalization, the economy is influenced by external processes seen and macrometric adjustment. In the following period between 1985 and 1990 some manufacturing companies were financially consolidated and in some periods continued the duty protectionist measures in response to the Latin-American economical crisis. In 1990 a shift to the protectionist policy of the state is given and is given the economic opening with the aim to of strengthening the industry and make it more competitive, the first results (1992 and 1993) led to a substantial increase in imports compared to growth marginal exports, some of the producing capital goods and intermediate goods sectors were benefited by to acquire raw materials, machinery and equipment at a lower cost, this favored economic development, particularly during the period 1990-1995 the GDP had a average 4.5% annual growth, the industry step by 1.2% in 1990 and 6.3% in 1993 to 1995 there was a strong performance in the manufacturing sector. But from the moment conditions of the country presented a scene where there was a consumer demand suppressed, and an inflated economy supporting surpluses of transitory income, economic conditions in the country were affected by a real appreciation of the peso, a high interest rates, an increase of the country presented a scene where there was a smuggling and political instability. “Industrial activity was affected by the situation, to the point that in 1996 it recorded a negative growth rate of 3.1%, suggesting structural adjustment problems in the process of adopting the new model -closures, substantial increase unemployment rates, among others- and, more importantly, the industrial structure still had not reached the manufacturing companies, and unequal size. Thus, an activity is more concentrated the smaller the number of firms operating in it, and the larger the difference in their size. The first aspect does not cast doubt, as the number of firms is reduced by market or productive branch, its concentration increases. However, determining the degree of similarity or inequality of companies that make a market entails greater difficulties. On the one hand, it is difficult to determine which variable should be taken to establish the degree of corporate inequality, and on the other hand, we should assess what would be the best indicator to quantify this aspect properly. The main variables are commonly used: value added, turnover or number of employees.

### Coefficient of concentration

This coefficient is defined as the cumulative market share of the n largest firms in an industry, and therefore it would be worth taking the concentration curve at point n. Its expression is:

\[
CR_n = \sum_{i=1}^{n} Z_i
\]

Where:

- \( Z_n \) = Market share of every firm in the sector
- \( n \) = Number of firms in the sector

### Herfindahl-Hirschman Index

Are considered as characteristic under study two variables reference the personnel employed and the number of establishments, the HH index calculation is done using the following expression:

\[
HH = 100\% - \frac{\left(\sum_{i=1}^{n} Z_i^2\right)^2}{\left(\sum_{i=1}^{n} Z_i\right)^2}
\]

The period after economic openness fostering the growth of the Colombian economy steadily, consequently, GDP in 2013 was an increase of 4.3%, this growth according to President Juan Manuel Santos is due to PLAN BOOST PRODUCTIVITY AND EMPLOYMENT – PLAN DE IMPULSO A LA PRODUCTIVIDAD Y EL EMPLEO (PIPE), although the data reported by DANE will show that this is due in large part to higher growth that occurred in construction, 9.8%; social, community and personal services 5.3% and 5.2 % agriculture and other services. This had an important effect of the number of constituted firms during the period 1999 to 2013 as you can appreciate in figure 1:

Figure 1. Total number of companies of Manufacturing Industry by year.

During the early part of the decade the number of companies remained stable, thanks to the impact that this was coming from generating economic openness and uncertainly of entrepreneurs generated by the possible signing of free trade agreements. After that it can be seen that during the 2004, the number of companies presented a significant increase as a result of low interest rates, an increasing exchange rate and with an average close to $2.800 in 2003, at the same time of a decline in the rate of consumer prices, this fostered establishment of companies in support to the export to the produced goods, however during 2004, economic conditions changed the exchange rate, which had a value close to $1.800 and the debt that had been generated in 2003 for the creation of companies, could not be amortized by the dependent movements in domestic demand, which was evidenced by “stagnation” of the movement of societies as well as a technological backwardness, as the investment made by the Colombian entrepreneurs was destined to raw material, not a technology upgrade that would have a competitiveness looking for the trade agreements.

For this study was taken account industrial clustering of Banco de la República, which is presented in table 1:

Table 1. Industrial groups equivalence based on ISIC rev. 3

<table>
<thead>
<tr>
<th>Classification ISIC rev. 3</th>
<th>Industrial Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 - Manufacture of food products and beverages</td>
<td>Food, beverage and tobacco</td>
</tr>
<tr>
<td>16 - Manufacture of tobacco products</td>
<td>Tobacco products</td>
</tr>
<tr>
<td>17 - Manufacture of textiles</td>
<td>Textiles</td>
</tr>
<tr>
<td>18 - Manufacture of wearing apparel, dressing and fur</td>
<td>Clothing</td>
</tr>
<tr>
<td>19 - Tanning and dressing of leather, manufacture of bags, handbags, saddlery, harnesses and horsecar</td>
<td>Leather and skin industries</td>
</tr>
<tr>
<td>20 - Manufacture of wood and wood products, except furniture; manufacture of articles of straw and plaiting materials</td>
<td>Wood and its manufactures</td>
</tr>
<tr>
<td>21 - Manufacture of paper and paper products</td>
<td>Paper and paper products</td>
</tr>
<tr>
<td>22 - Publishing, printing and reproduction of recorded media</td>
<td>Publishing and printing</td>
</tr>
<tr>
<td>23 - Manufacture of coke, refined petroleum products and nuclear fuel</td>
<td>Chemical industries</td>
</tr>
<tr>
<td>24 - Manufacture of chemicals and chemical products</td>
<td>Chemical products</td>
</tr>
<tr>
<td>25 - Manufacture of rubber and plastic products</td>
<td>Rubber and plastic products</td>
</tr>
<tr>
<td>26 - Manufacture of other non-metallic mineral products</td>
<td>Other non-metallic mineral products</td>
</tr>
<tr>
<td>27 - Manufacture of basic metals</td>
<td>Basic metals</td>
</tr>
<tr>
<td>28 - Manufacture of fabricated metal products, except machinery and equipment</td>
<td>Basic metals</td>
</tr>
<tr>
<td>29 - Manufacture of machinery and equipment n.e.c.</td>
<td>Machinery and equipment</td>
</tr>
<tr>
<td>30 - Manufacture of office, accounting and computing machinery</td>
<td>Office, accounting and computing machinery</td>
</tr>
<tr>
<td>31 - Manufacture of electrical machinery and apparatus n.e.c.</td>
<td>Electrical machinery and apparatus</td>
</tr>
<tr>
<td>32 - Manufacture of radio, television and communication apparatus and equipment</td>
<td>Radio, television and communication apparatus</td>
</tr>
<tr>
<td>33 - Manufacture of medical, precision and optical instruments, watches and clocks</td>
<td>Medical, precision and optical instruments</td>
</tr>
<tr>
<td>34 - Manufacture of motor vehicles, trailers and semi-trailers</td>
<td>Motor vehicles, trailers and semi-trailers</td>
</tr>
<tr>
<td>35 - Manufacture of other transport equipment</td>
<td>Other transport equipment</td>
</tr>
<tr>
<td>36 - Manufacture of furniture, manufacturing n.e.c.</td>
<td>Furniture manufacturing</td>
</tr>
</tbody>
</table>

The present analysis was base on criteria of industrial concentration as the Herfindahl-Hirschman index and concentration ratios (RC4). This way it can be set the
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Banco de la República; Balanza de pagos de Colombia a partir de 1994. Metodología contemplada en la quinta edición del manual del Fondo Monetario Internacional; Taken on May 19th from Banco de la República web: www.banrep.gov.co
behaviour of market shares, and will identify market structures present in the Colombian industry sectors.

**Manufacture of food products and beverages**

The food industry and beverages accounts for over 20% of total domestic industry consists of processing and preserving of meat and fish, fruit, vegetables, oils and fats, bakery and grain mil products, coffee products, sugar, cocoa, alcoholic beverages and non-alcoholic beverages (ISIC Rev. 3). The behavior of the food and beverage industry is highly related to the demand patterns of Colombian households, and is linked directly to the agricultural sector as it is the main supplier of raw materials.

Figure 2 allows us to appreciate the change in the number of companies in the recent periods.

**Figure 2. Manufacture of food products and beverages - Total number of enterprises**

![Graph showing the change in the number of companies in the recent periods.](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

Figure 2 shows an increase in business creation during the period, consistent with the momentum presented by industry, which arose between 2001 and 2006, increasing performance of 9.22% in its production. At the end of 2007, the trend continued and reached a growth of 5.82%, lower than the national aggregate. It is the sector with the highest level of imports, an increase of 80% between 2012 and 2013, which highlights the 137% increase in imports of fruits, vegetables, oils and fats.

According to the Herfindahl-Hirschman index presented in figure 3, the industrial concentration in the food and beverage industry in the early part of the century ranges between 0.009 and 0.015, indicating a low level of concentration, this means that there is a market with great competence in their companies; so according to Domínguez and Brown (1997), can be demonstrated with the use of concentration ratios, as shown in figure 4, which indicates that the four major companies in the sector are in a smaller market share to 40% for this case; this establishes a competitive market structure.

**Figure 3. Herfindahl- Hirschman Index Manufacture of food products and beverages**

![Graph showing the Herfindahl-Hirschman Index.](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

**Figure 4. CR4 Manufacture of food products and beverages**

![Graph showing the CR4 ratios.](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

**Yarn and fabrics Sector**

The textile and apparel sector in Colombia represents 8% of industrial GDP and 3% of the national total, is an intensive workforce sector and it looks highly affected by smuggling and high rates of informality, this sector has characterized as one of the most traditional sector nationally due to the most important characteristics is that it is vertical integration, which has allowed the joint development of garments and compliance with international standards. This sector comprises the subsectors of yarns, fabrics and garments.

The textile sector has been affected by the increase in informal market, smuggling and entry of China to the world market, the figures according to the Central Bank show that exports have been decreasing in 2008 were 1961.8 million dollars in 2011 and 1116.6 in 2013 to 970.7 million dollars which represents a decrease of 43% respectively.

---

6 DANE (2008); Muestra mensual manufacturera; Boletín especial; Bogotá D.C. Taken on May 22nd DANE web: www.dane.gov.co

7 ANDI (2012); Balance 2012 y perspectivas 2013; Taken on May 22nd from La República’s website: www.larepublica.com.co

8 MAPFRE (2010), “Informe sector textil y confecciones colombiano”.
The number of companies associated with the component sectors, over the last years is presented in figure 5 and 6.

**Figure 5. Total companies Yarn and fabrics Sector**

![Graph](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

**Figure 6. Total companies- clothing sector**

![Graph](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

In the charts above can be seen as the sector follows the general behavior of the industry in the period 2004-2006.

The values of the Herfindahl-Hirschman Index figures 7 show that industrial concentration in the yarn and weaving industry during the early part of the century ranges between 0.027 and 0.042, which shows a low level of concentration, indicating a market with great competence in their companies; according to Dominguez and Brown (2007), the concentration ratios, Figure 8, indicate that the four major companies in the sector occupy a share market less than 40% for this case, which identifies a competitive market structure throughout the decade, it can be seen that during the signing of the free trade agreements with the United States and Chile, the values of the graph CR4 decrease, which indicates a lower market share for major companies.

**Figure 7. Herfindahl- Hirschman index Yarn and fabrics Sector**

![Graph](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

**Figure 8. CR4 Yarn and fabrics Sector**

![Graph](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

For the clothing industry, the Herfindahl- Hirschman and CR4 Indexes in figures 9 and 10 respectively have a significant relation, as evidenced as early in the century, industrial concentration was low, and had competitive structure, as Dominguez and Brown (1997), but from 2008, the CR4 is among the range of 0.4 and 0.6, indicating the transition to a competitive oligopoly, where there is an abundance of small producers since barriers to entry are relatively low.

**Figure 9. Herfindahl- Hirschman Index Yarn and fabrics Sector**

![Graph](image)

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)
Leather and it manufactures

The leather industry and manufacturing is one of the sectors that has been lagging growth more severely over time, in 2012 only had a share of 0.26% of GDP, is an intensive labor sector with a low technological index, besides being a highly recognized by the negative impact of production on the environmental industry.

The number of companies in the sector is presented in figure 11, as it shows the sector follows the general behavior of the aggregate. Its behavior in recent years has had a downward trend as a result of conflicts with Venezuela who was one of the main destinations of exports, China’s entry to the market and lower domestic demand, so it is a sector that clearly depends on their level of exports but does not have the production conditions to compete in international markets.

Wood and it manufactures

The Wood industry has products such as sheets and panels, doors, lumber and plywood. In terms of raw materials, although Colombia has 17 million hectares suitable for reforestation, only 1.5% had been used. Colombia has a climate deal that favors the competitiveness of the sector, in addition to the tax benefits for companies within that highlights the income tax exemption for the use of new plantations.

The sector has had a low growth in 2011, especially explained by the strong and increasing competition from products from China. It has also influenced the impact it has had a decrease in exports to Venezuela, which, despite the best efforts of enterprises, have not yet been able to completely replace.

Amog it’s a main problem the lack of infrastructure and transportation highlights, triggering this in on costs for producers, plus the informatily that is presented in the sector, as most of the companies are really small workshops with a semi-industrial character or artisanal quality with low rates.

9 AKTIVA (2013). “El cuero y sus manufacturas en Colombia”.

10 PROEXPORT (2010). “Sector forestal en Colombia”. Taken on May 22nd from PROEXPORT website: www.proexport.com.co

11 DNP (2011); Balance sector industrial 2011; Bogotá D.C. Pág. 56.
The sector is characterized by a variable behavior over time, and although in the last year took a downward trend, according to the national development Plan 2010-2014 recognizes the forestry sector by economic, social and environmental benefits generated this activity. This variability is evident in the movement of companies, which through the last 12 years has shown an increase in their industries, and the turning point of the greater number of companies not presented between the years 2004-2006, as in most of the industry, this were presented in the years 2009-2010.

Figure 14. Total companies- Wood and it manufactures

An additional component that has affected the dynamism of the sector in 2011 is the reduction in the supply of its main raw material, the Wood-winter due to the impact on the Access roads to transport it.\(^\text{12}\)

The identification tools market structures indicate that the wood industry and its manufactures present an concentrated oligopoly structure until 2008, due to low barriers of entry and low technological capacity, subsequently shown by CR4, Graphic 16 shows a competitive oligopoly structure, presenting this trend until 2012, the above analysis is corroborated by the HH index, Figure, which shows a progressive decline in industrial concentration.

Figure 15. Herfindahl- Hirschman Index Wood and it manufactures

The graphics and editorials industry is one of the most affected by the policies adopted by the national government in addition to the inability to compete internationally; odds according to the Banco de la República shows that exports have been falling in 2008 they were $ 862.38 million in 2011 to 727.2 in 2013 and 487 million representing a fall of 15.6% and 33% respectively. This sector is characterized by having a seasonal demand mainly in school and election periods but as in other industries, is heavily affected by informality and smuggling.

The movement of progressive societies indicates a rise from 2004 to 2006, with a stabilization in 2007, as shown in figure 17.

Within the sub-sector is the manufacturing of paper and paperboard which has a structure of competitive and differentiated oligopoly for the period 2000-2011 which is transformed at the end of one period of competition, this is evident in the HH index (Figure 18) and CR4 (Figure 19).

\(^{12}\) Ibid. P. 56.
Chemical Industry

The chemical industry was one of the sectors adversely affected GDP in 2013 with a change of -2.0% due to the production capacity of the products in very low compared to market demand, so that necessary to resort to foreign suppliers, usually from China, Japan and United States of America.

The Chemical industry in general tends persistently to developing new products and improving and refining existing processes chemical production form. The movement of societies indicates a considerable increase in the number of firms between 2004 and 2006, and although it has submitted a further growth, has not been able to maintain the same rate of growth, leveling off in the last years of the decade, as shown in figure 22.

Belong to the chemical industry sector and subsector coking and oil refining products has a concentrated market structure of concentrated and differentiated oligopoly, as is evidenced by the HH index values, and CR4 Figure 23 and 24 respectively, can be evidenced that from 2007, the concentration has been increased, this behavior continued until 2012.

Also, the subsector in charge of chemical products manufacturing takes part of this industry, for which HH and CR4 index show a different behavior from the coking sector, as the market structure is competitive, demonstrated by CR4<0.4, as shown in figure 26, despite the concentration increase in 2007 evidenced by the HH index in figure 25.

**Plastic and rubber products**

While in 2010 and 2011 the sector grew by 7.2% and 6.4% respectively, in 2013 was the most adversely affecting sector to the manufacturing industry with a variation of 6.5%, this as a result of domestic demand was affected by lower demand for containers, packaging by sectors such automotive, furniture and construction using inputs and outputs of this subsector.

The number of companies in the sector of plastic and rubber increased between 2004 and 2006 (Figure 27), being consistent with the general behavior of the industry, followed by a stabilization of the number of companies to 446 in 2012.

According to the HH index (Figure 28) and CR4 (Figure 29), the performance of the sector relates with a competitive structure, with a decrease in the industrial concentration from 2000 to 2012.

**Non-metalic minerals products**

The contribution of mining to the Colombian economy has evidenced increases in GDP, mineral exports and foreign direct investment in mining, that dynamic has been due mainly to investor interest in the activities of the mininf cycle (exploration and exploitation), both from the expansion of existing mining projects, mainly in

---

coal mining in the north of Colombia (La Guajira and Cesar), and the initiation of new exploitation projects primarily for precious metals and base metals.

The National mining GDP about GDP accounted on average in 2011 indicated annual share of 2.27%\(^{16}\), mainly driven by coal mining projects and nickel in the north of the country. At present this sector is one of the main engines of the Colombian economy, mainly driven by the extraction and export of coal, but one of its biggest problems is the illegal mining as currently estimated that 63% of mines still illegal\(^ {17}\), a situation that cries out for a new mining policy for the country. In figure 27 can be evidenced an increase in the number of firms between 2004 and 2011, when it to 223 companies presented.

**Figure 30. Total companies - Non-metallic minerals products**

As the HH and CR4 index shows similar behavior in terms of industrial concentration, but since the CR4 shows market structures present, which, in the case of non-metallic minerals sector was competitive until 2003, then shows competitive oligopoly behavior until the end of the period in 2012. (Figure 31).

**Figure 31. Herfindahl- Hirschman Index Non-metallic minerals products**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>0.025</td>
<td>0.030</td>
<td>0.033</td>
<td>0.035</td>
<td>0.037</td>
<td>0.040</td>
<td>0.042</td>
<td>0.045</td>
<td>0.048</td>
<td>0.050</td>
<td>0.052</td>
<td>0.055</td>
<td>0.058</td>
<td>0.060</td>
<td>0.062</td>
</tr>
</tbody>
</table>

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

**Basic metal industry**

Industries belonging to base metal in 2010 reached 8% on Colombian manufacturing (0.9% of the industry’s GDP) and concentrated approximately 14% of employment in the manufacturing industry\(^ {18}\). It is a sector with strong investment, but net profits are reduced due to the expected recovery periods investment, but net profits are reduced due to the expected recovery periods investment, steel companies generally have a greater capacity to stand relatively large and higher than in other sectors with negative earning periods, but not sustainable in time given the high level of competition.

The number of companies in the sector is presented in figure 33, as can be seen, it has the same behavior of aggregate industry.

**Figure 33. Total companies Basic metal industry**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>135</td>
<td>225</td>
<td>166</td>
<td>205</td>
<td>212</td>
<td>210</td>
<td>208</td>
<td>210</td>
<td>212</td>
<td>214</td>
<td>216</td>
<td>218</td>
<td>220</td>
<td>222</td>
</tr>
</tbody>
</table>

Source: Own calculations based on data from the Information System and Business Report (SIREM 2014)

The results of the HH index, Figure 31, show a relatively high concentration of the sector of the year 2004 but declined significantly by 2005, when it increased the number of companies according to figure 30; according to CR4, figure 34, the market structure was an concentrated and differentiated oligopoly between 2000 and 2003 and particularly in 2005, 2008 and 2012 given the high entry barriers and requiring technological level, the structure is transformed the competitive and differentiated oligopoly.

---

\(^{16}\) Ministerio de minas y energia (2014). “Minas. Taken from the Ministerio de minas y energia website: www.minminas.gov.co


\(^{18}\) IDOM consulting (2013). “Plan de Negocio para el sector siderúrgico, metalmeccánico y astillero en Colombia”. RESUMEN EJECUTIVO. Bogotá, Colombia.
Machinery and equipment

The machinery and equipment sector has been an increase in the number of films, starting from 2004, but has stabilized at a value of 255 in recent years, and hasn’t reached the top of 272 companies in 2009 again, as is shown in Figure 33.

Optical devices, cinema and others

The optical devices, cinema and others sector currently has a high participation in Colombian manufacturing industry, as has 34 companies incorporated under the Information System and Business Report, however has increased the number of companies since 2004, reaching a turning point in 2009 to 36 companies. (Figure 39).

Transport materials

In 2012, Colombia was the fourth largest producer of vehicles in Latin America, using 2.6% (24,783 direct jobs) of employees in manufacturing. Additionally, the sector accounts for 4% of industrial GDP. The automotive sector in Colombia includes assembly activity (light vehicles, trucks, buses and motorcycles) and manufacture of parts and components used in the process as well as the aftermarket. Likewise, input suppliers in other industries as metallurgy, petrochemical (lastics, rubbers) and textiles are involved. Today the country has a fleet of about 4 million units of vehicles of which about 59.5% are imported\(^{19}\). The evolution of the

\(^{19}\) PROEXPORT (2012); Industria automotriz en Colombia; Taken on May 25th from Proexport website: www.proexport.com.co
sector in terms of number of companies are presented in Figure 40.

**Figure 40. Total companies Transport materials - vehicles, auto parts, trailers and semi trailers**

Industrial concentration increased significantly in 2008 as the HH index in figure 41, which could be explained by the economic crisis that occurred and the output of several companies in the manufacture of motor vehicles, while the CR4 in figure 42, indicates that the prevailing market structure is competitive, since CR4<0.4.

**Figure 41. Herfindahl- Hirschman Index Transport materials - vehicles, auto parts, trailers and semi trailers**

**Figure 42. CR4 Transport materials - vehicles, auto parts, trailers and semi trailers**

Also, the subsector “other types of transport equipment” takes part in this sector, where, according to the HH index in figure 43 the industrial concentration has remained at a value 0.25, and is consistent with what is whohn in the CR4 index in figure 44, which indicates that the prevailing market structure is concentrated and differenciated oligopoly.

**Figure 43. Herfindahl- Hirschman Index other types of transport equipment**

**Figure 44. CR4 other types of transport equipment**

The sector identified as “other industries” shows an increased in the number of companies, this is reflected in figure 45, and between 2004 and 2006 period in which the greatest number of incorporated companies appeared, peaking in 2006 with 433 companies, value has been adjusted and has not presented substantial movement organizations.

**Figure 45. Total companies sector otras industrias**

According to the HH index, figure 46, a decrease is evident in the industrial concentration in the sector “other industries” between 2000 and 2012, only a variation of this behavior between 2003 and 2004; according to the methodology for studying the structure of this market sector, competitive oligopoly prevails during the start of the century, in 2002 and 2003 that transformed the structure of competition, while by 2919 the structure showed the trend again competitive oligopoly, the end of the study period ended with a competitive structure, (Figure 47) although the four major industries have a lower market share in recent years.
IV. Conclusions

Given the results of the concentration ratios for the 4 major companies in each sector of the Colombian manufacturing industry shows that for 2012, 11 of the 22 industrial sectors have a competitive market structure, this indicates, according (Koutsoyiannis, 1985) that the number of firms is high, the product is homogeneous, is it has no obstacles in the entry barriers and the prices are settled by the market forces, not by companies.

The results indicate 3 of 22 sectors have a competitive and differentiated oligopoly market structure, while 2 of the 22 has competitive oligopoly, the difference between them is given by their entry barriers and technological capacity. The predominant characteristics of these groups is a smaller number of companies in each sector, the product can be homogeneous or differentiated and may present entry barriers or obstacles (Koutsoyiannis, 1985).

It is evident that 6 of the 22 sectors have concentrated and differentiated Oligopoly market structure, because the degree of concentration is very high in its four main businesses and fairy high entry barriers are presented, along with a requirement of high technological capacity.

Table 2. CR4 Results and Colombian industry market structures

<table>
<thead>
<tr>
<th>CR4</th>
<th>Market Structure</th>
<th>Industrial Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12</td>
<td>Competitive</td>
<td>61 - Manufacture of food products and beverages</td>
</tr>
<tr>
<td>0.29</td>
<td>Concentrated oligopoly</td>
<td>57 - Manufacture of rubber and plastics products</td>
</tr>
<tr>
<td>0.38</td>
<td>Competitive</td>
<td>52 - Manufacture of basic metals</td>
</tr>
<tr>
<td>0.48</td>
<td>Concentrated oligopoly</td>
<td>50 - Manufacture of non-metallic mineral products</td>
</tr>
<tr>
<td>0.49</td>
<td>Competitive</td>
<td>53 - Manufacture of fabricated metal products, except machinery and equip</td>
</tr>
<tr>
<td>0.50</td>
<td>Concentrated oligopoly</td>
<td>55 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.51</td>
<td>Concentrated oligopoly</td>
<td>54 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.53</td>
<td>Concentrated oligopoly</td>
<td>56 - Manufacture of electrical machinery and apparatus n.e.c.</td>
</tr>
<tr>
<td>0.54</td>
<td>Concentrated oligopoly</td>
<td>57 - Manufacture of radio, television and communication equipment and apparatus</td>
</tr>
<tr>
<td>0.55</td>
<td>Concentrated oligopoly</td>
<td>58 - Manufacture of medical, precision and optical instruments, watches and clocks</td>
</tr>
<tr>
<td>0.56</td>
<td>Concentrated oligopoly</td>
<td>59 - Manufacture of motor vehicles, trailers and semi-trailers</td>
</tr>
<tr>
<td>0.57</td>
<td>Concentrated oligopoly</td>
<td>60 - Manufacture of other transport equipment</td>
</tr>
<tr>
<td>0.58</td>
<td>Competitive</td>
<td>61 - Manufacture of furniture, manufacturing n.e.c.</td>
</tr>
<tr>
<td>0.59</td>
<td>Competitive</td>
<td>62 - Manufacture of paper and paper products</td>
</tr>
<tr>
<td>0.60</td>
<td>Competitive</td>
<td>63 - Manufacture of chemical products</td>
</tr>
<tr>
<td>0.61</td>
<td>Competitive</td>
<td>64 - Manufacture of electrical and optical products</td>
</tr>
<tr>
<td>0.62</td>
<td>Competitive</td>
<td>65 - Manufacture of machinery and apparatus</td>
</tr>
<tr>
<td>0.63</td>
<td>Competitive</td>
<td>66 - Manufacture of precision and related products</td>
</tr>
<tr>
<td>0.64</td>
<td>Competitive</td>
<td>67 - Manufacture of rubber and plastics products</td>
</tr>
<tr>
<td>0.65</td>
<td>Concentrated oligopoly</td>
<td>68 - Manufacture of other non-metallic mineral products</td>
</tr>
<tr>
<td>0.66</td>
<td>Concentrated oligopoly</td>
<td>69 - Manufacture of fabricated metal products, except machinery and equip</td>
</tr>
<tr>
<td>0.67</td>
<td>Concentrated oligopoly</td>
<td>70 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.68</td>
<td>Concentrated oligopoly</td>
<td>71 - Manufacture of rubber and plastics products</td>
</tr>
<tr>
<td>0.69</td>
<td>Concentrated oligopoly</td>
<td>72 - Manufacture of basic metals</td>
</tr>
<tr>
<td>0.70</td>
<td>Concentrated oligopoly</td>
<td>73 - Manufacture of metal products, except machinery and equip</td>
</tr>
<tr>
<td>0.71</td>
<td>Concentrated oligopoly</td>
<td>74 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.72</td>
<td>Concentrated oligopoly</td>
<td>75 - Manufacture of electrical machinery and apparatus n.e.c.</td>
</tr>
<tr>
<td>0.73</td>
<td>Concentrated oligopoly</td>
<td>76 - Manufacture of radio, television and communication equipment and apparatus</td>
</tr>
<tr>
<td>0.74</td>
<td>Concentrated oligopoly</td>
<td>77 - Manufacture of medical, precision and optical instruments, watches and clocks</td>
</tr>
<tr>
<td>0.75</td>
<td>Concentrated oligopoly</td>
<td>78 - Manufacture of motor vehicles, trailers and semi-trailers</td>
</tr>
<tr>
<td>0.76</td>
<td>Concentrated oligopoly</td>
<td>79 - Manufacture of other transport equipment</td>
</tr>
<tr>
<td>0.77</td>
<td>Competitive</td>
<td>80 - Manufacture of furniture, manufacturing n.e.c.</td>
</tr>
<tr>
<td>0.78</td>
<td>Competitive</td>
<td>81 - Manufacture of paper and paper products</td>
</tr>
<tr>
<td>0.79</td>
<td>Competitive</td>
<td>82 - Manufacture of chemical products</td>
</tr>
<tr>
<td>0.80</td>
<td>Competitive</td>
<td>83 - Manufacture of electrical and optical products</td>
</tr>
<tr>
<td>0.81</td>
<td>Competitive</td>
<td>84 - Manufacture of machinery and apparatus</td>
</tr>
<tr>
<td>0.82</td>
<td>Competitive</td>
<td>85 - Manufacture of precision and related products</td>
</tr>
<tr>
<td>0.83</td>
<td>Competitive</td>
<td>86 - Manufacture of rubber and plastics products</td>
</tr>
<tr>
<td>0.84</td>
<td>Competitive</td>
<td>87 - Manufacture of other non-metallic mineral products</td>
</tr>
<tr>
<td>0.85</td>
<td>Competitive</td>
<td>88 - Manufacture of fabricated metal products, except machinery and equip</td>
</tr>
<tr>
<td>0.86</td>
<td>Competitive</td>
<td>89 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.87</td>
<td>Competitive</td>
<td>90 - Manufacture of rubber and plastics products</td>
</tr>
<tr>
<td>0.88</td>
<td>Competitive</td>
<td>91 - Manufacture of basic metals</td>
</tr>
<tr>
<td>0.89</td>
<td>Competitive</td>
<td>92 - Manufacture of metal products, except machinery and equip</td>
</tr>
<tr>
<td>0.90</td>
<td>Competitive</td>
<td>93 - Manufacture of machinery and equipment n.e.c.</td>
</tr>
<tr>
<td>0.91</td>
<td>Competitive</td>
<td>94 - Manufacture of electrical machinery and apparatus n.e.c.</td>
</tr>
<tr>
<td>0.92</td>
<td>Competitive</td>
<td>95 - Manufacture of radio, television and communication equipment and apparatus</td>
</tr>
<tr>
<td>0.93</td>
<td>Competitive</td>
<td>96 - Manufacture of medical, precision and optical instruments, watches and clocks</td>
</tr>
<tr>
<td>0.94</td>
<td>Competitive</td>
<td>97 - Manufacture of motor vehicles, trailers and semi-trailers</td>
</tr>
<tr>
<td>0.95</td>
<td>Competitive</td>
<td>98 - Manufacture of other transport equipment</td>
</tr>
<tr>
<td>0.96</td>
<td>Competitive</td>
<td>99 - Manufacture of furniture, manufacturing n.e.c.</td>
</tr>
</tbody>
</table>

About the employed population it can be seen that although there was an increase in the number of enterprises, the relationship had a strong variation in the 2004-2006 period, implying a decrease in value. The period of the signing of the free trade agreements with the United States and Chile (Years 2006 and 2007), show that the personnel employed respect to the number of companies in Colombia has stabilized, and it is observed a growth in the employed persons and a decrease in the number of companies. This result could have negative consequences, as it expresses that as occupied personnel in Colombia population increases, the demand for labor (expressed in the number of films) is decreasing.

Figure 43. Occupied personnel/Number of companies in Colombia: Years 2000-2011.

The raid on the industrial market from China has generated a steady decrease in some of the Colombian industrial sectors such as textiles and clothing, leather and leather goods, and publishing sector. Since these sectors are labor intensive and have a low coefficient technological, constant changes in monetary policies do not give a sense of stability for the employer towards creating a more competitive international environment.

International relations with Venezuela have a direct impact on the leather sector, textiles and clothing. This is why policies for these sectors’ development have affected negatively the contribution of industry to the GDP, and they should be based on an international policy that builds confidence in entrepreneurs, guided by monetary policies to advancement in technology as this is one of the biggest problems of the Colombian industry.

Industrial Concentration indexes such as the Herfindahl-Hirschman and Concentration Ratios showed consistency in the Colombian industry behavior, showing similarities in the change in concentration depending on the studied period, according to the characterization found these tools evidenced the consequences of the environment in which the Colombian manufacturing industry were developed between 2000 and 2012.

It is expected that the Colombian industry despite currently having a slight recovery compared to previous years thanks to the mining boom, will not have a sustainable development in the coming years as there are no clear policies by the government supporting the industry development, Colombian road infrastructure generates one of the highest cost for employers, informality and illegality present in most industry and poor preparation for the free trade agreements goes against a recovery in the industry, concluding in a lack of competitiveness and high entry barriers to a market that is not sustainable with the domestic demand but also isn’t able to compete internationally.
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The effect of the variation of Popov’s parameter on the size of the region of absolute robust stability of a monotonous nonlinear impulsive control system

N.A. Tseligorov, G.M. Mafura

Abstract—This paper focuses on the effect of the variation of Popov’s parameter on the size of the region of absolute robust stability of monotonous nonlinear impulsive control systems. To evaluate the effect of Popov’s parameter, the program complex “Stability” is used. This program complex plots the regions of absolute robust stability on the complex plane. An illustrative example is given to demonstrate the effect of varying Popov’s parameter on the region of absolute robust stability.

Keywords—absolute robust stability, nonlinear impulsive system, transfer function, perturbed polynomial, Popov’s parameter, monotonous nonlinearity, root locus.

I. INTRODUCTION

Today, the process of designing any technically complex system is accompanied with the creation of its mathematical model. The mathematical model allows the engineer to get information about the stability of the object of control. Mathematical models, which are based on the application of the criteria of absolute stability to the system under design, focused mainly on control systems with standard nonlinear characteristics, with theoretical forms of nonlinear characteristics, which differed considerably from actual real world systems. To get results which are closer to the real world conditions of exploitation, it is necessary to take into account the parametric uncertainty of the control system in question. Consequently, the software used for such models changes and expands in order to solve the various problems and challenges faced. This justifies the use of computer algebra systems to work with symbolic data.

II. STATEMENT OF THE PROBLEM

The Academic Y.Z. Tsipkin proposed the criteria for absolute stability of nonlinear control systems (NICS) with monotonous characteristics in the form of the following inequalities[1]

\[ \text{Re}[1 + q(1 - e^{-j\sigma})]W(j\sigma,0) + k^{-1} > 0 \]  

(1)

This inequality must be satisfied for all frequencies \( \sigma \) within the interval \([0, \pi]\) for real V.M. Popov’s parameters \( q \geq 0 \). Characteristics \( \Phi(\sigma) \) nonlinear elements (NE) fulfill the following condition (The absolute stability of the equilibrium point)

\[ 0 \leq \frac{\Phi(\sigma)}{\sigma} \leq k, \quad \Phi(0) = 0 \]  

(2)

The above criterion (2) can be interpreted geometrically as plotting a modified amplitude-phase characteristics graph \( \tilde{W}(j\sigma,0) \) with Popov’s line plotted on the \( \tilde{W}(j\sigma,0) \) plane [1]

\[ U^*(\sigma,0) + q\tilde{V}(\sigma,0) + 1/k > 0, \]

where

\[ U^*(\sigma,0) = \text{Re}W^*(j\sigma,0), \]

\[ V^*(\sigma,0) = -\text{Re}[e^{-j\sigma}W^*(j\sigma,0)] + \text{Re}W^*(j\sigma,0) \]

The plotted line crosses through the point \(-1/k\), on the real axis and at an angle of \( \text{arctg} \ 1/q \). A graphical illustration of the criterion of absolute stability is given below in Fig.1.

In well-known scientific publications the test for absolute
stability of NICS is carried out with the condition that Popov’s parameter \( q = 0 \). In [2] the values of parameter \( q \) in certain intervals with respect to the characteristics of NE:

- \( -\infty < q < \infty \), if the NE characteristic are definite and stationary;
- \( 0 \leq q < \infty \), if the NE characteristic are stationary, but not definite and with negative hysteresis;
- \( -\infty < q \leq 0 \), if the NE characteristics are stationary, but not definite with positive hysteresis;
- \( q = 0 \), if the NE characteristics are not stationary (indefinite or definite).

In [3] it is proposed to select values of \( q \), using the recursive relation, found when Popov’s criteria is geometrically interpreted:

\[
q_i = \frac{1}{\text{tg} \left( \frac{\pi (l-1)}{2l+i} \right)}, \quad q_{0i} = -q_i, \quad q_{0} = 0, \quad i = 1, 3, \ldots, l - 1
\]

\( q_i \) – number of selected values of \( q \);

\( q_{0i} \) – corresponding number of positive and negative values of Popov’s parameter;

\( l \) – an even number.

However to the best of our knowledge, there is no literature which graphically illustrates the region of absolute robust stability and the effect of varying Popov’s parameter on the extent of the region of stability.

It is necessary to evaluate the change in the region of absolute robust stability and define the effect Popov’s parameter on the region of absolute robust stability of a control system under evaluation.

### III. SOLUTION OF PROBLEM

Transcendence of the frequency response characteristics \( W(j\omega) \) complicates the use of the criteria for testing the absolute robust stability of NICS. Using w-transform it is possible to simplify the test for absolute stability of NICS to testing if the resultant real polynomial is Hurwitz and for robust stability to testing the Kharitonov’s polynomials [4] i.e. checking if the resultant group of real polynomials are Hurwitz.

Using w-transform, the test for absolute stability of NICS is reduced to testing if the resultant real polynomial is Hurwitz [3]. Criterion (1) takes the following form in w-plane

\[
\Re \left[ (1 + q \frac{2w}{1 + w}) W(w) \right] + k^{-1} > 0
\]

or

\[
\Re \left[ (1 + q \frac{2j\nu}{1 + j\nu}) W(j\nu) \right] + k^{-1} > 0, \quad \forall \nu \in [0, \infty],
\]

where \( w = j\nu \), \( \nu = \text{tg} \left( \frac{\omega T_0}{2} \right) \) – relative pseudo frequency,

\( T_0 \) – sampling interval.

If the transfer function’s frequency response characteristics are presented as shown below

\[
W(j\nu) = \frac{a_1(\nu) + j\beta_1(\nu)}{a_2(\nu) + j\beta_2(\nu)},
\]

then after substituting (5) in (4) we get the following polynomial expression which corresponds to the criterion (4) [5].

\[
k \{ (\alpha_1(\nu)\alpha_2(\nu) + \beta_1(\nu)\beta_2(\nu))(1 + \nu^2) + 2q[(\alpha_1(\nu)\alpha_2(\nu) + \beta_1(\nu)\beta_2(\nu)\nu^2 + (\alpha_1(\nu)\beta_2(\nu) - \alpha_2(\nu)\beta_1(\nu))\nu] + [\alpha_2^2(\nu) + \beta_2^2(\nu)](1 + \nu^2) \} = 0
\]

The resultant polynomial expression (6) is the general polynomial form of the criterion for transfer function of NICS of any degree. To get the symbolic expression of (6) one can use any of the known computer algebra systems (CAS) for example Mathematica, Mathcad, Maxima etc. Using any of the above CAS systems allows us to get coefficients in symbolic form for a given transfer function degree. Substituting the symbolic equation (6) for criteria of stability of NICS with the numeric values from the numerator and denominator of the transfer function under evaluation, the polynomial expression in numeric coefficients is gotten. The resultant polynomial expression in numeric form can now be used to test the absolute stability of NICS in question without intermediate calculations. To test the robust stability of NICS, it is necessary to have interval values of the coefficients in the numerator and denominator of the transfer function. This interval values are used in the strong Kharitonov’s theory [6] for testing the robust stability of NICS in question.

Evaluating the effect of Popov’s parameter \( q \) on the region of stability can be done by giving \( q \) a concrete value then plotting the region of absolute robust stability.

When concrete values of \( i \) are applied to formulæ (3), then fan symmetrical and uniform values of Popov’s parameter as shown in Table.1.

An analysis of the values in table.1 shows that the positive values, that can be used while evaluating NICS using criterion (4), lie within the interval from \( q = 1 \) to \( q = 12 \). To get a graphic representation of the region of absolute stability, the program complex “Stability” is used to plot the region of stability[7].
IV. ILLUSTRATIVE EXAMPLE

Consider a NICS, with the following transfer function with perturbed coefficients

\[
W(w) = (012,090 + 041,059)w^2 + (022,054)w + (09,015)w + (055,129)w^2 + (221,322)w^2 + (045,121)w + (011,016)
\]

The nonlinear elements characteristics lie within the interval \([0; 1.5]\).

The values of V.M. Popov’s parameter, while taking into account the values in Table 1, fall between \(q=0.1\) and \(q=14\). Criterion expression for the transfer function (11) in symbolic form is written as follows

\[
P(x) = k[a_0b_2x^4 + (a_2 + a_1 - a_0 + a_0b_1)x^3 + + (a_0 - a_2 - a_0b_1)x^2 + + (a_0b_0 - a_1b_0 + a_1b_1)x + a_1b_0] + + 2q[k(a_1b_3x^4 + (a_2b_2 - a_1b_2)x^3 + + (a_0b_0 + a_0b_1)x] + + (b_0^2 - 2b_0b_1 + b_1^2)x + + (b_0^2 - 2b_0b_1 + b_1^2)x]
\]

The variation of numeric coefficient values of criterial equation (6) as the value of parameter \(k\) changes is illustrated on the graphs below.

<table>
<thead>
<tr>
<th>(q^+)</th>
<th>0.29</th>
<th>0.89</th>
<th>1.73</th>
<th>3.52</th>
<th>12.07</th>
<th>-13.55</th>
<th>-4.81</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>16.4</td>
<td>41.56</td>
<td>60.01</td>
<td>74.12</td>
<td>85.26</td>
<td>-85.71</td>
<td>-78.2</td>
</tr>
<tr>
<td>(q^-)</td>
<td>-0.29</td>
<td>-0.89</td>
<td>-1.73</td>
<td>-3.52</td>
<td>-12.07</td>
<td>13.35</td>
<td>4.81</td>
</tr>
<tr>
<td>Angle</td>
<td>-16.4</td>
<td>-41.5</td>
<td>-60.0</td>
<td>-74.1</td>
<td>-85.26</td>
<td>85.71</td>
<td>78.26</td>
</tr>
</tbody>
</table>

The calculated coefficient values are typed into the form, as shown in Fig.7, of the program complex “Stability”. The program complex then plots a modified root locus diagram, which takes into account the perturbed nature of the coefficients, for concrete values of \(q\).
Screenshots of the regions of robust stabilities for several values of q. As shown in Fig. 8.

After comparison of the above regions of stabilities, one can see that the regions of stabilities tend to increase. This is especially evident when small values of q are applied i.e. q=0 to q=2. As the values of q further increase, the region of stability remains almost unchanged.

V. CONCLUSION

The proposed approach enables one to get the symbolic coefficient expression of the criteria, for a nonlinear impulsive control system, with monotonous nonlinearity, with transfer function of given degree, in analytical form and the resultant criterial expression. The resultant criterial expression, with concrete numeric values from the transfer function, can be used to plot a modified root locus plot, which takes into account the perturbed nature of coefficients. The resultant root locus diagram proves that the region of stability increases while the value of Popov’s parameter increases from 0.1 to 14.
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Computer Simulation of Hybrid Systems by ISMA Instrumental Facilities
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Abstract—A class of hybrid systems (HS) unresolved with respect to the derivative is considered. Architecture of instrumental environment is designed in accordance with CSSL standard. Library of original numerical solvers, embedded in simulation environment, is presented. Algorithm of numerical analysis of HS modes is given. Theorem about the choice of the integration step considering the HS event function dynamic has been formulated and proved. Algorithm of accurate HS event detection with implicit continuous behaviour models is designed. Testing of the proposed algorithms in the ISMA instrumental environment is performed. Example of specification and analysis of electric power systems models is given.
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I. INTRODUCTION

Hybrid systems (HS) theory is a modern and versatile apparatus for mathematical description of the complex dynamic processes in systems with different physical nature. Such systems are characterized by the composition of the continuous and discrete behaviours. Earlier the ISMA instrumental environment [1, 2] examined models and methods of HS analysis, continuous modes of which are described by the Cauchy problem with constraints. In this paper the extension of class of systems by models unresolved with respect to the derivative is proposed. Numerical analysis of the new class of problems requires using a specific integration and HS event detection algorithms. The described algorithms are implemented in the ISMA and successfully tested.

II. CLASS OF SYSTEMS

There are many systems (mechanical, electrical, chemical, biological, etc.), the behavior of which can be conveniently described as a sequential change of continuous modes. These systems are referred to as hybrid or event-continuous. Each mode is given by a set of differential-algebraic equations with the following constraints:

\[ y' = f(x, y, t), x = \varphi(x, y, t), \]
\[ pr: g(x, y, t) < 0, \]
\[ t \in [t_0, t_1], x(t_0) = x_0, y(t_0) = y_0, \]
\[ x \in \mathbb{R}^n, y \in \mathbb{R}^m, t \in \mathbb{R}, \]
\[ f : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^n, \]
\[ \varphi : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^n, \]
\[ g : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}. \]

The vector-function \( g(x, y, t) \) is referred to as event function or guard. A predicate \( pr \) determines the conditions of existence in the corresponding mode or state. Inequality \( g(x, y, t) < 0 \) means that the phase trajectory in the current mode should not cross the border \( g(x, y, t) = 0 \). Events occurring in violation of this condition and leading to transition into another mode without crossing the border are referred to as one-sided. Many practical problems are characterized by stiff modes, and the surface of boundary \( g(x, y, t) = 0 \) has sharp angles or solution has several roots at the boundary [2]. Numerical analysis of such models by traditional methods is difficult or impossible, as it gives incorrect results. Therefore it is necessary to use special methods to detect events accurately.

Computer analysis of these systems is typically performed in simulation tools, best of which are Charon (USA), AnyLogic (Russia), Scicos (France), MVS (Russia), Hybrid Toolbox and HyVisual (USA), DYMOLA (Sweden) and etc.

In the simulation of electrical circuits, processes of chemical kinetics, electromechanical processes and many other applications a necessity arises to numerically analyze HS, modes of which are given by stiff implicit systems of high-dimensional differential equations with strict one-sided constraint:

\[ F(x, x', t) = 0, pr : g(x, t) < 0, t \in [t_0, t_1], x(t_0) = x_0, \]

where \( x \in \mathbb{R}^n \) is the vector of state variables, \( t \in \mathbb{R} \) is the argument, \( F : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n \) is a continuous vector-function for given mode of HS, \( g : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \) is the event-scalar function or the guard, \( x_0 \) is the value at the initial point \( t_0 \).

The problem (2) is usually stiff that leads to the application of implicit numerical formulas required Jacobi matrix inversion. Due to the ease of implementation and good
III. ARCHITECTURE OF INSTRUMENTAL ENVIRONMENT

Development of simulation languages, simulators, simulation systems, etc. is essentially influenced by the CSSL (continuous system simulation language) Standard 1968 [4]. Although forty years old, the structures defined in CSSL Standard are used up to now. End of 90ties, CSSL extended to implicit systems, while a new modelling language, Modelica, was introduced. In principle, the modelling paradigm changed from signal flow – oriented modelling (explicit systems) to power – oriented modelling (implicit systems), from “causal” signal modelling to “acausal” physical modelling. The early CSSS standard determined basic necessary features for a simulator, the late developments to implicit systems fixed extended features for simulation systems – both referred as classical CSSL features. In 1968, the CSSL standard set first challenges for features of simulation systems, defining necessary basic features for simulators and a certain structure for simulators.

The CSSL standard also defines segments for discrete actions, first mainly used for modelling discrete control. So-called DISCRETE regions or sections manage the communication between discrete and continuous world and compute the discrete model parts. For incorporating discrete actions, the simulation engine must interrupt the ODE solver and handle the event. For generality, efficient implementations set up and handle event lists, representing the time instants of discrete actions and the calculations associated with the action, where in-between consecutive discrete actions the ODE solver is to be called. In order to incorporate DAEs and discrete elements, the simulator’s translator must now extract from the model description the dynamic differential equations (derivative), the dynamic algebraic equations (algebraic), and the events (event i) with static algebraic equations and event time, as given in Fig. 1 [5] (extended structure of a simulation language due to CSSL standard). In principle, initial equations, parameter equations and terminal equations (initial, terminal) are special cases of events at time t = 0 and terminal time. Some simulators make use of a modified structure, which puts all discrete actions into one event module, where CASE constructs distinguish between the different events.

Simulation environment of complex dynamical and hybrid systems called ISMA (translated from Russian “Instrumental Facilities of Machine Analysis”) is developed at the department of Automated control systems of Novosibirsk state technical university (Russia) [6].

Specification of hybrid systems is carried out using graphical and symbolic languages that are the system content of instrumental environment. Analytical content is provided by numerical methods and algorithms for computer analysis corresponding to the chosen class of systems and methods for solving these models. ISMA environment is developed subject to simplicity of description of dynamical and hybrid models in the language that is maximally close to the object language. Main features of ISMA are the following:

- Composition of hybrid models is carried out in visual structural-textual form;
- Structural form of model description corresponds to the classical description of systems by block diagrams and includes all necessary components such as integrators, accumulators, amplifiers, signal sources, nonlinear elements and others;
- Language of symbolic specification is approached maximal to the language of mathematical formulas;
- Special module for specification of problems of chemical kinetics in the language of chemical reactions which automatically translates them into a system of differential equations;
- A variety of traditional and original numerical methods included methods that are intended for the analysis of ODE systems of medium and high stiffness;
- Computer simulation in real time;
- Graphic interpreter called GRIN provides a wide range of tools for analysis and visualization of simulation results such as scaling, tracing, optimization, displaying in the logarithmic scale and phase plane;
- Extension of system functionality by adding new typical components and numerical methods.

Architecture of ISMA software package (Fig. 2) is designed [7] in accordance with CSSL to unify existing mathematical program software for analysis of problems in various object domains: chemical kinetics, automation, electricity, etc.
IV. LIBRARY OF NUMERICAL METHODS

Peculiarities of numerical analysis are defined by the configuration and implementation of the solver in the scheme interpreter. Solver is configured to numerical analysis not only of smooth dynamical systems but also systems with ordinary discontinuity and stiff systems [2, 8]. For the analysis of the stiff modes new original $m$-phasic methods of $p$-order (Table I), developed by the authors, are included in the solver library.

TABLE I. LIBRARY OF NUMERICAL METHODS

<table>
<thead>
<tr>
<th>Method ($p, m$)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISPF (5, 6)</td>
<td>Stability control, systems of medium and low stiffness</td>
</tr>
<tr>
<td>RADAU5 (3, 3)</td>
<td>Stiff systems</td>
</tr>
<tr>
<td>DISPF1_RADAU</td>
<td>Adaptive method DISPF in combination with RADAU5 with stiffness control, essentially stiff systems</td>
</tr>
<tr>
<td>DP78ST (8, 13)</td>
<td>Stability control, variable order and step, systems of medium stiffness and high precision</td>
</tr>
<tr>
<td>RKF78ST (7, 13)</td>
<td>Stability control, variable order and step, systems of medium stiffness and high precision</td>
</tr>
<tr>
<td>RK2ST (2, 2), RK3ST (2, 3)</td>
<td>Explicit methods with stability control for analysis of non-stiff systems</td>
</tr>
<tr>
<td>DISPS1</td>
<td>Algorithm of variable order with adaptive stability region</td>
</tr>
<tr>
<td>MK22 (2, 2), MK21 (2, 2)</td>
<td>Freezing of Jacobean matrix, stiff systems</td>
</tr>
<tr>
<td>MK11F</td>
<td>Algorithm of analysis of implicit problems</td>
</tr>
</tbody>
</table>

Libraries of standard blocks and numerical methods are implemented as independent application modules that are loaded at run time.

This approach allows to allocate in the application programming interface (API) a set of functions and classes required for the implementation of element libraries and numerical methods. Using the API any user with basic knowledge of object-oriented programming able to develop and built in the system new typical elements and numerical methods without recompiling the entire system.

V. EVENT DETECTION IN HYBRID SYSTEMS

The correct analysis of hybrid models is significantly depends on the accuracy of detection of the change of the local states of the HS. Therefore, the numerical analysis is necessary to control not only the accuracy and stability of the calculation, but also the dynamics of the event-function. The degree of approximation by the time the event occurred is defined by the behavior of event driven function.

Analyze the behavior of the event function $g(x, t)$. Let the method of the form $x_{n+1} = x_n + h_n \varphi_n$, where function $\varphi_n$ is calculated in point $t_n$, is used for calculations.

Then the event-function $g(x, t)$ at point $t_{n+1}$ has a form

$g_{n+1} = g(x_n + h_n \varphi_n, t_n + h_n)$. Decomposing the $g_{n+1}$ in a Taylor series and taking into account the linearity of $g_{n+1}$, we obtain the dependence of $g_{n+1}$ of the projected step $h_n$:

$$g_{n+1} = g_n + h_n \left( \frac{\partial g_n}{\partial x} \varphi_n + \frac{\partial g_n}{\partial t} \right). \quad (3)$$

Theorem. The choice of the step according to the formula

$$h_n = (\gamma - 1) \frac{g_n}{\gamma \frac{\partial g_n}{\partial x} \varphi_n + \frac{\partial g_n}{\partial t} \gamma \in (0, 1)}, \quad (4)$$

provides the event-dynamics behavior as a stable linear system, the solution of which is asymptotically approaching to the surface $g(x, t) = 0$.

Proof. Substituting (4) in (3), we have $g_{n+1} = \gamma g_n$, $n = 0, 1, 2, ...$ Converting recurrently this expression we get $g_{n+1} = \gamma^{n+1} g_0$. Given that $\gamma < 1$, then $g_n \to \infty$ takes place when $n \to \infty$. In addition, condition $\gamma > 0$ implies that function $g_n$ does not change sign. Therefore, when $g_n < 0$, $g_n < 0$ will be valid for all $n$. Then the guard condition will never cross the potentially dangerous area $g(x, t) = 0$, which completes the proof.

A. Control of event function in the integration algorithm

We complete the implicit problem’s integration algorithm by the algorithm of the step control that takes into account the event function dynamics.

Let the solution $x_n$ and $y_n = x'_n$ at the point $t_n$ is calculated with the step $h_n$. In addition, the new accuracy step
\( h_{n+1} \) is computed by the formula (4). Then the approximate solution at the point \( t_{n+1} \) is calculated as follows

**Step 1.** Calculate the functions

\[
g_n = g(x_n, t_n) \quad \frac{\partial g}{\partial x} = \frac{\partial g(x_n, t_n)}{\partial x} \quad \frac{\partial g}{\partial t} = \frac{\partial g(x_n, t_n)}{\partial t}.
\]

**Step 2.** Calculate \( g'_n = \frac{\partial g}{\partial x} \varphi_n + \frac{\partial g}{\partial t} \), where \( \varphi_n = y_n \).

**Step 3.** If \( g'_n < 0 \), then \( h_{n+1} = h_{n}^{\infty} \) and go to the Step 6.

**Step 4.** Calculate the new “Event” step \( h_{n+1}^e \) by the formula

\[
h_{n+1}^e = (y-1) \frac{g_n}{h_n}.
\]

**Step 5.** Calculate the new step \( h_{n+1} \) by the formula

\[ h_{n+1} = h_n + \epsilon(1) \]

**Step 6.** Go to the next integration step.

In the Step 3, unlike the previously presented algorithm [9], we determine the direction of event-function change. Near the boundary regime denominator (4) will be positive, and away from the boundary \( g(x, t) = 0 \) it becomes negative. Then, defining the direction of event-function change, we do not impose any further restrictions on the integration step if the event-function is removed from the state boundary.

**B. Tests**

To illustrate the capacity for work of the proposed algorithms consider a simple hybrid system – a bouncing ball. Modal behavior can be given by an implicit system of differential equations

\[
y' = a, \quad v' = -g(y) + a = 0,
\]

where \( y \) is the height from the surface of the ball rebound, \( v \) is the ball velocity, \( a \) is the free fall acceleration. An event occurs at the moment when the ball touches the rebound surface \( y = 0 \), therefore the event function takes the form \( g = -y \), and the predicate \( pr : -y < 0 \). At the moment of rebound the ball changes the moving direction. Let the rebound is inelastic, then when the event occurs the velocity changes according to the rule \( v' = -a \cdot v \), where \( a \) is the retention rate of speed.

Moments of the ball rebound from the surface and values of the variable \( h \) when the event occurs are shown in Figure 3. A significant error \( \epsilon \approx 0.75 \) in detection of event changes is made when calculating event function without dynamics control (Fig. 3a). This leads to violation of condition of one-sidedness of the events and as a result to erroneous global solution. Using of algorithm of asymptotic approximation to the regime border (Fig. 3b) provides about an order more accurate detection of the moment when regime of HS has changed \( \epsilon \approx 0.06 \).

**VI. SIMULATION OF FAULT IN AN ELECTRICAL NETWORK**

As an illustration of a new class of systems and as a test case for the formulated algorithms analyze the model of three-phase fault in an electrical network. Schematic diagram of the electrical power system (EPS) built in graphics editor of the ISMA instrumental environment is shown in Fig. 4.

![Fig. 4. Schematic diagram of the electrical network](image-url)

Considered scheme consists of generator G, transformers \( T_1, T_2 \), line \( L \) and load \( H \). In the equivalent circuit in Fig. 5 capacitive conductivity of the line and transformer non-load losses are not taken into account and the load is taken into account by approximately active and inductive reactance.

Transient is initiated by the contact closure \( K \). In this case previously established mode of power system is changed to the new mode corresponding fault and another system configuration. Thus, the model is a two-mode hybrid system (HS) [2].

![Fig. 5. Schematic diagram of the electrical network](image-url)

The discrete behavior of the hybrid system is illustrated by the state chart shown in Fig. 6. State init corresponds to the functioning of EPS before the fault. Switching to state short corresponded to the fault condition occurs when a logical predicate \( pr \) is carried out.

![Fig. 6. Behavior map](image-url)
In the graphics editor of schematic diagrams of EPS hybrid behavior is specified in the configuration editor window for the equivalent circuit of a transmission line \( L \) as shown in Fig. 7.

![Image](image_url)

**Fig. 7.** Configuring the parameters of the equivalent circuit

The mathematical model is composed by Park-Gorev equations in rotating coordinate system \((d,q)\) associated with the generator rotor \( G \). Let the axis \( q \) is ahead of the axis \( d \).

Obtain a system of equations for the generator \( G \):

\[
\begin{align*}
u_{ad} \cos(\theta-t) + u_{aq} \sin(\theta-t) + r_i i_{ad} + \\
+ L_d \frac{di_{ad}}{dt} - L_{ad} \frac{di_{d}}{dt} - L_{ad} \frac{di_{q}}{dt} - (L_q i_{aq} - L_{aq} i_{q}) \omega = 0, \\
u_{ad} \sin(\theta-t) + u_{aq} \cos(\theta-t) + r_i i_{aq} + \\
+ L_q \frac{di_{aq}}{dt} - L_{aq} \frac{di_{d}}{dt} + [L_{q} i_{aq} - L_{aq} i_{q}] \omega = 0, \\
u_{id} + r_j i_{d} + L_{j} \frac{di_{d}}{dt} + L_{ad} \frac{di_{d}}{dt} - L_{ad} \frac{di_{q}}{dt} = 0, \\
u_{iq} + r_j i_{q} + L_{j} \frac{di_{d}}{dt} + L_{aq} \frac{di_{d}}{dt} - L_{aq} \frac{di_{q}}{dt} = 0, \\
\frac{d\omega}{dt} = \frac{T_j + \left[(L_d - L_{q}) i_{aq} + L_{aq} i_{q}\right] i_{q} - L_{ad} i_{aq} (i_{d} + i_{q})}{T_j}, \\
\frac{d\theta}{dt} = \omega.
\end{align*}
\]

Here the index \( f \) refers to the excitation winding and indices \( g \) and \( h \) refers to the longitudinal and transverse damper contours respectively.

Equations for the area of the equivalent circuit 1-2:

\[
\begin{align*}
u_{ad} - \nu_{a2d} = R_i i_{ad} + L_i \left(\frac{di_{ad}}{dt} - i_{ad}\right), \\
u_{aq} - \nu_{a2q} = R_i i_{aq} + L_i \left(\frac{di_{aq}}{dt} - i_{aq}\right).
\end{align*}
\]

For the areas 3-4, 4-5 and 6-0 equations will have a similar form.

Equations for the transformer \( T_1 \):

\[
\begin{align*}u_{ad} = K_{T_1} \left(u_{a4} + \sqrt{3} u_{a2d}\right), \\
u_{aq} = K_{T_1} \left(\sqrt{3} u_{a2q} - u_{aq}\right), \\
i_{a4d} = K_{T_1} \left(i_{a4} + \sqrt{3} i_{a2d}\right), \\
i_{a4q} = K_{T_1} \left(\sqrt{3} i_{a2q} - i_{a2q}\right).
\end{align*}
\]

Here \( K_{T_1} \) is a transformation ratio. Equations for the transformer \( T_2 \) are treated similarly.

Equations of the first Kirchhoff’s law for point 1:

\[
\begin{align*}
u_{ad} \cos(\theta-t) - i_{aq} \sin(\theta-t) = h_{2ad}, \\
u_{ad} \sin(\theta-t) + i_{aq} \cos(\theta-t) = h_{2ad}.
\end{align*}
\]

When an event corresponded to the fault occurs in HS, the voltage in point 4 is equated to zero \( u_{ad} = u_{aq} = 0 \). In this case in the equivalent circuit two independent contours are formed. The equations for sections of the contours remain the same.

Plots of some state variables obtained in ISMA are shown in Figure 8. Calculation results correspond to theoretical statements and coincide with results obtained in MATLAB.

![Image](image_url)

**Fig. 8.** Simulation results in ISMA

### VII. CONCLUSIONS

In this paper the new class of hybrid systems within the ISMA instrumental environment, the modal behavior of which is defined by a system of ODE unresolved with respect to the derivative, is introduced. Architecture of instrumental environment is designed in accordance with CSSL standard. The new original method of switching point’s localization is proposed. The algorithm easily complements the existing numerical solvers based on explicit and semi-explicit schemes including the proposed algorithm of implicit problem’s analysis. Model of new HS system class is presented and studied in ISMA.
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1 Introduction
The present time we quite reasonably call an era of innovations. To that there are strong reasons. Innovations often act as a key factor of success, make a basis of long-term competitiveness of the enterprises and firms.

Innovative activity allows to win competitions for sales markets by development and release of new types of production more attractive to potential consumers, to increase efficiency of a production activity due to modernization of technologies, provide market success with realization of new forms of cooperation and transition to more perfect business models.

But the economic world is arranged in such a way that any progress in technologies, a grocery variety, ways of the organization of production and management is carried out through rejection or adjustment before existing ways of action. These processes of creative destruction, i.e. continuous updating of economic activity on the basis of innovations, were described still by Joseph Schumpeter, who considered this theory as the most adequate interpretation of economy during an era of big business.

2 Key directions in research of innovative processes

Essential (and ambiguous) influence of an innovative component on economic development proves relevance of its academic studying. In scientific researches of innovative processes the priority belongs to conceptual models. Development of the concept precedes mathematical modeling and is an important investigation phase, where lines of model, its elements and communications are defined. Besides, conceptual discussion of innovative problems and methods of their permission is capable to create essential prerequisites for progress in many spheres of public life.

It is possible to allocate the following key directions in researches of innovative processes:
- innovations as those;
- sources of innovations;
- diffusion and replacement of innovations.
These questions are discussed in the present paper.

3 Analysis and modeling of innovative processes
The fundamental properties of innovative processes and their representation in mathematical models are studied in this section.
3.1 General regularities of innovative processes
There are bases to claim that a necessary condition of development of production and progress of society is the accumulated scientific knowledge. Development of scientific ideas and knowledge creates theoretical base for improvement of products, modernization of technologies, developments of organizational forms. Scientific progress is the prerequisite not only various improvements, but also more radical transformations in economic and, first of all, in the production sphere.

This situation is postulated as an axiom in existing international documents. In particular, the Oslo Manual specifies that knowledge in all forms plays a crucial role in economic progress [4].

In the modern world knowledge acquire the status of a specific product, and the science turns into a special resource which reduces expenses of traditional resources and at the same time opens new opportunities. The science role admits economic progress everywhere. Many economists consider today a contribution of scientific knowledge to the long-term economic growth by more powerful, than a contribution of such classical factors, as work and the capital.

The circumstance that continuous scientific progress is the heart of innovative activity, gives the grounds to characterize it as process. Dictionaries define process as consecutive change of the phenomena, states in development something, i.e. in the concept of process the idea of a continuity is put. To a continuity of innovative process especially points also the Oslo Manual [4].

At the same time continuous process of scientific creation and the subsequent embodiment of its results in concrete production, organizational and administrative decisions, proceeds in the form of realization of separate innovations. Complete innovative process breaks up to the individual innovations, connected in a whole as is substantial, on their structural and hierarchical subordination, and dynamically by means of existential communications. In total formulated arguments define the discrete and at the same time continuous nature of innovative process and differentiates analysis methods on dominating nature of process.

The local aspect (at the chosen priority of discrete nature of process) closely correlates with the point of view of J. Schumpeter, who considered that high-quality changes of economy have essentially discrete character and are based on realization of innovations. Here an innovation is allocated as the independent unit, separate object of supervision and studying, and its essence is investigated. The principles of complexity and system approach have to become a methodological basis of this approach. Each innovation needs to be considered as a certain unity, integrity, system phenomenon.

Recognition of a dominating role of continuous nature of process in a context of system approach (integrated aspect of the analysis) assumes studying of interaction of innovations.

Within integrated approach study coexistence of innovations, mechanisms of their parallel and consecutive connection, the competition, change. In other words, laws, under which innovations in interaction with each other form a continuous stream are investigated. Research of separate innovations as their properties substantially define properties of innovative process as a whole has to become primary. Besides, despite variety of their forms, initiation conditions, specifics of implementation and distribution in various spheres, innovations possess the whole set of properties, invariant concerning these forms, conditions and specifics.

Basis of each innovation, as well as innovative process as a whole, is the new knowledge. Potential of the scientific idea which is cornerstone of an innovation, substantially defines its success. However, very seldom only one scientific theory or the unique fact lies at the heart of an innovation. Usually it represents result of a combination of several types of knowledge. In other words, important feature of innovations is convergence of knowledge on which it is based. Until all necessary knowledge won't connect together, time counting, it is necessary in order that the innovation became reality, at all won't begin.

Probably, as the most impressive example of convergence of knowledge and the technologies constructed on their basis the phenomenon which noticed by researchers at the end of the XX century and has received the name of NBIC convergence (N – Nano, B – Bio, I – Info, C – Cogno) serves [3].

This scientific concept treats convergence not only as association and mutual influence of knowledge, but also interpenetration of technologies. Borders between separate technologies are erased, and the most significant results arise within interdisciplinary work on a joint of scientific areas. Concerning NBIC convergence speak even about partial connection of branches expected in the long term in uniform scientific and technical area of the knowledge which objects of studying there are practically all levels of the organization of a matter – from the molecular...
nature of substance before processes of information exchange.

This circumstance allows founders and adherents of the concept of NBIC convergence to characterize the present stage of scientific and technical progress as the new evolutionary defining factor, capable to provide high-quality change of technological capabilities, individual development of the person and society as a whole. However it is obvious that a practical embodiment of this concept – event of more or less long-term future.

One more characteristic of an innovation is its duration. For realization of an innovation it is necessary to gain, at first, new knowledge, secondly, to use them for creation of new equipment, technology, a method, and, at last, to find expedient methods of application created in economy or public life. The retrospective analysis shows that usually a lot of time passes before all necessary knowledge will be gained, will connect together, and on their basis there will be a new technology. It is followed sometimes in addition by longer period, while the new technology won't turn into goods, processes or the services recognized as society and demanded in the market.

Only the practical demand defines essence and success of an innovation. The task consists not in opening, inventing and realizing something new, but in introducing that will give real effect. The idea only then becomes an innovation, when the decision based on this idea seeks for public recognition through large-scale use in practical activities of people.

For innovative processes dependence on previous development and the reached results ("the history matters") that will quite be coordinated with provisions of the evolutionary economic theory is characteristic. Russian scientists B. Kuzyk and Yu. Yakovetch analyzed the saved up experience in comparison to biological evolutionary processes and studied the similar phenomena in natural-science areas [6]. They came to a conclusion, that in dynamics of innovations action of regularities of heredity, variability and selection is observed. Each innovation leans on the reserve of innovative development saved up by the previous development, inherits a genotype of transformed system and alters it in relation to the changed external and internal conditions, clearing of outdated elements and enriching new. Selection innovations from a set of possible is thus carried out. Many regularities of innovative process are explained by these provisions, its practical demand and public recognition are defined.

The innovation, which has gained recognition starts extending in space, i.e. innovation diffusion takes place and is observed. The Oslo Manual defines diffusion as a way what innovations extend by market and non-market channels from a place of their first realization to various consumers – the countries, to regions, branches, the markets and the enterprises [4]. Process of realization of innovations serves as the catalyst of the subsequent inventions and innovations. It belongs, first of all, to the innovations, being catalyst of a new technological paradigm and possessing high potential of market penetration.

When using innovation in various areas of human activity its modifications adapted for specifics of these areas are created, the experience, allowing to improve it in these or those aspects and details is saved up. In other words, the innovation doesn't remain identical to that initial "image" which it had at the time of emergence of idea and its first realization. Moreover, modifications improving the first sample promote the fastest diffusion of an innovation in the economic environment. It is manifestation of one more phenomenon – the divergence of innovation. In synergetics a synonym of a divergence is the concept of bifurcation.

Concepts of convergence and divergence were initially used within separate natural-science areas (mechanics, biology) for their specific requirements. Today they get the status of general scientific categories. The understanding of was so far created that these phenomena designate features of emergence, existence, developments of objects of any nature, are inseparably linked with the general concepts of stability/instability, balance/nonequilibrium, integrity/discontinuity, and are shown in functioning practically all systems, their structures, the relations, communications.

These concepts are antonymous in essence. Convergence is a manifestation of unity, discovery of integrity, potential or real. Divergence conducts to instability when the object, before whole, shares on components and branches (as on a tree), more precisely, on the new directions of further changes. In this situation the image of the branching tree, used in science and practice for the description of evolution and development, arises not so incidentally – it visually reflects possible conditions of object during various changes. This approach can be quite applied to representation of innovative processes and separate innovations taking into account one more feature of the last – their limitation.
Each innovation has the limit. R. Foster, within 22 years (1982 – 2004) being one of heads of the consulting company McKinsey, especially emphasized that if the limit, how try is reached, advance forward is impossible. Existence of a limit can depreciate all earlier existing practices and cause a gap in development; misunderstanding of it often leads to wrong decisions.

Properties of continuous innovative processes considerably are defined by types and forms of a combination of separate innovations. Essentially these forms can be divided into two classes: parallel and consecutive connection.

Parallel connection of innovations is caused by that in one innovation, owing to the principle of convergence some scientific facts, opening and inventions are, as a rule, put. They partially in combination with additional knowledge become a basis for other innovations. As a result, at various innovations the general theoretical roots that conducts in formation of treelike structures are possible.

The hypothesis that innovations appear in economic system not evenly, and in the form of clusters was stated still by J. Schumpeter. The cluster is a set of the radical innovations concentrated on a certain interval of time and in certain area of economic space.

Rather convenient instrument of model representation of similar processes is the device of the theory of counts. Expediency of application of models of counts is caused by their presentation and possibility of display of a large number of dependences of qualitative type. Innovations in such model form some kind of family tree each branch on which can both flush, and to be deadlock. The branching high probability, the develops economy quicker. In a form of a crown it is possible to distinguish a growing tree from the perishing. To innovations there is the same: they or give the next portion of novelties, or dry.

The idea that technological opening are connected by some tree of communications, stopped being long ago the specific scientific concept. The studied scientific hypothesis consists that the crown has to be added with "root system". The root system is made by the knowledge which is cornerstone of innovations.

3.2 Properties of knowledge and their representation in mathematical models

Knowledge does not only represent independent value, but actively influences other factors of production, generates and reproduces multiplicative effect in relation to them. Scientific ideas and development create a necessary reserve, are the base of innovative potential – abilities to production of new knowledge, technical and technological decisions and, thereof, possibilities of further improvement. It defines need of studying of properties of knowledge, including, on the basis of model representations.

Knowledge is a special type of product. About it FritzMachlup wrote in his famous book "TheProduction and Distribution Knowledge in the United States" (1962), where three specific properties of this product were especially allocated:
- not disappearance at consumption;
- uniqueness;
- indivisibility (discretization).

Property of discretization defines a way of representation of similar processes is the device of the theory of counts. Expediency of application of models of counts is caused by their presentation and possibility of display of a large number of dependences of qualitative type. Innovations in such model form some kind of family tree each branch on which can both flush, and to be deadlock. The branching high probability, the develops economy quicker. In a form of a crown it is possible to distinguish a growing tree from the perishing. To innovations there is the same: they or give the next portion of novelties, or dry.

The idea that technological opening are connected by some tree of communications, stopped being long ago the specific scientific concept. The studied scientific hypothesis consists that the crown has to be added with "root system". The root system is made by the knowledge which is cornerstone of innovations.
Ideas give rise to the new ideas, the imparted (sold) knowledge remains with those who shares them (sells).

That for knowledge other algebra is characteristic, other than traditional arithmetics, was noticed and recorded already for a long time [2, 9]. The phenomenon of convergence of the knowledge, being cornerstone of an innovation, demands prime definition of operation of addition of knowledge.

We offer the next way of a graphic representation of operation of addition. From the allocated nomenclature we will connect a coordinate axis with each type of basic knowledge. We will represent the current level of development of knowledge a point on axes, and a knowledge increment – the directed piece (vector) going along this axis. Length of a vector shows increment size.

The result of addition of knowledge depends on a relative position of summable vectors concerning which two hypotheses are possible:
- vectors are directed along one coordinate axis;
- vectors are directed along different axes.

In the first case the property opposite to not disappearance at consumption – property of idempotence is shown. Formally mathematical law of idempotence is expressed by equality \( a + a = a \).

Substantially in the annex to knowledge means that in science including applied, already received result doesn't matter. Repeatedly formulated statement bears in itself no more information, than the statement formulated once. The invention of that is already invented, enriches with nothing mankind.

In fig. 1 two summable vectors and result of their addition are shown.

\[
\mu(a + b) = \max\{\mu(a), \mu(b)\},
\]
\[
= \mu(a) + \mu(b) - \mu(ab)
\]

where \( \mu(ab) \) – the general part of increments of knowledge a and b.

At addition of increments of knowledge in various key branches of their direct summation doesn't occur, but there is a synergetic effect. The essence of effect consists that as a potential point of the appendix of efforts on accumulation of knowledge there is available each point from formed by vectors of increments of area (fig.1b).

Thus the greatest potential has synergetic addition. V.L. Makarov entered the non-negative coefficients \( a_{ij}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, n \), showing intensity of use of each knowledge by "production" of other knowledge. For ensuring scientific progress the level of development of each demanded knowledge (and only the demand determines the value of any product, and knowledge including) has to be not below necessary value [7].

The operation of summation traditional for classical intersectoral balance, is replaced with operation of a capture of a maximum.

\[
x_i \geq \max_{j=1,2,\ldots,n} \{a_{ij}x_j\}, \quad i = 1, 2, \ldots, n.
\]

At the same time need of the balanced development of science located. Until, when all necessary for development of some scientific direction of knowledge won't be received, progress in this direction is simply impossible.

Back, development of some applied, synthetic knowledge provides an increment of knowledge in basic fundamental sciences. It is equivalent to design of the directed piece representing an increment of knowledge, on basic vectors (fig. 2a).
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At last, the result of parallel carrying out applied researches in two adjacent directions is presented in fig. 2b.

The shaded part of the plane shows new the field of knowledge, suitable for application

### 3.3 Models of diffusion of innovations

Within the concept of innovative development the central place is taken by a phenomenon of diffusion of innovations. The Oslo Manual especially emphasizes that without diffusion the innovation has no economic value [4]. If the innovation isn't new to the whole world (that, as a rule, is result of own unique development), its realization can be only result of transfer, i.e. diffusion.

The term "diffusion" came to the economic theory and economic practice from natural sciences – physics and chemistry. Historically interest to a problem of diffusion arose at the beginning of the XX century thanks to works J. Schumpeter. The first analytical models of this process were constructed only in the 1960th years.

According to J. Schumpeter's theory diffusion of innovations is process of cumulative increase in number of the managing subjects which have accepted an innovation. The subsequent researches of processes of distribution of innovations confirmed its scientific hypothesis [5, 8, 9]. They showed that dynamics of diffusion of an innovation is characterized from the point of view of a configuration in time by the following features:

- at the initial stage of production scales of distribution extend not too considerably. Rates of this expansion can be very high;
- at the main stage of the period the innovation wins the potential sphere of the effective application. Rates of expansion of scales of its production or use are at the level of the previous stage. They, as a rule, decrease eventually whereas pure gains considerably during the whole period are very high in scales of the potential sphere of distribution. The innovation extends on branch or group of consumers or forms new branch of an economy;
- at the final stage the innovation gets into economic spheres, limit from the point of view of comparative efficiency of its use. Growth rates are insignificant. In process of saturation of requirement or filling of the sphere of distribution gradually decrease to zero.

Dynamics of absolute majority of cumulative values submits to the laws, described by logistic curves. The elementary logistic curve is set by the differential equation

$$\frac{dz}{dt} = k(z - b)z. \quad (3)$$

Here the variable $t$ is independent argument, $z = z(t)$ the current value of the analyzed parameter; $k > 0$ positive constant (proportionality coefficient); $b$ the positive constant limiting from above value $z = z(t)$, which lower bound is equal to zero.

The differential equation (3) goes back to researches of E.M. Rogers and is usually treated as quantitative expression of action of the law of mutual transition of quantitative and high-quality changes in relation to cumulative processes [5]. In this scheme processes of diffusion of innovations at appropriate interpretation of parameters of this model lay down also.

The differential equation (3) is integrated in an explicit form and its decision is analytically set by a formula

$$z(t) = \frac{b}{1 + ce^{-bkt}}. \quad (4)$$

Function graph is the S-shaped logistic curve.

The geometry of a curve is defined by parameters of the equation and will be coordinated with the logic of process of distribution of innovations given above.

So, function $z = z(t)$ monotonously increases:

$$\frac{dz}{dt} = cbk^2 e^{-bkt} \left(1 + ce^{-bkt}\right)^2 > 0. \quad (5)$$

Its schedule contains three obviously distinguishable sites – a site of initial lifting, a site of vigorous growth and a site of the fading growth. In initial timepoints when $z(t)b$ there is much less, it practically coincides with exponenty and grows with an increasing speed. Eventually existence of limiting factors and limit existence is more and more shown.

Formally influence of limiting factors is shown that the site of vigorous growth also breaks into two parts – the increasing growth rate in some timepoint starts decreasing. This moment corresponds to an inflection point of a logistic curve $t_0 = \frac{\ln c}{bk}$ which is defined from a condition

$$\frac{d^2z}{dt^2} = 2ck^3b^3 e^{-bkt} \left(1 - ce^{-bkt}\right) \left(1 + e^{-bkt}\right) = 0. \quad (6)$$

The straight line $z = b$ is a horizontal asymptote of a logistic curve as approaching which both the
growth rate, and its absolute values decrease practically to zero.

That circumstance is essentially important that the coefficient of proportionality can change eventually: \( k = k(t) \) [8, 9]. It is confirmed, in particular, by named researches where on the basis of the analysis of empirical data two liftings, two ascending waves on a classical logistic curve are revealed.

Authors connected the first of these liftings with internal properties of the innovation, its technical and technological features. The second – with the economic reasons, external in relation to an innovation and expressing readiness of society for introduction of the corresponding innovations and natural increase of demand for them.

The assumption of possible changes of coefficient leads to generalization of the basic equation of diffusion in shape

\[
\frac{dz}{dt} = k(t)(z - b_1)(b_2 - z). \tag{7}
\]

The solution of the generalized logistic equation is function

\[
z(t) = b_1 + \frac{(b_2 - b_1)}{\theta(t) + c}, \quad c > 0, \tag{8}
\]

\[
\theta(t) = e^{(b_2 - b_1)\int_0^t k(u)du}. \tag{9}
\]

In the generalized logistic model time passes not linearly, and is "somewhat proportional" to function \( k(t) \). The type of the decision essentially depends on a type of this function. Than less function \( k(t) \) reminds a constant, especially the events described by this model not linearly develop.

The basic logistic equation and its modifications are the differential equations with the concentrated parameters. In them time acts as the only independent variable. It models only a configuration of process of diffusion in time and doesn't reflect spatial features of this process.

At the same time innovative process is characterized not only temporary, but also spatial parameters. The interrelation between natural-science processes of transfer and diffusion of innovations proves prospects of adaptation of the categories borrowed from fundamental natural sciences and models to the analysis of innovative processes.

The physical phenomena of transfer are based on the general regularities (existence of a gradient of some physical value and aspiration of system to an equilibrium state). Their existential features can be presented by the generalized equation of transfer.

In thermodynamics and molecular physics processes of transfer are generally represented by the equation in partial derivatives

\[
\frac{\partial a}{\partial t} = \nabla \cdot \left[D(a, r)\nabla a(r, t)\right] + f(r, t). \tag{10}
\]

The value \( a(r, t) \), depending on spatial coordinates and time, characterizes a certain property of physical system, \( D(a, r) \) – the generalized coefficient of transfer in point \( r \) (physical parameter of the environment in which transfer process), \( \nabla \) – the vector differential Hamilton's operator in \( n \)-dimensional space set by components \( \left\{ \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \ldots, \frac{\partial}{\partial x_n} \right\} \), \( f(r, t) \) – the function describing a source of substance (energy) proceeds; the point designated a scalar product of vectors.

At constant coefficient of transfer the \( D \) equation is reduced to the linear differential equation in private derivatives

\[
\frac{\partial a}{\partial t} = \Delta a(r, t) + f(r, t), \tag{11}
\]

where \( \Delta = \nabla^2 = \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} \) – Laplace's operator.

In case of one-dimensional diffusion process (when size and depends only on one spatial coordinate \( x \)) with transfer coefficient the \( D \) equation has an appearance

\[
\frac{\partial}{\partial t} a(x, t) = D \frac{\partial^2}{\partial x^2} a(x, t) + f(x, t), \tag{12}
\]

at constant \( D \) – a form

\[
\frac{\partial}{\partial t} a(x, t) = D \frac{\partial^2}{\partial x^2} a(x, t) + f(x, t). \tag{13}
\]

Just as the equation of logistic dynamics in theories of innovations, the equation of transfer arises for empirical reasons. It expresses proportionality of a stream of substance (energy) to the difference of concentration (temperatures) in areas.

Application of the equation of transfer to the analysis of diffusion of innovations assumes exact identification and information filling of parameters of model, first of all, distances between elements (subjects of managing). This distance has to be defined differently, than in geographical sense. R. Cowan, P. Jonard offered the following approach to intellectual identification of subjects of managing and measurement (cognitive) distance between them [1].
Through level $v_{ik}^\prime$ of knowledge of category $k$, $k \in \{1, 2, \ldots, K\}$, which the agent $i$ at timepoint possesses is designated. The distance between $i$ and $j$ in a considered timepoint is measured by size

$$\Delta(i, j) = \max \left| w_i' / w_j' \right| - 1,$$

$$w_i' = \left| v_i' \right|,$$  (15)

where $\left| v_i' \right|$ – standard Euclidean norm of a vector $v_i' = (v_{i,1}', v_{i,2}', \ldots, v_{i,K}')$:

$$\left| v_i' \right| = \sum_{k=1}^{K} (v_{i,k}')^2, \quad \alpha \in \{i, j\}. \quad (16)$$

Other options of a task of a metrics are possible also.

Prospects of adaptation of the classical equation of transfer to the analysis of processes of distribution of innovations substantially are defined by that this equation is integrated in an explicit form.

In the elementary (one-dimensional) case the fundamental solution of the uniform equation with constant, not dependent from $x$ and $t$ coefficient of transfer of $D$, the initial condition expressed $\delta$-function of Dirac $a(x, 0) = \delta(x) = \begin{cases} \infty, & x = 0 \\ 0, & x \neq 0 \end{cases}$, and a boundary condition $a(\infty, \tau) = 0$ is set by a formula

$$a(x, t) = \frac{1}{2\sqrt{\pi Dt}} e^{\frac{-x^2}{4Dt}}. \quad (17)$$

At data initial and boundary conditions an average square of removal the particles (or the corresponding characteristic of distribution of temperature) from the initial point

$$Mx^2 = \int_{-\infty}^{\infty} x^2 a(x, t) dx = 2Dt. \quad (18)$$

Function (15), like a logistic curve, allows research by means of the classical analysis. So, at each fixed $t$ it monotonously decreases:

$$\frac{\partial a(x, t)}{\partial x} = -\frac{1}{4D\sqrt{\pi Dt}} xe^{\frac{-x^2}{4Dt}} < 0. \quad (19)$$

Its schedule (section) has the inflection point $x_0 = 2Dt$, calculated from a condition $\frac{\partial^2 a(x, t)}{\partial x^2} = 0$.

The last will be coordinated with logic of transfer process. Concentration of particles is especially great near the indignation center, but quickly decreases in process of removal from it.

Nature of process changes (its speed falls) when passing the inflection point which situation is defined by a present situation of time and transfer coefficient.

Data initial and boundary conditions are quite adequate to processes of diffusion of innovations. The innovation plays a role of the dot impulse, entering indignation into the system. Influence of an impulse is really observed only within some territory. During considerable removal (that is entered distance) from a source its role is negligible. These and other above-stated reasons far don't settle substantial analogies between the physical phenomena of transfer and distribution of innovations.

Speed and configuration of physical processes of transfer depends on properties of the environment – its permeability for diffusion, which is represented in diffusion coefficient. The indicator of innovative permeability of the economic environment, defined by the parameter of its innovative conductivity and considering existence of the factors constraining distribution of innovations can become analog of this coefficient.

At the heart of the mechanism of diffusion process of data transmission, information and knowledge lies. Exchange of information about advantages and shortcomings of innovations leads to that uncertainty in relation to the last decreases. As a result of an innovation are used by more wide range of managing subjects.

The central value thus gets process of acceptance of innovations in the group of persons, connected with each other and with environment a communication network. The network covers all channels on which the information on an innovation, its properties, effect and experience of use is spread.

On nature of distribution of information allocate communication networks of two types:
- simple imitation people around;
- the network including specialized channels of communications [1].

The second version is most characteristic for production and economic innovations. Here the speed of diffusion of an innovation doesn't depend on contacts between persons, and is defined only by the factors, characterizing properties of channels of communications. Individuals or the enterprises receive data on an innovation mainly from external sources. Some intermediary in this case acts as information source. The individual or such sources of information, as printing editions, television, advertising of any kind can be the intermediary. Functions of the intermediary consist in the
message of data on an innovation, its advantages and shortcomings, experience of use to the persons, potentially capable to accept it.

At the first case the main thing is the effect of imitation at which persons in considered group or set borrow an innovation each other, communicating. Diffusion of an innovation is other things being equal accelerated in comparison with the previous case as the speed of diffusion depends and on number of the subjects which have already accepted an innovation.

The special importance is gained by the questions connected with formation of optimum structure of a communication network, the principles and methods of the organization of the general information space. In this sense the optimality is understood as economic efficiency of functioning of a network.

Probably, the specified criterion of an optimality is answered most fully by a combination of two types of communication structures which is shown, in particular, in industrial clusters. Speed of diffusion of innovations in clusters such factors, as territorial proximity of a source of information, advantages of an innovation, its coherence with the general economic, organizational, social and cultural norms influence. In total these factors increase innovative conductivity of the environment.

The physical phenomena of transfer contain a stochastic component. From positions of the molecular and kinetic theory thermal chaotic movement of elementary particles of substance (molecules) is their main reason. Intensity of use of existing channels of communications can become analog of this component in the analysis of innovative networks. Not always even in the presence of communication information on an innovation is really transferred.

Similar interpretation more corresponds to the device not to probability theory, and the theory of opportunities. Opportunities, unlike probabilities, don't submit to standard normalizing equality – their sum shouldn't be equal to unit.

The numerous researches which traditions go back even to works of J. Schumpeter, it is proved that among the factors favoring or counteracting distribution and widespread introduction of innovations, value judgment of their potential effects and definiteness or reliability of a similar assessment have essential value.

The saved up experience of studying of innovative processes demonstrates that in any set of subjects of acceptance of an innovation there is their whole range from innovators to conservatives depending on that, how fast they perceive an innovation, in what measure are inclined to risk at decision-making in the conditions of incomplete information.

Susceptibilities of subjects of managing to innovations allows an assessment through innovative potential.

4 Conclusion

The analysis of innovative processes on the basis of their model representation not only reflects the general tendencies of modern knowledge, but also is essentially necessary for development of reasonable innovative solutions.

Advantage and force of mathematical methods consists in possibility of the conclusions confirmed with calculations about a course and characteristics of these processes, designing of mechanisms of management by innovative activity.

In conclusion, we will notice the following: the basic conclusion about applicability of some formal models to research of a certain circle of questions yet doesn't give the grounds to claim that this or that relating to this circle of questions a specific objective actually can be solved on the basis of this scheme. For carrying out the analysis and finding of rational decisions it isn't enough to state correctness of the description of an available problem and adequacy of the chosen model.

The model needs to be set quite accurately and unambiguously, having identified the parameters characterizing it components, on quantitative and besides rather exact level. It is however connected with difficulties of quantitative measurement of characteristics of the corresponding technical, economic or technical and economic events which overcoming represents an independent task.
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The second option, at this stage, is the result of repeated analysis of matrix one-way function and is associated with the use of exponential one-way function within a certain time frame, as well as ElGamal used the exponential function for its Digital Signature (Assuming the exponential one-way function, which Diffie and Hellman took from Number Theory). However it is obvious that the use of the degree (exponential) one-way function, in a certain time interval is not associated with loss of speed for the matrix one-way function, therefore, and also - for the corresponding key exchange algorithm via an open channel communication or to perform other actions.
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I. INTRODUCTION

The analysis showed that the matrix function is broken, if it is used without a joint application with Tropical cryptography or without the use of one-way function (i.e., the function is not a carrier of properties one-way function if it is applied without any special versions of, see below).

Matrix function is as follows:

\[ v \cdot A = u \]  

Where \( A \in \mathbb{A} \), \( \mathbb{A} \) is a set of high power from an \( n \)-dimensional quadratic commutative matrices \([1]\). Along with this, \( v, u \in \mathbb{V} \), \( \mathbb{V} \) is the vector space of dimension \( n \) (For simplicity \( \mathbb{A} \) and \( \mathbb{V} \) are considered over the Galois field \( \text{GF}(2) \)). In expression (1) \( v \) and \( u \) are open (without any special versions) and \( A \) is secret, although \( A \) - initial matrix is open with which may be formed a plurality \( \bar{A} \) (e.g., a plurality \( \bar{A} \) can be produced with degrees of matrix \( A \)). Therefore, if the expression (1) is considered as a one-way function, then it can break down in the following ways:

If the matrix set \( \mathbb{A} \) contains recursion (that was identified by us), then the expression (1) can easily be broken with the help Companion matrices, that is, the set of \( n \) unknown can be lead to a matrix with \( n \) unknowns, for any square matrix \( A' \in \mathbb{A} \) can be bring without a joint application with Tropical cryptography or without matrix one-way function (With respect to the issue of relevance, we repeat, that the main advantage of the matrix one-way function is high speed operation).

II. ON THE POSSIBILITY OF BREAKING THE MATRIX ONE-WAY FUNCTION

We want to show that though (1) the matrix function is broken without additional versions, but this is exceptional function. It is special function because of its speed and therefore deserves special attention. We are convinced that the additional versions will not reduce the speed and efficiency of the entire system. It is interesting, how it is can be possible with additional means maintained the speed, the efficiency and the strength of the system? In addition, for this article we consider the ability to break of matrix one-way function, and then we will discuss the possibilities of using tropical cryptography and exponential one-way function. We’ll look at how break the matrix one-way function with the use, of said, of basis matrices (other questions, how to hack the function (1), were considered in [2-5,6]). We will consider breaking this function in the particular example.

Suppose, it is given the multiplicative group \( \mathbb{A} \) of the commutative matrices of dimension \( 3 \times 3 \) (the group has a maximal order, \( e = 2^3 - 1 = 7 \):

\[
\begin{align*}
A &= \begin{pmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 1 \end{pmatrix}, & A^2 &= \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 1 & 0 \end{pmatrix}, & A^3 &= \begin{pmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix}.
\end{align*}
\]

(2)

Suppose, the two subjects X (Alice) and Y (Bob) can form the secure key \( k \) with matrix one-way algorithm via public channel (This algorithm is based on a matrix one-way function (1)). Then Alice selects matrix \( A_1 = A_2^2 \) as the secret matrix in (2). Bob, for his part, chooses the matrix \( A_2 \), we also assume that \( v = (110) \). Then our algorithm will be functioning as follows:

- Alice computes and sends to Bob the following vector:
  \[ u_1 = vA_1 = (011). \]  
  (3)

- Bob computes and sends to Alice the following vector:
  \[ u_2 = vA_2 = (111). \]  
  (4)

- Elice computes the exchanged key:
  \[ k_1 = u_2A_1 = (100). \]  
  (5)

- Bob computes the exchanged key:
If the matrix of set of $A$ does not contain recursion (or hard to find), then the matrix one-way function can be broken with the use of the basic matrices of $A$, $A^1$, $A^2$, ..., $A^n$ which is not hard to get, if we know the initial matrix $A$.

III. TWO EMBODIMENT OF THE ONE-WAY FUNCTION MATRIX

As stated above, this paper first announced two special versions of the matrix one-way function. First option, as a result of the natural development of the cryptograph, involves the use of new tropical arithmetic operations in cryptography. When applying was found that the new tropical operations apart from a general purpose can be thought integral part of our matrix one-way function. Therefore, if earlier, for the construction of matrices $A$ had to use classical arithmetic operations, it is now necessary to apply our new tropical arithmetic. With new tropical operations, we must build a set of matrices $A$ with the properties with the same as before: high dimension and order, i.e. we should construct a multiplicative group $A$ that is formed by degrees of an initial matrix $A$ of new form (of a new structure). Construction of a new matrix of $A$, as noted above, is already a meaningful (of a new structure). Construction of a new matrix $A$ of new form $(x)$, then we have:

$$A_1(x) = c_0A^0 + c_1A^1 + c_2A^2.$$  

Since Ellis opened calculates the value of $u_1 = v A_1(x)$, then we have:

$$u_1 = vA_1(x) = c_0vA^0 + c_1vA^1 + c_2vA^2 = c_0w_0 + c_1w_1 + c_2w_2.$$  

Considering (2), (3) and (9) we can determine the values of $u_1$ and $w_0, w_1, w_2$:

$$vA^0 = (110), A^1 = (110) = w_0, \quad vA^2 = (110)A^2 = (011) = w_2.$$  

Using (9) and (10) we may form a system of equations for the coefficients $c_0, c_1, c_2$:

$$0c_0 + 0c_1 + 0c_2 = 0, \quad 1c_0 + 0c_1 + 1c_2 = 1.$$  

Solving the system of equations (11), we define the values of the coefficients: $c_0 = 0, c_1 = 0, c_2 = 1$. Then, from (8) we obtain the value of the ratio of the desired matrix: $A_1(x) = A^2$, i.e. get the matrix $A^2$ of (2). The answer is correct. (Similar we can find the matrix $A_2$, chosen by Bob).
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For example, the first line of system (14) has the six unknowns, therefore, when dimension has high order (and there are used our tropical operations), the system (14) does not has a solution in real time. Therefore, our matrix one-way function according to the first embodiment ensures durability, since it is not can to break in real time (Take into account the fact that tropical group (15) is a multiplicative group and not a field). As an example we present the multiplicative group (15). For the key exchange algorithm are used: A is an Initial Matrix of (15) and the corresponding \( u = vA^3 \), where \( v = (1\,0\,0) \):

\[
A = \begin{pmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad A^2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad A^3 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{pmatrix}, \quad \ldots \quad A^7 = A^6 = \begin{pmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}
\]

(15)

The implementation of the algorithm according to (15) does not differ from the implementation of the algorithm (3) - (6), since the main issue here - the generation of the multiplicative group of maximal order, which meets the requirements of Tropical Cryptography (12) - (13).

Interestingly than can one explain that - the second embodiment has, too, a high efficiency and durability as the first, whereas radically different from the first? In a second embodiment, with respect to the matrix of our one-way function is used a different one-way function (i.e. there is a new problem), but as a method of processing, it shows identity with the decision of other cryptography tasks, which, in our opinion, deserves attention (see. below). For example, ElGamal uses an exponential one-way function to solve their problems, but the thing is - how? He uses a one-way function periodically, for a certain length of time \([8]\). The similarity with our second option is a period of time for which use the function \([9]\). In the algorithm of ElGamal degree (exponential) one-way function is used within a certain time period, to meet the challenges of authentication and verification. We use it also within a certain time period, to resolve the problem of the stability of our matrix one-way function. For this, by using exponential one-way function occurs a key exchange via the open channel. The result of this key exchange is a secret.

parameter \( k = v \). In this same time period occurs the key exchange, or other operations carried out, with our algorithm. In this case, in (1) parameters \( v, A' \) are secret and only parameter \( u \) is open. This change defines the stability of one-way function (1) and also of algorithm (3) - (6), and it does not cause decrease the rate of operations.

Analysis of non-stationary transport of electrical charge in polymer and composite materials
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Abstract - The measurements of ramp voltage and reverse voltage I-V characteristics were used to study of charge carrier mobility and polarization phenomena in polymer films and in blends of polymers.

From reverse and ramp voltage I-V characteristics we calculated the carrier mobility which was found to follow Arrhenius behavior. The experimental data were analysed on the basis of different physical models. The nature of nonlinear effects is discussed using of these models.
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I. INTRODUCTION

The nonlinear polarization phenomena in thin polymer films (PETF, PVDF, ABC, PC) and in different blends (TPU/SAN) are discovered by measurements of the ramp voltage and reverse voltage I-V characteristics after polarization of samples under the action of voltage – U_p during time t_p at high temperature T_p. The appearance of maxima on I(U) and I(t) curves are related to presence in film of charge carriers for which blocking contact between dielectric and electrodes occurs [1-6]. In this case the charge carriers move from one electrode to another in every cycle of measuring U(t) without discharging on electrodes.

II. EXPERIMENTAL

The ramp voltage I-V characteristics were measured by linearly rising of voltage U = βt (Fig.1b). In this case upon changing voltage U(t) with the rate dU/dt = β maximum of current is observed. The measuring of ramp voltage I-V may be reproduced at periodical change of voltage.

For measurement of reverse voltage I-V characteristics after polarization of the sample the voltage was abruptly changed from – U_p to U_p (Fig.1a). Theresults of measuring of reverse voltage I-V characteristics for PETF films at high temperature 170-200°C are shown on Fig.2.

![Fig.1 Reverse (a) and ramp (b) curves](image1)

![Fig.2 Reverse voltage I-V characteristics for PETF films(h=12 mkm)](image2)

It is demonstrated by Fig.2 that with rising of temperature the maximum of current I_m increases and the time of maximum t_m decreases. It is established that the time t_m grows with increasing the polarization Fig.1 Reverse (a) and ramp (b) curves
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The value of initial reverse current \( I(0) \) at moment of the voltage inversion decreases with increasing the polarization voltage \( U_p \) and with increasing the time polarization of the sample.

With raising of \(-U_p\) and \( t_p \) the net charge \( Q \) increases. The value of \( Q \) is determined as an integral under the curve \( I(t) \). However upon further increase in \( U_p \) and \( t_p \) the charge \( Q, t_m, I_{rev}(t) \) and \( I(0) \) are stabilized.

The analogous changes are observed for ramp voltage I-V curves upon variation of \(-U_p, t_p, T, \beta \). It is established that at constant temperature \( T \) the maximum on curves \( I(U) \) shifts to high value \( U_m \) or to lower \( t_m \).

Fig.3 The ramp voltage I-V characteristics by different temperature (\( \beta = 18 \) mV/s). U_m/\beta upon an increase in the rate of the voltage variation \( \beta = dU/dt \). The value \( U_m \) increases with raising the voltage increase rate \( \beta \) [7]. The current at maximum \( I_m \) increases and position of the maximum shifts to region of lower values of \( U \) with increasing average electrostatic field \( E = -U/h \).

As in the case of reverse current \( I_{rev} \) the value ramp current \( I_m \) and the position of maximum \( (U_m, t_m = U_m/\beta) \) depend on polarization regime, i.e. on the values \(-U_p, t_p\).

With raising temperature \( T \) at constant value of \( \beta \) the maximum of the ramp voltage I-V characteristics shifts to lower value \( U_m \) i.e. to lower \( t_m = U_m/\beta \). The value of current in maximum increases. The typical results of these measurements are shown on Fig.3.

Dielectrics measurements by means of thermally stimulated depolarization currents (TSDC) and reverse I-V characteristics were used to study the carrier mobility and polarization phenomena in blends of thermoplastic polyurethane (TPU) and styrene-acrylonitrile copolymer (SAN) with different SAN contents.

The reverse voltage I-V characteristics were measured for polymer blends at high temperatures of 120-160 °C. The choice of \( U_p \) and \( U_r \) was determined by the sample conductivity. The curves of reverse voltage characteristics have maxima which indicate the nonlinear effect of electron transfer. These characteristics for the blend 50/50 are presented on Fig.4.

Fig.4 The reverse voltage I-V characteristics measured on 50/50 TPU/SAN blend.

With increasing temperature the peaks shift to shorter times. The analysis of I-V characteristics was made by the assumption that at relatively high temperatures the contact between electrodes and sample is blocking for the carriers which provide the current through the volume of the sample.

By the method of thermally stimulated depolarization currents it was shown that in the high temperature range a heterocharge is accumulated in the sample of blends TPU/SAN. On the TSDC thermograms we observe one peak which is related to the heterocharge relaxation (Fig.5). We may assume that the heterocharge accumulated near the blocking electrode. Fig.5 shows that the maximum of TSDC curves shifts to lower temperature within increasing TPU content in the blend. This is in agreement with an increase in the film conductivity [8].

From the reverse voltage I-V characteristics we calculated the carrier mobility \( \mu \) by the approximate formulae

\[
\mu = \frac{h^2}{U_t t_m} \tag{1}
\]
Fig. 5 High temperature range TSDC thermograms measured on 50/50, 10/90 and 0/100 TPU/SAN blends.

where \( h \) is the film thickness, \( U_r \) is the reverse voltage, \( t_m \) is the peak time, \( Q \) is the total charge in external circuit and \( j_m \) is the peak current. The calculated from these equations values of \( \mu \) were found to be close to each other. The \( \mu \) value calculated from eq. 1 for 50/50 TPU/SAN varies from \( 1.2 \times 10^{-12} \) m\(^2\)/V.s at \( T = 120^\circ C \) to \( 4.16 \times 10^{-12} \) m\(^2\)/V.s at \( T = 150^\circ C \).

The carrier mobility follows Arrhenius behavior with temperature. From the Arrhenius plot we obtain the activation energy of the carrier mobility equal to 0.65 eV. This value is very close to the conductivity activation energy, which was found to be \( E_a = 0.70 \) eV. Taking into account the small value of \( \mu \) we may assume that ionic conductivity in TPU/SAN blend is predominant at high temperatures.

The values of \( \mu \) calculated for PET films varied from \( 10^{-14} \) to \( 10^{-15} \) m\(^2\)/V.s. At temperature \( 100^\circ C \) \( \mu = 1.5 \times 10^{-16} \) m\(^2\)/V.s.

Such values of mobility are typical for ionic charge carriers or for electron carriers moving with strong retrapping.

III. THEORETICAL ANALYSIS

The theoretical analysis of the experimental results was usually based on the assumption that contacts between electrodes and dielectric are blocking for the carriers which provide the current through the bulk of polymer. Analysis of ramp and reverse curves on the base of near-electrode polarization model did not take into account the carrier diffusion. It was assumed that sample of the dielectric polymer material comprises the charge carriers of one sign and fixed charge of another sign distributed uniformly in a bulk of polymer \( \rho = -\rho_t = \rho_0 \). We propose the model in which the carriers concentration in the initial state is equal \( n \) and the net charge of carriers per unite area is \( Q = n e h \). This charge in the initial state of the dielectric is compensated by the fixed charge \( Q_t \) which is caused by the charge of shallow traps. These traps are immobile in the electrical field and \( Q_t = -Q \). We assume that in the polarized dielectric sample the part of volume is free of carriers and this part possesses only the charge of immobile traps.

To determine of charge carrier mobility were analyzed the ramp and the reverse curves. The problem may be reduced to the solution of the equations of boundary moving for charge cloud. From comparison of experimental (Fig. 2, Fig.3 and Fig.4) and theoretical curves we obtained the following equations for calculating the carriers mobility \( \mu \)

\[
\mu = \frac{j_m}{U_r Q} \quad (\text{for } U = U_r).
\]

\[
\mu = \frac{j_m}{U \rho} \quad (\text{for } U = \beta t).
\]

The value of \( Q \) may be evaluated from experimental data.

The correct analysis of the ramp and reverse curves on the basis of considered above model may be fulfilled by solution of the system differential equation by using numerical method:

\[
J = \mu \rho E - D \frac{\partial \rho}{\partial x} + \varepsilon_0 \varepsilon \frac{\partial E}{\partial x} + \varepsilon_0 \varepsilon \frac{\partial E}{\partial t};
\]

\[
\frac{\partial E}{\partial x} = \frac{\rho + \rho_\phi}{\varepsilon_0 \varepsilon};
\]

\[
\frac{\partial \rho}{\partial t} = - \frac{\partial}{\partial x} \left( \mu \rho E - D \frac{\partial \rho}{\partial x} \right)
\]

with boundary condition

\[
\int_0^h E dx = -U;
\]

\[
j = \varepsilon_0 \varepsilon \frac{dE_0}{dt} = \varepsilon_0 \varepsilon \frac{dE_h}{dt},
\]

where \( E_0 \) and \( E_h \) – electrical fields nearly electrodes \( x = 0 \) and \( x = h \), \( U = -U_p \) or \( U = \beta t \).

For stationary state of near-electrode polarization the system of equation may be solved by analytical method. The results of calculation of potential and electrical field distributions in the stationary state are presented in Fig. 6.

It is shown that at small value of \( U_p \) the charge is localized in a narrow near-electrode region of the dielectric forming the double electrical layer with charge on the electrode. The results of calculation show that with increasing voltage \( U_p \) the thickness of the near-electrode layer is sharply reduced.

IV. CONCLUSION

For some polymer films and polymer blends at high temperature on reverse and ramp I-V characteristics the
current maxima were observed. These maxima are caused nonlinear processes of electrotransfer. It is established that at high temperature where maxima $I_{rev}(t)$ and $I_{ramp}(U)$ have place the hetero-charge accumulates in polymer films. These facts indicate on processes near-electrode polarization in film which have place at blocking contact between polymer film and electrodes.

The ramp and reverse characteristics were analyzed on the base model of dielectric which contain some charge of one sign and fix charge of another sign. It was received the formulae for evaluation of carrier mobility. The comparatively low values of mobility point out ionic type of charge carrier. However one cannot strike off and electron nature of carriers. The distributions of electrical field $E$ and potential $\phi$ were calculated on the base proposed model of dielectric.
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Mathematical simulation of thermal contact of the thermocouple for research of an error of measurements
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Abstract—The two-dimensional model of heat transfer is developed for research of regularities of warming up of a sensitive element of typical contact thermoelectric transformers (thermocouples). It is shown that in the presence of air gap between the thermocouple and a surface of object of measurements duration of heating up of the thermocouple significantly increases. Results of numerical research of duration of heating up of thermocouples are given in case of different values of value of air gap. Theoretical dependences of the relative error of temperature measurement by means of the thermocouple of K type of runtime of measurements are set.

Keywords—error, heating time, mathematical modeling, nonstationary process of heat transfer, thermocouple.

I. INTRODUCTION

CONTACT methods of temperature measurement were widely adopted in control and management systems in all fields of activity of the person: in the industry, medicine, technique, etc. Among the means implementing such methods thermocouples and resistance temperature detectors are the most applied. Thus the error of temperature measurements has essential impact on quality of system operation of control as a whole [1, 2]. Despite all advantages of [3] of these gages reliability of received results in case of surface measurements in many respects depends on conditions of thermal contact with object of measurement [4–6].

The type selection of the thermocouple depends on conditions of execution of measurements, their purposes (requirements imposed to accuracy of measurements, duration of measurements, etc.). The type selection of the thermocouple also defined by the range of taken temperatures. Most often in the range of taken temperatures from -200 °C to 1100 °C K, E and L thermocouples types are used. For execution of high-precision measurements thermocouples of types R or S are most often used.

In this operation the thermocouple model is provided, also results of numerical research of influence of conditions of thermal contact on an error of thermocouples are given.

II. PHYSICAL MODEL OF HEAT TRANSFER

The area of the solution of the task represents the non-uniform system "a thermocouple seal – powder – a protective cover air" which geometrical representation is given in fig. 1.

In case of the solution of the task of heat conduction the following assumption is accepted: heatphysical characteristics of elements of system in the field of the solution of the task of heattransfer don't depend on temperature.

The initial temperature of all system corresponds to reference conditions and is equal 20 °C. Heating up is made from the surface separated from the thermocouple by air gap of 4 (fig. 1). Thus the moment of the end of process of heating up is defined by achievement by a thermocouple junction of 1 temperature different from temperature of 

\[ T_r \]

The following values of admissible errors are set: for the thermocouple of S type the admissible error makes ±1.5 °C in the range of temperatures 0…1100 °C; for the thermocouple of K type the admissible error makes ±1.5 °C in the range of temperatures -40 … 375 °C and ±0.004·t in the range of temperatures 375…1000 °C; for the thermocouple of L type the admissible error makes ±2.5 °C in the range of temperatures -40…300 °C and ±0.0075·t in the range of temperatures 300…800 °C.
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Fig. 1 Area of the solution of the task of heat transfer:
1 – thermocouple junction, 2 – the powder Al₂O₃, 3 – a protective cover, 4 – air gap

[Diagram of the area of the solution of the task of heat transfer with annotations for each component]
Research was conducted for the thermocouple with a diameter of 5 mm; height of a simulated section of the thermocouple is restricted 5 mm high from lower bound; value of air gap changed from 1 to 10 mm.

III. MATHEMATICAL MODEL

The two-dimensional model of heat transfer (fig. 1) is described by the following differential equations:

\[
\begin{align*}
\frac{\partial T_1}{\partial t} &= \lambda_1 \left( \frac{\partial^2 T_1}{\partial r^2} + \frac{1}{r} \frac{\partial T_1}{\partial r} + \frac{\partial^2 T_1}{\partial z^2} \right), \\
\frac{\partial T_2}{\partial t} &= \lambda_2 \left( \frac{\partial^2 T_2}{\partial r^2} + \frac{1}{r} \frac{\partial T_2}{\partial r} + \frac{\partial^2 T_2}{\partial z^2} \right), \\
\frac{\partial T_3}{\partial t} &= \lambda_3 \left( \frac{\partial^2 T_3}{\partial r^2} + \frac{1}{r} \frac{\partial T_3}{\partial r} + \frac{\partial^2 T_3}{\partial z^2} \right), \\
\frac{\partial T_4}{\partial t} &= \lambda_4 \left( \frac{\partial^2 T_4}{\partial r^2} + \frac{1}{r} \frac{\partial T_4}{\partial r} + \frac{\partial^2 T_4}{\partial z^2} \right),
\end{align*}
\]

(1) \( r > 0, \ 0 < r < r_1, \ z_1 < z < H; \)

(2) \( r > 0, \ 0 < r < r_2, \ z_2 < z < z_1; \)

(3) \( r > 0, \ 0 < r < r_3, \ z_3 < z < z_2; \)

(4) \( r > 0, \ 0 < r < L, \ 0 < z < z_1; \)

Here \( r \) – radial coordinate, \( m; \) \( z \) – axial coordinate, \( m; \) \( c \) – specific heat capacity, \( J/(kg \cdot °C); \) \( \rho \) – density, \( kg/m^3; \) \( \lambda \) – coefficient of heat conduction, \( W/(m \cdot °C); \) indexes: 1 – thermocouple junction, 2 – powder of an aluminum oxide, 3 – protective cover, 4 – air.

On boundaries "a thermocouple–powder", "powder–a protective cover", "a protective cover–air" the following boundary conditions were accepted:

\[
\begin{align*}
T_1(r_1, z) &= T_2(r_1, z), \\
-\lambda_1 \frac{\partial T_1}{\partial r} &\bigg|_{r=r_1} = -\lambda_2 \frac{\partial T_2}{\partial r} \bigg|_{r=r_1}, \\
T_2(r_2, z) &= T_3(r_2, z), \\
-\lambda_2 \frac{\partial T_2}{\partial r} &\bigg|_{r=r_2} = -\lambda_3 \frac{\partial T_3}{\partial r} \bigg|_{r=r_2}, \\
T_3(r_3, z) &= T_4(r_3, z), \\
-\lambda_3 \frac{\partial T_3}{\partial r} &\bigg|_{r=r_3} = -\lambda_4 \frac{\partial T_4}{\partial r} \bigg|_{r=r_3}, \\
T_1(r, z_1) &= T_2(r, z_1), \\
-\lambda_1 \frac{\partial T_1}{\partial z} &\bigg|_{z=z_1} = -\lambda_2 \frac{\partial T_2}{\partial z} \bigg|_{z=z_1}, \\
T_2(r, z_2) &= T_3(r, z_2), \\
-\lambda_2 \frac{\partial T_2}{\partial z} &\bigg|_{z=z_2} = -\lambda_3 \frac{\partial T_3}{\partial z} \bigg|_{z=z_2}, \\
T_3(r, z_3) &= T_4(r, z_3), \\
-\lambda_3 \frac{\partial T_3}{\partial z} &\bigg|_{z=z_3} = -\lambda_4 \frac{\partial T_4}{\partial z} \bigg|_{z=z_3}.
\end{align*}
\]

(5) \( r = r_1; \)

(6) \( r = r_2; \)

(7) \( r = r_3; \)

(8) \( r = r_4; \)

(9) \( z = z_1; \)

(10) \( z = z_2; \)

(11) \( z = z_3; \)

IV. SOLUTION PROCEDURES

The area of the solution of the task (fig. 1) is broken into the uniform grid consisting of 240 nodes. The slot pitch on radial and axial coordinates is equal 2,5 \( \times 10^{-2} \) mm. The step on a temporal grid changed in the range from \( 10^{-4} \) to \( 10^{-2} \) s for reduction of volume of computation and increase of accuracy of the decision.

System of equations 1–4 with the appropriate initial and boundary conditions decided using a method of finite differences. The solution of the differential equations representing the linear algebraic equations was carried out by a local and one-dimensional method. The pro-race method was applied to the decision of system of the differential equations on the basis of the implicit four-point diagram [8].

V. RESULTS AND DISCUSSION

Mathematical modeling were carried out at parameters [9–11]: \( \lambda_1=33,1 \ W/(m \cdot °C), \ C_1=768 \ J/(kg \cdot °C), \ \rho_1=8825 \ kg/m^3; \) thermocouple junction (tube S): \( \lambda_1=50,4 \ W/(m \cdot °C), \ C_1=139 \ J/(kg \cdot °C), \ \rho_1=20710 \ kg/m^3; \) thermocouple junction (tube L) \( \lambda_1=24,75 \ W/(m \cdot °C), \ C_1=713 \ J/(kg \cdot °C), \ \rho_1=8920 \ kg/m^3; \) powder Al\(_2\)O\(_3\): \( \lambda_2=6,57 \ W/(m \cdot °C), \ C_2=850 \ J/(kg \cdot °C), \ \rho_2=1250 \ kg/m^3; \) protector case steel: \( \lambda_3=15 \ W/(m \cdot °C), \ C_3=462 \ J/(kg \cdot °C), \ \rho_3=7900 \ kg/m^3; \) air: \( \lambda_4=0,026 \ W/(m \cdot °C), \ C_4=1190 \ J/(kg \cdot °C), \ \rho_4=1,161 \ kg/m^3. \)

Dependence of time of heating up of the thermocouple on value of air gap for different values of the taken temperature for the thermocouple of K type is given in fig. 2.
Dependences of minimum necessary time of heating up in the conditions of air gap for $L$ and $S$ thermocouples are similar given in fig. 2 and have non-linear character that is confirmed by temperature distribution in the field of a sensitive element upon termination of heating up (fig. 3).

The analysis of fig. 2 says that the increase in thickness air between the thermocouple and object of measurement for surface thermocouples significantly increases duration of heating up to the necessary temperatures. Based on it is possible to draw an output that non-compliance with time of heating in the conditions of not full contact of the thermocouple with a surface of object of measurement will lead to big errors of results of measurements that is confirmed by the data provided in tab. 1–2.

### TABLE I.
VALUES OF THE RELATIVE ERROR OF MEASUREMENTS OF DIFFERENT VALUES OF TEMPERATURE THE THERMOCOUPLE OF $K$ TYPE IN CASE OF VALUE OF AIR GAP OF 1 MM, %

<table>
<thead>
<tr>
<th>t, s</th>
<th>300 °C</th>
<th>400 °C</th>
<th>500 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50,439</td>
<td>51,806</td>
<td>52,638</td>
</tr>
<tr>
<td>100</td>
<td>13,513</td>
<td>13,787</td>
<td>13,953</td>
</tr>
<tr>
<td>150</td>
<td>4,413</td>
<td>4,495</td>
<td>4,545</td>
</tr>
<tr>
<td>200</td>
<td>1,523</td>
<td>1,551</td>
<td>1,568</td>
</tr>
<tr>
<td>250</td>
<td>0,536</td>
<td>0,545</td>
<td>0,551</td>
</tr>
<tr>
<td>300</td>
<td>0,190</td>
<td>0,193</td>
<td>0,195</td>
</tr>
</tbody>
</table>

The analysis of tab. 1-2 testifies that temperature measurement error in the conditions of incomplete contact with object of measurement can be lowered by surface thermocouples in particular at the expense of increase in duration of heating up. Thus determination of minimum necessary time of heating up can be executed with use of the developed model (1)–(15).

### VI. CONCLUSION

The developed mathematical model can be used for prediction of time of heating up of the thermocouple in actual practice executions of measurements. Numerical results of researches can be used for an assessment of a possible error of measurements in different conditions of thermal contact.

The received results allow to draw the following outputs:

1) Dependence of time of heating up on value of air gap isn't linear and considerably increases in case of value of air gap more than 3 mm;
2) The measurement error rather strongly depends on conditions of thermal contact and in case of non-compliance with necessary duration of measurement can have essential impact on reliability of results of measurement.
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Abstract: In modern conditions the social and economic problems, associated with development of regions, lie at the intersection of State responsibility and entrepreneurial activities of private business. The paper deals with coordination of interests of business and administrations of the constituents of the Russian Federation to address the socio-economic development. A complex of game-theoretic models of involving companies, which have been prequalificated to complete the socio-economic tasks, is developed. A theorem on the existence of situations of strict Nash equilibrium for the considered classes of games with the possibility of adjusting the institutional environment is established.
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1 Introduction
A broad interpretation of the state-private partnership involves the constructive interaction between business and government, not only in the economy but also in politics, culture, science, etc.

Among the basic features of state-private partnerships in a narrow (economic) treatment are the following: parties of state-private partnerships are the state and the private business; interaction between the parties has an official, legal basis; interaction between the parties is equal; state-private partnership has a clearly expressed public and social orientation; in projects of public-private partnerships resources and contributions of the parties are consolidated; financial risks and costs, as well as the results achieved by the parties are divided between them in predetermined proportions. As a rule, a public-private partnership requires that the state does not connect to the projects of business, but on the contrary, the state encourages companies to participate in the realization of socially significant projects [8].

The participants of state-private partnership are government organizations and business representatives. A large number of projects have a regional character. Among stakeholders, implementing the project, act local administration and business representatives. Illustrations of such projects are projects of development of transport and social infrastructure, business development etc. The key issues of successful projects are the formation of a set of participants and coordinating the interests of the parties involved.

2 Problem Formulation
High level of socio-economic development of regions is one of the main indicators of the successful activities of the public authorities [1]. This paper discusses the issues of harmonization of interests while realizing projects of state-private partnership aimed at the socio-economic development. The basis of most of these projects is cooperation of state and entrepreneurs [12]. Participants of these projects are the regional administrative authorities and involved companies. Each participant has their own interests and, accordingly, their behavioral strategies. Reconciliation of interests and interaction based on it is critically important issue for realization of such projects. On the other hand, effective coordination of interests from the project point of view can not be achieved without taking into account the features and the possible development of the institutional environment [11]. Using existing institutional instruments, their correction and the formation of new ones allows selecting the project participants efficiently. The possibility of coordinating the interests presupposes the existence of equilibrium situations in relation to the totality of stakeholders’ strategies.
One of the tools of organizing state-private partnership are electronic trading platforms [9]. They have several advantages:

- Increase of profitability by reducing costs and better supply conditions
- Increase of selling market, reduce of labor costs for implementation of procurement
- Reduce of dependence on suppliers and contractors, resistance of corruption schemes
- Increased transparency of the process
- Improving the public image of the company
- Guarantees of the contracts concluded and executed.

There are several procedures for the implementation of trading: auction, competition, request for proposals (RFP), request for quotation (RFQ) [2]. The most suitable procedure to achieve high-quality results is competition that consists of two parts: the admission of companies that submitted bids before the competition procedure starts and the election of winner among the companies that have passed the primary selection. The municipal administration countermarks the level of qualification, experience and assets of the potential winner so that he can realize the project. In the second part of the competition the winner is selected and the contract is concluded. It is difficult for one company to realize a large project without partners. Additional project participants (other companies, municipal administration) are needed. The purpose of companies’ activities is to make profit at the expense of their own projects, the purpose of municipal administrations is to develop regional socio-economic infrastructure. To guarantee realization of the project, it is necessary to reconcile the interests of all participants. “In the current situation the most serious problem is the procedure of approval of individual strategies among individual participants” [13], if there are a lot of the participants (for example, about twenty), the coordination of their interests becomes rather problematic. It is necessary to form minimally sufficient number of participants for the implementation of socio-economic project in terms of management problems. This requires a pre-selection process based on a set of criteria to define a set of companies, among which the winner will be selected, responsible for implementing the project and the companies that may be involved in the project, as they have the necessary assets to achieve the project objectives. Pre-selection does not solve all problems of interaction between participants. Therefore, in addition to pre-selection it is necessary to create such conditions between prequalified companies, under which these companies can act in cooperation with municipal administration to address both social objectives and business goals. In the opinion of the authors, game theory methods can be used to solve this kind of tasks. In particular non-antagonistic games and a strict Nash equilibrium concept can help to develop decision-making mechanism for the implementation of socio-economic problems in this area.

In such a manner, it seems urgent to solve following problems. First, the formation of competitive selection procedure, which should have as a result a set of companies with total assets allowing them to solve the socio-economic problems. Secondly, modelling the process of interaction between companies using non-antagonistic games language. Third, the formation of such an institutional environment in which the interaction described in the form of game models has a strict Nash equilibrium.

### 3 Problem Solution

In this paper to solve the formulated task authors draw on the experience of municipal administrations of the Russian Federation on realization of social infrastructure development projects.

Social infrastructure development project is a project contributing to the development of educational, health, social welfare, culture, sports, recreation and other social facilities services.

Such projects have all the main features of state-private partnership. Modelling the interaction of stakeholders allows achieving general results.

Such project can be motivated by the need for development of social infrastructure, for instance the need to build or renovate kindergartens and schools, construct roads etc. Formal initiator of such project is the municipal administration. It can not realize the project on its own and needs to involve construction, engineering and other companies, implementing such a large project requires the efforts of several commercial companies and the municipal administration. Models of cooperation of the state and businesses are considered in scientific work of V.G. Varnavski, V.V. Gluhov, M.M. Safonov, T.M. Bogolib and others [3], [4], [6], [10], [14].

As was stated above it is necessary to form a set of participants, the potential of which allows achieving the project objectives. This provides an opportunity to establish different forms of interaction. For the purposes of this paper the specific form of interaction is not so essential.
In this paper, we focus on one of the important methods of interaction - electronic trading platforms.

Electronic trading platforms provide a few types of procedures: auction, competition, RFP, RFQ. In the auction procedure winner is the one who offered the lowest price (the main goal is cash savings), but for social projects the main goal is feasibility, the most suitable for this is the competition procedure.

The number of companies willing to participate in competition is, as a rule, large and exceeds twenty. However, the municipal administration needs a set of participants, which makes it possible to realize the project. From the viewpoint of manageability it is convenient to work with a small number of companies. Practice shows that it is enough to have three or four companies. Selection should be organized in such manner as to choose companies that have the appropriate assets, experience, are financially successful and will be able to implement the project together.

Before starting the competition procedure, it is advisable to hold an initial selection of participants to allow for participation only those who have a sufficient set of assets. As a result of the competition the winner is unveiled, it should be a company that is able to implement the project to address socio-economic problems. To improve the effectiveness of project realization, the municipal administration may also involve companies that have passed the preliminary selection, but have not won the competition to join the winner in realizing the project. Combining the efforts of the winner and companies passed the initial selection, the degree of feasibility of the project becomes very high [7].

Pre-selection should be based on financial, professional and legal criteria. They can be divided into two groups: the prohibitive criteria and permissive criteria. These criteria are not intended to be exhaustive information about the participant, but acting in accordance with them is enough to pass for those companies that are able to realize the project. The first group includes the criteria designed to prevent companies that just will not be able to implement the project from winning the competition, going into mathematical language this are the necessary conditions. The second group are those criteria according to which allows company realizing the project (sufficient conditions). Prohibitive criteria are divided into economic and legal. These are the economic components of prohibitive criteria:

1. There are rent arrears to the municipal budget coming from previously signed investment agreements.
2. There are arrears to other economic agents (eg. the pledged assets).
3. The aggregate value of assets (uncumbered by obligations) is less than the cost of the investment project with the possibility of obtaining a loan.

The legal aspects of prohibitive criteria include:
1. Violation the mode of use of urban areas and other real estate (buildings, structures) within previously implemented investment projects.
2. Companies that are in the process of bankruptcy.
3. Demonstrated criminal activities in the economic environment.

Criteria constitute a set of institutional characteristics of the environment in which the pre-selection of competition participants is held.

After a few firms will are pre-selected and the winner is determined, their further interaction should be analyzed. The analysis is based on what assets the company possesses. Depending on the assets of the winner, it is advisable to consider several possible situations. For modeling interactions let us use the language of game theory. Such interaction has properties that are typical for non-antagonistic games with a small number of players [5], [15]. The players are following: construction, engineering and other companies and the municipal administration (the player able to adjust the institutional environment). Each player is pursuing its own goals: the municipal administration aims to construct social infrastructure objects, construction and engineering companies aim to generate revenue through selling commercial and non-commercial premises. To achieve the goal a player is taking a sequence of actions, which forms his strategy. A set of selected players' strategies defines the situation. There appears a game in which it is needed to analyze the existence of a strict Nash equilibrium.

Let us describe players who have the ability to pass pre-selection, these include not possessing lands, but having enough amount of money for the project (we denote such firm as $G_1$), companies that possess the land on which the construction of social objects such as kindergartens, schools, etc. can be realized (denoted as $G_2$) and companies that own social facilities buildings ($G_3$). One of the players is the municipal administration, it is the player with the right of adjustment of the institutional environment. Each player has a finite set of strategies, which we denote by $S_{ij}$, where $i$ - number of the player, $j$ - number of strategy from the set of strategies of this player: $G_1 \leftrightarrow S_{11}, \ldots , S_{1n1}; G_2 \leftrightarrow S_{21}, \ldots , S_{2m2}; G_3 \leftrightarrow S_{31}, \ldots , S_{3n3}; G_4 \leftrightarrow S_{41}, \ldots , S_{4n4}$. To implement the chosen strategy the
player performs a sequence of steps that can be divided into two types: $T$ - Transaction, $B$ - Building. Every action has its indices ($T_{i,j}$, $T_{i,j}$, $T_{i,j}$, $B_{i,j}$, $B_{i,j}$, $B_{i,j}$, etc.).

Situations are formally designated as follows: $(S_{i,j}, S_{i,j}, S_{i,j}, S_{i,j}) = C_N(i, j, f)$, numbered as a matter of convenience.

Depending on the situation the gain is calculated for each player (H - the payoff function of i-th player):

$H_i(C(i, j, k, f)), H_2(C(i, j, k, f)), H_3(C(i, j, k, f)), H_4(C(i, j, k, f)).$

In order to analyze the situations for the presence of a strict Nash equilibrium, we consider several types of games. The type is defined by the number of players and a set of players’ assets.

The first type. Two players: companies that do not have land ownership, but there is money for the lease of land and St. Petersburg, which owns the land. Construction companies (G1) look to get land for the construction of commercial and non-commercial property for subsequent sale, the purpose of St. Petersburg is the construction of social infrastructure to meet the needs of the city population. We introduce the following notation:

$B_i$ - realty construction HSI on the land property FLD;

$B_2$ - kindergarten construction Y1 on the land property FLD;

$T_{1,1}$ - lease of land FLD1 by St. Petersburg;

$T_{1,2}$ - transmission to St. Petersburg in the rent for the land FLD1 the kindergarten Y1;

$T_{1,3}$ - realty selling HSI;

$T_{1,4}$ - organizing of the private kindergarten;

$T_{1,5}$ - transmission of kindergarten Y1 offset debts to St. Petersburg;

$T_{1,6}$ - publication in the media about the willingness to sell kindergarten Y1 to other companies;

$T_{1,7}$ - lend-lease of the kindergarten Y1 to other companies;

$T_{4,1}$ - lend-lease of land property FLD1 to the player G1;

$T_{4,2}$ - taking the kindergarten Y1 into ownership of St. Petersburg towards rent for land property FLD1;

$T_{4,3}$ - taking the kindergarten Y1 into ownership of St. Petersburg towards debt to municipal budget.

Let us consider following situations for players G1 and G2:

- $S_{1,2}(T_{1,1}) \to (B_1) \to (B_2) \to (T_{1,2}) \to (T_{1,3})$;
- $S_{2,1}(T_{2,1}) \to (T_{2,2})$;
- $S_{1,3}(T_{3,1})$.

<table>
<thead>
<tr>
<th>Situation</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1(S_{1,1}; S_{4,1})$</td>
<td>$H_1(C_1) = \text{price of land rental} - \text{real property construction costs} - \text{kindergarten construction costs + real property sale costs}$</td>
</tr>
<tr>
<td>$S_{1,1}; T_{1,1} \to B_1 \to B_2 \to T_{1,2} \to T_{1,3}$</td>
<td>$S_{4,1}; T_{4,1} \to T_{4,2}$</td>
</tr>
<tr>
<td>$C_2(S_{1,2}; S_{4,2})$</td>
<td>$H_1(C_2) = \text{price of land rental} - \text{real property construction costs} - \text{kindergarten construction costs + real property sale + monthly income from kindergarten}$</td>
</tr>
<tr>
<td>$S_{1,2}; T_{1,1} \to B_1 \to B_2 \to T_{1,2} \to T_{1,4}$</td>
<td>$S_{4,2}; T_{4,1}$</td>
</tr>
<tr>
<td>$C_3(S_{1,2}; S_{4,3})$</td>
<td>$H_1(C_3) = \text{price of land rental} - \text{real property construction costs} - \text{kindergarten construction costs + real property sale + debt repayment}$</td>
</tr>
<tr>
<td>$S_{1,3}; T_{1,1} \to B_1 \to B_2 \to T_{1,2} \to T_{1,5}$</td>
<td>$S_{4,3}; T_{4,1} \to T_{4,3}$</td>
</tr>
<tr>
<td>$C_4(S_{1,4}; S_{4,4})$</td>
<td>$H_1(C_4) = \text{price of land rental} - \text{real property construction costs} - \text{kindergarten construction costs + real property sale + kindergarten building costs}$</td>
</tr>
<tr>
<td>$S_{1,4}; T_{1,1} \to B_1 \to B_2 \to T_{1,2} \to T_{1,6}$</td>
<td>$S_{4,4}; T_{4,1}$</td>
</tr>
<tr>
<td>$C_5(S_{1,5}; S_{4,5})$</td>
<td>$H_1(C_5) = \text{price of land rental} - \text{real property construction costs} - \text{kindergarten construction costs + real property sale + monthly income from kindergarten}$</td>
</tr>
<tr>
<td>$S_{1,5}; T_{1,1} \to B_1 \to B_2 \to T_{1,2} \to T_{1,7}$</td>
<td>$S_{4,5}; T_{4,1}$</td>
</tr>
</tbody>
</table>

Table 1. Situations and Gains
In this game gains satisfy following constraints:
\[ H_1(C_2) + H_4(C_2) > H_1(C_1) + H_4(C_1) \]
\[ H_1(C_3) + H_4(C_3) > H_1(C_1) + H_4(C_1) \]
\[ H_1(C_2) + H_4(C_2) > H_1(C_1) + H_4(C_1) \]
\[ H_1(C_3) + H_4(C_3) > H_1(C_1) + H_4(C_1) \]

To compare the payoffs to the players in situations \( C_2 \) and \( C_3 \) there is a need to compare the debt to the municipal administration is more, then debt of player \( G_1 \), and content of kindergarten. If debt to the municipal administration is more, then
\[ H_1(C_3) + H_4(C_3) > H_1(C_2) + H_4(C_2); \]
otherwise \( H_1(C_3) + H_4(C_3) < H_1(C_2) + H_4(C_2) \).

Thus within this game there is a situation of strict Nash equilibrium.

Similarly we can prove that there are situations of strict Nash equilibrium in the following types of games.

The second type. Three players: companies that do not own land, but have money for the lease of land, companies that have land in private ownership and St. Petersburg without having its own land.

The third type. Two players: companies that have land in private ownership, but it is used as collateral by the credit organization and St. Petersburg, which owns the land for construction.

The fourth type. Two players: companies that have a kindergarten building on the right of private property, and St. Petersburg.

The fifth type (trivial game). One player: St. Petersburg, which owns the land and budget for construction.

The sixth type (trivial game). One player: companies that have a building on the right of private property and money for the organization of a kindergarten in it.

The seventh type (combined game). Three players: companies that do not own land, but have funds, companies that have kindergarten building on the right of private property, and St. Petersburg, owning the land.

The eighth type (combined game). Three players: companies that do not own land, but have funds, companies that have land in private ownership and St. Petersburg, owning the land.

From these statements, we may formulate the theorem on the existence of situations of strict Nash equilibrium for the considered classes of games among the possibility of adjusting the institutional environment, which forms the basis for effective cooperation in solving problems associated with the development of social infrastructure of the region.

**Theorem:** there is a situation of strict Nash equilibrium for the considered types of games among upon condition that the institutional environment can be adjusted.

### 4 Conclusion

The following results are obtained in the paper. The mechanism of the interaction between business sector and municipal administration within the service of electronic trading platforms is analyzed.

Criteria complementing the existing procedure of competition between companies that may realize the project of development of social infrastructure have been developed.

The game-theoretic model of interaction between companies and municipal administration of joint social infrastructure projects is described.

It is proved that there are such corrections of the institutional environment that a strict Nash equilibrium exists within game-theoretic models of the described types.

The results can be implemented in the existing concept of electronic trading for effective interaction of municipal administrations with engineering, construction and other companies in the implementation of social infrastructure development projects.

The same kind of reasoning can be carried out for different types of state-private partnerships and a corresponding theorem can be proved.
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Modeling the Unreliability and Condition Evolution of Engine Room Equipment with Respect to Maintenance and Overhaul Effect
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Abstract—The paper deals with mathematical modeling of failure rate of steam turbine hall mechanical equipment during its designed lifetime. There is described a connection of the failure rate model and equipment condition model with respect to wear that can be verified on the fly. Particularly the modeling is focused on typically unit manufactured components with low number of failures, long lifetime, various operation modes and a significant influence of preventive maintenance and repairs. The aim is to provide relevant information about expected failure rate and equipment condition evolution over time. Primarily, the prediction of these characteristics in the subsequent maintenance period is needed for the purpose of preventive maintenance and overhaul efficient scheduling. A conceptual framework for model creation and its parameterization is presented, with a more detailed analysis of how to deal with the specific modeling tasks in the area where the commonly used methods and procedures fail.
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I. INTRODUCTION

One of the key activities of the company’s management is the planning of investments in maintenance and related decision-making. The concern of managers is to make an optimal decision that has to be backed up by a thorough analysis and calculations. In the field of energetics, the planning is even more important due to its far-reaching consequences. So a suitable maintenance plan should be based on the current state of the monitored equipment and prediction of the state during the next planning period. This characteristics can be obtained from the corresponding model [1].

The equipment for electricity production is a complex mechanical mechanism. Its parts gradually wear out during operation and this leads to a failure of their normal function. The equipment condition is thus determined by the degree of wear and is closely related to the failure rate expressed as the risk of failures occurrences. A very important part of the operation of power plant equipment is its scheduled maintenance and repairs. It allows achieving of long-term reliability parameters during normal operation. The extent and effects of performed repairs are so significant that it is necessary to take into account their impact even during the failure rate model construction[2].

The starting point for failure rate modeling is the analysis of the failures occurrence probability during its lifetime [3]. This is determined by the equipment technical parameters given by the manufacturer, by the statistical evaluation of the failures occurrence history or by the history of the similar type of equipment.

An appropriate design of failure rate model requires to take into account all available information, i.e. statistical and expert estimations, in order to achieve the best fit of model and reality - all under the given operation conditions and maintenance. However, for systems with high reliability is not easy to parameterize model accurately due to the lack of relevant data. Also there is often problem with continuous updates (model refinement). For these reasons is suitable to use analogue model interpretation based on the equipment condition in term of wear. For the mechanical components the wear is very closely related to the failure rate. Wear is also moreover well-interpretable by a technical service, which can provide valuable subjective or objective findings for current state determination. Due to interactions between these models more precise estimation of risk of failures occurrence in the next period can be made, and a better justification for decision-making can be obtained.

Often it is necessary to estimate the risk of failures occurrence in the future for certain functional part or for the whole set of elements. For the model based on a hierarchical structure of elements the mentioned problem can be effectively solved through simulation Monte-Carlo. Then, the results can be processed in the form of the required prediction of temporal development of equipment failure.

A crucial event in terms of preventive maintenance is so-called depletion of life which is usually accompanied by a sharp increase of failure rate caused by exceeding the limit of wear.

For effective decision-making on priorities in the maintenance activities, the evaluation based on the model results should be focused on the prediction of this event. Beyond assessing the risks of failures occurrence and following downtime it is also important to take into account the economical aspect and the related implications, which needs to be solved simultaneously.

II. MODELING OF EQUIPMENT FAILURE RATE EVOLUTION

A. Difficulties of failure rate modeling in energetics

For power plant equipment the failure rate is mostly expressed by the failure rate function, so it is appropriate to describe its determination. Each elementary component of monitored system is assigned a sub-model in the form respecting the character of the failure source and development in time. These sub-models are associated in parallel or in series. The type of connection depends on the functional arrangement of the components. The generalization to higher functional units is modeled by using a hierarchical model structure.
For the modeling of the failure rate of the mechanical equipment a bathtub function is used. This function reflects the failure rate development over time, i.e. the development over time of the mean time between failures [4]. The commonly used method for determining the parameters is the statistical analysis of time between failures from the large amounts of similar type components operated and maintained under the similar conditions. However, for given equipment it is very difficult to use this approach due to its uniqueness or specific operating conditions.

Thus, the difficulty of the task is given mainly by the following facts:

1) **Sparse data** - the lack of statistical significance (few samples, poor evidence of history).
2) **Absence of data** representing the end of life.
3) **Data inhomogeneity** - unsuitable data association from the different operational conditions.
4) **Difficult estimation of preventive maintenance effect**.

From these facts it is obvious that in this case a specific modification or extension of the basic statistical estimation methods, based on a priori information and expert estimates must be used. Specifically, it regards the principles of pooling data from similar components by using statistical methods though that are not commonly used for this problem. Impact of few failure data is i.e. discussed in [5].

Primarily the weighted histograms of failures in the specific time intervals are used instead of time between failures. Further the identification methods based on the minimization of the relative error are used, and finally the different kinds of expert-oriented methods for smoothing and interpolation of failure rate characteristics are used. These methods are described in more details in [6].

As mentioned before, due to the practical unavailability of a precise failure rate model for that kind of equipment it is advisable to use the principle of continuous refinement of the model using all available current data from real operation. For this reason, it makes sense to switch to alternative forms of failure model representation - to the wear state model. Using this approach gives significantly better chance to obtain an appropriate assessment of the actual situation. The equipment condition can be obtained either by subjective visual detection or by objective measurement of subcomponents condition. The assessment of very low instantaneous values of immediate failure rate is practically realiziable. That is why the proposed new approach is better.

### B. Reliability modeling using failure rate function

In terms of operation reliability the modeling can be performed for part of the equipment system, called a logical unit as a block diagram where each combination of parts or elements represents the dependence of reliability of the part on the whole system. Each monitored element of the system is usually replaced by one element of the diagram. Each of the basic elements is expressed by its reliability, the bathtub curve representing the failure rate evolution over time of a given particular component.

In energetics, the failure rate is most often measured as the number of events per time unit or inversely in the mean time between failures [4]. Equipment failure rate is modeled mainly using the exponential or Weibull distribution or their modifications. Very interesting overview of the Weibull distribution modification can be found in [7]. Some modifications have also been successfully implemented in the model, which was developed at Department of Cybernetics, UWB.

To facilitate the implementation of some of the modifications, the failure rate function has following forms

\[ \lambda(x) = \frac{\beta_1 x^{\beta_1 - 1}}{\eta_1^{\beta_1}} + \frac{\beta_2 x^{\beta_2 - 1}}{\eta_2^{\beta_2}} \]  
\[ \text{or} \quad \lambda(x) = \frac{\beta_1 x^{\beta_1 - 1}}{\eta_1^{\beta_1}} + \frac{\beta_2 x^{\beta_2 - 1}}{\eta_2^{\beta_2}} + \frac{\beta_3 x^{\beta_3 - 1}}{\eta_3^{\beta_3}}. \]

where \( \beta \) and \( \eta \) are the parameters of the chosen probability distribution.

### C. Failure rate estimation beyond the horizon of available data

The available historical data describes only part of the failure rate evolution over time which mostly does not show the effects of aging. Given that it is necessary to estimate the future states that, despite repeatedly performed preventive repairs (considered as a partial recovery), will lead to extreme increase of the failure rate as a result of end of the technical life of the individual components. To calculate this part of the failure rate evolution only the available expert estimates of service life may be used in compliance with operation and maintenance given by manufacturer.

The estimate of the slope of the failure rate increase between the time of the given service life and the time of reaching the ultimate limit state specified by exceeding 50% of this life limit is fundamental for the new approach. The estimate of this slope will be discussed further.

Determination of prediction points of the future failure rate (i.e. beyond the horizon of real data) can then be realized using the following analytical form

\[ \hat{\lambda}_f = \lambda_k \cdot 10^{\frac{T_f - T_k}{T_f}} \]  

where \( \lambda_k \) is a mean failure rate during the last period of failure data evidence after previous overhaul, \( T_k \) is the time localization of the failure rate value placed in the middle of the interval between last general overhaul and time of the last data record, \( T_f \) represents the time localization of the desired point of computed failure rate value placed in the middle of the interval between time of the last data record and future overhaul (statistically calculated from history) and \( T_f \) is an expert estimation of the time of ultimate limit state.

### D. Impact of scheduled maintenance elimination

If the given data from real operation are used, it is also necessary to take into account the fact, that the data are influenced by carrying out the scheduled maintenance especially repair with renovation when overhaul is performed. The main effect
of the scheduled maintenance is repeated reduction of the effective aging of the components due to their partial recovery during maintenance.

Elimination of this effect is based on the time transformation after each carried out maintenance. It is assumed that the result of the partial recovery of the individual components is the effective age \( T_{E_k} \) reduction according to the relation

\[
T_{E_k} = (T_{E_{k-1}} + T_{IM_k}) \cdot (1 - arf_k) \tag{4}
\]

where \( T_{IM_k} \) is the overhaul interval and the \( arf \) (age reduction factor) characterizes the degree of recovery of components.

The parameter \( arf \) values have no direct physical meaning and they cannot be obtained even for short-term measurements. Moreover, the actual parameter cannot be even properly estimated by the experts. It is more suitable to use expert estimations of two other parameters the expected system components service life without carrying out the scheduled maintenance \( T_{LC} \) with carrying out the scheduled maintenance \( T_{LM} \). Then the desired parameter \( arf \) can be identified. The principle of conversion is based on the above assumption about life extension by scheduled maintenance.

It is assumed that the sequence of time points given by subsequently added intervals between scheduled maintenances \( T_{IM} \) in a finite number \( N \). The last scheduled maintenance reduces the age to \( T_{LC} - T_{IM} \), and after a subsequent interval \( T_{IM} \) is achieved the limit state of the component. Then the reduced age can be calculated by the cumulative application of relation (4) as follows

\[
T_{LC} = ((T_{IM_1} \cdot (1 - arf) + T_{IM_2}) \cdot (1 - arf) + \\
+ T_{IM_3} \cdot (1 - arf) + T_{IM_4}) \cdots
\tag{5}
\]

This relation can be modified to the form

\[
T_{LC} = \sum_{i=1}^{N} T_{IM_i} \cdot (1 - arf)^{i-1}, \quad 0 < arf < 1. \tag{6}
\]

For constant value of \( T_{IM} \) and given \( N = round(T_{LC}/T_{IM}) \) the equation 6 can be also expressed analytically as the sum of the first \( N \) members of the geometric progression

\[
T_{LC} = T_{IM} \cdot \frac{(1 - arf)^N - 1}{(1 - arf) - 1}. \tag{7}
\]

Parameter \( arf \) is the argument of this function and it is needed to perform the inversion. The analytical solution is not applicable for its complexity, but there is an approximate numerical solution of the parameter \( arf \) estimated in the range \((0, 1)\) using the successive approximations by halving the interval with adjustable maximum estimation error.

This relation may be used to determine the \( arf \) parameter. A demonstration of the results of provided by relations (4) - (7) can be seen in Figure 1.

**E. Timeline scaling of the failure rate function**

Another problem of the engine room equipment failure rate modeling is a normalization of failure rate characteristics of the same types of equipment obtained under the different operation conditions. The normalization principle is based on a time transformation of failure rate function. In order to combine data from different operation conditions, it is necessary to perform correction (scaling) of time between failures values based on current operation conditions (operation hours, starts, etc.). From the normalized data it is possible to deduce the reliability model independent of specific conditions. However, if a reliability model of a specific equipment is available then in order to be able to compare it with the corresponding equipment in another facility all it is necessary to recalculate are the model parameters but not the data. This can be done on the principle of time scale transformation of failure characteristics function in accordance to the effective
time consumption criteria. In order to comply with certain assumptions, the transformation of a random variable allows the probability distribution change and for example simplify a complex model for easier implementation and calculations.

For further use let denote the system reliability time as $\tau$, while calendar time will be denoted as $t$. $\tau$ and $t$ are diffeomorphic. Suppose that there is a clear relation $t = G(\tau)$ and $\tau = G^{-1}(t)$ can be defined that are continuous, increasing and positive. Further it is assumed that the transformation is linear function, i.e.

$$G(\tau) = k \cdot \tau.$$  \hspace{1cm} (8)

If the failure model is represented by the exponential distribution of random variable $t$, the transformed random variable $\tau$ has distribution function $F(\tau)$ with a constant parameter $\lambda$ defined as

$$F(\tau) = 1 - e^{-\lambda(k\tau)} = 1 - e^{-\hat{\lambda}t}$$  \hspace{1cm} (9)

with $\hat{\lambda}$ representing the linear transformation of $\lambda$ given as

$$\hat{\lambda} = \lambda \cdot k.$$ \hspace{1cm} (10)

Let consider the Weibull distribution function with constant parameters $\beta$ and $\eta$ given as

$$H(t) = \left(\frac{t}{\eta}\right)^{\beta}.$$ \hspace{1cm} (11)

Linearly transformed random variable will have the distribution function related on 9. Substituting into $t = G(\tau)$ and modification of $H(t)$ to its original form we obtain the following formula

$$\hat{H}(\lambda) = H(G(\tau)) = \left(\frac{G(\tau)}{\eta}\right)^{\beta} = \left(\frac{\tau}{\eta}\right)^{\hat{\beta}} = \left(\frac{\tau}{\eta}\right)^{\beta}.$$ \hspace{1cm} (12)

It follows that the linear time scale transformation causes a change in the parameter $\beta$ and $\eta$ values hereby

$$\hat{\beta} = \beta,$$ \hspace{1cm} (13)

$$\hat{\eta} = \frac{\eta}{k}.$$ \hspace{1cm} (14)

The failure model of an engine room equipment is typically composed of sub-components, each of which is represented in the form of the Bi-Wibull or Tri-Weibull distribution function. The failure rate has a typical bathtub curve. In accordance to the above described procedure applied to all the parts of the distribution function of each component the failure rate curve transformation is determined as shown in Figure 2.

A change of the distribution function causes modification of the corresponding random variable time scale.

Using the above-mentioned procedure, it is possible to obtain the bathtub curve of the failure rate time progress including end of lifetime period, whole expressed in the effective operational time, clear from influence of operational conditions and renewal repairing effects.

Finally, the expert intervention to the failure rate function can be incorporated to the beginning of the curve, because in the beginning of operation the failure occurs rarely for this type of equipment.

### III. MODELING OF EQUIPMENT CONDITION EVOLUTION

Throughout the world, the information systems are developed with purpose of decision making and maintenance planning support. They are usually based on data given failure risk prediction for the next preventive maintenance planning period. It can be done based on development over time of the state of wear. However, for the proper operation of the information system it is useful to rely on a wear evolution over time rather then failure model, because it is more transparent, verifiable and useful in the maintenance planning process. For that purpose is necessary to transfer basic failure rate model to the dynamic wear state model, which would be able to take into account the corrections based on an actual findings from maintenance.
Dynamic state model in terms of wear is directly derived from the failure rate model. State of the wear is given by failure probability after commissioning. This value is a function of the relative lifetime and is directly related to the integral of the failure rate function $\lambda(t)$. This function indicates what extent the wear probably occurred.

The failure rate function $\lambda(t)$ is related to the relative life of the equipment, which takes values $0 - 100\%$ of the total estimated useful life. Failure rate function values are also normalized so that the area under the curve is unit, i.e.,

$$\int_{0}^{100} \lambda(t) dt = 100\%.$$  \hspace{1cm} (15)

If we consider, that the new (not worn) equipment has $100\%$ condition, then the state of wear denoted as $s_M$ is given by

$$s_M(t) = 100 - \int_{0}^{t} \lambda(\tau) d\tau.$$  \hspace{1cm} (16)

If it is need to express a condition change in term of wear after a certain time period, which is recalculated to the relative lifetime segment expressed by interval $t_{k-1}, t_k$ then it is possible to express the state in the form

$$s_M(t_k) = s_M(t_{k-1}) - \int_{t_{k-1}}^{t_k} \lambda(\tau) d\tau.$$  \hspace{1cm} (17)

The following relationship determine the value of the corrected state $s_C$ based on a model state $s_M$ and the wear state specified by the $s_U$ and their credibilities

$$s_C = s_M \cdot \frac{c_U}{c_M + c_U} + s_U \cdot \frac{c_M}{c_M + c_U},$$  \hspace{1cm} (18)

where $s_M$ and $s_U$ is the state of equipment given by the model and the user, respectively. The credibilities are then denoted $c_M$ and $c_U$ for credibility of the model state $s_M$ and user state $s_U$, respectively.

More about the development of state model of equipment condition you can find in [8]

IV. Conclusion

IS deployed and verified in real in Czech power plant. It deals with the failure rate progress model construction in relation to the dynamic wear state model. There are discussed difficulties and solving methods of the insufficient historical failure data moreover affected by variable operating and maintenance conditions. Finally is proposed the transfer of failure model to the wear state model that offers the better possibilities to verify and refine of the results in form of wear out prediction connected with the failure risk consequences. The proposed model offers a significant support in maintenance optimization with respect to limited resources.
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On improvement of fault-tolerance in distributed hardware-software multi-agent systems and assessment of assured reliability
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Abstract—The problem of fault-tolerance in industry systems that are based on agent technology and consist of an agent model, hosts required for execution of agents and actuators required for interaction of agents with an environment is considered. New model of distributed hardware-software multi-agent system is presented. The reorganization technique is developed based on replication of tasks and actuators and on an introduction of redundant sets of agents and hosts. The presented fault-recovery methodology is developed to deal with failures of tasks, agents, hosts and actuators. Conditions required for success of the developed fault-recovery methodology are determined and the methodology is validated by the stated and proved theorem on fault-tolerance property of redundant distributed hardware-software multi-agent system. The developed methodology for formation of an operability function enables synthesis of analytic reliability function in accordance with logical-and-probabilistic methods. The level of fault-tolerance achieved by the presented fault-recovery methodology is equal to the theoretical assessment of probability of no-failure in accordance with described experiments.
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I. INTRODUCTION

Multi-agent system (MAS) is usually considered as a system in which several agents operate and interact with one another [1]. The lack in fault-tolerance is recognized as one of root causes of small amount of deployed real world multi-agent systems [2], [3].

The problem considered in the article is defined by the following contradiction. On the one hand there is an interest in application of multi-agent technologies to development of various industry systems. We consider an industry system that is based on agent technology as the object of our research and name it distributed hardware-software (DHS) multi-agent system. We state that DHS MAS could not be represented by only a set of agents and shall include hosts required for execution of an agent model and actuators required for interaction of agents with an environment. Thus DHS MAS is prone to faults of each of its components. Whereas it is important to improve fault-tolerance of DHS MAS it is also required to determine a level of the improvement or an assured level of fault-tolerance. On the other hand existing fault-tolerance methods for MAS such as DarX [4], AAA for broker teams [5], Sentinels approach [6], FATMAS [7] consider MAS a set of agents and thus improve fault-tolerance only in cases of occurred faults of individual agents or faults of hosts on that an agent model is deployed for execution. Existing approaches do not provide any assessment of a level of fault-tolerance assured by their utilization and their effectiveness is proved only experimentally.

The objective of the research is to improve fault-tolerance of DHS MAS in cases of failures of agents, tasks of agents, hosts and actuators and to enable a theoretical assessment of assured fault-tolerance level during a design phase.

II. REORGANIZATION TECHNIQUE

Incorporating redundant copies of system components has been recognized as one of the best methods for improvement of fault-tolerance. To define our own reorganization technique we shall at first develop a new model of DHS MAS. We have introduced a term of an agent platform (AP) considered as a component intended for execution of agents and a term of an actuator (ACT) considered as a component intended for interaction with an environment in which MAS is situated. Using such elements of MAS model introduced by FATMAS methodology [7] as tasks and agents we define DHS MAS as an ordered set $MAS = <T, A, HWP, HWR>$, where $T$ is a set of tasks, $A$ – a set of agents, $HWP$ – a set of APs, $HWR$ – a set of ACTs. The configuration of MAS is defined via following set of predicates:

- $confTaskAgent(t, a)$ determines whether a particular task $t$ belongs to a particular agent $a$;
- $confAgentHwp(a, hwp)$ determines whether a particular agent $a$ is deployed in a particular AP $hwp$;
- $reqHwrTask(hwr, t)$ determines whether a particular ACT $hwr$ is required for performing of a task $t$;
- $confHwrHwp(hwr, hwp)$ determines whether a particular ACT $hwr$ is accessible for a particular AP $hwp$, i.e. for all tasks of all agents deployed in AP $hwp$.

We consider a task of DHS MAS as a minimal functional
instance that represents some functionality in accordance with system specification and requirements. We suppose that DHS MAS is in failure if it is not able to perform at least one of its tasks. Failures of all other components lead to inability to perform one or more of system tasks, e.g. tasks deployed in the agent that is in failure state, tasks deployed in all agents situated in AP that is in failure state or tasks that require utilization of the actuator that is in failure state.

It’s suggested to distinguish components of DHS MAS that are unique in terms of implemented functionality such as tasks and ACTs and components that act as universal executive containers. We suppose that each AP shall be able to execute any agent and similarly each agent is supposed to be able to execute any of systems tasks.

Our reorganization technique is based on replication (i.e. creation of a full copy) of functional components as well as on introduction of redundant sets of universal executive containers. Terms of task type and actuator type were introduced based on sets of tasks $T$ and actuators $HWR$ of an existing DHS MAS to deal with identification of equivalent components in such manner that a univocal correspondence exists between a set of types and a set of corresponding components of the existing system. Having introduced sets of types we shall turn the necessity of utilization of a particular ACT for performing of a particular tasks to the necessity of utilization of ACT of a particular type for performing of a task of a particular type.

The developed reorganization technique comprises of following steps:

- define a set of task types and a set of actuator types;
- define necessity of utilization of ACT of a particular type by a task of a particular type;
- introduce replication of tasks and ACTs and define a set of tasks and a set of actuators;
- introduce a redundant set of agents and a redundant set of agent platforms;
- define configuration of DHS MAS in terms of existence of communication links between agent platforms and actuators, deployment of tasks on agents and deployment of agents on APs.

Application of our reorganization technique turns an existing DHS MAS to a redundant one that is defined as an ordered set $RMAS = \langle TT, RT, RA, RHWP, THWR, RHWR\rangle$, where $TT$ is a set of task types, $RT$ – a set of tasks, $RA$ – a set of agents, $RHWP$ – a set of APs, $THWR$ – a set of actuator types and $RHWR$ is a set of actuators. The configuration of the MAS is defined via predicates as follows:

- $confTypeTask(tt, t)$ is true if a type of a task $t$ is $tt$;
- $confTypeHwr(hwr, hwr)$ determines whether a type of an actuator $hwr$ is $thwr$;
- $confTaskAgent(t, a)$ determines deployment of tasks on a set of agents;
- $confAgentHwp(a, hwp)$ determines deployment of agents on a set of agent platforms;
- $reqTHwrTTask(thwr, tt)$ determines whether an actuator of a type $thwr$ is required for performing of a task of a type $tt$;
- $confHwrHwp(hwr, hwp)$ determines whether a particular actuator $hwr$ is accessible for AP $hwp$.

We suppose that there shall be one and only one task in a replication group of equivalent tasks of the same type that exert an influence on an environment. Such task is called an active replica of a particular type. It’s worth noting that one and only one active replica for each task type shall exist in a redundant DHS MAS. The model of a redundant DHS MAS is described in details in [8], [9].

## III. FAULT-RECOVERY METHODOLOGY

### A. Database Schemas

To enable interaction of components in a redundant DHS MAS we have introduced a message-based communication protocol. We suppose that communication may occur only between an executive container and components that are deployed in this container and between agent platforms. It’s also assumed that each AP shall be able to interact with all remote agent platforms via sending broadcast messaging.

We state that agents and APs of DHS MAS shall have limited knowledge regarding system configuration that is enough for successful operation. Thus we have defined database (DB) schemas for agents and APs. An agent $a$ shall manage a DB $ADB(a) = \{ATBT(a), ATBR(a), ATBAT(a)\}$ wherein:

- deployment table $ATBT(a)$ contains records $(t, tt)$ that links the task $t$ deployed in the agent and its type $tt$;
- required actuators table $ATBR(a)$ contains records $(tt, \{thwr\})$ that links a type of task $tt$ with required types of actuators for all task types from $ATBT(a)$;
- active replicas table $ATBAT(a)$ contains records $(tt, t)$ that links a type of task $tt$ and an active replica $t$ deployed in the agent in accordance with $ATBT(a)$.

An agent platform $hwp$ shall manage a DB $HDB(hwp) = \{HTBD(hwp), HTBR(hwp), HTBAR(hwp), HTBAT(hwp)\}$ wherein:

- deployment table $HTBD(hwp)$ contains records $(a, t, tt)$ that links an agent $a$ deployed in AP, a task $t$ deployed in the agent $a$ and its type $tt$;
- required actuators table $HTBR(hwp)$ contains records $(tt, \{thwr\})$ and acts as an aggregator of $ATBR(a)$ tables of all agents deployed in AP;
- available actuators table $HTBAR(hwp)$ contains records $(hwr, thwr)$ that links an available ACT $hwr$ with its type;
- active replicas table $HTBAT(hwp)$ includes record $(tt, a, rhwp)$ for each task type $tt$ that links the task type either with an agent $a$ deployed in this AP if an active replica of type $tt$ is deployed in this agent or with remote agent platform $rhwp$ if an active replica of type $tt$ is deployed in one of agents of remote AP.

It’s worth noting that in a redundant DHS MAS a request to execute a particular task shall be turned to a request to execute a task of a particular type. To enable transparency of our
reorganization technique we suggest handling such requests iteratively by the agent that has received the request from one of its tasks, AP in which the agent is deployed and all remote APs. Let’s consider processing of a request $pfm(tt)$ to execute an active replica of type $tt$ received by the agent $a$ located in AP $hwp$ from one of its tasks. The request is handled in following manner:

- if there is a task $t'$ that is an active replica of type $tt$ in accordance with $(tt, t')$ record in table $ATBAT(a)$ then the agent $a$ shall execute it, otherwise the agent $a$ shall escalate the processing to AP $hwp$ through the $pfm(tt)$ message;
- if an active replica of type $tt$ is located in the agent $a'$ of AP $hwp$ in accordance with $(tt, a', 0)$ record of table $HTBAT(hwp)$ then AP $hwp$ shall request the agent $a'$ to execute an active replica through the $pfm(tt)$ message;
- if an active replica of type $tt$ is located in one of agents of one of remote APs $rhwp$ in accordance with $(tt, 0, rhwp)$ record of table $HTBAT(hwp)$ then AP $hwp$ shall escalate the processing to AP $rhwp$ though the $pfm(tt)$ message.

B. Fault-Recovery Procedures

We state that a redundant DHS MAS is in failure if it is not able to perform an active replica of at least one type. In turn failure of each component of a redundant DHS MAS leads to inability to perform one or more of system tasks. It’s worth noting that some of these tasks are active replicas and some are not. We define fault-recovery task as a problem of search and activation of new replicas of all required types. All fault-recovery procedures are supposed to be performed iteratively in accordance with components hierarchy, i.e. the search procedure starts from the component responsible for failure detection, is escalated through a set of executive containers and may finish in one of remote APs.

We introduce a term of a consistent configuration of a redundant DHS MAS as follows:

- deployment table $ATBT(a)$ of each agent $a$ contains $(t, tt)$ record if and only if the task $t$ is deployed in the agent $a$ (i.e. $confTaskAgent(t, a) = true$) and the task $t$ could be executed;
- deployment table $HTBD(hwp)$ of each AP $hwp$ contains $(a, t, tt)$ record if and only if the task $t$ is deployed in the agent $a$ that is deployed in AP $hwp$ (i.e. $confAgentHwp(a, hwp) = true & confTaskAgent(t, a) = true$), the agent $a$ is not in failure state and the task $t$ could be executed;
- active replicas table $ATBAT(a)$ of each agent $a$ contains record $(tt, t)$ if and only if the task $t$ is an active replica of type $tt$ and there is a record $(tt, t)$ in $ATBT(a)$ (i.e. the task $t$ could be executed);
- available actuators table $HTBAR(hwp)$ of each AP $hwp$ contains record $(hwr, thwr)$ if and only if ACT $hwr$ is not in failure and is accessible (i.e. $confHwrHwp(hwr, hwp) = true$);
- active replicas table $HTBAT(hwp)$ of each AP $hwp$ contains record $(tt, a, 0)$ if and only if the agent $a$ is deployed in AP $hwp$ (i.e. $confAgentHwp(a, hwp) = true$), the agent $a$ is not in failure and there is a record $(tt, t)$ in active replicas table $ATBAT(a)$;
- active replicas table $HTBAT(hwp)$ of each AP $hwp$ contains record $(tt, 0, rhwp)$ if and only if AP $rhwp$ is not in failure and there is a record $(tt, a', 0)$ in active replicas table $HTBAT(rhwp)$;
- active replicas table $HTBAT(hwp)$ of each AP $hwp$ contains record $(tt, a, rhwp)$ for each task type $tt$.

An occurred failure of each component of a redundant DHS MAS breaks a consistent configuration. Thus an appropriate fault-recovery procedure shall restore a consistent configuration by excluding records related to failed components and updating records related to locations of new active replicas in databases.

The $a_r_tpfailit(t)$ procedure shall be performed by an agent $a$ that has detected a failure of its particular task $t$ and comprises of following steps:

- determine a type $tt$ of the task $t$ in accordance with the deployment table $ATBT(a)$;
- remove a record $(tt, t)$ from $ATBAT(a)$;
- remove a record $(tt, t')$ from the active replicas table $ATBAT(a)$;
- send the $a_r_cmdornment(task(t))$ message to AP $hwp$ in that the agent is deployed (processing of the received message by AP will result in excluding $(a, t, tt)$ record from the deployment table $HTBD(hwp)$);
- if the task $t$ is not an active replica of type $tt$ than finish processing;
- if there is a record $(t', tt)$ in the deployment table $ATBT(a)$ then select $t'$ as new active replica, add a record $(tt, t')$ to the active replicas table $ATBAT(a)$ and finish processing;
- send the $req_atask(tt)$ message to AP $hwp$ in that the agent is deployed to escalate the task of fault-recovery.

On reception of the $req_atask(tt)$ message from one of its agents AP $hwp$ shall perform the $h_r_tfailit(tt)$ procedure that comprises of following steps:

- if there is a record $(a', t', tt)$ in the deployment table $HTBD(hwp)$ then select the task $t'$ deployed in the agent $a'$ as new active replica, update the active replicas table $HTBAT(hwp)$ to contain a record $(tt, a', 0)$ for a type of task $tt$, send the $h_cmd_atask(t')$ message to the agent $a'$ and finish processing;
- send the broadcast $req_atask(tt)$ message to all APs to escalate the task of fault-recovery.

On reception of the $h_cmd_atask(t')$ message the agent $a'$ shall add a record $(tt, t')$ to the active replicas table $ATBAT(a)$.

The $recv_req_atask(tt)$ procedure is performed by each AP $rhwp$ on reception of the broadcast $req_atask(tt)$ message from one of APs and comprises of following steps:

- if there is a record $(a', t', tt)$ in the deployment table $HTBD(rhwp)$ then select the task $t'$ deployed in the agent $a'$ as new active replica, update the active replicas table $HTBAT$ to contain a record $(tt, a', 0)$ for a type of task $tt$, send the $h_cmd_atask(t')$ message to the agent $a'$;
- if there is a record $(tt, a', 0)$ in the active replicas table
HTBAT(rhwp) then send the broadcast atask_announce(tt, rhwp) message to all APs. On reception of the broadcast atask_announce(tt, rhwp) message each AP hwp shall update an active replicas table HTBAT(hwp) to contain a record (tt, 0, rhwp) for a task type tt.

The h_r_dfail(tt) procedure shall be performed by AP hwp that has detected a failure of its particular agent a and comprises of following steps:
• let TF be a set of tasks deployed in the agent a, TTF be a set of task types such that the active replica of each type from the said set TTF is located in the agent a;
• add each task t such that there is a record (a, t, tt) in the deployment table HTBD (hwp) to the set TF;
• for each task t from the set TF:
  - if there is a record (tt, a, 0) in the active replicas table HTBAT(hwp) then add the task type tt to the set TTF;
  - remove a record (a, t, tt) from the deployment table HTBD(hwp);
• perform the h_r_dfail(tt) procedure for each task type tt from the set TTF.

The h_r_hwpfail(hwr) procedure shall be performed by each AP hwp that has detected a failure of the accessible actuator hwr and comprises of following steps:
• determine a type thwr of the actuator hwr in accordance with the available actuators table HTBAR(hwp);
• remove a record (hwr, thwr) from HTBAR(hwp);
• if there is a record (hwr, thwr) in the available actuators table HTBAR(hwp) then finish processing as another actuator of the same type is available;
• let TF be a set of tasks that are in failure caused by a failure of the actuator hwr, TTF be a set of task types such an active replica of each type from the said set TTF requires utilization of an actuator of type thwr;
• add each task t of type tt such that there is a record (tt, {thwr_1, ..., thwr_n}) in the required actuators table HTBR(hwp) to the set TF;
• for each task t from the set TF:
  - if there is a record (tt, a, 0) in the active replicas table HTBAT(hwp) then add the task type tt to the set TTF;
  - remove a record (a, t, tt) from the deployment table HTBD(hwp);
  - send the h_cmd_rm_task(t) message to the agent a in that the task t is deployed (processing of the received message by the agent a will result in excluding (t, tt) record from the deployment table ATBT(a) and in excluding of (tt, t) record from the active replicas table ATBAT(a));
• synchronize all APs;
• perform the h_r_dfail(tt) procedure for each task type tt from the set TTF.

The h_r_hwpfail(rhwp) procedure shall be performed by one of APs hwp that has detected a failure of AP rhwp and comprises of following steps:
• let TTF be a set of task types such that the active replica of each type from the said set TTF is located in AP rhwp;
• add each task type tt such that there is a record (tt, 0, rhwp) in the active replicas table HTBAT(hwp) to the set TTF;
• for each task type tt from the set TTF:
  - remove a record (tt, 0, rhwp) from the active replicas table HTBAT(hwp);
  - perform the h_r_dfail(tt) procedure;
  - if there is a record (tt, a, 0) in the active replicas table HTBAT(hwp) (i.e. the h_r_dfail(tt) procedure has resulted in activation of new replica in the agent a of AP hwp) then send the broadcast atask_announce(tt, hwp) message to all APs.

IV. THEOREM ON FAULT-TOLERANCE PROPERTY OF REDUNDANT MULTI-AGENT SYSTEM

To validate the developed fault-recovery methodology we have stated and proved the theorem on fault-tolerance property of a redundant DHS MAS. To define conditions of the theorem we have introduced following additional functions and predicates:

• function agentOfT(t) determines the agent in that the task t is deployed:

\[ \text{agentOfT}(t) = a \iff \text{confTaskAgent}(t, a) = \text{true}, \]

(1)

where \( t \) is a task, \( a \) – an agent;

• function hwpOfT(t) determines AP such that the task \( t \) is deployed in one of agents of this AP:

\[ \text{hwpOfT}(t) = hwp \iff (\exists a \in RA: \text{confTaskAgent}(t, a) = \text{true} \land \text{confAgentHwp}(a, hwp) = \text{true}), \]

(2)

where \( t \) is a task, \( hwp \) is AP, \( a \) – an agent, \( RA \) – a set of agents;

• function reqTHwr(tt) determines a set of actuator types required for performing of a task of type \( tt \):

\[ \text{reqTHwr}(tt) = \{\text{thwr} \in \text{THWR} \mid \text{reqTHwrTTask}(tt, \text{thwr}) = \text{true}\}, \]

(3)

where \( tt \) is a task type, \( \text{thwr} \) – an actuator type, \( \text{THWR} \) – a set of actuator types;

• function tOfTask(t) determines a type of the task \( t \):

\[ \text{tOfTask}(t) = tt \iff \text{confTypeTask}(tt, t) = \text{true}, \]

(4)

where \( t \) is a task, \( tt \) is a task type;

• function tOfHwr(hwr) determines a type of the actuator \( hwr \):

\[ \text{tOfHwr}(hwr) = \text{thwr} \iff \text{confTypeHwr}(\text{thwr}, hwr) = \text{true}, \]

(5)

where \( hwr \) is an actuator, \( \text{thwr} \) is an actuator type;
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- predicate \( atType(tt, t) \) determines whether the task \( t \) is an active replica of type \( tt \).

As was noted above a failure of any component of a redundant DHS MAS leads to inability to perform one or more of system tasks. Thus we introduce the following predicate to define a global state of task failure:

\[
\begin{align*}
failTG(t) &= false \iff (failT(t) = false) \land (failA(agentOfT(t)) = false) \land (failP(hwPOfT(t)) = false) \land (\forall \text{hw}r \in \text{reqTHwr}(t)\text{OfTask}(t), \exists \text{hw}r \in RHWR : 
\text{tOfHwr(hwr)} = \text{thw}r \land \text{failR(hwr)} = false \land 
\text{confHwrHwp(hwr, hwPOfT(t))} = true),
\end{align*}
\]

where \( t \) is a task, \( thwr \) – an actuator type, \( hwr \) – an actuator, \( RHWR \) – a set of actuators.

**Theorem.** The redundant DHS MAS with a consistent configuration will recover from detected failures of agents, tasks, agent platforms and actuators if following conditions are met:

- if failure of a task \( t \) which is the active replica of type \( tt \) is detected then there exists another task \( t' \) of type \( tt \) which is in an operable state:

\[
\begin{align*}
(failT(t) = true \land atType(\text{tOfTask}(t), t) = true) \Rightarrow 
(\exists t' \in RT : (\text{tOfTask}(t') = \text{tOfTask}(t) \land failTG(t') = false)).
\end{align*}
\]

- if failure of an agent \( a \) is detected then for each task \( t_i \) which is deployed in the agent \( a \) and is the active replica of type \( t_i \) there exists another task \( t_i' \) of type \( t_i \) from a set of tasks \( RT \) which is in an operable state:

\[
\begin{align*}
\forall t_i \in RT : (\text{failA}(a) = true \land \text{confTaskAgent}(t_i, a) = true \land atType(\text{tOfTask}(t_i), t_i) = true) \Rightarrow 
(\exists t_i' \in RT : (\text{tOfTask}(t_i') = \text{tOfTask}(t_i) \land failTG(t_i') = false)).
\end{align*}
\]

- if failure of an agent platform \( hwP \) is detected then for each task \( t_i \) that is deployed in one of agents of AP \( hwP \) and is the active replica of type \( tt \) there exists another task \( t_i' \) of type \( tt \) from a set of tasks \( RT \) which is in an operable state:

\[
\begin{align*}
\forall t_i \in RT : (\text{failP(hwP)} = true \land \text{hwPOfT}(t_i) = hwP \land atType(\text{tOfTask}(t_i), t_i) = true) \Rightarrow 
(\exists t_i' \in RT : (\text{tOfTask}(t_i') = \text{tOfTask}(t_i) \land failTG(t_i') = false)).
\end{align*}
\]

- if failure of an actuator \( hw \) of type \( thwr \) is detected then for each task \( t_i \) which requires utilization of an actuator of type \( thwr \) there exists a task \( t_i' \) of type \( tt \) from a set of tasks \( RT \) which is in an operable state:

\[
\begin{align*}
\forall t_i \in RT : (\text{tOfHwr(hw)} \in \text{reqTHwr(\text{tOfTask}(t_i))) \land atType(\text{tOfTask}(t_i), t_i) = true \land \text{failR(hw)} = true) \Rightarrow 
(\exists t_i' \in RT : (\text{tOfTask}(t_i') = \text{tOfTask}(t_i) \land 
\text{failTG(t_i')} = false)).
\end{align*}
\]

Proof. Let’s consider a processing of a request to execute an active replica of a particular type by redundant DHS MAS with a consistent configuration. Let the \( \text{pfm(tt)} \) request be received by an agent \( a_i \) deployed in AP \( hwP \), from its task \( t_i \). As configuration is consistent there is a task \( t_\alpha \) that is an active replica of type \( tt \). If the task \( t_\alpha \) is located in the agent \( a_i \) then due to consistent configuration there is a record \( (tt, t_\alpha) \) in \( ATBAT(a_i) \) and processing of the \( \text{pfm(tt)} \) request by the agent \( a_i \) will result in execution of the task \( t_\alpha \). Otherwise the agent \( a_i \) will send the \( \text{pfm(tt)} \) message to AP \( hwP \). If the task \( t_\alpha \) is located in an agent \( a_j \) of the AP \( hwP \), then there is a record \( (tt, a_j, 0) \) in \( HTBAT(hwP) \) and a record \( (tt, t_\alpha) \) in \( ATBAT(a_j) \). Thus the processing of the \( \text{pfm(tt)} \) message by AP \( hwP \), will result in execution of the task \( t_\alpha \) by the agent \( a_j \). Otherwise AP \( hwP \) will send a broadcast \( \text{pfm(tt)} \) message to other APs. If the task \( t_\alpha \) is located in some agent \( a_j \) of remote AP \( hwP \), then the processing of the \( \text{pfm(tt)} \) message by AP \( hwP \) will result in execution of task \( t_\alpha \) by the agent \( a_j \) similarly to the case of deployment of the task \( t_\alpha \) in the agent \( a_j \) of AP \( hwP \).

As the requested active replica is executed independently of its deployment while DHS MAS configuration is consistent and DHS MAS is supposed to be in non-failure state if it is able to execute an active replica of each type we shall proof that fault-recovery procedures restore a consistent configuration.

Let’s consider a failure of the task \( t \) of type \( tt \). Let \( a \) be an agent in that the task \( t \) is deployed, \( hwP \) be AP in that the agent \( a \) is deployed. In accordance with conditions of theorem there is a task \( t' \) that is not in failure state. In accordance with \( a \_r \_tpfail(t) \) procedure records \( (t, tt) \) of \( ATBAT(a) \) and \( (a, t, tt) \) of \( HTBD(hwP) \) will be removed. At this step a consistent configuration is partially restored in terms of conditions related to deployment tables. If the task \( t \) is not an active replica then processing will be finished, otherwise a record \( (tt, t') \) of \( ATBAT(a) \) will be removed.

If the task \( t' \) is deployed in the agent \( a \) (i.e. a record \( (t', tt) \) exists in \( ATBAT(a) \)) then it will be selected as new active replica. In this case a record \( (tt, a, 0) \) of \( HTBAT(hwP) \) remains valid as well as a record \( (tt, 0, hwP) \) of \( HTBAT(hwP) \) of each remote AP \( hwP \neq hwP \). Thus including a record \( (tt, t') \) in \( ATBAT(a) \) will restore a consistent configuration.

If the task \( t' \) is deployed in the agent \( a_j \neq a \) of the same AP \( hwP \) then it will be selected as new active replica. In accordance with \( h \_r \_fail(t) \) procedure a record \( (tt, a, 0) \) will be changed to a record \( (tt, a_j, 0) \) in \( HTBAT(hwP) \) and a record \( (tt, t') \) will be added to \( ATBAT(a_j) \). A record \( (tt, 0, hwP) \) of \( HTBAT(hwP) \) of each remote AP \( hwP \neq hwP \) remains valid. Thus a consistent configuration is restored.

If the task \( t' \) is deployed in the agent \( a_j \neq a \) of the remote AP \( hwP \neq hwP \) then it will be selected as new active replica. In accordance with \( \text{recv} \_\text{req} \_\text{atask}(tt) \) procedure a record \( (tt, a_j, 0) \) will be added to \( HTBAT(hwP) \) and a record \( (tt, t') \) will be added to \( ATBAT(a_j) \). A record \( (tt, 0, hwP) \) of \( HTBAT(hwP) \) of each remote AP \( hwP \neq hwP \) will be changed to a record \( (tt, 0, hwP) \) in accordance with processing of the broadcast \( \text{atask} \_\text{announce}(tt, hwP) \) message. Thus a
consistent configuration is restored. Consequently consistent configuration of redundant DHS MAS will be restored independently of deployment of the task $t'$. In case of a failure of the agent $a$ deployed in AP $hwp$ each record $(a, t, tt)$ will be removed from $HTBD(hwp)$ in accordance with the $h_r_afail(a)$ procedure and a consistent configuration will be partially restored in terms of conditions related to deployment tables. As was proved for a case of task failure the $h_r_tfail(tt)$ procedure will activate new replica of the required type and will restore a consistent configuration in terms of conditions related to active replicas tables. The $h_r_tfail(tt)$ procedure will be performed by AP $hwp$ for each task type $tt$ such than an active replica of this type were deployed in the agent $a$. In accordance with conditions of the theorem all $h_r_tfail(tt)$ procedures will succeed. Thus a consistent configuration of DHS MAS will be restored.

Cases of failures of actuators and APs are considered in similar manner and were described in details in [8], [10].

V. ASSESSMENT OF ASSURED FAULT-TOLERANCE LEVEL

Our reorganization technique and fault-recovery procedures improve fault-tolerance of DHS MAS. However it is also important to provide an assessment of an achieved level of fault-tolerance. Existing approaches described in [11], [12] enable calculation of probability of survival only in case of failures of hosts of a network on which MAS is deployed. So we have decided to use logical-and-probabilistic methods that enable synthesis of a reliability function of a system in an analytic form [13]. These methods are based on transformation of a logical operability function that determines a state of the system based on states of its components to such form which allows replacement of logical operators with arithmetical operators and logical variables with corresponding probabilities of no-failure [13]. Therefore there is a need for methodology for formation of an operability function of redundant DHS MAS.

As we have stated that redundant DHS MAS is in failure if it is not able to perform an active replica of at least one type we have defined the criteria of serviceability as follows:

$$\forall tt \in TT, \exists t \in RT: failTG(t) = false,$$

where $tt$ is a task type, $t$ – a task, $RT$ – a set of tasks.

Our methodology for formation of an operability function is based on introduced terms of minimal functional configuration (MFC) and minimal operable configuration (MOC). We define MFC as an ordered set $<MT, MA, MHWP>$, where $MT$ is a set of tasks, $MA$ – a set of agents, $MHWP$ – a set of APs. Each MFC shall represent one of the shortest paths of successful operation [13] without considering the necessity of actuators utilization. Thus MFC shall contain a minimal set of tasks required for successful operation of the redundant DHS MAS as well as sets of agents and APs required for execution of these tasks. We define MOC as an ordered set $<MFC, MWR>$, where $MFC$ is a minimal functional configuration, $MWR$ – a set of actuators of MOC. MOC shall represent the shortest path of successful operation in accordance with logical-and-probabilistic method. It’s well known that an operability function may be formed as a disjunction of all conjunction defined by the shortest ways of successful operation [13]. Thus the operability function of the redundant MAS shall be determined in following manner:

$$\bigvee_{MOC} \left[\left(\bigwedge_{w \in MT} w(t)\right) \land \left(\bigwedge_{a \in MA} w(a)\right) \land \left(\bigwedge_{hwps \in MHWP} w(hwp)\right)\right]$$

(12)

In (12) $MOC$ is a minimal operable configuration, $MT$, $MA$, $MHWP$ are respectively sets of tasks, agents and APs of MFC used for construction of MOC, $MWR$ is a set of actuators of MOC, $t$, $a$, $hwp$, $hwr$ are respectively a task, an agent, AP and an actuator, $w()$ is a logical function representing a state of particular component.

Determination of all MOCs is required for formation of an operability function in form (12). The methodology for formation a set of all MOCs was developed. To define the methodology we have introduced a set of additional functions:

- $tasksOfTT(tt)$ determines a set of tasks of a particular type:

$$tasksOfTT(tt) = \{t \in RT | confTypeTask(tt, t) = true\},$$

(13)

where $tt$ is a task type, $t$ – a task, $RT$ – a set of tasks;

- $rTHwrOpP(MFC, hwp)$ determines a set of actuator types required for performing tasks of MFC that are deployed in agents of AP $hwp$:

$$rTHwrOpP(MFC, hwp) = \{hwr \in RTHWR | \exists t \in MT \in MFC, \exists a \in MA \in MFC :\,$$

$$\forall t \in MT \in MFC, \forall a \in MA \in MFC : confTaskAgent(t, a) = true \land confAgentHwp(a, hwp) = true \land hwr \in reqTHwr(tt)(t)\},$$

(14)

where $hwp$ is AP, $thwr$ – ACT type, $RTHWR$ – a set of ACT types, $t$ – a task, $MT$ – a set of tasks of MFC, $a$ – an agent, $MA$ – a set of agents of MFC;

- $avTHwrOpP(MFC, hwp, thwr)$ determines a set of actuators of a type $thwr$ that are accessible for AP $hwp$:

$$avTHwrOpP(MFC, hwp, thwr) = \{hwp \in RHRWR | \,$$

$$\forall hwp \in RHRWR, confHwpHwp(hwp, hwr) = true \land tOfHwr(hwr) = thwr\},$$

(15)

where $hwp$ is AP, $hwr$ – ACT type, $RHRWR$ is a set of ACTs.

First of all a set $MTA$ of all sets of tasks $MT$ that could act as a base of MFC is formed as follows:

$$MTA = \prod_{\forall t \in TT} tasksOfTT(t) = \{MT_k = (t_1, \ldots, t_n) | n = |TT|, \forall i, \forall j : tOfTask(t_i) \neq tOfTask(t_j)\},$$

(16)
that could be used for formation of MOC based on this MFC:  

- determine whether MFC could be used for formation of MOC in terms of availability of actuators of all required types based on following condition:

\[
\forall hwp \in MHWP \in MFC, \forall hwr \in rTHwrOp(MFC, hwp), avTHwrOp(MFC, hwp, thwr) \neq \emptyset,
\]

where \( hwp \) is AP, \( hwr \) is ACT type.

- for each AP of MFC determine a set of all sets of ACTs \( MRh \) that include one and only one ACT of each ACT type required for performing of tasks of MFC deployed in agents of this AP:

\[
MRHA(MFC, hwp) = \{MRh = \{hwr\}\} = \bigwedge_{\forall thwr \in rTHwrOp(MFC, hwp)} \bigwedge_{avTHwrOp(MFC, hwp, thwr)} (\emptyset),
\]

where \( hwp \) is AP, \( hwr \) is ACT, \( thwr \) is ACT type;

- determine a set \( MRAP \) of all sets of ACTs \( MR \) that could be used to build MOC based on this MFC:

\[
MRAP(MFC) = \{MR = \{MRC\} = \bigwedge_{\forall MRh_i \in MRU(MFC)} \bigwedge_{\forall hwp \in MHWP(MFC)} \bigwedge_{\forall hwr \in hwp(MFC), hwr \neq \emptyset} (\emptyset),
\]

where \( hwp \) is AP, \( MHWP \) is a set of APs of MFC, \( MRH \) is determined in accordance with (19);

- determine a desired set \( MRA \) by excluding from a set \( MRAP \) (20) such sets \( MR \), that do not meet the condition required for treatment of MOC as the shortest way of successful operation:

\[
MRA(MFC) = \{MR \in MRAP(MFC) | \forall hwr \in MR, hwp \in MHWP(MFC) : [\exists a \in MA, \exists t \in MT : agentOfT(t) = a \land confAgentHwp(a, hwp) = true \land tOHwr(hwr) \in reqTHwr(tOTask(t)) \land tOHwr(hwr) = true \land tOHwr(hwr') \neq true \Rightarrow (tOHwr(hwr') \neq tOHwr(hwr))},
\]

where \( hwr, hwr' \) are ACTs, \( hwp \) is AP, \( a \) is an agent, \( t \) is a task, \( MHWP, MA, MT \) are respectively sets of APs, agents and tasks of MFC.

A determined set \( MOCA \) of all MOCs of redundant DHS MAS is as follows:

\[
MOCA = \{MOC = (MFC_i, MR_i) | \forall MFC_i \in MFCA, \forall MR_i \in MRA(MFC_i),
\]

where \( MOC \) is minimal operable configuration, \( MFC_i \) is minimal functional configuration, \( MR_i \) is a set of ACTs, \( MFCA \) is determined in accordance with (17), \( MRA \) is determined in accordance with (21).

Based on a set of all MOCs (22) the logical operability function of a redundant DHS MAS could be formed in accordance with (12). The formation of the operability function of the redundant DHS MAS in the form (12) enables application of logical-and-probabilistic methods for its transformation and synthesis of the reliability function in an analytic form.

VI. Experiment

The hypothesis to be verified through a set of experiments is as follows: the level of fault-tolerance achieved through utilization of the developed fault-recovery methodology is equal to the theoretical assessment. Experiments are based on statistical modelling of time to failure of all components and further processing of the obtained sequence of failures on the imitation model of test DHS MAS.

The first test redundant DHS MAS (RMAS1) is presented on Fig. 1 and is defined by following sets: a set of task types \( TT = \{t_{110}, t_{210}, t_{310}\} \), a set of tasks \( RT = \{t_{110}, t_{120}, t_{210}, t_{220}, t_{310}, t_{320}\} \), a set of agents \( RA = \{a_{12}, a_{22}, a_{32}, a_{42}\} \), a set of APs \( RHWP = \{h_{11}, h_{22}, h_{33}\} \), a set of ACT types \( THWR = \{r_{11}, r_{12}, r_{21}, r_{22}, r_{31}, r_{32}\} \) and a set of ACTs \( RHWR = \{r_{111}, r_{121}, r_{211}, r_{221}, r_{311}, r_{321}\} \).

The configuration of DHS MAS RAMS1 is as follows:

- \( confTypeTask \) is true on a set \( \{(t_{110}, r_{111}), (t_{110}, r_{121}), (t_{120}, r_{212}), (t_{120}, r_{222}), (t_{310}, r_{313}), (t_{310}, r_{323})\} \);
- \( confTypeHwr \) is true on a set \( \{(r_{11}, r_{111}), (r_{11}, r_{112}), (r_{21}, r_{211}), (r_{21}, r_{212}), (r_{31}, r_{311}), (r_{31}, r_{312})\} \);

\[Fig. 1. Redundant DHS MAS configuration (RMAS,).\]
• confTaskAgent is true on a set \{(t_{110}, a_{12}), (t_{120}, a_{22}), (t_{120}, a_{22}), (t_{130}, a_{22}), (t_{132}, a_{22})\};
• confAgentHwp is true on a set \{(a_{12}, h_{13}), (a_{22}, h_{23}), (a_{32}, h_{33})\};
• reqTHwrTTask is true on a set \{(r_{13}, t_{139}), (r_{13}, t_{339}), (r_{13}, t_{139}), (r_{13}, t_{339})\};
• confHwrHwp is true on a set \{(c_{111}, h_{13}), (r_{11}, h_{13}), (r_{11}, h_{33}), (r_{221}, h_{23}), (r_{221}, h_{33}), (r_{311}, h_{23}), (r_{311}, h_{33}), (r_{311}, h_{33})\}.

The second test redundant DHS MAS (RMAS2) is characterized by an increased level of redundancy and its configuration is presented on Fig. 2.

![Fig. 2. Redundant DHS MAS configuration (RMAS2)](image)

Experimental assessments of probability of no-failure \(PS(t)\) as well as analytic reliability functions \(PA(t)\) for test DHS MASs RMAS1 and RMAS2 are presented on Fig. 3.

![Fig. 3. Reliability functions and experimental assessments of probability of no-failure](image)

VII. CONCLUSION

A distributed hardware-software multi-agent system has been considered as the object of the research. The developed model of DHS MAS enables determination of new fault-tolerance approaches. The presented reorganization technique is based on replication of tasks that are considered as minimal functional instances and actuators as well as on introduction of redundant sets of agent platforms and agents that are treated as universal executive container for agents and tasks respectively. The developed fault-recovery methodology defines a set of fault-recovery procedures required to deal with failures of individual agents, tasks, agent platforms and actuators.

The set of conditions required for success of fault-recovery procedures was determined and the theorem on fault-tolerance property of redundant DHS MAS was stated and proved to validate new fault-recovery methodology.

The developed methodology for construction of a logical operability function of a DHS MAS enables utilization of logical-and-probabilistic methods for theoretical assessment of an assured level of fault-tolerance during a design phase. In accordance with performed experiments the level of fault-tolerance achieved by utilization of developed fault-recovery procedures is equal to the theoretical assessment.
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General Theory for Reproducible Data Processing: Apparatus Function and Reduction to an "Ideal" Experiment

R.R. Nigmatullin*, D. Striccoli† and W. Zhang‡

Abstract—The authors suggest a general theory for consideration of all experiments associated with measurements of reproducible data in one unified scheme. The suggested algorithm does not contain unjustified suppositions and the final function that is extracted from these measurements can be compared with hypotheses that are suggested by the theory adopted for the explanation of the object studied. This true function is free from the influence of the apparatus (instrumental) function (AF) and when the "best fit" or the function is free from the influence of the apparatus adopted for the explanation of the object studied. This true comparison with hypotheses that are suggested by the theory can lead to reconsideration of the conventional point of view on treatment of reproducible data and create a new trend in the science as the data/signal processing.

I. DESCRIPTION OF THE TREATMENT PROCEDURE

Let us remind the definition of an ideal experiment that will be used in this paper. Let us suppose an object under study, a deterministic (or control) variable x that interacts with the object, and forms a desired response Pr(x). In an ideal reproducible experiment, this response is reproduced by each current measurement:

\[ y_m(x) \approx \text{Pr}(x + m \cdot T_i) = \text{Pr}(x + (m - 1) \cdot T_i), \]

\[ m = 1, 2, \ldots, M. \]  

Here \( x \) – is the external (control) variable, \( T_i \) is a "period" of experiment expressed in terms of the control variable \( x \). In expression (1) we make only one supposition that the properties of the object studied during the period of "time" \( T_i \) is not changed. As one can notice from (1) each current measurement in ideal experiment is independent from the previous responses and in this sense it does not have a memory (strong correlations between neighboring measurements). If \( x = t \) coincides with temporal variable then \( T_i = T \) coincides with the conventional definition of a period. The solution of this functional equation is well-known and (in case of discrete distribution of the given data points \( x = x_j \); \( j = 1, 2, \ldots, N \)) coincides with the segment of the Fourier series

\[ \text{Pr}(x) = A_0 + \sum_{k=1}^{K} \left[ A_c \cos \left( \frac{2\pi k X}{T_i} \right) + A_s \sin \left( \frac{2\pi k X}{T_i} \right) \right] \]

We deliberately show only the segment of the Fourier series used in this approach as a fitting function because in reality all
data points are always discrete and the number of "modes" \( k = 1, 2, \ldots, K \) (coinciding with the coefficients of the Fourier decomposition) is limited. We define here and below by the capital letter \( K \) the finite number of modes. The value of \( K \) can be calculated by supposing that the relative error is located in the interval [1%-10%]. This interval provides the desired fit of the measured function \( y(x) \) to \( P(x) \) with initially chosen number of modes \( k = 1, 2, \ldots, K \) figuring in (2). From relationships (1), (2) one important conclusion follows. For ideally reproducible experiment, which satisfies to condition (1) the segment of the F-transform (2) can be used as an intermediate model (IM) and the number \( 2K+2 \) of decomposition coefficients \( (A_0, A_1, A_2) \) (we should calculate the unknown value of \( T \), as additional nonlinear fitting parameter also) can be used as a set of the fitting parameters belonging to the IM. The meaning of these coefficients is well-known and actually this set defines the amplitude-"frequency" response (AFR) associated with the recorded "signal" \( y(x) \approx P(x) \) coinciding with the measured function. Here we increase only the limits of interpretation of the conventional F-transform with respect to any deterministic/control variable \( x \) (including frequency also, if the control variable \( x \) coincides with some current \( o \)) and show that the segment of this transformation can be used as a fitting function for quantitative description of an ideal experiment.

But, as it has been shown in papers [1-3] the real measurements are the strongly-correlated and have a memory. In this case they are described in terms of the Prony's decomposition that follows as the general solution from the functional equation

\[
F(x + LT) = \sum_{l=0}^{L-1} a_l F(x + lT) + b
\]

In reality, as we will see below, one can calculate easily the set of the parameters \( \{a_l, b\} \) by the linear least-square method (LLSM) if we suppose that \( L = M \), where \( M \) coincides with the last measurement. But, up to now, we do not know how to calculate the true value of \( L \). This true value of \( L \) is associated probably with deep physical reasons and finding of the value \( L \) merits a special research. The functional equation (11) describes mathematically a wide class of the QP processes and can be interpreted as follows. The measurement process that takes place during the interval \([T_l, (l+1)T]\) partly depends on the measurements that have been happened on the previous temporal intervals \([T_l, (l+1)T]\) with \( l = 0, 1, \ldots, L-1 \). The set of the constants \( \{a_l\} \) \((l = 0, 1, \ldots, L-1)\) can be quantitatively interpreted as the influence of a memory (strong correlations) between the successive measurements.

But many tests realized with available data [1-3] show that high-frequency fluctuations destroy a memory and in the case of their small influence the value of \( L \) accepts the values one or two only \((L=1,2)\). The functional equation (3) describes mathematically a wide class of the quasi-periodic (QP) processes and the general solution of this equation is written in the form

\[
(A) \quad \sum_{l=0}^{L-1} a_l \neq 1: F(x) = \sum_{l=0}^{L-1} (\kappa_l)^{x/T} P_l(x) + c_0,
\]

\[
c_0 = \frac{b}{1 - \sum_{l=0}^{L-1} a_l},
\]

\[
(B) \quad \sum_{l=0}^{L-1} a_l = 1: F(x) = \sum_{l=0}^{L-1} (\kappa_l)^{x/T} P_l(x) + c_l \frac{x}{T},
\]

\[
c_l = \frac{b}{L - \sum_{l=0}^{L-1} a_l}.
\]

Here the functions \( P_l(x) \) define a set of periodic functions \((l = 1, 2, \ldots, L)\) from expression (3), the values \( \kappa_l \) coincide with the roots of the characteristic polynomial

\[
P(\kappa) = \kappa^L - \sum_{l=0}^{L-1} a_l \kappa^l = 0.
\]

In general, these roots can be positive, negative, \( g \)-fold degenerated (with the value of the degeneracy \( g \)) and complex-conjugated. This peculiarity distinguishes this decomposition from the conventional Prony decomposition considered in papers [4-5]. We should note also that for the case \( B \) in (4) one of the roots \( \kappa_l \) coincides with the unit value \((\kappa_{L=1}=1)\) that leads to the pure periodic solution. As before, the finite set of the unknown periodic functions \( P_l(x, T) \) \((l=1,2,\ldots,L)\) is determined by expression (2). Now one can formulate the basic question: if we accept the verified and justified hypothesis (3) then it is become possible to eliminate the roots \( \kappa_l \) from solutions (4) and reduce the real measurements to the situation of ideal experiment (1) without memory? The positive answer on this key question is contained in expression below. For this case we have the following system of linear equations

\[
F(x) = \sum_{l=1}^{L} EP_l(x) + c_0,
\]

\[
F(x + T) = \sum_{l=1}^{L} \kappa_l EP_l(x) + c_0,
\]

\[
F(x + (L-1)T) = \sum_{l=1}^{L} \kappa_l^{L-1} EP_l(x) + c_0,
\]

where \( EP_l(x) = (\kappa_l)^{x/T} P_l(x) \), \( l = 0, 1, \ldots, L-1 \), or \( P_l(x) = EP_l(x) \cdot (\kappa_l)^{-x/T} \).

From this linear system one can find easily the unknown functions \( EP_l(x) \) and then restore the unknown set of periodic functions \( P_l(x) \). It means that becomes possible to realize the reduction of a wide class of reproducible measurements presented initially in the frame of the desired IM and corresponding to the Prony's decomposition to an ideal experiment where only one periodic function figures. We note that the \( L \)-th order determinant of system (6) coincides with well-known Vandermonde determinant. It does not equal to
zero if all roots of equation (5) are different. So, finally we obtain only one ideal periodic function that corresponds to the reduction of the real set of measurements to an ideal (perfect) experiment

\[ Pf(x) = \sum_{l=0}^{L} P_l(x) \]  

(7)

The transition from real experiment (6) to an ideal one (7) eliminates the influence of the apparatus (instrumental) function and helps to reduce the IM that is expressed by the AFR of the function (7). The decomposition coefficients \( A_0, T_x, Ac, AS_x, k=1,2,….K \) entering into expression (7) of the last expression describe the total reproducible experiment studied quantitatively.

Unfortunately, the lack of space does not allow us to include the detailed description of original experiment related to quantitative analysis of exchange by EM packets between two wireless sensor nodes. This accurate experiment was successfully realized by one of the coauthors (D. Striccoli in DEI, Bari, Italy). We have also other examples based on available data and related to reproducible experiments performed in analytical chemistry and EPR (electronic paramagnetic resonance). All of them can be described in the frame of this general theory suggested above.

In the end of this short paper we should mark that the acceptable algorithm used for description of real data was described preliminary in paper [6] and some original results that are associated with consideration of other experiments have been submitted recently for publication.

II. RESULTS AND REMAINING PROBLEMS

To conclude this final section it is necessary to formulate a couple of problems that can merit an interest for the further research:

1. The memory problem that is appeared between neighboring measurements is not solved. Based on analysis and processing of many available data we proved only that the high-frequency fluctuations destroy a memory but the deep physical reasons that create this phenomenon are not known. In other words, in spite of the fact that long memory during the period of "time" \( T_x \) between all successive measurements exits \( (L=M) \) the reasons of appearance of a partial memory when \( L < M \) are not clear. In this and other papers [6] we show only how to reduce approximately this true memory to three basic mean functions \( ymn(x), yup(x), ydn(x) \) that divide all measurements on three clusters covering the measurements close to ideal group (ymn(x)) and "marginal" measurements having the slopes exceeding the unit value (yup(x)) and less the unit value (ydn(x)), correspondingly. These three functions help to solve a problem of elimination of the apparatus function (AF). The explanation of this general phenomenon will be interesting for many researches working in different branches of natural science.

2. We found the key point that conciliates theory and experiment. All competing hypothesis should be presented in the form of the segment of the F-transform and compared with the function (7) that is obtained from reproducible measurements. This specific check-point can be sometimes crucial for experimentalists and theoreticians trying to understand the natural phenomenon studied from two opposite sides. But the justified "logic" of the paper and [6] prompts that the coincidence of the arguments from both sides should be focused on the attentive analysis of expression (7). The illustrative examples taken from the available experiments lead to the same conclusions. So, one can formulate a problem of creation of the unified metrological standard (UMS) that should be accepted by many experimentalists in order to supply their reliable data to theoreticians that want to understand the phenomenon studied from the opposite side.
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Abstract—A formulation of the integral method for calculating time dependent electromagnetic fields and the eddy currents in conducting objects is considered in this paper. The current density vector is approximated by facet vector functions. Independent variables are associated with the co-tree branches of the graph built at the basis of triangular or tetrahedral mesh covering the space filled with conducting material. A system of algebraic equations for the unknown current density values is formed for the closed loops corresponding to the co-tree branches. The proposed method has been verified by solving a test problem for which an analytical solution is available.

Keywords—magnetic field, eddy currents, integral equation, finite element method, facet elements.

I. INTRODUCTION

Integral methods are used successfully for modeling time dependent electromagnetic fields in conducting objects. Some formulations exploit different electromagnetic potentials or their combinations [1]–[3]. The current density vector together with the scalar electric potential are used to calculate eddy currents in conducting objects in frame of the Partial Element Equivalent Circuit formulation, originally proposed in [4]. This approach is implemented to the eddy currents modeling in 2D systems [5]–[7]. The current density vector is also used as a main variable in integral formulations for modeling surface currents in good conductors [8]–[9].

In this paper we propose a general formulation of such problem with the current density vector being the only main variable. Let us consider a system of equations governing the electromagnetic field inside conducting media:

\[
\begin{align*}
\mathbf{J} & = \nabla \times \mathbf{B} \\
\nabla \cdot \mathbf{J} & = 0
\end{align*}
\]  

and the standard constitutive relations for the conducting non-magnetic media:

\[
\mathbf{E} = \varepsilon \mathbf{J} \\
\mathbf{B} = \mu \mathbf{H}
\]

The field intensity at any point of the considered space may be expressed as a superposition of the external field \( \mathbf{H}_e \) and the field \( \mathbf{H}_i \) induced by the eddy currents circulating in the conducting object:

\[
\mathbf{H} = \mathbf{H}_e + \mathbf{H}_i
\]

Both components of the magnetic field may be calculated using the Biot-Savart law:

\[
\mathbf{H}_i(\mathbf{r}) = \frac{1}{4\pi} \int \frac{\mathbf{J}(\mathbf{r}') \times (\mathbf{r} - \mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|^3} dV'
\]

Such presentation of the field intensity automatically fulfills the first and the second equations of the system (1) for the currents satisfying (2). Combining (3) and (1) we can derive an integro-differential equation:

\[
\nabla \times \mathbf{E} = \frac{1}{4\pi} \int \frac{\mathbf{J}(\mathbf{r}') \times (\mathbf{r} - \mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|^3} dV' + \mathbf{H}_m
\]

Together with the relation (2) and appropriate boundary conditions for the normal component of the current density vector on the conductor surface the last equation defines a unique solution for the current density vector. This form of the integro-differential equation for the current density vector does not require introducing the scalar electric potential.

II. APPROXIMATION OF THE INTEGRO-DIFFERENTIAL EQUATION

A. A Choice of Independent Variables.

To solve numerically the equation (4) we split space filled with the conductor into a set of triangular or tetrahedral...
elements depending on the space dimension. The unknown current density distribution is approximated by a superposition of the vector finite functions associated with the facets of the generated mesh:

$$\vec{J}(r) = \sum_{i=1}^{n} J_i \vec{\phi}_i(\vec{r})$$  \hspace{1cm} (5)$$

with \(\vec{\phi}(\vec{r})\) being the facet functions and \(J_i\) the components of the current density vector normal to the facets. Such choice of the current density approximation provides the continuity of the normal components of this vector by default and gives a simple way to set appropriate boundary conditions.

Evidently some of the values \(J_i\) are not independent because they should satisfy restriction (2). So a proper choice of the independent variables and corresponding functions should be undertaken. For this purpose we build a graph corresponding to the tetrahedral (or triangular in the case of a 2D problem) mesh. The nodes of the graph are associated with the central points of the elements. Each branch of the graph connects the centers of neighboring elements and so crosses one facet. Example of such graph corresponding to 2-dimensional object is shown in Fig. 1.

![Graph corresponding to the triangular mesh.](image)

Fig.1. A graph corresponding to the triangular mesh.

The full graph of the mesh is separated into the main tree and the co-tree. Every section of the graph (closed line crossing only one tree branch) forms a closed surface (or loop in 2D) and so may be used to set a constitutive relation, equivalent to the equation (2):

$$\sum_{i=1}^{n} w_i s_i J_i = 0,$$

where \(w_i = \pm 1\) is a multiplier depending on the direction of the current density with respect to the normal to the facet vector. Consequently only the variables corresponding to the co-tree branches may be regarded as independent.

Similar approach to this problem for the case of thin conducting plates when the surface charges and scalar electric potentials induced by the eddy currents may be neglected was described in [10].

B. Forming a System of Algebraic Equations.

In the general case the algebraic equations for the unknown current density values may be formed for the closed loops consisting of the graph branches. Such loop should include only one co-tree branch, while all others should belong to the main tree. Integration of the equation (4) along such closed lines gives:

$$\oint \vec{J}(\vec{r}) \cdot d\vec{l} + \frac{\mu_0}{4\pi} \int \frac{d\vec{A}(\vec{r})}{\left|\vec{r}' - \vec{r}\right|} dV' = -\int \frac{\mu_0}{4\pi} \frac{d\vec{A}(\vec{r})}{\left|\vec{r}' - \vec{r}\right|} dV', \hspace{1cm} (6)$$

where \(\vec{A}(\vec{r})\) is the magnetic vector potential induced by external sources. To derive the last equation we transformed integrals over the area to the integrals over the bounding closed lines using the Stokes’ theorem. Evidently the number of the equations is equal to the number of unknowns and all these equations are linearly independent. Presentation of the current density vector \(\vec{J}(\vec{r})\) in a form of (5) gives a system of algebraic equations with the unknown values \(J_i\).

For the first order facet functions used for approximation the current density vector is constant inside each element because of additional restriction (2):

$$\vec{J}(r) = \sum_{i=1}^{n} J_i \vec{\phi}_i(\vec{r}) = \text{const}$$  \hspace{1cm} (7)$$

For such approximation of the unknown function we used analytical expressions for the vector potential induced by the eddy currents flowing in the tetrahedral elements [11] - [12]:

$$\vec{A}(\vec{r}) = \int \frac{\vec{J}(\vec{r}')}{{\left|\vec{r}' - \vec{r}\right|}} dV'.$$

C. Choice of the Central Points of the Elements.

Transformation of the integral equation (6) to the system of algebraic equations depends on the position of the central point of the elements. The most convenient position of this point was found to be a center of the circumscribed sphere (circle in the 2D case). Such choice provides relatively simple presentation for the integrals in (6).

Let us consider a fragment of a loop connecting a node inside an element with the center of the \(n\)-th facet (Fig.2).
An integral from the current density vector along such line may be presented, taking into account (5), as:

\[ \int_{0}^{C} \mathbf{J}(\mathbf{r})d\mathbf{l} = \sum_{k=1}^{K} J_{k} \cdot \int_{0}^{C} \mathbf{\psi}_{k}(\mathbf{r})d\mathbf{l} \quad (8) \]

Similar expressions may be derived for the second term in the left part of the integral equation (6).

It is worthy to note that the considered choice of the central point is valid even in the case when this point lies outside the element (but inside the conducting object).

III. TEST PROBLEM

To verify the proposed algorithm we considered a long hollow conducting cylinder in the uniform external magnetic field with the harmonic time dependence:

\[ B(t) = B_{m} \cdot \sin(\omega t) \]

To investigate this problem we applied a standard procedure:
- introduced complex amplitudes for the main time dependent variables \( \mathbf{J}(\mathbf{r}) \) and \( \mathbf{A}(\mathbf{r}) \);
- transformed the integral equation (6) to the corresponding complex form:

\[ \oint \mathbf{J}(\mathbf{r}) \cdot d\mathbf{l} + \frac{k^{2}}{4\pi} \oint d\mathbf{l} \int \oint \mathbf{J}(\mathbf{r'}) \cdot d\mathbf{V'} = -\frac{k^{2}}{\mu_{0}} \oint \mathbf{A}(\mathbf{r})d\mathbf{l} . \]

The factor \( k^{2} \) here is defined by the relation

\[ k^{2} = j \omega \mu_{0} \gamma, \]

where \( j \) is the imaginary unit, \( \omega \) is the angular frequency and \( \gamma \) is the material conductivity.

The direction of the field intensity vector is parallel to the cylinder axis. The inner and outer radii are equal to 0.5 and 1.0 m. This problem was chosen for analysis because the corresponding analytical solution may be easily derived.

Typical triangular mesh after the discretization of the problem space is shown in Fig. 3.
The main series of calculations was performed for the mesh with the total number of the nodes \( N = 2511 \) and the elements \( I = 4800 \) which corresponds to 30 radial and 80 axial layers in the discretized problem space. The total number of unknowns in such a case was equal to \( K = 2429 \).

The current density and field intensity distributions depend strongly on the penetration depth of the alternating electromagnetic field into the conducting material

\[
\delta = \sqrt{\frac{2}{\omega \mu_0 \gamma}}.
\]

For this parameter we chose a value of \( \delta = 0.1 \) m. Such choice corresponds to the strong radial dependence of the current density (Fig. 4).

The results of the eddy current computation (the amplitude and the phase) are shown in Fig. 4 – Fig. 5. These distributions demonstrate a reasonably good agreement between the numerically and analytically derived data.

IV. CONCLUSIONS

In this paper we describe a universal integral formulation for the eddy current computation. The proposed method may be applied for both 2D and 3D problems and does not require any gauging conditions for the main variable and gives a simple and natural way of involving boundary conditions. It is important that the developed algorithm is valid for the simply connected and multiply connected problem spaces without any modifications.

Approximation of the unknown current density vector is done on the basis of the facet vector functions. A proper choice of the independent unknowns provides a solution of the problem which satisfies one of the Maxwell equations (2) by default. For this purpose we build a graph with the nodes in the centers of the elements and branches crossing the element facets. A graph co-tree defines a set of independent variables. The algebraic equations approximating the integral equation (6) are formed for the closed loops corresponding to the co-tree branches. The proposed algorithm is verified by calculating eddy currents in a hollow conducting cylinder immersed in the uniform alternating magnetic field.

REFERENCES

A Soft Clustering Approached with Feature Reduction using Principal Component Analysis

Phichete Julrode

Abstract—This paper, investigates on using feature reduction based method, principal component analysis (PCA) with soft clustering approaches for medical diagnosis applications. The problems of high dimensional, noisy data and hidden outliers, which usually occur in the field of medical diagnosis, can seriously spoil the computation of several types of learning, including medical related clustering. The two particular soft clustering approaches, fuzzy c-means (FCM) and fuzzy ant based clustering (FAC) are applied in this paper as their soft clustering feature, support the increase of sensitivity for medical diagnosis. PCA is employed as preprocess of FCM and FAC for relieving the curse of high-dimensional, noisy data. Comparison tests among related methods, PCA-FCM, PCA-FAC with FCM and FAC alone are evaluated in terms of clustering objective function and adjusted rand index. In addition, dimension reduction, resulted from PCA is determined. Five significant medical data sets are employed in the experiments. Within the scope of this study, the superiority as well as the importance of using PCA as preprocessing of the efficient traditional FCM and FAC are pointed out.

Keywords—Feature reduction, Principal component analysis, Fuzzy c-means, Fuzzy ant based clustering.

I. INTRODUCTION

Early detection of medical diagnosis problems such as breast cancer and diabetes, etc. is important to increase the chance of successful treatment. Clustering is a popular data analysis method and plays an important role in data mining. It is used in several medical applications, for instance grouping related information from a patient's health history, physical examination, and laboratory results as part of the process of making a diagnosis. Soft clustering method, fuzzy c-means (FCM) algorithm [1], [2] has been used extensively. It yields the degree of membership value in each cluster; thus allows one piece of data to belong to two or more clusters. The other soft clustering that would be mentioned here refers to fuzzy ant based clustering (FAC) algorithm [3], [4]. Instead of using an arithmetic mean, fuzzy ant based clustering uses the arithmetic mean with euclidean distance average. Moreover, FAC associates the influence weight of a multi-data on the cluster center in the following iterations [5]. FCM as well as FAC retain more information from the original data than those of crisp or hard. The feature, related to the degree of membership provides the increase of sensitivity for medical diagnosis.

In several real-world especially medical applications, there have usually been the severe problems of high dimensional, noisy data and outliers. Such problems seriously spoil the computation of several types of learning, including clustering. In addition, irrelevant dimensional features deteriorate the generalizing performance of clustering. A linear feature reduction method, principal component analysis (PCA) is one of the important tools for coping with such dimensionality problems [6], [7]. In order to perform dimension reduction or features reduction, PCA maps the original predicting features into smaller numbers of features.

Thereby, this paper applies PCA as preprocess of the soft clustering method, FCM and FAC. This would lead to the improvement of the clustering efficiency. The performance of the clustering approaches, with and without PCA is evaluated in terms of unsupervised and supervised measurement, the clustering objective function and adjusted rand index (ARI) [8]. Furthermore, dimension reduction, resulted from PCA is determined. The results of PCA-FCM and PCA-FAC are compared with FCM as well as FAC. The rest of the paper is organized as follows. Section II introduces FCM and FAC clustering. In addition, the soft clustering with PCA preprocessing is described in this section. Then, experimental results are considered in section III. Finally, conclusions are made in section IV.

II. USING PRINCIPAL COMPONENT ANALYSIS WITH SOFT CLUSTERING APPROACHES

A. Fuzzy c-means (FCM)

Fuzzy C-Means (FCM) is a clustering method that allows a data point to belong to two or more clusters with different degrees of membership; unlike k-means (KM), the traditional clustering method that assigns a pattern to only a single cluster. FCM is widely used in pattern recognition. It is based on minimization of the following objective function:

\[ \sum_{n=1}^{N} \sum_{c=1}^{C} u_{nc}^{m} \| x_n - \bar{x}_c \|^{2} \]  

(1)

where, \( X = \{ x_1, \ldots, x_n, \ldots, x_N \} \), \( x_n \) is the \( n^{th} \) of \( d \)-dimensional measured data; is a set of data to be clustered \( x_c \) is a \( c^{th} \) cluster centers, where \( c = 1, 2, \ldots, C \). \( m \) fuzziness degree controls the extent of membership sharing between fuzzy clusters; here it equals 2, \( u_{nc} \) is the degree of membership of input \( x_n \) in the
aiming to search for optimal partition of cluster centers. Initially, the feature values are normalized between 0 and 1. An ant is assigned to a particular feature of a cluster center in a partition. To search for the new partition of clusters, ants randomly move the clusters in a corporate manner. Two directions are defined for the random movement of the ant. The positive direction is when the ant is moving in the feature space from 0 to 1, and the negative direction is when the ant is moving in the feature space from 1 to 0. If during the random movement the ant reaches the end of the feature space, the ant reverses the direction. After moving the cluster centers for a fixed number of iterations, the quality of the partition is evaluated, using FCM objective function specified in Eq. (4):

$$F_{CM\_Objective\_Function} = \sum_{i=1}^{N} \sum_{k=1}^{K} \mu_{ik} \| x_i - c_k \|^2$$

where $\mu_{ik}$ represents membership of $x_i$, which is sample $i$ in cluster $c^k$. For crisp data, $\mu_{ik}$ is zero if $x_i$ is in cluster $c^k$, and is one if not. After the ant process is terminated, the best partition achieved is submitted to FCM to carrying on the clustering and attain the better result.

D. Using principal component analysis with fuzzy c-means and fuzzy ant based clustering

Principal component analysis (PCA) is an orthogonal basis transformation [13]. Given a data set: $\{x_n \in \mathbb{R}^D \mid n = 1, \ldots, N\}$, where $D$ is the number of dimensions, $N$ refers to the samples size. $Y = \{y_1, \ldots, y_n, \ldots y_N\}$ is given as a centered matrix, $y_n = x_n - \bar{x}$, where $\bar{x} = \frac{1}{N} \sum_{n=1}^{N} x_n / N$. The basis is formed by diagonalizing the centered $N \times N$ covariance matrix, defined by Eq. (5).

$$M = \sum_{n=1}^{N} (x_n - \bar{x})(x_n - \bar{x})^T = YY^T$$

The coordinates in the eigenvector basis are called principal components. In PCA, one has to find eigenvalues $\lambda$ and eigenvectors associated respectively within diagonal matrix $\lambda$ and $V$ of $M$, satisfying Eq. (6).

$$\lambda V = MV$$

The size of each eigenvalue $\lambda$ equals the amount of variance in the direction of the corresponding eigenvector $V$. The directions of the first eigenvectors corresponding to the biggesteigenvalues cover as much variance as possible by $P$ orthogonal directions, where $P \leq D$. The principal eigenvectors $V^p$ are the principal directions of $Y$; and are the principal components. Entries of eachdimension in the new space, $W$ are the projected values of data points on the principal direction $V^p$; and is calculated by Eq. (7).

$$W = Y^T V / \sqrt{\lambda}$$

Through such a PCA method, the main $P$ of $D$ dimensions is extracted; whilst noisy and irrelevant dimensional features that could seriously deteriorate the generalization performance of clustering are eliminated. The PCA is utilized in this paper as a preprocess that generates dimension reduction data with
noisy decreased. Such refined data is later employed in FCM and FAC learning process.

III. EXPERIMENTAL AND RESULTS

PCA-FCM and PCA-FAC are tested on seven benchmark medical data sets obtained from the URL, “http://archive.ics.uci.edu/ml/datasets.html”. The characteristics of the tested data sets are summarized in Table I.

<table>
<thead>
<tr>
<th>Name of data set</th>
<th>No. of classes</th>
<th>No. of features</th>
<th>Size of data set (size of classes in parentheses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Indians Diabetes</td>
<td>2</td>
<td>8</td>
<td>768 (500, 268)</td>
</tr>
<tr>
<td>Parkinson</td>
<td>2</td>
<td>22</td>
<td>195 (48, 147)</td>
</tr>
<tr>
<td>Lymphography</td>
<td>4</td>
<td>18</td>
<td>148 (2, 67, 46, 33)</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>2</td>
<td>19</td>
<td>155 (32, 123)</td>
</tr>
<tr>
<td>Breast Tissue</td>
<td>6</td>
<td>9</td>
<td>106 (21, 15, 18, 16, 14, 22)</td>
</tr>
</tbody>
</table>

The performance comparison is performed on such two algorithms and PCA-FCM and PCA-FAC as well as other related: FCM and FAC alone. According to PCA feature reduction, the number of orthonormal eigenvectors, corresponding to the first 90% (threshold of selection) of accumulation of the largest eigenvalues of the covariance matrix would be used in the feature space. Such a selection criterion of eigenvector is applied for all data sets and related methods. The quality of the respective clustering are compared, where the quality is measured by two criteria: one refers to adjusted rand index (ARI). It is calculated based on the following procedures: suppose $T$ is the true clustering of a data set based on domain knowledge and $R$ a clustering result given by a clustering algorithm. Let $a$, $b$, $c$, and $d$, respectively, denote the number of pairs belonging to the same cluster in both $T$ and $R$, the number of pairs belonging to the same cluster in $T$ but to different clusters in $R$, the number of pairs belonging to different clusters in $T$ but to the same cluster in $R$, and the number of pairs belonging to different clusters in both $T$ and $R$. The ARI($T,R$) is then defined in Eq. (8).

$$ARI(T,R) = \frac{2(ad - bc)}{(a+b)(b+d) + (a+c)(c+d)} \tag{8}$$

The value of ARI($T,R$) lies between zero and one and higher value indicates that $R$ is more similar to $T$. In addition, ARI($T,T$) = 1. In Fig. 1 (a) and (b), with respect to most data sets PCA-FAC (dark bars) and FAC (light bars) as well as PCA-FCM (dark bars) and FCM (light bars) seems to generate competitive results, although for some other data sets the clustering with dimension reduction produce a particular higher degree in terms of ARI-based measure. Nevertheless, ARI measurement is perceived as a supervised evaluation method, since the true clustering results are known. By this reason, the conspicuous results may not be achieved.

![Figure 1](image1.png)

**Figure 1.** The measurement (a) ARI value of FAC and PCA-FAC, (b) ARI value of FCM and PCA-FCM

The other quality measurement criterion here is relevant to FCM and FAC objective functions. Both of these measurements can be mentioned as unsupervised evaluation of clustering methods because of the inexistence of true clustering results. In Table II, it is explicitly seen there is remarkable better clustering quality of PCA-FCM and PCA-FAC over FCM and FAC, in terms of the average of objective functions degree. The bold digits point out the better degree of objective function. The standard deviations are specified in bracket.

Other than such measurement, the time complexities of the related clustering methods are reported. The complexities of FCM and FAC in the worst case are $O(n^2)$; whilst PCA’s is $O(n)$, where $n$ and $c$ consecutively represent the number of data and the number of clusters. Therefore, the use of PCA with either FCM or FAC does not give much effect.
Table II. Clustering Quality of FAC, PCA-FAC, FCM and PCA-FCM in Terms of Objective Functions

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>FAC</th>
<th>PCA-FAC</th>
<th>FCM</th>
<th>PCA-FCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Indians Diabetes [8x768]</td>
<td>3.24E+06(1.79E+03)</td>
<td>3.28E+01(1.45E+00)</td>
<td>0.67E+06(1.19E+05)</td>
<td>1.62E+02(1.38E+00)</td>
</tr>
<tr>
<td>Parkinson [22x195]</td>
<td>0.94E+06(1.11E+02)</td>
<td>1.79E+01(1.63E+00)</td>
<td>2.78E+05(1.13E+04)</td>
<td>3.11E+01(3.16E+00)</td>
</tr>
<tr>
<td>Lymphography [18x148]</td>
<td>0.85E+03(1.55E+01)</td>
<td>1.71E+01(1.55E-02)</td>
<td>4.12E+01(1.94E-02)</td>
<td>3.22E+00(1.52E-03)</td>
</tr>
<tr>
<td>Hepatitis [19x155]</td>
<td>1.03E+06(1.04E+02)</td>
<td>0.40E+00(0.00E+00)</td>
<td>2.33E+05(1.20E+03)</td>
<td>0.89E+01(1.80E+00)</td>
</tr>
<tr>
<td>Breast Tissue [9x106]</td>
<td>1.53E+10(1.92E+03)</td>
<td>0.12E+00(1.66E-01)</td>
<td>1.16E+08(1.96E+07)</td>
<td>0.65E+00(4.72E-02)</td>
</tr>
</tbody>
</table>

In Fig. 2, the dimension reduction is described in a form of bar graph. The light and dark bars respectively represent the original number of data dimensions and those of the reduced. The percentages of the after-reduced dimensions for each data set are pointed above the gray bars.

IV. CONCLUSIONS

This paper investigates on using the principal component analysis, (PCA) as feature reduction preprocess for efficient soft clustering approaches, fuzzy c-means and K-harmonic means. The combined clustering approaches are named here, PCA-FCM and PCA-FAC. Both of the approaches are applied with medical diagnosis applications where the high dimensional, noisy data are related; and the sensitivity is needed in decision making. The performance of PCA-FCM, PCA-FAC along with FCM and FAC alone are put into comparison. Comparison tests are performed on 7 significant medical data sets. The performance measurements for each method are based on unsupervised and supervised criteria, FCM / FAC objective functions and the adjusted rand index (ARI). Such criteria are calculated over 10 independent runs. In terms of unsupervised measurement, the results indicate the significance and superiority of using the feature reduction, PCA on the soft clustering approaches, FCM and FAC; whilst the time complexity in the worst case regarding PCA, $O(n)$ barely effects the time performance of the clustering process. Nevertheless, there still exist some drawbacks relating to PCA-FCM and PCA-FAC. One is that they require a priori known number of clusters. It is not applicable when the number of clusters is unknown. Some other ways of clustering such as agglomerative or divisive may be required. Another interesting future work may concerns with using non-linear feature reduction instead of the linear for data preprocessing purpose.
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Abstract: In this paper we propose methods for building progressive scales of income taxation. On the basis of our calculations, we identify the social return of introducing a progressive scale at the same time with changing the values of tax rates for the first group of population with the lowest income. A generalised model of transition to progressive taxation is formed.
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1 Introduction. Retrospective analysis of the effects of introducing a flat income tax scale in Russia

Currently in Russia personal income tax (PIT) is one of the major taxes and ranks third after Value added tax (VAT) and corporate income tax. Along with the corporate income tax, it is central to regional and local budgets. In 2013, consolidated budget revenue of federal subjects of Russia accounted for about 5.9 trillion rubles, more than 1/3 is taken by income tax on individuals [20].

However, despite the third largest share of fiscal performance, the share of personal income tax in consolidated revenue is about 13%. According to experts, this is due to low tax potential of most of the population and the use of a flat income tax scale.

At the moment, the most common form of social orientation of taxation system in international practice is using progressive taxation. In 2001 progressive income taxation scale was declined in the Russian Federation, a flat tax rate of 13% was introduced instead. The main argument justifying the introduction of a flat tax scale was the idea that large revenues will be withdrawn from the shadow economy. This is proved by Table 1, showing personal income tax trends for the period 2000-2007.

The introduction of the flat rate in 2002 increased fiscal performance efficiency by almost 50%, in 2001-2002 personal income tax collections increased almost three times [10]. In the period from 2000 to 2007 monthly monetary income per capita increased from 2 502 rub. to 14 940 rub., i.e. almost six times, due to legitimate pay [3].

Other positive effects of introducing a flat tax scale include the following:

• Simplifying the procedure for determining the taxation base and the procedure for calculation and payment;
• Reducing taxpayers’ costs related to reporting;
• Reducing the cost of the state administration.

However, in practice this reform justified itself only partially, as in the period from 2000 to the present time, the socio-economic inequality has been only reinforced – the gap between the rich and the poor as of 2013 according to official statistics was 16.2 times. Compared with the beginning of perestroika, at that time the gap between the poorest 10% and the richest was 5-7 times [19].

Analysis of existing opinions and positions of Russian scientists, economists and government officials revealed the following negative aspects of introducing a flat tax scale:

1. Flat income tax is socially unfair. This reform has worsened the situation of the lowest earning taxpayers:

• Table 2 shows PIT rates before and after introducing a flat tax scale in 2001:

<table>
<thead>
<tr>
<th>Year</th>
<th>PIT Rate Before Flat Tax Scale</th>
<th>PIT Rate After Flat Tax Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2001</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2002</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2003</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2004</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2005</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2006</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>2007</td>
<td>13%</td>
<td>13%</td>
</tr>
</tbody>
</table>
As you can see from Table 2, Russian government increased PIT rate by 1%, which had a negative effect on the population with low and middle income, whereas for rich and super-rich population groups the tax rate became significantly lower. Moreover, after the reform, taxes on income from equity investments in companies (dividends) were imposed at the rate of 6%, i.e. 24% lower than before.

- The amount of tax returns for the lowest earning taxpayers increased by 9% at a constant taxable income, despite the fact that the rate increased by 1% (from 12% to 13%). So, if before the introduction of the Tax Code with taxable income at a minimum subsistence level (2112 rub. in 2003) personal income tax amounted to 253 rub. (2 112 rub. × 0.12), after the amendments it was 275 rub. (2 112 rub. × 0.13).
- The tax rate on personal income is onerous for the majority of citizens with income below or at the subsistence level. At the PIT rate of 13%, regardless of the size of the revenue, the higher the income, the greater the received benefit. Thus, the quality of living has been polarized [7].
- Before the introduction of the Tax Code of the Russian Federation (TC RF), tax-free amount was equal to two minimum wage rates, whereas after its introduction tax-free amount was 400 rub. per month (a standard tax deduction). Furthermore, this amount remained unchanged – without taking into account inflation and the minimum wage. It means that for an employee who received income at the subsistence level (2 112 rub. in 2003) the annual amount of tax was 2 676 rub. [(2 112 rub. - 400 rub.) × 0.13 ×12], which is 27% more than his monthly income. In addition, each ruble for such an employee is worth more than for an employee receiving a larger income. From 1 January, 2009 the limit of applying a standard tax deduction was raised only up to 40 000 rub. Accordingly, for low-income citizens PIT is applied to the amount of income required for simple reproduction (currently minimum wage accounts for 5 554 rubles monthly or 66 648 rubles annually, since 01.01.2014); subsistence minimum per capita as for IV quarter of 2013 is 7 326 rub. monthly or 87 912 annually).
- According to State Statistics Committee of the Russian Federation, in 2001 nearly half of the income of the population was concentrated in the group with the highest incomes. As V.G. Panskov says [13], PIT rate reduction for this group has further enhanced the stratification of the population in terms of prosperity.

2. The effect of the introduction of a flat rate was generally not as significant:
- The introduction of a flat PIT rate of 13% has had no significant impact on the growth rate of wages and has not led to the disclosure of shadow incomes. This was largely due to the lack of proper control over the formation of income and tax payment [9]. According to B.H. Aliyev [1], the introduction of a flat rate has not solved the problem of withdrawing incomes from shadow economy as “businessmen do not care how much tax their employees pay, it is important for them how much they pay themselves.”
- As for small businesses, formed as sole proprietorships, they were not interested in legalizing their income and disclosing real wage funds, because at that period the unified social tax rate was quite high and amounted to 35%.
- The introduction of a flat scale on personal income was premature, as the use of this scale requires certain conditions, in particular, broad middle class with relatively high wages and substantially lower differentiation of various population groups by income.
- Income tax collections have increased not due to the use of the unified reduced flat rate, but as a result of rising incomes. This is proved by Table 3, showing the trends of remuneration and personal income tax in 2000-2007.

---

### Table 1

<table>
<thead>
<tr>
<th>Indicators</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIT, bn rubles</td>
<td>174,8</td>
<td>255,8</td>
<td>358,1</td>
<td>455,7</td>
<td>574,5</td>
<td>707,1</td>
<td>930,4</td>
<td>1266,6</td>
</tr>
<tr>
<td>% of GDP</td>
<td>2,4</td>
<td>2,9</td>
<td>3,3</td>
<td>3,4</td>
<td>3,4</td>
<td>3,3</td>
<td>3,5</td>
<td>3,8</td>
</tr>
</tbody>
</table>

* Source: Federal State Statistics Service of the Russian Federation
As Table 3 shows, PIT collections for the first year after the introduction of a flat rate accounted for 0.5% of GDP (from 2.5% in 2000 to 2.9% in 2001) and 0.4% for the second year, because remuneration of employees in percentage to GDP increased by 2.8% (from 29.1% in 2000 to 31.9% in 2001) and 3.3% accordingly.

**Table 3**

<table>
<thead>
<tr>
<th>Indicators</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>PIT, bn rub</td>
<td>174.8</td>
<td>255.8</td>
<td>358.1</td>
<td>455.7</td>
<td>574.5</td>
<td>707.1</td>
<td>930.4</td>
<td>1266.6</td>
</tr>
<tr>
<td>% of GDP</td>
<td>2.4</td>
<td>2.9</td>
<td>3.3</td>
<td>3.4</td>
<td>3.4</td>
<td>3.3</td>
<td>3.5</td>
<td>3.8</td>
</tr>
<tr>
<td>Remuneration of employees, % of GDP</td>
<td>29.1</td>
<td>31.9</td>
<td>35.2</td>
<td>35.8</td>
<td>34.3</td>
<td>32.0</td>
<td>32.1</td>
<td>33.7</td>
</tr>
<tr>
<td>Hidden remuneration of employees, % of GDP</td>
<td>11.1</td>
<td>11.1</td>
<td>11.5</td>
<td>11.3</td>
<td>11.7</td>
<td>11.8</td>
<td>11.9</td>
<td>11.9</td>
</tr>
<tr>
<td>Companies’ arrears of wages, bn rub.</td>
<td>43.7</td>
<td>31.7</td>
<td>29.9</td>
<td>30.6</td>
<td>24.4</td>
<td>14.3</td>
<td>5.8</td>
<td>4.2</td>
</tr>
</tbody>
</table>


Retrospective analysis of the effects of introducing flat income taxation has led to the conclusion that Russian government officials, businessmen and scientists do not have a clear opinion about the suitability of flat taxation, almost immediately after the introduction of the flat tax scale the reform created its supporters and opponents.

Supporters of the existing flat tax scale believe that the current income taxation system is simple and transparent, and the rate is one of the lowest in Europe.

According to Russian economists, adverse effects of introducing a progressive tax include increasing fiscal differentiation of subjects of the Russian Federation, which leads to political tensions between regions, an increase of administrative and legal costs, and tax evasion [11].

Legislators, in their conclusion that the unified flat rate of taxation is fair, refer to Article 3 of the Tax Code of the Russian Federation, which declares the “principle of universality and equality of taxation” and that “taxes and levies can not be discriminatory” [21]. At the same time, advocates of the flat scale also appeal to the fundamental law of Laffer as the basis for tax policy – about the existence of a unified optimal tax rate [2,4], but it should be noted that the effect of this law does not prove the use of the tax rate of 13%.

Supporters of progressive taxation believe that the flat rate would lead to moral degradation of the population, growth of social aggression, lower investment activity of households and private businesses, reduced capacity of the domestic market and worsening competitiveness of the Russian economy as a whole.

In 2014, a meeting of the Expert Group on Strategies of socio-economic development of Russia for the period up to 2020 took place. One of the main issues of discussion was the introduction of a progressive income tax in Russia [15]. Participants of the discussion emphasized that progressive tax scale is a prerequisite for balance, social sustainability, equity and investment capacity of the economy. The introduction of progressive taxation will reduce social stratification, increase tax revenues and boost consumer demand.

Summing up this brief overview of various approaches of Russian economists and researchers to identifying the advantages and disadvantages of flat and progressive income taxation, we should note that Russian President Vladimir Putin does not disregard the possibility of transition to a differentiated taxation in the future [16].

Regarding international practice of taxation of the population, in most developed countries of the world progressive scale is used. For example, the range of tax rates in the United States varies from 0% for low earning workers to 39.6% for wealthy society sectors; in Great Britain this range is from 0 to 45%; in France it is 5÷41%; in Germany – 14÷45%; in Japan – 5÷50%. It should be noted that not only in developed countries but also in some of the BRIC countries progressive scale with a high maximum tax rate is applied: in China – 3÷45%, in Brazil – 7.5÷27.5%, in India – 10÷30% [14,22].

However, we should emphasize that some developed countries use flat taxation. For instance, in certain states of the United States (in particular, in Illinois, Massachusetts, Pennsylvania), in the Canadian province of Alberta, in Hong Kong and in Iceland there is a single tax rate on income. Flat income tax also exists in the countries of the former Soviet Union, in particular, the size of the tax rate in Estonia is 21%, in Georgia - 20%, Ukraine - 15%, Belarus - 12%; in the former CMEA: in the Czech Republic - 22%, Romania - 16%, Bulgaria – 10%. Flat scale is applied in taxation of most African countries [14,22].
2 Problem Formulation

The identified features of income taxation in developed countries and in the Russian Federation, as well as cross-country analysis allow us to outline the following features of the income taxation system in Russia:

- Linear scale of taxation is used, whereas developed countries apply progressive scale;
- The lowest maximum rate of income tax is used;
- The share of tax revenues from personal income tax in the consolidated budget of the country and in the GDP is significantly lower compared to developed countries;
- There is no concept of non-taxable income, it is replaced by a nonequivalent standard tax deduction; in developed countries non-taxable income is generally equal to the minimum consumer basket;
- The gap between the wealthiest and poorest sectors of the population is significantly greater than in developed countries;
- Specific features of taxation lead to a greater stratification of society;
- Antisocial nature of taxation manifests itself when providing social and property-related tax deductions.

All this suggests the necessity of introducing a progressive income taxation system in the Russian Federation, which will replenish national budgets and achieve social equity by income redistribution.

When analyzing various economists' proposals to develop a progressive scale, attention is drawn to great numerical divergence of these recommendations. As an example will be given tax rates of a progressive scale offered by the Institute of Socio-Economic Studies and Population of the Russian Academy of Sciences [17] and the State Duma fraction Fair Russia [12].

<table>
<thead>
<tr>
<th>Institute of Socio-Economic Studies RAS</th>
<th>Fair Russia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deputy O.G. Dmitrieva</td>
<td>Deputy O.A. Nilov</td>
</tr>
<tr>
<td>15.01.2013</td>
<td>21.03.2014</td>
</tr>
<tr>
<td>million/year</td>
<td>million/year</td>
</tr>
<tr>
<td>under 13,2</td>
<td>under 3</td>
</tr>
<tr>
<td>0%</td>
<td>13%</td>
</tr>
<tr>
<td>13,2 – 30</td>
<td>3 – 15</td>
</tr>
<tr>
<td>16%</td>
<td>25%</td>
</tr>
<tr>
<td>30 – 60</td>
<td>15 – 30</td>
</tr>
<tr>
<td>30%</td>
<td>35%</td>
</tr>
<tr>
<td>60 – 100</td>
<td>&gt; 30</td>
</tr>
<tr>
<td>43%</td>
<td>50%</td>
</tr>
<tr>
<td>100 – 150</td>
<td>&gt; 50</td>
</tr>
<tr>
<td>50%</td>
<td>&gt; 50%</td>
</tr>
<tr>
<td>&gt; 150</td>
<td>28%</td>
</tr>
</tbody>
</table>

From this table we can see that in proposals from one fraction, maximum taxable amount differs more than 15 times, whereas maximum rate differs almost 2 times.

The study showed that the reform proposals of domestic politicians and economists basically lack a comprehensive methodological framework, are fragmentary and are often simply declared without the development of methods and tools for introducing progressive income taxation and evaluating the efficiency of the proposed activities.

Therefore it is necessary to develop a “social” algorithm and methods of building tax scales in transition from the existing flat rate to progressive. The major questions that must be answered in the transformation of the tax scale are:

1) Whether the ongoing reform is aimed at increasing total fiscal revenue collection, or levy should remain the same as before the reform;

2) What tax rate for the low-income segment of the population should be considered acceptable in the process of redistributing the tax burden to the richer part of taxpayers.

Answers to other questions essential for reforming the tax scale are: the breakdown of taxpayers into groups by taxable income; choosing a linear or nonlinear progressive scale; taking into account the problem of tax evasion and so on within the proposed algorithm are regarded as the optimization of parameters selected as the basis for building the tax scale.

The experimental and statistical base for the study is a unified system of indicators of the Federal State Statistics Service.
3 Problem Solution. Algorithm for building and optimization of a tax scale

3.1 Initial assumptions

In the economic literature we can find various terms to refer to tax scales, depending on the tax rate and the income subject to taxation. In this paper, we use the following terms:

Taxation scale is called flat if the value of the tax rate is the same for all taxpayers regardless of their individual income. In case when the tax rate rises with the increase of taxpayer's income the scale is called progressive. With proportional increase of tax rates and income, the scale is defined as linearly progressive, in other cases - as nonlinear. If the value of the tax rate decreases with increasing income of a taxpayer - the scale is regressive.

For building progressive scales of income taxation it is necessary to break all taxpayers into groups by the size of their income. We will assume that the number of such groups is \( m \) (the number of levels). We will arrange these groups with the increase of average income of taxpayers in the group and give them their respective number \( i = 1; 2; \ldots; m \).

Currently, according to the Federal State Statistics Service of the Russian Federation, all Russian taxpayers are divided into 5 levels by 20 per cent (quintile) groups of distribution of total monetary income \( (m = 5) \), and 8 levels by average income per capita \( (m = 8) \) [18]; the first group is with the lowest income, the fifth and eighth with the highest (the Federal State Statistics Service also forms 10 percent (decile) groups, \( m = 10 \)).

Each group has its own taxable base \( S_i \):

\[
\sum_{i=1}^{m} S_i = S_0 \quad \text{in which} \quad S_0 \quad \text{is existing taxable base.}
\]

With a flat scale of taxation (flat tax rate \( n_0 \)) the total tax on personal income will be equal to:

\[
C_0 = S_0 \cdot n_0 = \sum_{i=1}^{m} S_i \cdot n_0
\]

For a progressive tax scale we introduce tax rates for each group, indicating them \( n_i \), accordingly.

Then the total tax base will be \( S = \sum_{i=1}^{m} S_i \), and the general total tax:

\[
C = \sum_{i=1}^{m} C_i = \sum_{i=1}^{m} S_i \cdot n_i
\]

3.2 Linear progressive tax scale. The case of constant tax collections

We will consider the case of transformation of a flat scale into progressive, in which the reform is not aimed at increasing the total income tax, i.e. with equal value of the tax base and the total income tax before and after the introduction of a progressive tax scale:

\[
S = \sum_{i=1}^{m} S_i = S_0 \quad \text{and} \quad C = \sum_{i=1}^{m} n_i \cdot S_i = C_0
\]

We assume that the tax rate increases linearly with the taxpayer's income; such tax scales are used in a number of developed countries, such as USA, Canada, UK, France, Germany, etc.

The condition for linear increase of the tax rate is a constant value of the tax rate increment \( \Delta \) from group to group \( \Delta = n_{i+1} - n_i = c \quad \text{o} \quad (3) \), and the rate in the group will be:

\[
n_i = n_1 + \Delta \cdot (i-1)
\]

where \( n_1 \) is the tax rate on personal income for the first lowest earning group of taxpayers.

From formula (2) follows:

\[
S_i n_1 + S_2 n_2 + \ldots + S_m n_m - S_0 n_0 = 0 \quad (4)
\]

Inserting formula (3) into (4), we obtain:

\[
S_i n_1 + S_2 (n_1 + \Delta) + S_3 (n_1 + 2\Delta) + S_m [n_1 + (m-1)\Delta] - S_0 n_0 = 0
\]

or

\[
n_i (S_1 + S_2 + \ldots + S_m) + \Delta [S_2 + 2S_3 + \ldots + (m-1)S_m] - S_0 n_0 = 0
\]

Given the condition of preservation of the tax base (2), we have:

\[
(n_1 - n_0) S_0 + \Delta [S_2 + 2S_3 + \ldots + (m-1)S_m] = 0
\]

hence the increase in the tax rate will be determined by the formula:

\[
\Delta = \frac{(n_0 - n_1) S_0}{S_2 + 2S_3 + \ldots + (m-1)S_m} \quad (5)
\]

Inserting formula (5) into (3), we find the values of all the rates for groups for a linear progressive tax scale:

\[
n_i = n_1 + \frac{S_i (n_0 - n_1) (i-1)}{\sum_{j=2}^{m} (j-1) S_j} = n_1 + \frac{(n_0 - n_1) (i-1)}{\sum_{j=2}^{m} (j-1) \eta_j} \quad (6)
\]

in which \( \eta_j = \frac{S_j}{S_0} \).

The results of calculation of tax rates by formula (6) are shown in Table 5. The values of income distribution \( \eta_i \) are taken from the Federal State Statistics Service of the RF for 2014. The range of tax rates for low income groups \( \eta_i \) fluctuated from
10% to 0%. Note that many countries practice a complete exemption from tax for the poor, so considering option \( n_1 = 0 \) is relevant.

The table shows redistribution of the tax burden from low earning groups to the wealthy. We should point out that the tax burden for the forth group of taxpayers has not changed, whereas for the fifth group it has increased by 35%.

### Table 5

**Linear progressive tax scale: the results of calculations, 2014**

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_i ) \n( n_i ) %</td>
<td>0,052</td>
<td>0,099</td>
<td>0,149</td>
<td>0,225</td>
<td>0,475</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>7,7</td>
<td>10,4</td>
<td>13</td>
<td>15,8</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>4,4</td>
<td>8,7</td>
<td>13</td>
<td>17,5</td>
</tr>
<tr>
<td>13</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>10</td>
<td>0,769</td>
<td>0,847</td>
<td>0,925</td>
<td>1,000</td>
<td>1,080</td>
</tr>
<tr>
<td>5</td>
<td>0,385</td>
<td>0,592</td>
<td>0,799</td>
<td>1,000</td>
<td>1,213</td>
</tr>
<tr>
<td>0</td>
<td>0,000</td>
<td>0,336</td>
<td>0,673</td>
<td>1,000</td>
<td>1,346</td>
</tr>
</tbody>
</table>

We can show that if in transforming the flat scale into linear progressive we take as a parameter the tax rate for "the wealthy" \( n_m \), and not the rate for the poor \( n_1 \), then the formula for calculating all the other rates will be

\[
n_i = n_m - \frac{(n_m - n_0)(m - j)}{\sum_{j=1}^{m-1} (m - j) \eta_j}
\]

(6a)

### 3.3 Linear progressive tax scale. The case of an increase in tax collections

Let us consider the case when the transformation of a flat tax should be accompanied by an increase in total income tax.

We introduce the coefficient of the planned increase in tax revenue by increasing the total tax on the income of individuals in \( \alpha \) times: \( C = \alpha \cdot C_0 \).

With a flat rate tax, additional tax burden is equally imposed on all people; with a linear progressive scale, tax rates will be calculated for the tax base \( \alpha \cdot S_0 \) by the formula:

\[
n_i = n_i + \frac{(\alpha \cdot n_0 - n_i)(i - 1)}{\sum_{j=1}^{i-1} (j - 1) \eta_j}
\]

(7)

The results of calculations of tax rates by formula (7) required for increasing tax revenues by 20% are presented in Table 6. Gradations of tax rates \( n_1 \) and the distribution of monetary income in groups \( \eta_i \) are similar to those contained in Table 5.

### Table 6

**Linear progressive tax scale, increasing in tax collections: the results of calculations, 2014**

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_i ) \n( n_i ) %</td>
<td>0,052</td>
<td>0,099</td>
<td>0,149</td>
<td>0,225</td>
<td>0,475</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13,9</td>
<td>14,7</td>
<td>15,6</td>
<td>16,5</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11,9</td>
<td>13,8</td>
<td>15,7</td>
<td>17,5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>8,6</td>
<td>12,1</td>
<td>15,7</td>
<td>19,3</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>5,2</td>
<td>10,5</td>
<td>15,7</td>
<td>21</td>
</tr>
<tr>
<td>13</td>
<td>1,000</td>
<td>1,067</td>
<td>1,135</td>
<td>1,202</td>
<td>1,269</td>
</tr>
</tbody>
</table>
The obtained results shown in Tables 5 and 6, allow to visually compare the tax rates with an increase in the total tax revenue from income tax by 20%.

### 3.4 Nonlinear progressive tax scale

Let us consider a transformation mechanism of a nonlinear progressive tax scale. Due to the ambiguity of the use of terms in the economic literature, we will focus on the terms used in this paper for describing different taxation scales.

We will consider the case when the tax scale is a continuous function of the income \( W \), \( n = f(W) \). Figure 1 shows examples of three types of progressive taxation \( n = f(W) \):

1. flat scale (the tax rate does not depend on the size of income);
2. linear progressive tax scale, whose specific features are described above;
3. nonlinear progressive scale with increasing dynamics of tax rate growth;
4. nonlinear progressive scale with decreasing dynamics of tax rate growth.

![Fig. 1. Various types of tax scales](image)

These terms will be also applied in case of tax distribution by groups to a step change of tax rate \( n_i \) from group \( i \) to group. Consideration of such taxation scales is of interest both to the study of shifting the tax burden on the highest income group, and in addressing the problem of tax evasion.

Exponential distribution and parameters distribution as a geometric progression are among the most common in describing various relations in the economy, and the corresponding mathematical models match physical nature of real processes and lead to constructive solutions in analytical and in algorithmic form [5]. In contrast to traditional methods, we will consider a nonlinear scale, changing according to the law of "double arithmetic progression", as a more convenient when describing a step tax scale.

For building a linear progressive scale the following ratios were used (3):

\[
 n_i = n_i + \Delta \cdot (i-1); \quad \Delta = n_i - n_{i-1} = c \cdot o.
\]

For a nonlinear scale, the value of tax rate increment \( \Delta \) does not remain constant; we will assume that \( \Delta \) itself changes in an arithmetic progression:

\[
 \Delta = \Delta_i + \delta \cdot (i-1), \quad \delta = \Delta_i - \Delta_{i-1} = c \cdot o.
\]

Inserting formula (8) into (3) we obtain:

\[
 n_i = n_i + \Delta_i + \delta \cdot (i-1)(i-1).
\]

Value \( \delta \) will be defined as a part of \( \Delta_i \):

\[
 \delta = k \cdot \Delta_1, \quad 0 < k < 1,
\]

where \( k \) is a coefficient of "nonlinearity".

Then

\[
 n_i = n_i + \Delta_i [1 + k(i-1)](i-1).
\]

The proposed method of forming a non-linear scale is illustrated by Figure 2.

![Fig. 2. Nonlinear progressive tax scale, where 1 (dotted) is a linear scale, 2 is a nonlinear scale](image)

Inserting (10) into the equation (4) we will obtain:

\[
 S_i n_i + S_2 [n_i + 2 \cdot \Delta_1 (1 + k)] + S_3 [n_i + 2 \cdot \Delta_1 (1 + 2k)] + S_4 [n_i + 2 \cdot \Delta_1 (1 + 3k)] + \ldots - S_o n_o = 0
\]

or

\[
 n_i \left(S_1 + S_2 + \ldots S_m\right) + \Delta_1 \left(S_2 (1 + k) + 2 S_3 (1 + 2k) + \ldots\right) \left\{(m-1)S_m [1 + (m-1)k]\right\} - S_o n_o = 0
\]
Taking into account that $\sum_{i=1}^{m} S_i = S_0$, we have:

$$\Delta_1 = \frac{(n_0 - n_i) S_0}{\sum_{j=2}^{m} S_j (j - 1)(1 + (j - 1) \cdot k)}$$  \hspace{1cm} (11)

Inserting formula (11) into formula (10) and shifting to non-dimensional coefficients $\eta_i$, we will eventually get:

$$n_i = n_i + \frac{(n_0 - n_i) \cdot S_0 [1 + k(i - 1)](i - 1)}{\sum_{j=2}^{m} S_j (j - 1)(1 + (j - 1) \cdot k)} = n_i + \frac{(n_0 - n_i) \cdot [1 + k(i - 1)](i - 1)}{\sum_{j=2}^{m} \eta_j (j - 1)(1 + (j - 1) \cdot k)}$$  \hspace{1cm} (12)

The calculation results of tax rates by formula (12) are shown in Tables 7 and 8 (for $k = 0.2$ and $k = -0.12$); initial parameters correspond to Table 5.

Table 7

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_i$</td>
<td>0.052</td>
<td>0.099</td>
<td>0.149</td>
<td>0.225</td>
<td>0.475</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>13</td>
<td>12.9</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>5</td>
<td>5</td>
<td>6.9</td>
<td>9.4</td>
<td>12.6</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>13</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>0.769</td>
<td>0.824</td>
<td>0.898</td>
<td>0.989</td>
<td>1,099</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>5</td>
<td>0.385</td>
<td>0.531</td>
<td>0.727</td>
<td>0.971</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>0.000</td>
<td>0.238</td>
<td>0.556</td>
<td>0.953</td>
<td>1,430</td>
</tr>
</tbody>
</table>

Table 8

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_i$</td>
<td>0.052</td>
<td>0.099</td>
<td>0.149</td>
<td>0.225</td>
<td>0.475</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>10</td>
<td>10</td>
<td>11.5</td>
<td>12.6</td>
<td>13.3</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>5</td>
<td>5</td>
<td>9.1</td>
<td>12.0</td>
<td>13.9</td>
</tr>
<tr>
<td>$n_i$ %</td>
<td>0</td>
<td>0</td>
<td>6.6</td>
<td>11.4</td>
<td>14.4</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>13</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>0.769</td>
<td>0.886</td>
<td>0.972</td>
<td>1,025</td>
<td>1,046</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>0.385</td>
<td>0.697</td>
<td>0.924</td>
<td>1.066</td>
<td>1,123</td>
</tr>
<tr>
<td>$n_i$ /$n_0$</td>
<td>0.000</td>
<td>0.508</td>
<td>0.877</td>
<td>1,108</td>
<td>1,200</td>
</tr>
</tbody>
</table>

3.5 Social return and the generalised model of transition to progressive taxation

Transition from flat to linear and nonlinear progressive taxation scales has a social nature of redistribution of tax burden among population. Social return means the difference between the values of tax rates for the most and least wealthy groups of taxpayers. In other words, for instance,
under the conditions of Table 7 social return ($d$) can be calculated according to the formula 
$$d = n_3 - n_1.$$ 

Comparing the obtained values of building a nonlinear progressive scale with the tax rates values of a linear progressive scale, we can conclude that:

- the greatest social return is observed when building a nonlinear scale at $k > 0$;
- the value of social return when using a linear income taxation scale ranks second;
- minimum, yet existing, social return is present when building a nonlinear progressive scale at $k < 0$.

Summarizing the results, we obtain a generalised mathematical model of transition to progressive income taxation, adaptive to changing political, economic and social conditions, which allows to calculate the coefficients of taxation for various tax scales simultaneously:

$$n_i = n_1 + \left(\frac{(\alpha \cdot n_0 - n_1) \cdot [1 + k(j-1)] \cdot (j-1)}{\sum_{j=2}^{m} \eta_j (j-1) \cdot [1 + (j-1) \cdot k]}\right),$$

where:

- $n_0$ – tax rate of a flat taxation scale, $n_0 = 13\%$;
- $n_1$ – tax rate for the first, lowest-income group (selected as a “basic” socially significant parameter);
- $n_i$ – tax rate in group $i$;
- $\alpha = \frac{C}{C_0}$ - coefficient of a planned tax revenue increase;
- $m$ – the number of taxation groups;
- $k$ – coefficient of “nonlinearity” of the scale, which takes into account the pace of progressive scale changes;
- $\eta_j = \frac{S_j}{S_0}$ - coefficients of monetary income distribution by groups in relation to total income $S_0$;
- $j$ – index used for summing the shares of coefficient $n_i$.

The generalised model allows us to estimate all possible options for the reform of the proposed transformation of a flat scale into progressive [8]. In this case the above mentioned coefficients vary depending on external conditions, as well as targets and challenges which face public authorities developing tax policy for the short and medium term.

It must be emphasized that this model remains valid for different taxpayers breakdown by the value of coefficients $n_i$ and selecting the number of levels $m$. It can be shown that since the values of coefficients $\eta_j$ are included in formula (13) with their weight coefficients $(j-1)\left[1 + (j-1)k\right]$, the possible maximum value of $\alpha_{\text{max}}$ depends on dividing the values $n_i$ into groups.

The practical value of the proposed mechanism of transition to progressive taxation scales and social return valuation is that taxation coefficients estimation can be used by state authorities when selecting a strategy of progressive income taxation.

4 Conclusion

The retrospective analysis of the effects of introducing a flat tax scale has shown that this reform has both advantages and disadvantages. The overview of the international practice demonstrates that most developed countries use progressive taxation. This paper is focused on two methods of building linear and nonlinear progressive tax scales, on the basis of which we calculate the social return emerging from redistribution of tax burden among the population. In conclusion we introduce a generalised mathematical model which allows to take into account various external factors win the process of transition to progressive taxation.
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I. INTRODUCTION

Let \((U_1, W_1), (U_2, W_2), ..., (U_n, W_n)\) be independent, identically-distributed random \((d+1)\)-vectors where \(|U_i|, 1 \leq i \leq n, d\)-vectors (we will consider a case \(d \geq 2\)) with bounded continuous density \(f(x), W_i = I(X_i < U_i)\) is the indicator of an event \((X_i < U_i), d\)-vectors \(X_i\) has distribution function \(Q(x)\) and continuous density \(q(x) > 0\). The problem is to estimate the distribution function \(Q(x)\) from the sample \(U = \{(U_i, W_i)\}, 1 \leq i \leq n\).

Usually as an estimate of \(Q(x)\) nonparametric estimators are used.

In a case \(d = 1\) kernel estimators
\[
\hat{Q}_n(x) = S_n(x)/S_n(x),
\] (1)
are applied, where \(S_n(x) = \frac{1}{nh} \sum_{i=1}^{n} I(W_i)^{1/4} K\left(\frac{U_i - x}{h}\right), j = 1, 2\) and the kernel \(K(x)\) is nonnegative even function, and \(\int K(x)dx = 1\). We have \(\hat{F}_n(x) = 0\) if \(S_n(x) = 0\). As \(h\) we take \(h = n^{-1/5}\).

S.S. Yang [1] proposed as an of the regression function \(Q(x) = E(W|U = x)\) the statistic \(Q_n(x)\) defined
\[
Q_n(x) = \frac{1}{n} \sum_{j=1}^{n} K\left(\frac{i/n - F_n(x)}{h}\right) W_n^{(i)},
\] (2)
where \(F_n(x) = n^{-1} \sum_{i=1}^{n} I(U_i < x)\) is the empirical distribution function random variable (rv) \(U\), identically distributed with rv's \(U_1, U_2, ..., U_n\). Let \(U_1^{(0)} < ... < U_1^{(1)} < ... < U_1^{(e)}\) be order statistics, and \(W_n^{(i)}\) pared with \(U_1^{(i)}\) is called concomitant of the \(i\)-th order statistics in the sample \(U^{(e)}\).

Let \(k = k(n)\) be a sequence of positive integers, and \(\rho = \rho_n\) be the Euclidean distance between \(x\) and its \(k\)th nearest neighbor. The nearest neighbor estimate is
\[
\hat{Q}_n(x) = S_{2n}(x)/S_n(x),
\] (3)
where \(S_n(x) = \frac{1}{n\rho} \sum_{i=1}^{n} W_i^{1/4} K\left(\frac{U_i - x}{\rho}\right)\).

Let's notice that the estimate (2) is also a nearest neighbor estimate, but now neighbors are defined in terms of distance based on the empirical distribution function.

The estimate \(\hat{Q}_n(x)\) has variance
\[
\sigma^2_n = Q(x)(1 - Q(x))\int K^2(x)dx + o(1/\rho^2),
\]
where \(\|K\|^2 = \int K^2(x)dx\), therefore, if the density \(f(x) = 0\), then this case is better to use the estimate (2).

In this paper we study behavior of multivariate k-nearest neighbors distribution function estimates. Multivariate kNN-estimates of density have been considered in works ([4], [5]).

In considered work for an estimation of distribution function we use kNN-estimators and we show that they are consistent, asymptotically normal and asymptotically unbiased estimators.

Consider an estimate of \(Q(x)\) given by
\[
\hat{Q}_n(x) = \frac{T_{2n}(x)}{T_{n}(x)},
\]
where
\[
T_{2n}(x) = \frac{1}{n\rho^2} \sum_{i=1}^{n} W_i K\left(\frac{U_i - x}{\rho}\right) = \frac{1}{n} \sum_{i=1}^{n} W_i K\left(U_i - x\right),
\]
\[
T_n(x) = \frac{1}{n\rho^2} \sum_{i=1}^{n} K\left(\frac{U_i - x}{\rho}\right) = \frac{1}{n} \sum_{i=1}^{n} K\left(U_i - x\right),
\]
\(\rho = \rho_n(x)\) is the Euclidean distance between \(x\) and \(k\)th nearest neighbor of \(x\) among the \(U_i\)'s, \(K(x)\) is a bounded integrable weight function with
\[
\int K(u)du = 1,
\] (4)
k = k(n) is a sequence of positive integer such that \(k \to \infty, k/n \to 0\) as \(n \to \infty\).
II. PRELIMINARY RESULTS

Let us first consider the probability density \( p(x) \) of the distance \( \rho \) between \( x \) and the \( k \)th nearest neighbor \( x \). Let \( S_r = \{ z \mid \| z - x \| < r \} \), \( G(r) = P(S_r) \), and

\[
G'(r) = \lim_{\delta \to 0} \frac{1}{\delta} \left[ \int_{S_{r+\delta}} f(t) dt - \int_{S_r} f(t) dt \right] = \int_{S_r} f(t) d\sigma(t),
\]

where \( P \) is the probability measure with density \( f \), and \( \sigma \) is the surface area of the sphere \( \| x - t \| = r \), \( c_d = \frac{\pi^{d/2} r^d}{\Gamma((d+2)/2)} \).

Thus the density of \( \rho \) is

\[
p_\rho(r) = \frac{n!}{(k - 1)!(n - k)!} G^{k-1}(r)(1 - G(r))^{n-k} G'(r).
\]

The conditional \( k - 1 \) observations \( Y_1, Y_2, \ldots, Y_{k-1} \) falling within the sphere about \( x \) whose radius is determined by \( x \) and \( \mathbf{h} \), the remaining \( (n - k) \) observations \( V_1, V_2, \ldots, V_{n-k} \) falling outside this sphere under the condition \( h = r \), is given as follows (see, [4])

\[
p(y_1, y_2, \ldots, y_{k-1}; v_1, v_2, \ldots, v_{n-k}; h) = \prod_{j=1}^{k-1} \left( \frac{f(y_j)}{G(r)} \right) \prod_{j=k}^{n} \left( \frac{f(v_j)}{1 - G(r)} \right) \frac{f(h)}{G'(r)},
\]

so that the \( Y_j \)'s, \( V_j \)'s and \( h \) are conditionally independent given \( h = r \) with respective marginal densities

\[
\frac{f(y_j)}{G(r)} \text{ and } \frac{f(h)}{G'(r)}.
\]

\[
\{ y \mid \| x - y \| < r \}, \{ y \mid \| x - y \| > r \}, \{ h \mid x - h = r \}
\]

where the conditional density of \( h \) given \( \rho \) is to be integrated with respect to the surface measure on the sphere of radius \( r \) about \( x \).

We are interested in computing moments of various functions of \( \rho \). It is clear from what has been stated above that \( \rho \) has the same distribution as \( G^{-1}(\xi) \), where \( \xi \) is the \( k \)th order statistic from an i.i.d. uniform \((0,1)\) sample of size \( n \). If we just assume \( f \) is bounded and continuous we have

\[
G(r) = \int_{S_r} f(u) du = c_d f(x) r^d + \int_{S_r} (f(u) - f(x)) du = c_d f(x) r^d + o(r^d)
\]
as \( r \downarrow 0 \).

Then \( t = G(r) \) it follows that when \( f(x) > 0 \)

\[
G^{-1}(t) = r^d \frac{t}{c_d f(x)} + o(t^{1/d}).
\]

In addition, from Theorem 1 [5] we have

\[
G^{-1}(z) = \left[ \frac{z}{c_d f(x)} \right]^{1/d} - \left\{ \frac{c_d V^2 f(x)}{2pe_c f(x)} \right\} \left\{ \frac{z}{c_e f(x)} \right\}^{1/3} + o(z^{1/3})
\]

under conditions

\[
\int y K(y) dy < \infty, \int K(y) dy = 1,
\]

\[
\int y^2 K(y) dy = 0, i \neq j,
\]

\[
\int y^3 K(y) dy > 0 \text{ for any } i.
\]

III. MAIN RESULTS

Let's consider a difference \( \hat{Q}_n(x) - Q(x) \). We have

\[
\tau_n = \frac{T_{2n}(x) - Q(x)}{T_{1n}(x)} - \frac{T_{2n}(x)}{T_{1n}(x)} f(x) = \frac{T_{2n}(x)(f(x) - T_{1n}(x))}{T_{1n}(x) f(x)} + \frac{T_{2n}(x) - Q(x)}{T_{1n}(x)} f(x).
\]

If we show that \( T_{1n}(x) \to f(x) \to 0 \) and \( T_{2n}(x) - Q(x) f(x) \to 0 \) as \( n \to \infty \), then from Slutsky's theorem (see [11], p.388, Theorem A.102), owing to boundedness of \( Q(x)f(x) \) and using that \( f(x) \geq c_0 > 0 \) we obtain the convergence \( \tau_n(x) \) to probability to zero as \( n \to \infty \): \( \tau_n(x) \to 0 \) for every fixed \( x \). Besides, from this relation we receive the limiting distribution of \( \tau_n(x) \).

Let's consider the characteristic function \( \phi_{\tau_n}(\theta) \) of the statistic \( T_{1n}(x) \). Let

\[
\phi_{\tau_n}(\theta) = \mathbb{E}[\exp(i \theta T_{1n}(x))].
\]

From (3) we derive

\[
\phi_{\tau_n}(\theta) = \left\{ \psi_{\tau_n}(\theta, r) \right\}^{\frac{1}{(n-k)} p_n(r) dr},
\]

where

\[
\psi_{\tau_n}(\theta, r) = \int_{V_{r-1}} \exp\left( \frac{i \theta}{n} \int_{Q_k(y) K_r(y - x)} f(y) dy \right),
\]

\[
\psi_{\tau_{2n}}(\theta, r) = \int_{V_{r-1}} \exp\left( \frac{i \theta}{n} \int_{Q_k(t - x)} f(t) dt \right),
\]

\[
\psi_{\tau_{3n}}(\theta, r) = \int_{V_{r-1}} \exp\left( \frac{i \theta}{n} \int_{Q_k(v - x)} f(v) dv \right).
\]

By (5), the first term is equals

\[
\psi_{\tau_n}(\theta, r) = \frac{1}{G(r)} \int_{V_{r-1}} \exp\left( \frac{i \theta}{n} K_r(u) \right) f(x - ur) du.
\]

**Lemma 1.** For every \( \alpha \in \mathbb{R} \) and \( n \geq 0 \),

\[
\left| e^{i\alpha} - \sum_{k=0}^{n} \frac{(i\alpha)^k}{k!} \right| \leq \min\left\{ \frac{|\alpha|^{n+1}}{(n+1)!}, \frac{2|\alpha|^n}{n!} \right\}.
\]

**Proof.** If \( \alpha > 0 \), then integrating by parts a \( n \) times of the integral \( \int_0^\alpha (e - t)e^\alpha dt \) we receive the inequality.
Using the inequality \(|e^\alpha - 1| \leq 2\alpha\) and replacing in the previous inequality \(n\) by \(n-1\) we obtain the second part of the inequality.

Now, in virtue of the condition (4) on the kernel \(K(x)\), using the fact that \(K(x) \leq M_1, f(x) \leq M_2\), applying the results of the Lemma 1, we conclude that

\[
\left| \int_{|t| > r} \left[ \exp \left( i\theta K_n(x-u) \right) - 1 - \frac{1}{n} i\theta K_n(x-u) \right] f(u) du \right| \leq \frac{\theta^2}{2n^2} \left( 6 \int_1^2 \left( K_n(x-u) \right)^2 f(u) du \right) \leq \frac{\theta^2}{2n^2} \left( 6 \int_1^2 \left( K_n(x-u) \right)^2 f(u) du \right) \leq \frac{\theta^2}{2n^2} \left( \sum_{i,j} c_{ij} f^2(x) \right) \leq o \left( \frac{1}{n} \right).
\]

Thus \(\psi_n(\alpha, \theta) \rightarrow 1\) as \(n \rightarrow \infty\)

Similarly,

\[
\left| \int_{|t| > r} \left[ \exp \left( i\theta K_n(x-u) \right) - 1 - \frac{1}{n} i\theta K_n(x-u) \right] f(u) du \right| \leq \frac{\theta^2}{2n^2} \left( 6 \int_1^2 \left( K_n(x-u) \right)^2 f(u) du \right) \leq \frac{\theta^2}{2n^2} \left( \sum_{i,j} c_{ij} f^2(x) \right) \leq o \left( \frac{1}{n} \right).
\]

For further we use the results of works [4], [5] under the conditions of Theorem 1

\[
E(T_n(x)) = f(x) + \frac{c_2(f(x))}{2d} P(f)(x) \left( \frac{k}{n} \right)^{2/d} + \frac{c_2(f(x))}{k} \int_{|t| > r} K(u) d\Sigma_0 + o \left( \frac{1}{n} \right) + o \left( \frac{1}{k} \right).
\]

where \(P(f)(x) = \sum_{i,j} u_i u_j K(u) dD_i dD_j f(x)\),

\(H_f(x) = (D_i D_j f(x))\) - Hessian matrix,

\(D(T_n(x)) = \frac{c_2(f^2(x))}{k} \int K^2(u) du + o \left( \frac{1}{k} \right)\),

\(a_j = (T(d+2)/2)^{2d}/(2\pi)\),

and, accordingly,

\[
\frac{1}{n} \int_{|t| > r} K^2(v-x) \frac{f(v)}{1-G(r)} dv = \frac{c_2 f^2(x)}{k} \int K^2(u) du + o \left( \frac{1}{k} \right).
\]

Therefore, uniformly in \(\theta \in [-T, T]\), where \(T\) is a real number

\[
\int \exp \left( i\theta f(x) \right) f(x) du = 1 + i\theta f(x) k^{-1} - (1/2) |\theta c_{ij} f^2(x) K\| k^{-1} + o \left( k^{-1} \right), \quad (n \rightarrow \infty) ; \quad \|K\| = \int K^2(u) du.
\]

Decompose \(\ln \phi_n(t)\) in a series on exponents

\[
i \alpha - \beta = i \theta f(x) \left( \frac{\theta^2 c_{ij} f^2(x)}{k} \|K\| \right) \frac{1}{2} \text{ to the second term and use the fact that for any real } \alpha, \|\ln(1+i\alpha) - i\alpha\| \leq \alpha^2/2.
\]

Really,

\[
\left| \ln(1+i\alpha) - i\alpha \right| = \int_0^\alpha \left| \frac{1}{1+ix} - 1 \right| dx \leq \frac{\alpha}{1+\sqrt{1+\alpha^2}} dx \leq \frac{\alpha}{1+\alpha^2} dx = \frac{\alpha^2}{2},
\]

since \(|1+ix| = \sqrt{1+x^2} \geq 1\) and \(1 + \alpha^2 \leq 1\).

Let \(\alpha = \theta f(x) k^{-1} / 2 \) and \(\beta = \theta c_{ij} f^2(x) K\| k^{-1} / 2 \),

Then

\[
\ln(1+i\alpha - \beta) = \ln(1-\beta) + \ln \left( 1 + \frac{i\alpha}{1-\beta} \right) = -\beta + \frac{i\alpha}{1-\beta} + o \left( k^{-1} \right) = -\beta + i\alpha + o \left( k^{-1} \right),
\]

since \(\beta = O \left( k^{-1} \right), \quad \frac{\alpha^2}{(1-\beta)^2} \leq \alpha^2 = O \left( k^{-1} \right)\), as \(|\beta| < 1/2\).

Hence

\[
\left| \ln(1+i\alpha - \beta) - i\alpha + \beta \right| = O \left( k^{-2} \right).
\]

Therefore, as \(n \rightarrow \infty\),

\[
\left| \ln \left( 1 + i\theta f(x) k^{-1} - (1/2) \theta^2 c_{ij} f^2(x) K\| k^{-1} \right) \right| - \left| \ln(1+i\alpha - \beta) - i\alpha + \beta \right| = O \left( k^{-2} \right) = o \left( k^{-1} \right),
\]
since a function $f(x)$ for a fixed $x$ is bounded, and
\[ \| K \|^F_\infty < \infty, \quad \theta \in [-T, T], \]
then $o(1)$ converges uniformly to zero.

Since $b_{in}b_{ln}(b_{in}+b_{ln})$, where $b_{in},b_{ln}$ – appropriate normalizing multipliers, converges uniformly on any bounded interval $(-C,C)$, $C > 0$ to the density of the limit distribution (see. [15]), and, given that the probability of hitting $b_{in}(\rho-b_{ln})$ into intervals $(-\infty,-C],[C,\infty)$ tend to zero (see. [15]), and the function $\exp\left(i\theta f(x)k^{-1}-(1/2)\theta^2c_jf^2(x)\right)$ is bounded, we have that
\[ E\left\{ \exp\left(i\sqrt{k}(T_{in}(x)-f(x))\right) \right\} \rightarrow \exp\left(-(1/2)\theta^2c_jf^2(x)\right) \quad \text{as } n \rightarrow \infty. \]

Now from convergence of characteristic functions follows, that
\[ \sqrt{k}(T_{in}(x)-f(x)) \stackrel{d}{\rightarrow} N(0,c_jf^2(x)\| K \|^F_\infty) \quad \text{whence also follows that } \]
\[ T_{in}(x)-f(x) \stackrel{p}{\rightarrow} 0. \]

We now show that
\[ \sqrt{k}(T_{in}(x)-Q(x)f(x)) \stackrel{d}{\rightarrow} N(0,c_jQ^2(x)f^2(x)\| K \|^F_\infty). \]

Let
\[ \phi_{2n}(\theta) = E(\exp(i\theta T_{in}(x))) = E\left( \exp\left(i\theta n^{-1}\sum_{j=1}^{n} I(X_j < U_j)K(\rho(U_j-x)) \right) \right). \]

Passing on first to the conditional expectation provided $U_j$, and then arguing as above with respect to the characteristic function of the statistics $T_{in}(x)$, we obtain the following representation
\[ \phi_{2n}(\theta) = \left( \tilde{\lambda}_{2n}(\theta,r) \right)^{k^{-1}} \tilde{\lambda}_{2n}(\theta,r)\left( \tilde{\lambda}_{2n}(\theta,r) \right)^{-k} p_n(r) dr, \]
where
\[ \tilde{\lambda}_{2n}(\theta,r) = \int_{[0,x]} \exp\left(\frac{i\theta}{n} Q(y)K(y-x) - \frac{f(y)}{G(r)} \right) dy, \]
\[ \lambda_{2n}(\theta,r) = \int_{[0,x]} \exp\left(\frac{i\theta}{n} F(r)K(t-x) - \frac{f(t)}{G(r)} \right) dt, \]
\[ \lambda_{2n}(\theta,r) = \int_{[0,x]} \exp\left(\frac{i\theta}{n} Q(v)K(v-x) - \frac{f(v)}{1-G(r)} \right) dv. \]

Repeating the above arguments, but for functions $\tilde{\lambda}_{2n}(\theta,r), \tilde{\lambda}_{2n}(\theta,r), \lambda_{2n}(\theta,r)$ and $\phi_{2n}(\theta)$, we find that
\[ \sqrt{k}(T_{in}(x)-Q(x)f(x)) \stackrel{d}{\rightarrow} N(0,c_jQ^2(x)f^2(x)\| K \|^F_\infty). \]

Thus we have the following result.

**Theorem 1.** Let the density be bounded and there is a third continuous bounded partial derivatives $f(x)$ and $Q(x)$,
\[ \int u\| K(u) du < \infty, \quad \int uK(u) du = 0. \]

Then
\[ (i) \quad \sqrt{k}(T_{in}(x)-f(x)) \stackrel{d}{\rightarrow} N(0,c_jf^2(x)\| K \|^F_\infty), \]
\[ (ii) \quad \sqrt{k}(T_{in}(x)-Q(x)f(x)) \stackrel{d}{\rightarrow} N(0,c_jQ^2(x)f^2(x)\| K \|^F_\infty). \]

The following theorem establishes the asymptotic normality of the estimator $\hat{F}_n(x)$ of the distribution function $Q(x)$.

**Theorem 2.** Let the conditions of Theorem 1 hold. Then
\[ \sqrt{k}(\hat{Q}_n(x)-Q(x)) \stackrel{d}{\rightarrow} N(0,Q(x)(1-Q(x))\| K \|^F_\infty). \]

**Proof.** Let $T_1 = T_{in}(x)$, $T_2 = T_{in}(x)$, $Qf = Qf(x) = Qf(x)$, $f = f(x)$.

We have:
\[ T_2 = T_2 - Qf + Qf \quad \text{and} \quad T_1 = T_1 - f + f = f \left( 1 + \frac{T_1 - f}{f} \right) = \frac{T_2 - Qf}{f} \left( 1 - \frac{T_1 - f}{f} + O_p \left( \frac{(T_1 - f)^2}{f^2} \right) \right), \]
\[ + O_p \left( \frac{(T_2 - Qf)^2}{f^2} \right), \]

since
\[ \left| \frac{1}{1+x} \right| \leq \frac{x^2}{1+x} \leq 2x^2 = O(x^2), \quad |x| \leq \frac{1}{2} \]

and $T_1 - f \stackrel{p}{\rightarrow} 0$, $T_2 - Qf \stackrel{p}{\rightarrow} 0$.

Hence
\[ \frac{T_2 - Qf}{f} = \frac{T_2 - Qf}{f} - \frac{Qf}{f^2}(T_1 - f) + \]
\[ + O_p \left( \frac{(T_2 - Qf)^2}{f^2} \right) + O_p \left( \frac{(T_1 - f)^2}{f^2} \right). \]

Arguing as in [16], [17] with respect to the statistics $T_{in}(x)$ and $T_{2n}(x)$, it can be shown that with probability 1
\[ \lim_{a \to \infty} \sup_{a \in \mathbb{R}^1} \frac{\sqrt{nh} \left( T_1 - E(f) \right)}{\max \left( \ln(1/h), \ln n \right)} = k_1(c) < \infty, \]
\[ \lim_{a \to \infty} \sup_{a \in \mathbb{R}^1} \frac{\sqrt{nh} \left( T_2 - E(Qf) \right)}{\max \left( \ln(1/h), \ln n \right)} = k_2(c) < \infty, \]

where for sufficiently large $n$,
\[ \left\| \frac{T_2 - F}{T_1} - \frac{T_2 - Qf}{f} + \frac{Qf}{f^2}(T_1 - f) \right\| \leq C \frac{\ln n}{k}. \]
Thus,
\[
\sqrt{k}\left|\frac{T_2}{T_1} - F\right| - \frac{T_2 - Qf}{f} + \frac{Qf}{f^2} (T_1 - f) \xrightarrow[p]{n \to \infty} 0.
\]

Further,
\[
D \left( \frac{T_2}{T_1} - Q \right) = \left( \frac{1}{f^2} D(T_2 - Qf) + \frac{(Qf)^2}{f^4} D(T_1 - f) - \frac{2Qf}{f^3} \text{Cov}(T_1 - f, T_2 - Qf) \right)
\]
\[
\left( \ln n \frac{\ln n}{k^2} \right)
\]
\[
= \frac{1}{f^2} D(T_2) + \frac{(Qf)^2}{f^4} D(T_1) - \frac{2Qf}{f^3} \text{Cov}(T_1, T_2) \left( \ln n \frac{\ln n}{k^2} \right)
\]
as \(n \to \infty\).

Consider the expectation \(E(T_1, T_2)\).

We have
\[
E(T_1, T_2) = \frac{1}{n} E \left( \frac{1}{n} \sum_{n=1}^{n} \text{K}_\rho(U_i - x) - \sum_{n=1}^{n} W_i \text{K}_\rho(U_i - x) \right) = \frac{1}{n^2} E \left( \sum_{n=1}^{n} W_i \text{K}_\rho(U_i - x) \right)^2 + \sum_{n=1}^{n} W_i \text{K}_\rho(U_i - x) W_i \text{K}_\rho(U_i - x).
\]

By virtue of independent and identically distributed pairs \((U_i, W_i), \ldots, (U_n, W_n)\), we conclude that
\[
E(T_1, T_2) = \frac{1}{n} E \left( W_i \text{K}_\rho(U_i - x) \right)^2 + \frac{n-1}{n} E \left( W_i \text{K}_\rho(U_i - x) \right) \text{K}_\rho(U_i - x) = \frac{1}{n} \left[ E \left( f(U_i > X_i) \right) \text{K}_\rho^2(U_i - x) \right] f(u) du + \frac{n-1}{n} \left[ E \left( f(U_i < X_i) \right) \text{K}_\rho(U_i - x) \right] f(u) du \times \text{K}_\rho(u - x) f(u) du.
\]

Making the replacement \(z = (u - x)r^{-1}\), we have
\[
E(T_1, T_2) = (n^{r-1})^{-1} \int \text{K}_\rho^2(u - x) Q(zr + x) x f(zr + x) dz + (r^{2d})^{(-1)(1 - n^{-1})} \times \int \text{K}_\rho(z) Q(zr + x) f(zr + x) dz \times \left( \text{K}_\rho(z) f(zr + x) dz \right)
\]
\[
(n^{r-1})^{-1} \int \text{K}_\rho^2(u - x) Q(zr + x) f(zr + x) dz = k^{-1} Q(x) f^2(x) |K| \xrightarrow[p]{n \to \infty} 0.
\]

From the conditions on the kernel \(K(x)\) and the conditions on the functions \(Q(x), f(x)\), we have
\[
\left[ K(z)Q(zr + x)f(zr + x)dz = Q(x)f(x) + o(k^{-1}).
\]

Thus,
\[
E(T_1, T_2) = Q(x)f^2(x) \left| K \right| \xrightarrow[p]{n \to \infty} 0.
\]

\[
\text{Cov}(T_1, T_2) = Q(x)f^2(x) \left| K \right| \xrightarrow[p]{n \to \infty} 0.
\]

So, as \(n \to \infty\),
\[
D(Q(x) - Q(x)) \xrightarrow[p]{n \to \infty} 0.
\]

Hence we conclude that
\[
\sqrt{k} \left( Q(x) - Q(x) \right) \xrightarrow[p]{n \to \infty} \zeta \in N(0, Q(x)(1 - Q(x)) \left| K \right|).
\]
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A Fast Heuristics for Inferring Approximately Minimal Diagnostic Tests

Xenia Naidenova, Vladimir Parkhomenko, Alexander Rudenko

Abstract—A class of machine learning algorithms based on mining approximate classification tests is considered. A system called “DEFINE” of analogical reasoning based of mining these classification (diagnostic) tests is described. DEFINE is developing specially for machine learning problems in agriculture and motor industry. Some examples of the system application are given.

Keywords—Approximate classification test, reasoning by analogy, machine learning.

I. INTRODUCTION

This paper provides a method of inferring approximate diagnostic (classification) tests. Considering the sets of approximately minimal diagnostic tests as a characteristics portraits of object classes we have developed a model of reasoning by analogy. This model is implemented in the system called DEFINE. Approximately-minimal tests are designed to classify as many examples as it is possible according to the algorithm. They also negate all contradictory examples. The results of this systems application for predicting the type of tree species with the use of aerial photographs is described. The prediction of defects in rotating equipment is also considered.

II. A MODEL OF REASONING BY ANALOGY BASED ON THE SETS OF AMDTS

Approximately minimal or quasi minimal diagnostic test (AMDT) distinguishing an example $e$ from all examples of class $Q_x$ is a collection of attributes $\{A_1, A_2, \ldots, A_k\}$ such that $e$ differs from any example of $Q_x$ by value of at least one attribute of this collection. There are a plethora of algorithms for searching for tests, however if a certain algorithm is chosen then it is possible to consider it as a function $\phi(e, Q_x) = A_1, A_2, \ldots, A_k$. This function possesses the property that for familiar examples it will return the familiar or the same tests. Let $T_{ij}$ be the set of tests such that any example $e \in Q_i$ is different from all examples of $Q_j$ by at least one test of $T_{ij}$ and for every test $t \in T_{ij}$ there is an example $e$ such that it is different from all examples of $Q_j$ only by this test. In other words, $T_{ij}$ is the necessary and sufficient set of tests for distinguishing $Q_i$ and $Q_j$. The set $T_{ij}$ is also a function $f(Q_i, Q_j)$ determined by a certain test construction algorithm. The set $T_{ij}$ is considered to be stable or changeable insignificantly with respect to different collections of examples from the same class $Q_i$. Let $T_{ij}$ be the set of tests distinguishing the sets $Q_i, Q_j$ of examples. Let $T_{xj}$ be the set of tests distinguishing the sets $Q_x, Q_j$ of examples, where $Q_x, Q_j$ are taken from the same sampling (class) of examples. We assume that tests of $T_{ij}$ and $T_{xj}$, completely coincide or at least greatly intersect. Analogical reasoning is defined as follows [1, 2].

Assume that the sets $T_{ij}$ for all training sets $Q_1, Q_2$ of examples, $i, j \in \{1, 2, \ldots, nk\}$, where $nk$ is the number of classes, have been obtained by a certain algorithm. Let $Q_x$ be a subset of examples belonging to one and the same but unknown class $x \in \{1, 2, \ldots, nk\}$. Construct sets of tests, $T_{xj} = f(Q_x, Q_j)$, $j \in \{1, 2, \ldots, nk\}$. If examples of $Q_x$ belong to class $k \in \{1, 2, \ldots, nk\}$, then, in accordance with our assumption, the set of tests $T_{xj}$ must be more similar to $T_{kj}$, than to $T_{ij}$ for all $i \neq k, i \in \{1, 2, \ldots, nk\}$. This method can be considered as inference by analogy because we use the assumption of analogical properties of tests for similar examples constructed with the use of one and the same functional transformation (algorithm). The main problem of this method is related to the choice of the criterion or the measure of similarity between sets of tests. It is more reliable to use several criteria and to make decision based on the rule of voting between these criteria. We give an example of Inference by Analogy. Here $Q$ is a set of training examples partitioned into 5 disjoint classes. The examples are described by 9 attributes (see, please, Tab.I).

Tab.II contains a list of quasi-minimal tests for all pairs $Q_i, Q_j, i, j \in \{1, 2, 3, 4, 5\}$ of classes. Let two examples be represented for predicting the class to which they belong to: $Q_x = \{(3, 4, 3, 5, 3, 4, 2, 1, 1), (4, 4, 3, 3, 2, 4, 2, 3, 5)\}$. Tab.III contains quasi-minimal tests distinguishing collection of examples $Q_x$ from the sets of examples $Q_1, Q_2, Q_3, Q_4, Q_5$.

Compare the sets of tests for every pair $(Q_x, Q_j)$, $j \in \{1, 2, 3, 4, 5\}$ with the sets of tests $T_{ij}$ for all training sets $Q_i, Q_j$ of examples, $i, j \in \{1, 2, \ldots, 5\}$ (Tab.II). One of the possible decision rules says that if $Q_x$ and $Q_y$ are taken
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from the same class of examples, then the intersection of corresponding sets of tests \( \{Q_j, Q_yQ_j\} \), \( j \in \{1, 2, 3, 4, 5\} \) must be greater than \( Q_zQ_j \), for all \( z \neq y \). The intersection of two sets of tests is referred to as the subset of coincident tests in these sets. The illustration of this decision rule is given in Tab.IV. Using this decision rule, we can conclude that \( Q_x \) and \( Q_z \) are included in the same class. Let us remark that this example is taken from the real task, and the set \( Q_x \) of objects is predicted correctly.

III. DEFINE: THE SYSTEM FOR ANALOGICAL REASONING

The system DEFINE [3], [2] is based on the machine learning method described above. Principal structure of DEFINE is shown in Fig.1.

Describe the role of each program of the system. The block RDING is intended for inputting initial data and its transformation into attribute-value representation. In particular, if features of objects are continuous, then their discretization is required. In the case of using images of objects, the special complex of programs is used for calculating the values of some characteristics of images, extracting objects, calculating features of objects, and transforming them into attribute-value representation. Program SLOT forms the training and controlling sets of objects based on a given rule or a random choice. The programs UPRAVL, PROV1, POISK and MINOR serve for constructing the sets of tests \( T_{ij} \) distinguishing the sets \( Q_i,Q_j \) of object examples. Program TREE serves for compact representation of the set \( T_{ij} \) in the form of special structure of a rooted tree. This structure allows quickly checking whether a test \( t \) is contained in \( T_{ij} \). Tests in the form of trees require less volume of memory space. Block Learning constructs the set of tests \( T = \{T_{ji}\} \) and transforms them into the form of trees. Block Deciphering constructs the set \( T = \{T_{xi}\} \) for unknown or control collection of examples. Program REPLY realizes several decision rules for estimating the degree of similarity between the sets \( T_{xi}, T_{ji}, j \in \{1, 2, \ldots, nk\}, i = 1, 2, \ldots, nk \). Program JUDGE performs the final decision. Block Analysis investigates initial data and gives the information about the degree of similarity and distinction between given classes of objects and some others informative characteristics. Algorithm TREE serves for transforming the test matrix into the structure of vector-tree or Decision Tree Matrix. Tests are lexicographically ordered and they are represented as the branches of an ordered decision

| Table II: The Sets of Tests for Given Classes of Objects |
|-----------------|-------|-------|-------|
| Pairs of Q | Tests \( T_{ij} \) | No of tests |
| \( Q_1 - Q_1 \) | 4,7 | 1 |
| \( Q_1 - Q_2 \) | 2,1 | 1 |
| \( Q_1 - Q_3 \) | 3,9 | 2 |
| \( Q_1 - Q_4 \) | 1,2,3,5 | 4 |
| \( Q_1 - Q_5 \) | 1,2,3,4,5,6 | 6 |
| \( Q_2 - Q_1 \) | 2 | 1 |
| \( Q_2 - Q_2 \) | 4,7 | 2 |
| \( Q_2 - Q_3 \) | 2,3,4 | 3 |
| \( Q_2 - Q_4 \) | 1,2,3 | 3 |
| \( Q_2 - Q_5 \) | 1,6,7 | 3 |
| \( Q_3 - Q_1 \) | 3,9 | 2 |
| \( Q_3 - Q_2 \) | 2,3,4 | 3 |
| \( Q_3 - Q_3 \) | 2,7,9 | 3 |
| \( Q_3 - Q_4 \) | 1,2,3,4,5,9 | 6 |
| \( Q_3 - Q_5 \) | 1,2,3,4,5,6,7,9 | 8 |
| \( Q_4 - Q_1 \) | 1,2,3,5 | 4 |
| \( Q_4 - Q_2 \) | 1,2,3 | 3 |
| \( Q_4 - Q_3 \) | 1,2,3,4,5,9 | 6 |
| \( Q_4 - Q_4 \) | 4,6,7,9 | 4 |
| \( Q_4 - Q_5 \) | 6,7 | 2 |
| \( Q_5 - Q_1 \) | 1,2,3,4,5,6 | 6 |
| \( Q_5 - Q_2 \) | 1,6,7 | 3 |
| \( Q_5 - Q_3 \) | 1,2,3,4,5,6,7,9 | 8 |
| \( Q_5 - Q_4 \) | 6,7 | 2 |
| \( Q_5 - Q_5 \) | 8,9 | 2 |

| Table III: The Sets of Tests for Examples of Unknown Class |
|-----------------|-------|-------|-------|
| Pairs of Q | Tests \( T_{ij} \) | No of tests |
| \( Q_x - Q_1 \) | 1,2,3,4,5,6 | 6 |
| \( Q_x - Q_2 \) | 1,2,3,6,7 | 5 |
| \( Q_x - Q_3 \) | 1,2,3,4,5,6,7,8,9 | 9 |
| \( Q_x - Q_4 \) | 6,7 | 2 |
| \( Q_x - Q_5 \) | 8,9 | 2 |

Fig. 1. The Structure of the System DEFINE

| Table IV: The Application of Decision Rule to the Set \( Q_x \) |
|-----------------|-------|-------|-------|-------|-------|-------|
| No | \( Q_1 - Q_1 \) | \( Q_2 - Q_1 \) | \( Q_3 - Q_1 \) | \( Q_4 - Q_1 \) | \( Q_5 - Q_1 \) |
| \( Q_x - Q_1 \) | 0 | 1 | 1 | 4 | 6 |
| \( Q_x - Q_2 \) | 1 | 1 | 2 | 3 | 3 |
| \( Q_x - Q_3 \) | 2 | 3 | 3 | 6 | 8 |
| \( Q_x - Q_4 \) | 0 | 0 | 0 | 2 | 2 |
| \( Q_x - Q_5 \) | 3 | 4 | 7 | 15 | 20 |

Inputting data
Analysis
Learning
Deciphering
Output

\[ A \rightarrow B \text{ uses the results of } A \] 

Points sequence of action
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The structure of tree is represented in the form of vector, the example of which, for the tree of Tab.V, is given in Tab.VI.

- Generally, the structure of tree is determined as follows: If $i$-th component of vector-tree contains the value of a node, then $(i + 1)$-th component:
  1) contains the index of component containing the value of next node of the same level of tree if such a node exists;
  2) is equal to 0 if such a node is absent;
  (i + 2)-th component of vector-tree contains:
  1) the value of next node of the same branch if such an element exists;
  2) 0, if the next node of the same branch is absent and there is not an offshoot of the considered node;
  3) -1 if the next node of the same branch is absent but the offshoots of considered node are present.

If $j$-th component of vector-tree is equal -1, then the value of the next node of offshoot is contained in $(j + 1)$-th component of vector-tree. The first element of vector-tree contains the value of the first node of decision tree at the first level.

The first version of DEFINE has been implemented in FORTRAN for running on EC. The second version of DEFINE has been realized in Turbo C 2.0 DOS 3.0 on computers PC AT/XT and compatible ones with Video adapter CGA or emulating regime CGA. The module Define.exe has been 52 kb executable module. The current DEFINE version is developing for the prediction of defects in rotating equipment. Let us briefly discuss the problem.

### A. Software for predicting defects in rotating equipment

We use the spectral information from a vibration detector to predict the defects of rotating equipment. The number of spectral parameters is determined based on the frequency domain and step by frequency.

Let the resulting spectral information be an object. Then the type of defect is referred to a class. The set of objects without defects can also be regarded as a class. The number of objects of each class in the training sample is determined by the required precision of the control deciphering. The number of objects increases until the necessary quality of deciphering is achieved.

The main part of program is implemented in the language PHP. This script language uses HTML, JavaScript and AJAX to process the input data. Inside the program, the data is stored in MySQL database. To make a desktop application, all scripts are packed in the shell written in Delphi.

We plan to make a web-oriented application to get a feedback from the potential users. The program will be independent from the operation system platform, i.e. the internet and web-browser are required. There is another advantage of PHP implementation. It is associated with the high speed of development. The program consists of four main components called Preferences, Data, Analysis and Learning.

Preferences component helps to set the frequency domain and step by frequency. The minimal number of learning steps is calculated here.

In this part, the frequency range and the step by frequency are selected. It is necessary in order to determine the number of parameters which will be used for predicting the defects. Here the prediction accuracy is calculated on the basis of which the minimum number of learning stages is determined.

Data component has a tool for editing the data of defects, i.e. one can add and delete the items from the list of defects. There is also a tool for editing the learning sets within the base of spectral signals. The component is closely related with a MySQL database.

Learning component takes the information from the database, mines the logical rules (AMDTs) to predict the classes of objects.

Analysis component realizes the process of machine learning. It uses the results from the previous components and has the following functions:
- logical rules (AMDTs) mining between objects of unknown class and objects of learning classes;
- the rules from the previous step are compared with the rules from Learning component;
- predicting the class of unknown objects.

### IV. The results of DEFINEs Application

The system DEFINE has been used for deciphering the predominant species of trees based on aero photographs with the scale 1 : 3000 [3]. The forest parts have been picked out in the Chagodotchenski forestry of Vologda region. The following types of trees have been chosen: pine-tree, aspen, birch, and fir-tree. The class of pine-trees has been partitioned into two subclasses: pine-tree 1 the trees of 70 years old, and pine-tree 2 the trees of 115 years old. For training and controlling sets of samples, the trees that are well predicted through stereoscope have been picked out with space distribution approximately equal to 15 -20 trees per 4-5 hectares. Images of trees have been analyzed by using the stereoscope. An operator has estimated visually the following set of photometrical and texture properties of trees: color of illuminated part of crown (1), color of shaded part of crown (2), form of projection...
of crown (3), form of the edge of projection (4), form of illuminated part of crown (5), form of shaded part of crown (6), structure of crown (7), texture of crown (8), passage from the illuminated to the shaded part crown (9), density of crown (10), closeness of crown (11), form of branches (12), size of branches (13), form of apex (14), and convexity of crown. For evaluating the color, the scale of color standards has been used. For coding the other properties, the semantic scales have been developed. The number of gradations of properties on the semantic scales was within the limits from 3 to 12. 500 images of trees (100 trees for each species) have been analyzed independently by two operators. The training set of samples has contained 60 descriptions for each species of trees, the set of control samples has contained 40 descriptions for each species of trees. Two methods have been used for deciphering. The first method (Method 1) deals with predicting the species to which belongs a subset of control trees taken from an unknown class. The decision rule is based on predicting the number of completely coincident tests in the conformable matrixes of tests \( T_{x_i}, T_{j,j}, j, i, x \in \{ \text{birch}, \text{pine-tree 1}, \text{pine-tree 2}, \text{aspen}, \text{fir-tree} \} \). The totalities of control examples are considered belonging to the species of trees for which the sum of agreements is the greatest, i.e. the result is \( i \)-th species for which \( \sum ||T_{x_i} \cap T_{j,i}|| \), \( j \in \{ \text{birch}, \text{pine-tree 1}, \text{pine-tree 2}, \text{aspen}, \text{fir-tree} \} \) is maximal among all \( i \in \{ \text{birch}, \text{pine-tree 1}, \text{pine-tree 2}, \text{aspen}, \text{fir-tree} \} \). Deciphering the species of trees by Method 1 has given 100% true reply for each species. The second method (Method 2) has been implemented for predicting the species to which belongs a single sample of tree not belonging to training sets of trees. This methods is detailed in [3]. In Tab.VII the percentage of correct answers obtained with the use of Method 2 is given. In this case, the part of 22% of the pine trees of 70 years old has been predicted not correctly. The analysis of the stability of tests has been also carried out. Tab.VIII contains the results of experiments according to the data of one of the operators. We observe the disappearance of some tests with decreasing the volume of training set of examples. The number of unique tests proves to be not great. Results demonstrate the possibility to decrease the volume of training set in subsequent experiments. The frequency of occurring attributes in tests shows the usefulness or their informative power. Attributes 10 and 15 did not enter any test, so they are the least informative. Attribute 2 possesses the greatest informative power. To the informative attributes belong also attributes 1, 3, 4, 5, 6, 7, 12, and 14. The system DEFINE has been applied very successfully for processing spectral information [4]. We have made also some experiments for predicting the defects in rotating equipment. There were 100 spectral signals both for each class of object defect and for the normal object working without defects. The program has been tuned as follows: the frequency domain was from 0 to 100 Hz and the step by frequency was 1 Hz. The prediction accuracy was 85%. Three different spectral signals of defects have been given for predicting their classes. The results of the prediction see, please, in Tab.IX.

V. CONCLUSION

The method of classification reasoning presented in this paper provides a framework for solving diverse and very important problems of constructing machine learning algorithms based on a unified logical model in which it is used a mode of analogical commonsense reasoning [5]. The peculiarities of this model include the fast algorithms for constructing approximately minimal diagnostic tests and the use of training examples of objects to be identified during machine learning process.
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New Approach for Learning Process Evaluation in Neurodegenerative Diseases Research

Lucie Houdová and Eduard Janeček

Abstract—The paper introduces a new approach of evaluation for performed neurodegenerative research experiments conducted on mice models. This approach is based on determination of learning process defined according to commonly used experimental methods for inbred mouse strains' motor and cognitive function measurement. The system representation of the learning process and the derivation of new evaluation methods are described. The attribute success and the attribute time constitute foundation of this evaluation. Novelty of this approach lies in the evaluation of the learning process utilizing a probabilistic approach and evaluation in physical units of random variable using Wasserstein (pseudo)metric. In addition, the employment of new approach for choosing the best approximation of the measured data and its suitability for performed experiments evaluation is described.

Keywords—evaluation of biological experiments, motor and spatial learning, statistical distance, Wasserstein pseudometrics

I. INTRODUCTION

The use of animal (biological) models is an important part of the biomedical research. Its purpose is to collect information for the understanding of biological processes in living organisms and the principles of the human body, examining the impact of various diseases, the development of safe and effective ways of preventing and treating diseases. Many animal models of neurodegenerative diseases have been recently developed due to advances in molecular genetics and the development of gene transfer technologies (e.g., Parkinson's disease, Alzheimer's disease, Huntington's disease). The main goal of animal models utilization is to prove hypotheses about the impact of any physiological or external factor to diseases which can be used in the treatment, in searching for causes or for verification of the impact of external influences.

In the case of the neurodegenerative diseases the mice, rat, and nonhuman primate models are especially used (for overview see [1]). Generally, mice are still the most commonly used animal models in medical research. Mouse genome has already been mapped, see [2], and due to its genetic similarity with human genome the employment of mice models allows the study of human genetic disorders and diseases with far greater accuracy and less risk.

One of the problems also studied by the Institute of Pathological Physiology, Faculty of Medicine in Pilsen, is the issue of cerebellar dysfunction, affecting motor and cognitive functions of the individual. The tools for determining the level of these dysfunctions are several methods of motor, and spatial learning, related with CNS excitability. Different kinds of experiments using mice models are performed under laboratory conditions and then evaluated primarily off-line. For this kind of research the inbred animals (in described case inbred strains of mice) are commonly used, especially for the preservation of desirable characteristics, such as the genetic mutation [3].

The research of neurodegenerative diseases associated with evaluation of the learning process can be from a technical point of view tackled in two ways. The first one is the creation of cybernetic models developed according to biological basis. So far, many computer models of classical conditioning, motor, and spatial learning were created (see e.g., [4], [5], [6], respectively). The second one is the task of the creation of evaluation models, which are constructed specifically for experimental animal models. This task is not usually solved. It should be emphasized that the computer models are also evaluated by performing experiments conducted on biological (animal) models. It should be noted that in principle it is not always possible to design them. Therefore, it is appropriate to focus on the second approach.

II. COMMONLY USED METHODS OF LEARNING PROCESS MEASUREMENT AND EVALUATION

The understanding of some natural phenomena is necessary for general examination of processes in all substantial aspects. Thus it is necessary to mention the methods of mice abilities measurement and commonly used methods for experimental data evaluation. The learning process is seen as motor or cognitive ability change.

The motor and spatial learning are evaluated differently, mainly due to the different methodology of testing (e.g. see [7]). Motor testing is generally performed at given time intervals (days/weeks/months), usually four times (one series) in set of three or four tests (test on horizontal bar, on ladder, on cylinder and not always performed “fall” test) in each testing period. The evaluation of experiment is performed for testing on each tool for every series based on mean percentage
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value of successful in testing group and corresponding standard error of the mean $(\mu_u \pm SEM_u)$. The time of remaining on the testing tool is not used for learning process evaluation.

The cognitive testing (spatial learning) is based on the mice placement into the pool (Morris Water Maze) consecutively at each cardinal point on the pool edge (N-S-W-E) during each test at given time intervals (usually days). Their task is to find the platform and to climb onto it. The mean latency $(t_\tau)$ of platform finding for four start positions is measured. The latency is used for learning process evaluation. So, an evaluation of experiment is performed for each test by mean time value of mentioned mean latency in testing group and corresponding standard error of the mean $(\mu_\tau \pm SEM_\tau)$.

From afore mentioned it is obvious that all the parameters that are needed for commonly used learning process evaluation are only the mean and covariance of the normal distribution. This form of evaluation is clear for physician expert. However, sometimes they have problems with misuse of standard error of the mean and standard deviation [8].

However, physician expert would limit the possible outcomes which could be obtained from results of performed experiment on animal models and can be misleading in case of different abilities distribution than normal in examine group.

III. THE SYSTEM MODEL DEFINING THE LEARNING PROCESS

The system which defines the learning process is stochastic. Thus in order to present a new approach of experiments evaluation it is necessary to describe the investigated system as a stochastic system. For the above mentioned case it means that in order to describe the learning process of mice cognitive and motor function abilities measurement it is necessary to use the stochastic description.

The observed dynamic attributes are represented by a variable attributes $u$ (success) and $\tau$ (time transition, generally latency). Particularly, in the case of cognitive testing (spatial learning) the examined attributes are the success of finding the platform in pool in given time (Morris Water Maze) and the time taken to reach the platform, in the case of motor learning the success rate is given by remaining on the testing tool for given time or jumping down actively and $\tau$ indicates the moment of animal fell off the tool (horizontal bar, ladder and rotating cylinder).

In term of performed laboratory experiments, the learning process is a discrete time random process (i.e. with discrete set $T$) and the change of attributes value can be described as an event. So the system can be described by a set of attributes $y_k$ in the particular moment in time $t_k \in T$. I.e. $k$-th event can be described as an ordered pair $[y_k, t_k]$ where the event is considered to be the result of the test defined as $y_k = [u_k, \tau_k]$ (required in terms of exploring the learning process). The set $T$ is a finite non-empty set of time instants $t_k$ for $k = 1, 2, \ldots, M$, where $M$ is the number of performed tests, which is strictly totally ordered $(t_1 < t_2 < \cdots < t_M)$. The attribute $u$ takes values 0, or 1 and attribute $\tau \leq t_{\text{lim}}$ where $t_{\text{lim}}$ value depends on the chosen measurement method (for described tests usually 60 s).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{Three-state model of learning system given by motor or cognitive testing}
\end{figure}

Each motor or cognitive test can be described by three-state model of learning system shown in Fig. 1. Attribute success $u$ indicates whether the mouse swims in the maze in the case of a cognitive test or whether it holds on the tool in the case of the motor test $(u = 0)$. Change of the attribute value corresponds to the situation when an individual reaches the platform or falls from the tool, i.e. there is a transition to state $u = 1$, or leaves the initial (null) state after the time expiration $t_{\text{lim}}$ ($u = 2$) by removing the mouse from the maze or the tool.

It is a transition from null state to one of the final states at a certain time $\tau$. Probabilities of transitions between states are given by the matrix

\[
P = \begin{bmatrix}
    p_{00} & p_{01} & p_{02} \\
    p_{10} & p_{11} & p_{12} \\
    p_{20} & p_{21} & p_{22}
\end{bmatrix},
\]

where $p_{ij}$ is probability of transitions between states $i$ and $j$. If an event is defined as the change of attribute $u$ then $p_{ui} = 0$ for $i \in \{0, 1, 2\}$. From the principle of the learning system model shown in Fig. 1 and testing methodology it is obvious that $p_{00} = p_{12} = p_{20} = p_{21} = 0$ and it applies that $p_{01} + p_{02} = 1$ where the probabilities $p_{01}$ and $p_{02}$ denote the probability of cognitive test success / motor test failure and the probability of cognitive test failure / motor test success, respectively.

The trajectory of the learning process for one individual mouse (one realization of the process) can be described by events, whose causality is determined by former events, i.e.

\[
f \{[y_1, t_1], [y_2, t_2], \ldots, [y_k, t_k]) \}
\]

From the perspective of analyzing and evaluating the learning process according to some factors given by performed experiment hypothesis, e.g. such as drugs affecting, is necessary the information about the entire measured group of animal individuals with the same characteristics (e.g. mice group affected by drugs / control group without affecting). It means physician experts are interested in the success evaluation and temporal distribution of exiting the initial state $\forall n \in \{1, \ldots, N\} : [y_{k,n}, t_k] \}$ in measured groups, where $N$ is
the number of individuals in given group in time \( t_k = t_1, \ldots, t_M \) for \( M \) the number of performed tests. The overall evaluated learning process in defined group is then described as

\[
f \left( \left\{ y_{1,n} \cdot t_k \right\} : \left\{ y_{i,n} \cdot t_{k-1} \right\} \ldots \left\{ y_{1,n} \cdot t_1 \right\} \right)
\]

(3)

for \( n = 1, \ldots, N \) and \( k = 1, \ldots, M \).

IV. NEW APPROACH OF LEARNING PROCESS EVALUATION

The fundamental change of the new approach compared to that commonly used is the use of both attributes values (a success and a time transition) for each motor or spatial learning test evaluation. Moreover instead of normal distribution parameters the empirical distribution function and its approximation by suitable theoretical distribution is used.

The learning process is evaluated with success rate and then according to latency data which consists of few steps. The first step is to find suitable theoretical distribution for empirical distribution approximation, the second one is to use the method of learning process evaluation by using probabilistic approach and the last in physical units.

Utilizing an approximation of empirical data by the theoretical distribution is recommended due to small number of measured data sets. As mentioned above, the inbred mice individuals are genetically nearly identical, their characteristics are very close. This dramatically reduces the number of individuals needed for laboratory testing to obtain statistically significant results. Nevertheless, there still can be behavior exceptions.

A. The Evaluation of Learning Process According to the Attribute \( u \) (Success)

First of all, it is necessary to mention that the interpretation of measurement results for motor tests is performed for each test of experiment and not for a single test series as in the standard evaluation.

The success rate for each performed test (for each time \( t_k \)) is conclusively given for the cognitive tests

\[
p = P[\tau < t_{\text{lim}}].
\]

(4)

and for motor tests

\[
p = P[\tau = t_{\text{lim}}],
\]

(5)

where \( p \) represents the success rate, \( \tau \) is the time transition realized by measured latency values, \( t_k \) in given group and \( t_{\text{lim}} \) is the methodically given time limitation of performed test. The subscript \( L \) in the variable \( t_k \) does not labelled index, it only points out that this is a time data latency.

The part of learning process evaluation using success rate is then given by the evolution of success rate \( p_{01,i} \) respectively \( p_{02} \) (see Section III.) in specific time instants \( t_k \) for \( k = 1, \ldots, M \) where \( M \) is the number of performed tests.

B. The Evaluation of Learning Process According to the Attribute \( \tau \) (Time Transition) using probability approach

For the empirical data reconstruction, the identification of parameter \( \tau \) and its variations, the statistical characteristics can be used, such as the distribution function \( F(x) \) (CDF) generally defined for every \( x \in (-\infty, \infty) \) for the random variable \( X \) as [9]

\[
F(x) = P[X \leq x].
\]

(6)

One of the methods for a suitable approximation selection according to the distribution function is the assessment of statistical distances of empirical distribution function and the chosen approximations employing a probabilistic approach (with respect to the y-coordinate). Fig. 2 illustrates possible approximation and the approach of suitability assessment.

![Fig. 2 approximation of empirical distribution function with the demonstration of using statistical distance employing a probabilistic approach](image)

Denote the general random variable \( X \) as the observed random variable \( \tau \) (whose realization coincides with the time of finding the platform or fall from the tool according to the testing method) and the variable \( x \) then will refer to latency \( t_k \). The statistical distance between empirical distribution function \( F_{\tau}(t_k) \), given as

\[
F_{\tau}(t_k) = P[\tau \leq t_k] = \sum_{x \leq t_k} P[\tau = x_i] \quad \text{for } \forall i,
\]

(7)

where \( I \) represents the set of quantile indices, and cumulative distribution function \( F_{\tau}(t_k) \) of continuous random variable \( Y \) (chosen approximation) is then given as

\[
D_p(F_{\tau},F_{\tau}) = \sum_m (F_{\tau}(x_i) - F_{\tau}(x_i))^2,
\]

(8)
where \( I \) represents the set of indices for partition the distribution function \( F_k(t_k) \) to determine the statistical distance \( D_p(F_k, F_{ref}) \). The suitable choice of the empirical data approximation should have minimal value of \( D_p(F_k, F_{ref}) \) for each time instant \( t_k \).

Hereinafter, if the distribution function is mentioned, the approximation of empirical distribution function is meant unless otherwise specified.

The use of assessment of statistical distance employing a probabilistic approach for finding suitable approximation is not the only area of method application while evaluating the experiment results. Similarly, this approach can be used for determining the statistical distance of distribution functions in terms of exploration the learning process.

The evaluation of learning process employing a probabilistic approach means to determine the statistical distance from the reference distribution function \( F_{ref}(z) \) as the area delimited by the given functions (curves), i.e.

\[
D_p(F_k, F_{ref}) = \int \left| F_k(z) - F_{ref}(z) \right| dz,
\]

where \( F_k(z) \) represents investigated distribution function in time \( t_k \) for which it is requested to determine the statistical distance from the reference distribution function \( F_{ref}(z) \).

\( F_{ref}(z) \) most often corresponds to the distribution function of the first performed test (i.e. \( F_{ref}(z) = F_1(z) \)), in such a case the relation (9) is valid for \( k = 1, \ldots, M \) where \( M \) is the number of performed tests or a priori defined distribution function (relation (9) is used for \( k = a + 1, \ldots, M \)).

Given that \( D_p(F_k, F_{ref}) \) from relation (9) corresponds to the area between distribution functions, it is necessary for learning process evaluation to implement the learning-forgetting parameter \( g(t_k) \), such as

\[
g(t_k) = \begin{cases} 
1 & \text{for } \int_0^{t_k} F_k(z)dz < \int_0^{t_k} F_{ref}(z)dz \\
0 & \text{for } \int_0^{t_k} F_k(z)dz = \int_0^{t_k} F_{ref}(z)dz, \\
-1 & \text{for } \int_0^{t_k} F_k(z)dz > \int_0^{t_k} F_{ref}(z)dz
\end{cases}
\]

(10)

where values \( g(t_1) = 1 \) and \( g(t_a) = -1 \) correspond to learning for motor functions testing, to forgetting, respectively. For cognitive functions testing (spatial learning) the parameter interpretation is exactly the opposite, i.e. \( g(t_1) = 1 \) and \( g(t_a) = -1 \) correspond to forgetting, to learning, respectively.

In this case the learning is defined as increase of \( t_k \) and not decrease as for motor learning.

C. The Evaluation of Learning Process According to the Attribute \( \tau \) (Time Transition) using Wasserstein pseudometric

Suitable empirical distribution function approximation could be also selected according to assessment of statistical distances of empirical distribution function and the chosen approximations (as in the case described in Section IV.-B) but in physical units (in x-coordinate). In the Fig. 3 possible approximation and mentioned approach of suitability assessment is illustrated.

![Fig. 3 approximation of empirical distribution function with the demonstration of approach using statistical distance in physical units by Wasserstein pseudometric](image)

This approach is not so suitable for approximation selection due to performed experiment time limitation. However, the main area of employing of this approach is the evaluation of learning process in physical units.

The proposed evaluation method is to use certain metric defined by theories of the distances between trajectories in probability space \( \Omega \), i.e. using a specific probability measure.

For quantifying the distance between two probability measures \( P_1 \) and \( P_2 \) in the set of probability measures \( P(\Omega, d) \) on \( \Omega \) was chosen the Wasserstein pseudometric (as a valid choice for the (pseudo)metric \( d: \Omega \times \Omega \to \mathbb{R}^{\geq 0} \)-norm was defined, consider any \( p \) such that \( 1 \leq p < \infty \) given by following definition, taken from [10].

**Definition 1** The Wasserstein pseudometric \( W_p^\tau \) between two probability measures \( P_1 \) and \( P_2 \) on a sample space \( \Omega \) equipped with a pseudometric \( d \) is defined as

\[
W_p^\tau(P_1, P_2) = \left( \inf_{Q \in \mathcal{L}(P_1, P_2)} \int_{\Omega \times \Omega} d(\omega, \eta)^p dQ(\omega, \eta) \right)^{1/p},
\]

(11)

where \( J(P, P) \) is the set of all possible joint distribution of \( P \) and \( P_2 \).
\( \omega, \eta \in \Omega : \mathbb{R}^2 \to Y \), \( Y \) is the set of all allowable outputs; \( Q \) is the element of possible joint distribution of \( P \) and \( P' \), and \( p \) means the \( p \)-norm. The required property of the set \( \Omega \) is that there exists a \( \eta \in \Omega \) such that \( \int_\Omega d(\omega, \eta)^p dP(\omega) \) is finite and required property of metric \( d \) is \( d(\omega, \eta) \geq 0, d(\omega, \phi) + d(\phi, \eta) \geq d(\omega, \eta) \) and \( d(\omega, \eta) = 0 \) if \( \omega = \eta \).

For the purpose of the new evaluation approach it is sufficient to use one-dimensional metric \( d \) with \( p \)-norm equal to 1. Then the Wasserstein pseudometric \( W^p_\rho \) between two probability measures \( P_1 \) and \( P_2 \) on \( P(\Omega, d) \) for \( p = 1 \) is

\[
W^p_\rho(P_1, P_2) = \left( \int \left[ F^{-1}_1(z) - F^{-1}_2(z) \right]^p dz \right)^{1/p}.
\]

The proof can be found in [11]. Therefore, it is clear that the Wasserstein pseudometric is the area between the inverse distribution functions generated by the two probability measures. The statistical distance in physical units between the reference distribution function \( F_{\text{ref}}(z) \) and measured experiment \( F_k(z) \) is then given as

\[
W_\rho(F_k, F_{\text{ref}}) = \int \left[ F^{-1}_k(z) - F^{-1}_{\text{ref}}(z) \right] dz,
\]

where \( F^{-1}_k(z) \) is examined inverse distribution function in the time \( t_k \), for which it is required to determine the distance from the reference inverse distribution function \( F^{-1}_{\text{ref}}(z) \). The choice of \( F^{-1}_k(z) \) corresponds to the choice of \( F^{-1}_{\text{ref}}(z) \) for \( D_\rho(F_k, F_{\text{ref}}) \) according to the relation (9). It is also necessary for learning process evaluation to implement the learning-forgetting parameter \( g(t_k) \), see (10), as it is needed for the evaluation of learning process employing a probabilistic approach.

V. DISCUSSION

In article described new approach based on statistical distance can be used almost from the beginning of performed experiment evaluation connected with learning process while choosing an appropriate approximation of the empirical data. The most suitable approximation is chosen as to minimize the criterion function (determining the distance between chosen approximations and the empirical distribution function) and its suitability is not dependent on the diversity of data as in the commonly used case of just using normal distribution.

The assessment of evaluation it is then built on the combination of evaluation according to success and time transition, i.e. with using success rate \( p \) and metrics \( D_\rho(\cdot) \) and \( W_\rho(\cdot) \) defined via statistical distance. The value of metric \( W_\rho(\cdot) \), normalized according to the physical units, indicates the time increase of remaining on the testing tool for motor testing and time decrease of finding the platform in the case of cognitive testing, both from the reference time (in seconds). \( D_\rho(\cdot) \) indicates the increase in the probability of achieving the limit value for motor testing or immediate platform finding for cognitive testing. While using these two methods the results obtained from experimental measurement always must be presented with learning-forgetting parameter, i.e. as \( g(t_k) \cdot W_\rho(F_k, F_{\text{ref}}) \) and \( g(t_k) \cdot D_\rho(F_k, F_{\text{ref}}) \).

One of the advantages of new approach is then the clear results interpretation unlike the commonly used evaluation by \( \mu_p \pm \text{SEM}_p \) or \( \mu_q \pm \text{SEM}_q \). While using presented approach the experiments results are interpreted by learning process description, i.e. medical expert knows how the latency changes (how many seconds), how it changes the probability of achieving required test results and how large part of the testing animal group achieved methodically required limitation during testing.

Thereby, this approach directly reflects the difference in individuals’ abilities in the compared groups before or at the very beginning of experiment. The learning process is defined within that particular group. Thus, if at the beginning there is a different level of ability in each testing group, it is clear which group learns faster/slower, how is the difference, which is also important in the case of testing hypotheses about achieving the same/different results of performed experiment (during and the most often at the end of it). That is why it is necessary to know the distribution, i.e. to have a priori knowledge.

An important advantage of the proposed approach is also including motor learning during experiment performing even not individuals are not achieving methodically defined success (time limitation) during testing on tools.

VI. CONCLUSION

Generally the basic benefit of the new approach is a significant extension of the knowledge and information gained from the experiments. The presented methods are used more to describe a learning process, which is a cornerstone of experiment related to neurodegenerative diseases evaluation, than to describe the ability of testing individuals. The use of the proposed approach is not limited to the described kind of experiment but it can also be used for each experiment satisfying the conditions of described stochastic learning process.
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Concentration transfer for the problem of two-phase flow of a fluid and multicomponent gas mixture in anisotropic medium

D. O. Dill, A. M. Bubenchikov

Abstract—The applicability of one MUSCL type scheme for solving problem of two-phase flow of a fluid and gas mixture in anisotropic permeability medium has been investigated. For the numerical solution the finite volume method (FVM) with a nonlinear two-point approximation of flows on the volume boundaries has been used. Calculations have been carried out for various parameters of the medium. The obtained results allow us to conclude on the effectiveness of the investigated schemes to solving this problem.

Keywords—convective concentration transfer, two-phase flow, MUSCL type scheme, FVM, anisotropic medium.

I. INTRODUCTION

Solving tasks of two-phase flow in porous media has a wide range of practical applications, both in oil and gas production and in dealing with ecological problems. In recent years there has been observed an increasing interest in studying the process of methane extraction from underdeveloped coal seams saturated with water [1, 2]. In addition, carbon dioxide is often pumped into the coal-bed for enhancing of methane recovery. For the purpose of successful managing and predicting a gas and fluid mixture movement, mathematical modelling techniques are widely used.

One of the ecological problems, in dealing with which the model of two-phase flow of a fluid and gas mixture is also used, is monitoring methane accumulations while flooding exhausted coal mines. The peculiarity of this model is the convective concentration transfer for each of the components, the numerical calculation of which usually causes difficulties. Besides, the numerical implementation of these models requires schemes applicable for unstructured meshes, as well as in the case of anisotropy of permeability.

The aim of this work is to study the effectiveness of one MUSCL type scheme [3] for modelling the convective concentration transfer of the gas mixture components in the case of displacement fluid and one component from an anisotropic permeability medium by the another component.

II. MATHEMATICAL MODEL

The model of two-phase flow of a fluid (we will consider water) and gas mixture, which is studied in this paper, is based on the law of mass conservation (Darcy's law) and has the following form:

\[
\frac{\partial c^i m(1-s)}{\partial t} - \mu^i \frac{\partial}{\partial t} \left( K k^g(s) \nabla p^g \right) = q^i, \quad i = 1, nc
\]

\[
\frac{\partial \rho^f m_s}{\partial t} - \mu^f \frac{\partial}{\partial t} \left( K k^f(s) \rho^f \nabla (p^g - p^r(s) - \rho^f g) \right) = q^i,
\]

where \(c^i\), \(\mu^i\) are concentration and dynamic viscosity of the \(i\)-th component of a gas mixture, \(m\) is medium porosity, \(s\) is water saturation, \(K\) is permeability tensor of a medium, \(p^g\) is pressure of a gas mixture, \(nc\) is the number of mixture components, \(\rho^f\), \(\mu^f\) are fluid density and viscosity, \(q^i\) are corresponding source components. The dependence of relative permeabilities for each phase, as well as capillary pressure being dependent on moisture saturation, is determined by closing relations of Van Genuchten - Mualem [4] as follows:

\[
k^g(s) = \sqrt{1 - s_e \left[ 1 - s_e^{1/m} \right]^{2m}},
\]

\[
k^f(s) = \sqrt{s_e \left[ 1 - \left( 1 - s_e^{1/m} \right)^m \right]^2},
\]

\[
p^r(s) = \frac{\rho^f g}{\alpha} \left[ \frac{1 - s_e^{1/m}}{s_e^{1/m}} \right]^{1-m},
\]

where \(s_e = \frac{s - s_{res}}{1 - s_{res}}\) - effective water saturation, \(s_{res}\) - residual water content, \(\alpha\) and \(m\) - parameters of porous medium.

We will assume gas pressure, water saturation and concentration of gas mixture components to be the main independent variables. Thus, we get an \(nc+1\) equation for \(nc+2\) unknowns. The missing relation is obtained from the gas mixture law. In the considered problem, we use the ideal gas law for two-component gas mixture. In a case of higher pressures, it can be easily replaced by the real gas mixture law, which takes into account the component composition of this mixture.
The flow is considered in a model two-dimensional domain with impermeable walls, an inlet and an outlet, where the Dirichlet boundary conditions are established (Fig.1). The no-flow conditions are established on the walls. Fig.1 also presents the location of the anisotropic permeability area. Along the dashed lines permeability is 10 times greater than that across, as well as in the rest of the considered area.

III. NUMERICAL SOLUTION

For the purpose of constructing the discrete analogues for the original equations in partial derivatives we use the FVM with a nonlinear two-point approximation of flows on the volume sides [5], which allows to take into account the anisotropy permeability of medium and to summarize the numerical procedure for irregular meshes. The main unknown variables are determined in the centres of finite volumes. The non-linear approximation is different from the standard because it determines the coefficients which, in the case of a nonlinear scheme, contain weighted value contributions of the unknowns in the neighbouring volumes.

To approximate the concentration values on the finite volume boundaries for the convective transfer we used the MUSCL type scheme with local gradient constraints for each finite volume. Concentration gradient, calculated at one side, is constrained in such a way that values, obtained by interpolation with it’s using at other sides, do not exceed the values, obtained by interpolation with using the gradients, calculated at these sides.

The final discrete equations are linearized using Newton’s method. The resulting sparse matrix is solved by the block SOR method [6]. To control the computation, the balance relations between the fluid and the gases ingoing, outgoing and contained in the area under consideration are checked at each time step.

IV. RESULTS AND DISCUSSION

The parameters, which were used for calculating the flow, are given in Table 1. For the computation structured mesh was used. The calculations carried out for different values of parameters in the closing relations of Van Genuchten - Mualem showed their influence only on the water saturation frontage, but not on the nature of the flow.

The Figures 2-5 give concentration distribution of the 1st component at different times for cases of presence area with anisotropic permeability (2, 3) and its absence (4, 5). In an anisotropic region the typical acceleration of flow and change its direction can be observed. In this case uncharacteristic fluctuations, which could be due to possible incompatibility of two schemes: a nonlinear two-point scheme for calculating flows on the volume sides and MUSCL type schemes for calculating concentrations, isn’t observed. Near the inlet can be seen a sharp increase in concentration due to the displacement fluid by gas and a higher gas pressure.

Table 1. Parameters used in the study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area size</td>
<td>12x16 m</td>
</tr>
<tr>
<td>Area thickness</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Finite volume size</td>
<td>0.5x0.5x0.5 m</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.07</td>
</tr>
<tr>
<td>Permeability</td>
<td>9.869233x10^{-15} m^2 (10 mD)</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>8.9x10^{-4} Pa s</td>
</tr>
<tr>
<td>Water density</td>
<td>1000 kg/m^3</td>
</tr>
<tr>
<td>Gas mixture viscosity</td>
<td>1.78x10^{-5} Pa s</td>
</tr>
<tr>
<td>Gas mixture density</td>
<td>1.07 kg/m^3</td>
</tr>
</tbody>
</table>

**Boundary conditions at the inlet**

| Pressure                        | 120 kPa                |
| Water saturation                | 0.16                   |
| 1st comp. concentration         | 50 mol/m^3             |
| 2nd comp. concentration         | 0 mol/m^3              |

**Boundary conditions at the outlet and initial conditions**

| Pressure                        | 100 kPa                |
| Water saturation                | 0.6                    |
| 1st comp. concentration         | 0 mol/m^3              |
| 2nd comp. concentration         | 41.5 mol/m^3           |
Fig. 2. Concentration distribution at time 200 hours.

Fig. 3. Concentration distribution at time 350 hours.

Fig. 4. Concentration distribution at time 200 hours.

Fig. 5. Concentration distribution at time 350 hours.
V. CONCLUSION

The results of numeric experiment allow us to conclude on the applicability of the investigated scheme for cases of two-phase flow of a fluid and gas mixture in anisotropic permeability medium and recommend it for such calculations. However it should be noted that with increasing size of the finite volume the numerical diffusion could significantly impact on the accuracy of the results. It is necessary to take into account for the majority of the schemes used with the FVM.
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The mathematical model of the dynamics of bounded Cartesian plumes

Khaled S. Al Mashrafi

Abstract—The mathematical model of the dynamics of a column of buoyant fluid rising in a less buoyant fluid bounded by two fixed vertical walls a finite distance apart is investigated, as an example of a compositional plume in a bounded domain. This is an extension to the mathematical model of Cartesian plume in the absence of the sidewalls by Eltayeb and Loper (1994). The problem is governed by five dimensionless parameters: (i) the Grashof number, $R$, which is the ratio of the buoyancy force due to the difference in concentration of light material of the plume and that of the surrounding fluid to the viscous force, (ii) the Prandtl number, $\sigma$, which is the ratio of viscosity to thermal diffusivity, (iii) the thickness of the plume, (iv) the distance between the two vertical walls and (v) the distance between the plume and the nearest sidewall made dimensionless using the salt-finger length scale as a unit of length. The main objective of this study is to investigate the influence of the boundary on the solution obtained when the surrounding fluid is unbounded. The mean (basic) state solution is independent of $R$ and $\sigma$. The symmetry of the solution present in the absence of the boundaries is here lost unless the plume lies half-way between the two sidewalls. In the absence of the boundaries, the plume is always unstable with growth rate $O(R)$. The instability takes the form of one of two uncoupled categories of solutions: the varicose (V) mode, and the sinuous (S) mode. The introduction of the boundaries introduces dramatic changes to the stability of the plume. A region of instability with a growth rate of $O(1)$ appears when the plume is thin and lies close to the boundary. For other regions of the plane, the plume has a growth rate of the same order of magnitude as in the absence of the boundaries but its magnitude is reduced as the distance between the sidewalls is decreased. Instability again takes the form of one of two categories of solutions which related to the S and V modes but here modified by the presence of the boundaries and the position of the plume relative to the nearest boundary.

Keywords—Bounded domain, Compositional plumes, Growth rate, Stability

I. INTRODUCTION

If a fluid of two components of different densities is cooled from below, the component with the higher melting temperature solidifies first and settles at the bottom of the container to form a layer of mixed solid crystals and light fluid (Copley et al. 1970). The layer so produces at the bottom is known as a mushy layer (Huppert 1990). If solid crystals so formed belong to the heavier component, they will settle at the bottom to produce a solid layer (Chen and Chen 1991). As the solidification process continues, the mushy layer becomes thicker and eventually becomes unstable (Worster 1992). Due to its instability, compositional plumes of the light component rise from the mushy layer through the melt layer to the top (Eltayeb and Loper 1991). These types of plumes represent directional fluid flow rising in another fluid of different properties and composition. Such a channel flow is defined as a compositional plume (Al Mashrafi and Eltayeb 2014(a)).

The mathematical model of the dynamics of compositional plumes is important for the understanding the properties of the fluid alloys in the presence of heat and pressure. This understanding is essential for some real life applications including industrial (e.g. iron casting), geophysical (e.g. solidification at inner core boundary (ICB) of Earth, mantle plumes) and environmental (e.g. salt fingers, sea ice).

In industrial field, one of the problems the iron casting industry faces is the appearance of freckles in iron bars (Smeltzer 1959). When iron ore is poured into ingots, the trapped air escapes in the form of thin air channels which when the iron bar solidifies appear as very thin black strips along the iron bar. These pockets lead to a weakness in the iron bar.

In geophysics, it is believed that the outer core of Earth is an alloy consisting mainly of iron and nickel and some light materials such sulphur, oxygen, hydrogen, and helium, whereas the inner core is a solid layer consisting of iron and nickel (Loper 1978). Although the temperature increases with depth in the interior of Earth, some researchers suggested that the growth of the inner core is due to solidification occurring at the inner core boundary (ICB) of Earth because of the high pressure (Verhoogen 1961; Braginsky’s 1963). The iron solidifies leaving the other elements in fluid form thus forming a mushy layer. The iron, which is the heavier element, settles on the ICB, and leads to growth of the inner core (Loper 1987).

The mushy layer can become unstable (Moffatt 1989) and its instability can take the form of thin filaments of light material rising through the outer fluid core in the form of compositional plumes (see figure 1), and probably interacts with the magnetic field of Earth and contributes to the regeneration of the geodynamo (Loper and Roberts 1978).

In environment, compositional plumes appear in some situations like salt fingers phenomenon (see figure 2). In very
cold regions where water at the bottom of the sea is very cold, the water on the surface of the sea becomes hot and relatively fresh. In the case when diffusion of heat is much faster than salt diffusion, the water at the top loses its heat before it loses its concentration of salt (Stern 1960). As a result, the water on the surface becomes cold and dense with salt. It sinks as compositional plumes to produce salt fingers (Howard and Veronis 1992). This phenomenon plays an important role in the climate system in the very cold regions. The indication that the appearance of the compositional plumes is harmful in iron casting and useful in the geophysics and environment has motivated studies on the dynamics of the compositional plumes.

Fig. 1 schematic diagram of the solidification at inner core boundary of Earth. A mushy layer of thickness nearly 1 kilometer appears at ICB (and it is very thin so that it cannot be seen at this level of resolution). Note that the temperature and pressure are very high at ICB. (Source: Buffett, B. A. 2007).

Fig. 2 schematic diagram of salt finger development. Note that the diffusion of heat must be faster than the diffusion of salt for salt fingers to form.

The dynamics of compositional plumes has been investigated theoretically and experimentally. The experimental studies (see figure 3) showed that the plume flow seems to stable (Sample and Hellawell 1984) although some experiments observed that it can be unstable (Classen et al. 1999). In the addition, the experiments showed that the behavior of the plume depends on its position inside the container whether it is close to the wall or away from it (Hellawell et al. 1993). On the other hand, the dynamics of the plume has been modeled theoretically to investigate the behavior of the compositional plumes. The study by Eltayeb and Loper (1991) was the first on the stability of compositional plumes. They examined the stability of vertical interfaces, across which there is an imposed jump in composition, in the presence of a vertically oriented stabilizing temperature gradient. They also made other studies on more realistic forms of plumes (Eltayeb and Loper 1994; 1997). All these studies concluded that the plume is always unstable. It is also shown that the instability of the plume occur in the presence of rotation (Eltayeb and Hamza 1998) or magnetic fields (Eltayeb et al. 2005) or by the simultaneous action of rotation and magnetic field (Eltayeb 2006). All these studies on the plumes are conducted on unbounded domains and the material diffusion is negligible.

The comparison between the theoretical models and experimental studies is marred by the difference on the domain of the fluid that surrounding the plume. So, the current study is an attempt to investigate theoretically the influence of boundaries on the dynamics of plumes. A simple model is developed taking into account the main factors that are expected to influence the plume rising in a bounded domain. The model is illustrated in figure 4. A column of fluid of finite thickness, $2 \lambda_0$, is rising vertically upwards in a fluid of different concentration which is bounded on either side by rigid vertical walls, a distance $d$ apart. We choose the origin.
such that the plume interfaces are situated at \( x = \pm x_0 \) and the walls at \( x = -a_\perp \) and \( x = a_\perp \) where \( a_\perp + a_\parallel = d \) .

![Fig. 4 the geometry of the problem showing the profile of the basic state concentration of light material representing a plume of width, \( 2x_0 \), and concentration, \( 1 \), rising vertically in a rotating finite fluid of width, \( d = a_\perp + a_\parallel \), and concentration, \( 0 \). The plume is bounded by two rigid vertical planes on either side such that the centre of the plume is a distance \( a_\perp \) from the wall on the right and \( a_\parallel \) from the wall on the left.](image)

II. FORMULATION OF THE MODEL:

We consider a two-component incompressible fluid where the concentration of the solvent component (light material) in the fluid is \( C \), and the temperature of the fluid is \( T \). The two fluids have the same kinematic viscosity, \( \nu \), thermal diffusivity, \( \kappa \), and material diffusion is negligible. The system of the flow is governed by the equations of motion, mass, heat, concentration, and state (Eltayeb and Loper 1991). These equations are

\[
\rho_0 \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla p + \rho_0 \nu \nabla^2 \mathbf{u} - \rho g \hat{z},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

\[
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = \kappa \nabla^2 T,
\]

\[
\frac{\partial C}{\partial t} + \mathbf{u} \cdot \nabla C = 0,
\]

\[
\frac{\rho}{\rho_0} = 1 - \alpha (T - T_0) - \beta (C - C_0),
\]

where \( \mathbf{u} \) is the velocity vector, \( p \) the pressure, \( g \) the uniform acceleration of gravity, \( \hat{z} \) is the upward unit vector, \( t \) the time, \( \alpha \) the coefficient of thermal expansion, \( \beta \) the coefficient of compositional expansion, \( \rho \) the density, and \( (\rho_0, T_0, C_0) \) the constant reference values. Here we have assumed that the fluid is Boussinesq which neglects density variations in the equation of motion except when they occur in the gravity term.

The equations (1) - (5) allow a hydrostatic balance governed by

\[
\frac{dp_h}{dz} + \rho g = 0, \quad \frac{d^2 T_h}{dz^2} = 0, \quad \mathbf{u}_h = 0, \quad C_h = C_0 .
\]

Motivated by the experimental work on plumes rising from mushy layers, we take a temperature profile

\[
T_h = \gamma z + T_0 ,
\]

where \( \gamma \) is a positive constant so that the temperature increases with height making the fluid stably stratified thermally and any instabilities will be due to transport of material.

We now cast the equations (1) - (5) into dimensionless form. Since our interest is the instabilities effected by the rising buoyant fluid, we take the maximum amplitude, \( \hat{C} \), of the mean state concentration as a unit of concentration of light material. In order to maintain the effects of both concentration and temperature stratification, we take the unit of temperature, \( T_u \), as

\[
T_u = \frac{\beta}{\alpha} \hat{C} .
\]

The viscous forces are important because the rising column, as observed in experiments, is very thin. We must then maintain the viscous forces at the same order of magnitude as the buoyancy forces. This suggests that the length scale, \( L \), and unit of velocity, \( U \), can be chosen as

\[
L = \left( \frac{\nu \kappa}{\alpha \gamma g} \right)^{1/4} , \quad U = \beta \hat{C} \left( \frac{g \kappa}{\alpha \gamma \nu} \right)^{1/2} .
\]

This length scale is the usual salt-finger length scale (Turner 1973; Eltayeb and Loper 1991). It then follows that the convective time scale, \( t_c \), defined by

\[
t_c = \frac{L}{U} ,
\]

is the relevant time scale for the problem for the growth rate of the instabilities (Al Mashrafi and Eltayeb 2014(a)). The unit of the pressure is

\[
\tilde{p} = \rho_0 \beta \hat{C} \left( \frac{\nu g^3 \kappa}{\alpha \gamma} \right)^{1/4} .
\]

Then the equations (1) - (5) in dimensionless form are
where the dimensionless parameters $R$ and $\sigma$ are known as the Grashoff number and the Prandtl number defined by

$$R = \frac{UL}{\nu}, \quad \sigma = \frac{\nu}{\kappa}. \quad (16)$$

The Grashoff number is the ratio of the buoyancy force due to the difference in concentration of light material of the plume and that of the surrounding fluid to the viscous force, and the Prandtl number is the ratio of viscosity to thermal diffusivity.

We define a Cartesian coordinate system $O(x, y, z)$ in which $Oz$ is vertically upwards and $Ox, Oy$ are horizontal. We assume that the variables of the system (12) - (15) take the form

$$u(x, y, z, t) = \hat{u}(x, y, z) + \varepsilon u^\dagger(x, y, z, t), \quad (17)$$

$$C(x, y, z, t) = C_0 + \bar{C}(x) + \varepsilon C^\dagger(x, y, z, t), \quad (18)$$

$$p(x, y, z, t) = p_h + \bar{p}(x) + \varepsilon p^\dagger(x, y, z, t), \quad (19)$$

$$T(x, y, z, t) = T_h + \bar{T}(x) + \varepsilon T^\dagger(x, y, z, t), \quad (20)$$

such that the variables with subscript $h$ have hydrostatic contribution and given by

$$T_h = T_0 + \left(\frac{z - z_0}{\sigma R}\right),$$

$$p_h = p_0 - \left(\frac{z - z_0}{\beta C}\right) + \left(\frac{z - z_0}{2\sigma R}\right)^2, \quad (21)$$

in which $z_0$ is a reference value.

The variables with an ‘overbar’ are basic state variables dependent only on a horizontal coordinate $x$, and the variables with ‘dagger’ indicate a perturbation of small amplitude $\varepsilon \ll 1$. The flow (17) is chosen to represent a vertical mean flow corresponding to a rising plume. The small amplitude perturbations are introduced in order to study the stability of the plume flow.

The boundary conditions of the system are: (i) the heat and momentum fluxes and the variables of the system except the concentration are continuous across the interfaces, (ii) the two walls are rigid and maintained at the hydrostatic temperature, and (iii) the two interfaces of the plume are material surfaces. The last condition indicates that no mass transfer across the two interfaces of the plume, and this condition applies when material diffusion is negligible (Al Mashrafi and Eltayeb 2014(a)).

Substituting the expressions (17) - (20) into the system (12) - (15), the terms independent of $\varepsilon$ give the basic state equations

$$-\frac{d\bar{p}}{dx} + \left(\frac{d^2\bar{T}}{dx^2} + \bar{C} + \bar{T}\right)\hat{z} = 0, \quad (22)$$

$$\frac{d^2\bar{T}}{dx^2} = \bar{w}. \quad (23)$$

These equations are discussed in section 3 below.

The order $\varepsilon$ terms in the equations provide the linearised perturbation equations

$$R \left[ \frac{\partial \hat{u}^\dagger}{\partial t} + \bar{w} \cdot \nabla \hat{u} + \left(\hat{u} \cdot \nabla \bar{w}\right)\hat{z}\right] = -\nabla p^\dagger,$$  \quad (24)

$$\nabla \cdot u^\dagger = 0, \quad (25)$$

$$\sigma R \left[ \frac{\partial T^\dagger}{\partial t} + \bar{w} \frac{\partial T^\dagger}{\partial z} + u^\dagger \cdot \nabla \bar{T} + u^\dagger \cdot \hat{z}\right] = \nabla^2 T^\dagger,$$  \quad (26)

$$\frac{\partial C^\dagger}{\partial t} + \bar{w} \frac{\partial C^\dagger}{\partial z} + u^\dagger \cdot \nabla \bar{C} = 0. \quad (27)$$

The perturbation equations are solved in section 4 below.

### III. BASIC STATE SOLUTION

Equation (15) is automatically satisfied for the basic state and we are free to choose a concentration function $\bar{C}(x)$. Thus we choose a top-hat profile

$$\bar{C}(x) = \begin{cases} 1, & x \leq x_0 \\ 0, & -a_2 \leq x < -x_0, ~ x_0 < x \leq a_1 \end{cases}, \quad (28)$$

If we define

$$F(x) = \bar{T}(x) - i\bar{w}(x), \quad (29)$$
then the equations (22) and (23) give
\[ \bar{p} = 0, \quad \frac{d^2 F}{dx^2} - iF = iC. \] (30)

The equation (30) is solved subject to the boundary conditions
(i) \( F, \frac{dF}{dx} \) continuous across \( x = \pm x_0 \),
(ii) \( F = 0 \) at \( x = a_1, -a_2 \)

The solution is given by (Al Mashrafi and Eltayeb 2014(a))

\[
F(x) = \begin{cases} 
-A \sinh(ka_1) \sinh[k(x + a_2)] ; & -a_2 \leq x < -x_0 \\
-A \sinh(ka_1) \sinh[k(x + a_2)] + \cosh[k(x + x_0)] - 1 ; & x \leq x_0 \end{cases}
\]

where \( A \) and \( k \) are defined by
\[ A = \frac{2 \sinh(kx_0)}{\sinh(kd)} , \quad k = \frac{1}{\sqrt{2}}(1 + i), d = a_1 + a_2. \] (33)

The basic state solution (32) has been evaluated numerically and some samples of the results are illustrated in figures 5 and 6 (see Al Mashrafi and Eltayeb 2014(a)). The influence of the sidewalls on the basic state solution is illustrated in figure 5.

For a plume with given thickness, a decrease in the distance \( d \) between the sidewalls enhances the plume flow. If the plume is nearer to one sidewall than to the other, the down flow outside the plume is reduced in the region between the plume and the nearest sidewall and enhanced on the other side leading to lack of symmetry.

Figure 6 shows a sample of the profiles of the solutions \( \bar{F}(x) \) and \( \bar{w}(x) \) for different values of the plume thickness \( 2x_0 \) and distance \( a_2 \) from the nearest wall for \( d = 10 \). It is clear that the sidewalls have a strong influence on the solution. The profiles are symmetric when the plume is situated half-way between the sidewalls, but as the position of the plume moves towards a sidewall, symmetry is broken. The oscillatory nature of the velocity profile introduces negative flow (i.e., downwards flow) within the plume when it is wide, and this has an effect on the net transport of material by the plume.

IV. THE STABILITY ANALYSIS

We use the perturbation equations (24) - (27) to investigate the linear stability of the basic state solution given by (32). We assume that the interface at the plane \( x = x_0 \) is given a small harmonic disturbance of the form (see figure 7)
\[ x = x_0 + \varepsilon f + c.c.; \quad f = \exp(\Omega t + i(my - nz)), \] (34)

where \( m \) and \( n \) are the horizontal and vertical wavenumbers, respectively, \( c.c. \) refers to the complex conjugate, and \( \Omega \) is a constant which can conveniently be expressed as
\[ \Omega = \Omega_r + i\Omega_i. \] (35)
The real part \( \Omega_r \) governs the variations of the amplitude of the disturbance with time, and hence it determines the stability of the disturbance. If it is negative for all possible values of the wavenumbers \( m \) and \( n \), then the plume is stable, while if at least one pair of \( m \) and \( n \) gives a positive value, then the plume is unstable. If \( \Omega_r \) vanishes for all values of the wavenumbers, the plume is neutrally stable. If the preferred mode occurs for \( m \), \( n \) both non-zero, it is referred to as a 3-dimensional mode, and if \( m = 0 \), it is called 2-dimensional.

The vertical phase speed \( u_z \) and the horizontal phase speed \( u_h \) are defined as

\[
 u_z = \frac{\Omega_z}{n}, \quad u_h = \frac{\Omega_h}{m} = \frac{n u_z}{m}.
\]  

(36)

We note that \( u_h \) is defined only if \( m \neq 0 \).

The disturbance (34) will propagate into the fluid, and affect the second interface, and the variables of the system to produce the perturbations. Consequently, the interface at \( x = -x_0 \) can be written in the form

\[
x = -x_0 + \varepsilon \eta_i f + c.c.,
\]  

(37)

where \( \eta_i \) is a measure of the amplitude of the interface determined by the boundary conditions of the problem, and the perturbation variables take the form

\[
\{ u^+, C^+, T^+, p^+ \} = \{-inu, nm v, w, C, T, -in p\} f,
\]  

(38)

where the factors \(-in\), \(nm\), and \(-in\) are introduced in the variables \(u\), \(v\) and \(p\), respectively for convenience.

Substituting the variables (38) into (24) – (27) gives the following system of ordinary differential equations in the variable \(x\)

\[
Du - m^2 v + w = 0,
\]  

(39)

\[
\Delta u - Dp = R \tilde{\Omega} u,
\]  

(40)

\[
\Delta v - p = R \tilde{\Omega} v,
\]  

(41)

\[
\Delta w + T + C + n^2 p = R \left( \tilde{\Omega} w - inu D\bar{w} \right),
\]  

(42)

\[
\Delta T - w = \sigma R \left( \tilde{\Omega} T - inu D\bar{T} \right),
\]  

(43)

where

\[
\begin{align*}
\sigma &= \frac{1}{nm}, \\
\Delta &= \frac{D}{dx}, \quad \Delta &= \Delta^2 - b^2
\end{align*}
\]

(45)

It is found useful to derive the following three equations

\[
\Delta \zeta = R \left(-in v D\bar{w} + \tilde{\Omega} \zeta \right),
\]  

(46)

\[
n^2 \zeta = m^2 \zeta - D \left(w + p\right) - R \tilde{\Omega} u,
\]  

(47)

\[
\Delta p - T - C = 2in R u D\bar{w},
\]  

(48)

where the equation (46) is driven by differentiate (41) with respect to \(x^+\) and subtract (40), the equation (47) is driven by differentiate (39) once and subtract (40), and the equation (48) is driven by apply the operator \(\Delta\) to (39) and use (40) - (42). The variable \( \zeta \) related to the vertical component of the vorticity and given by

\[
\zeta = (Dv - u) = \frac{1}{nm} \hat{z} \cdot \text{curl} u.
\]  

(49)

The equation (44) indicates that the perturbation concentration vanishes everywhere in the fluid. Thus

\[
C = 0.
\]  

(50)

The boundary conditions of the system are given by
are continuous across $x = \pm x_0$, (51)

$$\{ Dw(x_0)\} = \{ \overline{C}(x_0)\}, \quad \{ Dw(-x_0)\} = \eta_1 \{ \overline{C}(-x_0)\},$$ (52)

$$-\text{in} u(x_0) = \Omega - \text{in} \overline{w}(x_0)$$ (53)

$$D(w + p) = v = w = T = \zeta = 0$$ at $x = a_1, x = -a_2$, (54)

where we have introduced the operator
$$\{ f(\alpha)\} = f(\alpha^-) - f(\alpha^+),$$ (55)

representing the jump across $x = \alpha$. Note that we have used the equation (47) to replace the continuity of $u$ and its vanishing on the boundary by $D(w + p)$ since $\zeta$ is also continuous at the interfaces and vanishes on the boundary. The jump conditions (52) represent the condition that the interfaces are material surfaces.

The previous studies on a compositional plume showed that the plume flow is unstable for small value of Grashoff number (Eltayeb and Loper 1994). This dimensionless number measures the strength of the plume, resulting from the maximum amplitude of the basic concentration. Thus if the plume is unstable for small $R$, it will be unstable for all possible values of $R$. We can then expand the variables and $\Omega$ in the small parameter $R$ as

$$f(x, y, z, t) = \sum_{s=0}^{\infty} f_s(x, y, z, t) R^s$$
$$\Omega = \sum_{s=1}^{\infty} \Omega_s R^{s-1}, \quad R << 1$$ (56)

where $f(x, y, z, t)$ indicates any of the perturbation variables $u, v, w, p$ and $T$.

Substituting the expressions (56) into the system (39) - (43), (46) - (48) and the associated boundary conditions (51) - (54) and equating the coefficients of $R^s$ ($s = 0, 1, 2, \ldots$) to zero, we get systems of ordinary differential equations which can be solved successively to find an expression for the growth rate. The two systems obtained for $R^0$ (referred to as problem 0) and $R^1$ (referred to as problem 1) are sufficient to determine the stability of the interfaces, to leading order.

### 4.1. Problem 0

The coefficients of $R^0$ in the system (41) - (43), (46) - (48) are given by

$$D u_0 - m\zeta_0 \nu_0 + w_0 = 0,$$ (57)

$$\Delta w_0 + T_0 + n^2 p_0 = 0,$$ (58)

$$\Delta T_0 - w_0 = 0,$$ (59)

$$\Delta \zeta_0 = 0,$$ (60)

$$n^2 u_0 = m^2 \zeta_0 - D(w_0 + p_0),$$ (61)

$$\Delta p_0 - T_0 = 0,$$ (62)

associated to the boundary conditions

$$D(p_0 + w_0) = w_0 = \zeta_0 = T_0 = 0$$ at $x = a_1, x = -a_2$, (63)

$$\zeta_0, w_0, T_0, p_0, DT_0, D(p_0 + w_0)$$ are continuous across $x = \pm x_0$, (64)

$$\{ Dw_0(x_0)\} = \{ \overline{C}(x_0)\}, \quad \{ Dw_0(-x_0)\} = \eta_1 \{ \overline{C}(-x_0)\},$$ (65)

$$-\text{in} u_0(x_0) = \Omega - \text{in} \overline{w}(x_0)$$ (66)

The system (57) - (62) subject to the boundary conditions (63) - (65) can be solved straightforward by elimination to obtain the variables of the system. After that, the application of the boundary conditions (66) gives an expression for the growth rate $\Omega_1$ and the displacement of the interface $\eta_1$ (see Al Mashrafi and Eltayeb 2014(a)). This leads to

$$\Omega_1 = \frac{i n}{2} \left( -S_1 \pm \sqrt{\Delta_1} \right), \quad \Delta_1 = S_1^2 - 4S_2,$$ (67)

$$\eta_1 = \frac{-N_{j-}}{\left( \Omega_1/n \right) - \overline{w}(-x_0) + M_{j+}},$$ (68)
in which

\[ S_1 = N_{j+} + M_{j+} - \bar{w}(x_0) - \bar{w}(-x_0), \quad (69) \]

\[ S_2 = \left\{ N_{j+} - \bar{w}(x_0) \right\} \left\{ M_{j+} - \bar{w}(-x_0) \right\} - N_{j-} M_{j-}, \quad (70) \]

\[ N_{j+} = \sum_{j=1}^{3} \frac{-\lambda_j F_j}{\sinh(\lambda_j d)} S^{(1)} C^{(2z)}, \]

\[ S^{(1)} = \sinh(\lambda_j (x_0 - a_j)), \]

\[ C^{(2z)} = \cosh(\lambda_j (x_0 + a_j)) \]

If the discriminant is negative, then the two roots are complex conjugate numbers. The two values of \( \Omega_1 \) possess real parts of opposite sign. The root with the positive real part defines the unstable mode. The two roots are given by

\[ \Omega_1^{(a)} = \frac{n}{2} \left\{ -\sqrt{-\Delta_p} - iS_1 \right\}, \]

\[ \Omega_1^{(b)} = \frac{n}{2} \left\{ \sqrt{-\Delta_p} - iS_1 \right\}. \]

The amplitudes \( \eta_1^{(a)} \) and \( \eta_1^{(b)} \) can be evaluated by using the expression (68) to find that

\[ \eta_1^{(k)} = \frac{-N_{j-}}{(\Omega_1^{(k)})/i n} - \bar{w}(-x_0) + M_{j+}, \quad k = \{a, b\}. \]

In the absence of the sidewalls, the two modes are such that the two interfaces of the plume are either in phase giving a sinuous solution or out-of-phase giving a varicose solution (see figure 8). In both cases, \( \Omega_1 \) is imaginary and the disturbances are neutral at this level of approximation of the growth rate. The introduction of the boundaries has destroyed the symmetry unless the plumes are situated halfway between the sidewalls. However, if the discriminant is real, the two modes are neutrally stable and propagate with different phase speeds but remain either in-phase or out-of-phase. If the discriminant is negative and the plume is unstable, then \( \eta_1^{(k)} \) is complex and hence it has a phase shift so that the two interfaces are neither in-phase nor out-of-phase.

It follows from equations (76) that if one of the two modes has a positive growth rate, the other must have a negative growth rate. This means that one of the two modes can be unstable. Since \( n > 0 \), then the MS mode is the unstable one. In figure 9, we illustrate the behaviour of the MS mode in the wavenumber plane for sample values of \( x_a, a, a_2 \). It is noticeable that as the plume gets thinner, the area of the wavenumber plane for which instability exists becomes larger, although the maximum growth rate becomes smaller. If the, on the other hand, the thickness of the plume increases, the area of instability shrinks and eventually disappears when \( x_a \) exceeds 0.6. The mode of instability is 2-dimensional and the vertical wavenumber decreases with increasing \( x_0 \).

The preferred mode of the instability is identified as the maximum possible value of the growth rates (76) as a function of the wavenumbers \( m \) and \( n \) for fixed values of the
parameters $x_0$, $a_1$, and $a_2$. In other words, we solve the differential equations

$$\frac{\partial}{\partial m} \Omega_1^{(k)}(x_0, a_1, a_2) = 0, \quad \frac{\partial}{\partial n} \Omega_1^{(k)}(x_0, a_1, a_2) = 0. \quad (78)$$

The maximisation of the growth rates (76) when $\Delta_p < 0$ shows that instability is possible only for the MS mode when $a_2 - x_0$ take values not exceeding 0.25 and the unstable mode is 2-dimensional ($m_c = 0$) and propagates vertically upwards ($U_c > 0$).

A sample of the profiles of the preferred mode is shown in figure 10. The growth rate increases from 0 at the boundary to a maximum at a distance, $a_0$, before it starts to decrease. The distance $a_0$ depends on the thickness of the plume and on $a_2, d$. The vertical wavenumber, $n_c$, decreases as the plume moves away from the wall if the plume is very thin but it increases if the plume is relatively thick.

The region of instability in the $(x_0, a_2 - x_0)$ plane is exhibited in figure 11. We note that region of instability increases as the thickness of the plume increases, reaching a maximum before it starts to decrease as the thickness of the plume approaches 0. The plume is neutral in the whole space except when the plume is very thin and close to the wall. We investigate the stability of the problem 1.

4.2. Problem 1

The coefficients of $R^1$ in the perturbation equations give the set

$$\Delta u_1 = M_u , \quad (79)$$

$$\Delta v_1 - p_1 = M_v , \quad (80)$$

$$\Delta w_1 + T_1 + n^2 p_1 = M_w , \quad (81)$$

$$\Delta T_1 - w_1 = M_T , \quad (82)$$

$$\Delta p_1 - T_1 = M_p , \quad (83)$$

$$n^2 u_1 = m^2 \tilde{z}_1 - D (w_1 + p_1) - \bar{\Omega}_1 u_0 , \quad (84)$$

$$\Delta \tilde{z}_1 = -im \left( w_0 - n^2 v_0 \right) D\bar{w}, \quad (85)$$

in which

$$M_u = D p_1 + \left( \Omega_1 - in \bar{w} \right) u_0$$

$$M_v = \left( \Omega_1 - in \bar{w} \right) v_0$$

$$M_w = \left( \Omega_1 - in \bar{w} \right) w_0 - in u_0 D\bar{w}$$

$$M_p = 2in u_0 D\bar{w}$$

$$M_T = \sigma \left( \Omega_1 - in \bar{w} \right) T_0 - in \sigma u_0 DT$$

Fig. 8 illustration of the two modes of the interfaces in the absence of boundaries. Note that the presence of boundaries destroyed this symmetry unless the plume half way between the two sidewalls. The new modes refer to modified sinuous mode (MS) and modified varicose mode (MV) in the presence of boundaries.

Fig. 9 contours of the growth rate of the MS mode $\Omega_1$ in the $(m, n)$ plane. Here $d = 10$, for the pair $(x_0, a_2) = (a) (0.1, 0.25), (b) (0.2, 0.4), (c) (0.3, 0.5)$, and (d) (0.4, 0.55). The region outside the curve $\Omega_1 = 0$ is neutral.
Fig. 10 the preferred mode of instability, in the form of the MS mode, with growth rate of order $O(1)$, as a function of $a_2 - x_0$, for four different values of $x_0$; (i) 0.1, (ii) 0.2, (iii) 0.3 and (iv) 0.4, when $d = 10$.

Fig. 11 the regime diagram of the bounded Cartesian plume in the plane $(x_0, a_2 - x_0)$ for the growth rate of order $O(1)$. The region labelled $N_1$ refers to neutral disturbance, while the region labelled $U_1$ refers to instability of the mode. The preferred mode here is MS and the mode MV is stable.

The associated boundary conditions are

$$v_1 = w_1 = T_1 = z_1 = D(p_1 + w_1) = 0 \quad \text{at} \quad x = a_1, x = -a_1,$$  \hspace{1cm} (87)

$$v_1, w_1, T_1, p_1, z_1, Dv_1, Dw_1, DT_1, Dw_1, D(p_1 + w_1) \quad \text{are continuous across} \quad x = \pm x_0.$$  \hspace{1cm} (88)

$$\Omega_2 = -\ln u_i(x_0), \quad \Omega_2 \eta_1 = -\ln u_i(-x_0).$$  \hspace{1cm} (89)

The equations and boundary conditions (79) - (89) can be solved by deriving the solvability condition for the non-homogenous system (see Al Mashrafi and Eltayeb 2014(a)). The derivation leads to the expression of the growth rate $\Omega_2$ which can be written as

$$\Omega_2^{(k)} = \frac{-1}{1 + (\eta_1^{(k)})^2} W^{(k)}$$  \hspace{1cm} (90)

and $k$ takes the symbols $MV$ or $MS$. The expressions $\Omega_2^{(k)}$, $\Omega_2^{(k)}$, $\Omega_2^{(k)}$, $\Omega_2^{(k)}$ and $\eta_1^{(k)}$ are given by following integrals

$$\Omega_2^{(k)} = -i \Omega_1^{(k)} \int_{-a_2}^{a_1} P_1^{(k)} \, dx$$  \hspace{1cm} (91)

$$P_1^{(k)} = n u_0^{(k)} G^{(k)} - \frac{1}{n} w_0^{(k)} H^{(k)}$$

$$\Omega_2^{(k)} = i \frac{\Omega_1^{(k)}}{n} \sum_{j=1}^{3} C_j \int_{-a_2}^{a_1} P_2^{(k)} \, dx$$  \hspace{1cm} (92)

$$P_2^{(k)} = \left\{ w_0^{(k)} + \sigma \mu_j T_0^{(k)} \right\} H_j^{(k)}$$

$$\Omega_2^{(k)} = \int_{-a_2}^{a_1} \left( P_3^{(k)} + P_3^{(k)} \right) dx; P_3^{(k)} = w_0^{(k)} H^{(k)}$$  \hspace{1cm} (93)

$$P_3^{(k)} = -u_0^{(k)} \left\{ n^2 w G^{(k)} + H^{(k)} D w \right\}$$

$$\Omega_2^{(k)} = \sum_{j=1}^{3} \left( C_j \int_{-a_2}^{a_1} H_j^{(k)} \left( P_4^{(k)} + P_4^{(k)} \right) dx \right.$$  \hspace{1cm} (94)

$$P_4^{(k)} = -w_0^{(k)} + \sigma \mu_j T_0^{(k)} \}$$

$$P_4^{(k)} = \left\{ (2 \mu_2^2 + 1) D w - \sigma \mu_j D T \right\} u_0^{(k)}$$
\[ g^{(k)} = g^{(k)}(-a_2) + g^{(k)}(a_1), \quad (95) \]

in which \( G^{(k)}, H^{(k)}, H_j^{(k)}, C_j, g^{(k)}(-a_2) \) and \( g^{(k)}(a_1) \) are defined by

\[
G = \frac{1}{b} \left\{ \begin{array}{l}
-F_{ib}^{(k)} \sinh[b(x + a_2)]; \quad -a_2 \leq x < -x_0 \\
-F_{ib}^{(k)} \sinh[b(x + a_2)] - \eta_1^{(k)} \sinh[b(x + x_0)]
\end{array} \right., (96)
\]

\[
H^{(k)} = \left\{ \begin{array}{l}
-F_{ib}^{(k)} \cosh[b(x + a_2)]; \quad -a_2 \leq x < -x_0 \\
-F_{ib}^{(k)} \cosh[b(x + a_2)] - \eta_1^{(k)} \cosh[b(x + x_0)]
\end{array} \right., (97)
\]

\[
H_j^{(k)} = \left\{ \begin{array}{l}
-F_{j1}^{(k)} \cosh[\lambda_j(x + a_2)]; \quad -a_2 \leq x < -x_0 \\
-F_{j1}^{(k)} \cosh[\lambda_j(x + a_2)] - \eta_j^{(k)} \cosh[\lambda_j(x + x_0)]
\end{array} \right., (98)
\]

\[
C_j = -\frac{n^2}{3n^2 + 2\mu_j}, \quad (99)
\]

\[
g^{(k)}(a_1) = \sum_{j=1}^{3} - C_j \mu_j F_{2j}^{(k)} \left( DT^{(k)}(a_1) + \mu p_i^{(k)}(a_1) \right), \quad (100)
\]

\[
g^{(k)}(-a_2) = \sum_{j=1}^{3} - C_j \mu_j F_{ij}^{(k)} \left( DT^{(k)}(-a_2) + \mu p_i^{(k)}(-a_2) \right), \quad (101)
\]

and \( F_{ib}^{(k)}, F_{2b}^{(k)}, F_{ij}^{(k)} \) and \( F_{2j}^{(k)} \) are defined by

\[
F_{ib}^{(k)} = \frac{-1}{\sinh(bd)} \left\{ \eta_1^{(k)} \sinh(b(a_1 + x_0)) + \sinh(b(a_1 - x_0)) \right\}, (102)
\]

\[
F_{2b}^{(k)} = \frac{-1}{\sinh(bd)} \left\{ \eta_1^{(k)} \sinh(b(a_2 - x_0)) + \sinh(b(a_2 + x_0)) \right\}, (103)
\]

\[
F_{ij}^{(k)} = \frac{-1}{\sinh(\lambda_j d)} \left\{ \eta_1^{(k)} \sinh(\lambda_j(a_1 + x_0)) + \sinh(\lambda_j(a_1 - x_0)) \right\}, (104)
\]

\[
F_{2j}^{(k)} = \frac{-1}{\sinh(\lambda_j d)} \left\{ \eta_1^{(k)} \sinh(\lambda_j(a_2 - x_0)) + \sinh(\lambda_j(a_2 + x_0)) \right\}, (105)
\]

The growth rate \( \Omega_2^{(k)} \), defined by (90), is the sum of the five terms according to the influence of the parameters and variables of the system. The growth rates \( \Omega_{21}^{(k)} \) and \( \Omega_{23}^{(k)} \) corresponds to the interactions between the variables and growth rate of the zero order system, while \( \Omega_{23}^{(k)} \) and \( \Omega_{24}^{(k)} \) corresponds to the interactions between zero order variables and basic state variables. The growth rates \( \Omega_{21}^{(k)} \) and \( \Omega_{23}^{(k)} \) are independent of Prandtl number, but \( \Omega_{22}^{(k)} \) and \( \Omega_{24}^{(k)} \) are linearly dependent on \( \sigma \). The growth rate term \( g^{(k)} \) is brought about by the boundaries. Since the zero order variables are real and the first order variables are imaginary, then the growth rate \( \Omega_2^{(k)} \) is real and hence it will determine the growth rate of the disturbance.

The numerical computations of the growth rate (90) showed that the plume is always unstable at a growth rate of \( O(R) \). The maximum growth rate at any particular point in the parameter space \( (x_0, a_2, \sigma) \) can belong to the MS or the MV mode depending in a complicated way on the relative magnitudes of the parameters. As any one parameter is varied keeping the other two fixed, the preferred mode of one type can change to the other mode when the parameter reaches a certain value. Moreover, variations of a parameter can also lead to a mode of particular type (i.e., MS or MV) changing from two-dimensional to three-dimensional, or the reverse, when the parameter increases through a certain value. This is due to the fact that the expression (90) can possess more than one local maximum and as the parameter is increased, the larger of the two maxima decreases and the smaller increases until a value is reached when the smaller one overtakes the originally larger one and becomes preferred. Figure 12 illustrates such behaviour for a sample of the parameters.

![Fig. 12 contours of the growth rate of the modes MV, as in (a) and (c), and MS, as in (b) and (d). Here \( x_0 = 2 \), \( \sigma = 10 \), and \( d = 10 \), and \( a_2 = 3 \) for (a), (b) and \( a_2 = 5 \) for (c), (d). (a), (c) refer to the MV mode and (b), (d) refer to the MS mode. Note that the MS mode is preferred for \( a_2 = 3 \) and the MV mode is preferred when \( a_2 = 5 \).](image)
Fig. 13 illustration of the influence of the sidewalls on the stability the Cartesian plume. The preferred mode as a function of Prandtl number, $\sigma$, when $x_0 = 2$ and the plume is situated halfway between the sidewalls (i.e., $a_1 = a_2$). The curves i and ii refer to two different distances between the sidewalls: (i) $d = 10$, and (ii) $d = 20$. The solid curve refers to the MS mode while the broken one refers to the MV mode.

In figure 13 we illustrate the dependence of the preferred mode of instability on the Prandtl number, $\sigma$, in a way that allows comparison with the limiting case of no sidewalls. For small values of the Prandtl number the MS mode is preferred while the MV mode is preferred for large Prandtl numbers. This agrees well with the case of no sidewalls (Eltayeb and Loper 1994). The value, $\sigma_0$, of the Prandtl number at which the mode changes from MS to MV depends on the distance between the plume and the nearest wall. As the sidewall gets closer, $\sigma_0$ increases indicating that the presence of the boundaries tends to suppress the MV mode. The presence of the boundaries also tends to stabilise the plume as the growth rate is reduced in magnitude with the decrease in $d$. It is noteworthy that whatever the values of $d$ or $\sigma$, the MS mode is three-dimensional and the MV is two-dimensional when the plume is equidistant from the sidewalls.

In contrast with the unbounded plume where instability is $O(R)$ everywhere in the parameter space, the instability of the bounded Cartesian plume has instabilities with growth rates of $O(1)$ and $O(R)$. The region in the parameter space where there is instability with the larger growth rate (i.e., $O(R)$), is small and depends on the distance between the walls. In figure 14, the regime diagram for the two instabilities is shown when $d = 10$. This instability with growth rate $O(1)$ occurs only if the plume is relatively thin (of thickness not more than about half the salt-finger length scale) and its distance from the sidewall does not exceed about 0.25. We also note that when the plume is very close to the wall the growth rate becomes smaller.

The preferred mode is associated with plume interfaces that are determined by (34) and (37). The amplitude at $x = x_0$ is fixed at the value 1 while the amplitude at the interface at $x = -x_0$ is determined by $\eta_1$, which is determined by the parameters of the preferred mode for any prescribed values of

Fig. 14 the regime diagram of the bounded plume in the plane ($x_0, a_2 - x_0$) for $d = 10$. In (a), the regions labelled $U_1$ and $U_2$ refer to instabilities with growth rate $O(1)$ and $O(R)$, respectively. The area $O$ is outside the domain since $x_0$ cannot exceed $a_2$. Subfigure (b) shows a magnification of the area for $a_2 - x_0 \leq 0.25$ and $x_0 \leq 0.6$ of figure (a).
In figure 15 we give samples of the profiles of the interfaces relating to some preferred modes. It is noteworthy that the interfaces are very close at regular points across the length of the plume and this may indicate a tendency to break into blobs.

5. CONCLUSION

The mathematical model of the dynamics of bounded Cartesian plumes has investigated. This work is an extension to previous works on the dynamics of compositional plumes in fluids of infinite extent. In order to get insight into the general influence of the boundaries, we use a simple model in Cartesian geometry, which was investigated in the absence of boundaries by Eltayeb and Loper (1994). Such an arrangement allowed us to compare the two cases with and without boundaries.

The influence of the boundaries on the Eltayeb-Loper model is examined by introducing two vertical walls on either side of the rising column of buoyant fluid. The presence of the sidewalls introduced two more dimensionless parameters to the problem. These are the distance between the two sidewalls, \( d \), and the distance between the plume and the nearest sidewall, \( a_2 \). In the absence of the sidewalls, the system possesses a basic state that is even in the distance, \( x \), normal to the interfaces of the plume and perturbations that fall into two uncoupled categories of even (referred to as the varicose or V mode) and odd (referred to as the sinuous or S mode) in \( x \). The presence of walls destroys this symmetry for all plumes that are not equidistant from the walls, but the two modes remain, and are termed the modified varicose (or MV) and the modified sinuous (or MS).

The basic state of the bounded plume is modified by the presence of the walls and its behaviour depends on the distance between the plume and the nearest wall. The consequence of these is that the stability of the bounded plume is drastically different from that of the unbounded plume. Indeed the analysis of the stability showed that a new mode of instability appears when the plume is close to a sidewall. In contrast to the case of no boundaries where the growth rate is \( O(R) \), here the order of magnitude of the growth rate depends on the distance of the plume from the nearest boundary as well as its thickness. If the distance from the boundary is small and the plume is thin, then the instability has a growth rate \( O(1) \). For other values of plume thickness and distance from the nearest sidewall, the plume is unstable with a growth rate \( O(R) \) similar to that in the absence of the boundaries. Although the order of magnitude of the growth rate in this last situation is the same as that in the absence of the walls, the magnitude of the growth rate is reduced as the distance between the two walls decreases.
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Abstract—Efficient method of the pole shape optimization in multipole magnets is analyzed. The method is based on compensating of the high order harmonics in the good field area. The considered optimization strategy is applied for the round and elliptical apertures of the magnets. The developed algorithms are applied for the pole shape optimization in the magnet designing software MULTIMAG based on the second order finite element technology.
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I. INTRODUCTION

MULTIPOLE magnets are widely used in the lines for transporting beams of charged particles. The very important elements of such lines are the focusing magnetic lenses consisting usually of 2 – 3 magnets with the quadrupole rotational symmetry of the magnetic field [1]. To achieve the best focusing effect and avoid undesired distortion of the beam, these magnets should induce the field in the round or elliptical aperture with the flux density magnitude proportional to the radius of the sample point. The requirements to the field quality in the magnet aperture depend strongly on the real application of the lens. For example in the charge particle accelerators the deviation of the magnetic flux density inside the “good field area” from the ideal dependence typically should not exceed several units of $10^{-4}$ relative units. To provide the desired field configuration a magnet designer should find appropriate position of the coils and the optimal shape of the iron constructions with a very high accuracy. It is convenient to describe the field distribution in the aperture in terms of the amplitudes of high-order harmonics. Moreover just these amplitudes are typically used for analyzing of the beam dynamics in the charge particle optics [1].

Let us consider the magnetic field inside the aperture of the quadrupole magnet. The scalar magnetic potential $U(r, \theta)$ may be expressed in polar coordinates with $g$ being the radius of the magnet aperture by a harmonic series:

$$U(r, \theta) = U_1 \cdot \frac{r}{g} \cos(\theta) + U_2 \cdot \left(\frac{r}{g}\right)^2 \cos(2\theta) + ... \quad (1)$$

It should be noted that strictly saying this expansion is valid only inside a circular area. Application of this formula to the magnetic field distribution inside an elliptical aperture requires additional discussion. For a fourfold symmetric system of a typical quadrupole only the coefficients $U_2$, $U_6$, $U_{10}$, are nonzero. To determine amplitudes of the potential harmonics we consider field properties along a circle of radius $R$ bounding the “good field area”. The maximum deviation of the magnetic flux density from the ideal distribution along this border radius is always bigger than similar deviation inside the aperture and so value of this quantity may be used as a criterion of the field quality. The magnetic potential along such a circle may be expanded in a Fourier series to match (1). In the case when:

- the magnet pole is very wide;
- the magnetic permeability of the yoke material is big enough;
- the influence of the coils inducing the primary field may be neglected,

the magnetic potential of the quadrupole magnet is described within the round aperture as:

$$U(r, \theta) = U_2 \cdot \left(\frac{r}{g}\right)^2 \cos(2\theta) \quad (2)$$

provided the shape of the pole is hyperbolic defined by the relation in Cartesian coordinate system as:

$$x \cdot y = 2g \quad . \quad (3)$$

In most cases however the ideal quadrupole field distribution (2) is disturbed by the finite dimensions of the pole, the presence of coils, nonlinear magnetic properties of the steel etc. which all cause high-order harmonics.

II. OPTIMIZATION STRATEGY

The main idea of the proposed optimization strategy is compensation of the high order harmonics by appropriate
modification of the pole shape [3, 4]. The first step of the optimization procedure is approximating the pole tip surface by a curve, corresponding to the desired field Fourier-expansion in the aperture. For this purpose we generate a line of the constant magnetic potential which is described as a superposition of several field harmonics:

\[ U(r, \theta) = \sum_{j=1}^{J} P_j (r / g)^j \cdot \cos(j \cdot \theta) = \text{const}. \] (4)

Each of the parameters \( P_j \) corresponds to the amplitude of one harmonic in the multipole description of the pole surface. The radial coordinates of the points at this line are defined by solving non-linear equation (3) with fixed angular coordinates. Additional restriction on the pole profile may be a fixed width of the pole or the fixed Cartesian coordinates of its extreme points depending on the specific requirements to the magnet design principles. Corresponding examples of the pole tip shape are shown in Fig. 1 – Fig. 2.

![Fig. 1](image1.png)  
**Fig. 1.** The shape of the pole tip for the different contributions of the 10-th harmonic. Extreme coordinates of the pole profile are fixed.

![Fig. 2](image2.png)  
**Fig. 2.** The shape of the pole tip for the different contributions of the 10-th harmonic. Width of the pole is fixed.

We can notice that keeping constant the pole width restricts strongly a probable diapason of the higher harmonics variation. This circumstance must be taken into account during the procedures of the pole shape variations.

A goal function for the optimization procedure is constructed as a sum of the high order harmonic amplitudes of the magnetic potential:

\[ G(P_1, P_2, ..., P_M) = \sum_{n=1}^{N} \left| U_n(P_1, P_2, ..., P_M) - F_n / U_2 \right|. \] (5)

For a fourfold symmetric system of a typical quadrupole only the coefficients \( U_2, U_6, U_{10}, U_{14}, ... \) and corresponding field harmonic amplitudes \( F_2, F_6, F_{10}, F_{14}, ... \) are nonzero. The number of the controlled harmonics \( N \) is not necessarily equal to the number of optimized parameters \( M \) and may be bigger.

Such choice of the goal function gives possibility to exclude high order harmonics almost independently. This property of the goal function parameters is demonstrated in Fig. 3 showing the spectrum of the field components exited by different pole shape harmonics.

![Fig. 3](image3.png)  
**Fig. 3.** Field harmonics in the aperture induced by the pole shape harmonics.

We can see that higher pole shape harmonics excite mainly the same and lower field harmonics in the aperture. So starting with the highest pole shape harmonic we can suppress consequently all undesired field components in the aperture. Even better convergence and robustness demonstrates the Newton - Raphson descent method with the adaptive step applied to the solution of this problem. It is important to note that all derivatives necessary for the Jacoby matrix formation are calculated numerically by solving the second order finite element problem for the quadrupole with deformed pole shapes.

## III. OPTIMIZATION OF THE POLE SHAPE IN THE MAGNETS WITH A CIRCULAR APERTURE

The best convergence of the considered algorithm is observed for the magnets with the circular “good field area” –
a part of the aperture where the beam of charged particles is supposed to pass. Here we describe main properties of this algorithm. For this purpose we use results obtained for the magnets which are supposed to be installed in the Collector Ring (CR) of the Facility for Anti-proton and Ion Research (FAIR) – a part of a challenging international project started in Darmstadt, Germany [5]. One of the magnet types of this Collector Ring is a so called “narrow quadrupole”. This magnet has the aperture of 95 mm radius and a circular “good field area” with the radius of 90 mm. According to the ion optics requirements the deviation of the magnetic field intensity from the ideal quadrupole dependence inside the “good field area” should not exceed margins of $\pm 5 \times 10^{-4}$ relative units. To find the desired pole tip shape we used specially developed software MULTIMAG [2] with the embedded optimization module based on the algorithm described here.

Investigation of the optimization procedure shows that the convergence rate and the final field quality depend strongly on the number of optimized parameters. Our experience shows that for obtaining satisfactory field distribution in the magnet aperture minimization of 3 – 4 amplitudes of the first lower harmonics is usually enough. A number of iterations necessary for the procedure convergence in these cases is typically less than 10. Dependencies of the convergence rate on the number of optimized parameters for the considered magnet are shown in Fig. 4.

Stabilization of the goal function (4) after several iterations in all dependencies shown in the last plot may be explained by the basic property of the approximation functions formulated above – the optimized pole shape harmonics can not influence on the amplitudes of the higher field components. So the asymptotic value of the goal function is mainly defined by initial contribution of the field harmonics with the order exceeding the highest optimized one.

The best results for the pole tip shape were obtained for the case when the number of the optimized parameters was equal to 6. The achieved field quality in this situation corresponds to the maximum field deviation inside the “good field area” less than $\pm 1.5 \times 10^{-4}$ relative units while the 4 optimized parameters allows to reach the maximum field deviation of about $\pm 4 \times 10^{-4}$ relative units. The results of the pole optimization are demonstrated in Fig. 5 – Fig. 6.

**Fig. 5.** Cross section of the quadrupole magnet with hyperbolic (a) and optimized (b) pole profile.

**Fig. 6.** Field gradient along the circular border of the “good field area” for the hyperbolic (a) and optimized (b) pole profiles. The maximum flux density deviation for the optimized pole shape is less than $\pm 4 \times 10^{-4}$.

We can notice that the field distribution after the pole optimization corresponds to a quickly oscillating high order harmonic with the low amplitude.

**IV. OPTIMIZATION OF THE POLE SHAPE IN THE MAGNETS WITH ELLIPTICAL APERTURE**

Sometimes the beam profile does not fit the circular area between the magnet poles. In such a case the “good field area” has a more complicated shape, very often – elliptical. Generally saying the magnetic potential and the field characteristics can not be expanded into series (1) in such situation. Nevertheless the expansion of this form is very desirable because the majority of the widely used methods of the charged particle tracing (especially in accelerators and storage rings) imply possibility of such field presentation [1].
So inside the elliptical aperture we can consider only approximation of the magnetic field by harmonic series. Such approximation may be performed in different ways. In [6] the author propose to use special elliptical functions for such procedure. Here we use a direct approximation of the magnetic flux density by a series (1) with finite number of terms. To find the best approximation the harmonic amplitudes are fitted to minimize the difference between the calculated and approximated field values along the border of the “good field area”:

$$\sum_{i} \left[ \sum_{n=1} H_i \sin(n\theta_i) r_i^{n-1} - \tilde{H}_i \right]^2 \rightarrow \text{min}.$$ 

This problem is solved using least-squares technique. For this purpose the radial component of the magnetic field \( \tilde{H}_{ri} \) was calculated in the points located at the border of the aperture. One of consequences of such field approximation is a noticeable influence of the pole shape harmonics on the higher field harmonics, not only the lower as in the case of the round aperture. Another disadvantage of the used field approximation procedure is relatively strong contribution of the high order harmonics, especially in the case of the big difference between the lengths of the ellipsis axes. These circumstances lead to a worth convergence of the optimization procedure and requires more optimization parameters and several times more iterations to achieve stabilization of the goal function (4) compared to the system with the round “good field area”. Nevertheless finally the developed algorithm allows to reach reasonably high field quality in the elliptical aperture as well.

Series of the magnets to be installed in the Collector Ring of the FAIR project [5] has an elliptical “good field area” with the half-axes 200 mm and 90 mm. The pole tip radius of the magnet is 145 mm. The required field quality corresponds to the maximum possible field deviation from the ideal quadrupole dependence of \( \pm 5 \times 10^{-4} \) relative units. An example of the pole shape optimization is shown in Fig. 7 – Fig. 8. The convergence was achieved after 20 iterations for 6 optimized pole shape harmonics.

![Fig. 7. Cross section of the quadrupole magnet with elliptical aperture with the hyperbolic (a) and optimized (b) pole profile.](image)

![Fig. 8. Field gradient along the elliptical border of the “good field area” for the hyperbolic (a) and optimized (b) pole profiles.](image)

The achieved uniformity of the field gradient along the border of the “good field area” is better than \( \pm 4 \times 10^{-6} \) relative units. This value is more than 30 times less than initial deviation of this parameter from the average level obtained for the hyperbolic pole.

V. CONCLUSIONS

The considered strategy of the pole shape optimization in multipole accelerator magnets with the round and elliptical apertures demonstrates fast and reliable convergence and allows to achieve the high field quality in the aperture. Corresponding algorithm implemented in the software MULTIMAG helps the user to reduce considerably the time necessary for the design of high performance quadrupole magnets.
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Implementation of ECDH through Software Code Scheduling with Minimum number of Point Computations
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Abstract—Elliptic Curve Diffie-Hellmann shortly known as ECDH is one of the key exchange which provides a more secure environment for wireless network. The implementation of ECDH has a set of point operations such as point addition, subtraction, multiplication, division and squaring. All these operations are implemented based on two operations. They are point addition and multiplication. But, the time complexity of point addition is lesser than the time complexity of point multiplication. So, it is necessary to find out suitable implementations for point multiplication to take minimum number of clock cycles. Then, it will automatically reduce the power consumption, and also, it is necessary to support for parallel processing. Based on these constraints, the proposed implementations is more suitable for exchanging secret keys between two communication parties in software application areas.
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I. INTRODUCTION

Main challenges in the wireless communication are to provide a high security services, more power consume and usage of low bandwidth for communication media [5][2]. Hence, it is very essential to find out suitable algorithm for compromising the same. Considering this, the better implementation of Diffie Hellman using Elliptic Curve over finite field is suggested for key exchange [14]. It is known as Elliptic Curve Diffie Hellman (ECDH), and it is used for Elliptic Curve Cryptography (ECC) and Elliptic Curve Digital Signature Algorithm (ECDSA). An implantation of ECDH is classified into two main categories. They are: ECDH over prime field and ECDH over binary field. In these types, ECDH over prime field (p) is a software approach for key exchange, and ECDH over binary field (2n) for hardware approach [9]. This paper is mainly focused on ECDH over prime field, and it analyzes the point operations for parallel computation based on software scheduling.

The ECDH over prime field is implemented with two point computations. They are: point addition and point multiplication [4]. Here, the execution time of point multiplication is more than the point addition. The point multiplication is defined with two operations called by point addition and point doubling [3]. These operations are computed based on the scalar value (k). For example, the point addition with point doubling is computed sometimes, and some other times the point doubling is only performed. So it is purely based on the probability value of the value of scalar bits. It is an essential to optimize point multiplication for utilization hardware units at minimum level. Some of the available implementations for point multiplication do not support for parallel computation [6]. But, the proposed technique supports for parallel computation through software scheduling to use resources in minimum level.

For this reason, the proposed paper is organized into six sections. The section 2 explains the basics of Elliptic Curve over binary field, and followed by, the section gives the detail survey of literature in the section 3. Then, the proposed work is discussed in section 4. Next, the section 5 analyzes the experimental results briefly and it is compared with other techniques in the section 6. Finally the paper is concluded in the section 7 with future enhancement and applications.

II. SURVEY OF LITERATURE

The survey of literature is conducted for the point multiplication of EC, and the different implementations are analyzed to identify the demerits for parallel computations. Here, the surveys of literature is conducted for four different methods such as linear scalar point multiplication, double and add point multiplication, monotgomery point multiplication and Jacobian point multiplication [10][11][13][9].

The equation (8) is known as linear point multiplication and its procedure is as follows:
procedure linearmultiplication(Point P, Integer k)
1. Integer I, Q₀ ← (0,0)
2. I ← 1
3. if(I = k)
   (a) compare P with Q₀ .
   (b) compute and update P and Q₀ by using
       equation(4),(5),(6) or (7)
   (c) I ← I+1 goto step 3.
4. return P ← kP.

The left to right or right to left binary methodologies
process a loop scanning bits of the scalar, and it is performing
a point doubling followed by a point addition based on the
scalar bit value[10]. It is also known as double and add or add
and double methodology and its procedure is as follows:

Procedure RL(Point P, Integer k(k

2. R₀ ← 2R₀.
3. if ki =1 then
   (a) R₀ ← R₀ + R₁ .
   (b) I ← one time shift right of i go to step 3.
4. return R₀.

Another method of double and add is Montgomery point
multiplication. It avoids the main drawback of double and add
known as power analysis attack. It means, that the point
addition or point multiplication is identified based on the
power analysis in each time of iteration [13]. The procedure of
this methodology is as follows:

Procedure Mont(Point P, Integer k(k
1. R₀ ← 0
2. R₁ ← P
3. i← n-2
4. if kᵢ = 0 then
   4.1 R₁ ← R₀ + R₁
   4.2 R₀ ← 2R₀
5. else
   5.1 R₀ ← R₀ + R₁
   5.2 R₁ ← 2R₁
6. I ← one time shift right of i go to step 4.
7. return R₀

Another point multiplication called as Jacobian point
multiplication is required more field registers to store
intermediate results [9][11]. In this case, the numbers of
inversion operations are reduced.

Finally, the survey is concluded and it is given in the
following Table 1

<table>
<thead>
<tr>
<th>Methodologies</th>
<th>Linear</th>
<th>Montgomery</th>
<th>Double and Add</th>
</tr>
</thead>
</table>

Table 1: shows the procedure for ECDH protocol

<table>
<thead>
<tr>
<th>Binary length of k value in kP denoted by n</th>
<th>Best Case</th>
<th>Worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2^n -1 times of Point addition with a Point Doubling</td>
<td>n times of point doubling and point addition</td>
</tr>
<tr>
<td></td>
<td>n times of point doubling with probability of point addition</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Dependences</th>
<th>Data</th>
<th>Control</th>
<th>Loop carried</th>
<th>Register</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>More</td>
<td>More</td>
<td>More</td>
<td>Less</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occurrence of Hazards and Stalls</th>
<th>RAW</th>
<th>WAR</th>
<th>WAW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parallel Processing</th>
<th>NA*</th>
<th>NA*</th>
<th>NA*</th>
</tr>
</thead>
</table>

N → number of bits

The point addition and point doubling are occurred based on
the scalar bits value. It is purely based on the probability of
scalar bit value, whether it is one or zero. Based on this, the
point multiplication will be calculated. The more number of
data dependencies, register dependencies, control dependencies are also identified based on this relationship,
which are going to affect the parallel processing. So the speed
will not be improved and the number of times will not be
reduced. Automatically the lifetime of hardware will be
effected [8].

III. RELATED WORK

A. Finite Field over Zp

Theory of Finite Field is a main part of number theory, which
is going to use in cryptology and digital signature concepts. It
is a combination of Abelian group, commutative ring and field
concepts [3]. It is defined with p-1 elements. They are
determined based on a prime number [4].

It means that
• $GF(p^n)$ → prime field of order n,
• $GF(p^n)$ contains $p^n$ elements,
• $GF(p^n - 1)$ elements are residue classes modulo $p^n$.

B. ECDH Over Prime Field GF (p)

En exponential key agreement is also known as the diffie
Hellman key agreement, which is used to allow users for
exchanging a secret key over an insecure media without any
prior secrets [7]. This paper proposes the Diffie-Hellman
protocol using Elliptic Curve over prime field with modified
The following general Weierstrass equation [15] is considered:

\[ y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_5 \quad (1) \]

where \( a_1, a_2, a_3, a_4, a_5 \in \text{coefficient} \) and \( x, y \in \text{variables} \).

The equation (1) is simplified as the following for cubic operations to compute points on elliptic curve[15]:

\[ y^2 = x^3 + ax^2 + b \quad (2) \]

Based on \( a \) and \( b \), the different values of \( x \) and \( y \) are calculated to plot points on Elliptic Curve. The point may be positive or negative co-ordinate values. So the set of positive points are identified by using the following equation (3) [15][12].

\[ \Delta = 4a^3 + 27b^2 \quad \text{(modulo)} \quad p = 0 \quad \text{(modulo)} \quad p \quad (3) \]

where \( p \) is a prime.

The importance of EC is to compute the point multiplication \( Q = kP \), where \( k \) is a scalar value and \( P \) is a point on the elliptic curve. The point multiplication is computed through two operations such as point addition and point doubling. The point addition is a basic operation of EC between two different points and the point doubling is a fundamental operation of two same points.

\( P_1 \) and \( P_2 \) are points on Elliptic Curve and the result of \( P_1 + P_2 \) is also on EC as shown equations (3),(4),(5) and (6) [12].

\[ P_1=(x_1,y_1) \text{ and } P_2=(0,0) \in E \text{ then } R=P_1+P_2=P_1+O=P_1 \quad (4) \]

\[ P_1=(x_1,y_1),P_2=(x_1,-y_1) \in E \text{ then } R=P_1+P_2=P_1+(P_1)=O \quad (5) \]

\[ P_1=(x_1,y_1),P_2=(x_2,y_2) \in E \text{ and } P_1=P_2 \text{ then } R=P_1+P_2=(x_3,y_3) \text{ where } x_3=\lambda-x_1-x_2 \text{ and } y_3=\lambda(x_1-x_3)-y_1 \quad (6) \]

\[ \lambda=(y_2-y_1)/(x_2-x_1) \text{ where } P_1 \neq P_2 \]

\[ \lambda=(3x_1^2+a)/2y_1 \text{ where } P_1 = P_2 \quad (7) \]

Based on the equations (4),(5),(6) and (7), the point multiplication is performed, and it is denoted by[15][12]:

\[ Q = P + 2P + \ldots \quad + (k-1)P \quad + kP \quad (8) \]

Using these operations, the EC over Diffie Hellman is implemented and it is shown in clearly in the following Table 2 [1].

<table>
<thead>
<tr>
<th>I Common Parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td>* Define ( E_p(a,b) ) where ( a,b \in \text{variables} ), ( p \in \text{prime} ).</td>
</tr>
<tr>
<td>* Find out ( P=n \times P ), where ( n ) is scalar value.</td>
</tr>
</tbody>
</table>

| II Sender | III Receiver |

---

The secret keys are exchanged for ECC and ECDSA applications [3]. In these applications, the public keys are assumed as secret keys [14][12].

C. Code Scheduling for Parallel Computation

The strength of ECDH is based on the difficulty of solving elliptic curve over point operations. These operations are analyzed, based on two criteria. They are: mathematical or computationally secured testing. It is mathematically better than other algorithms [2]. At the same time, it cannot assure to confirm the computationally secured way because of its implementation. when the point multiplication is implemented by using software code scheduling for parallel computation, it will increase execution speed. So the time complexity becomes better then other algorithms. This software code scheduling reduces the different dependencies existing in the point multiplication. They are: data, name, control and loop carried dependencies. All these dependence will affect computations of point multiplications [1].

IV. INNOVATIVE METHODOLOGY

For analyzing point multiplication in ECDH, the scalar value of ‘\( k \)’ is used to create binary and skew trees, and each node has a point value. Based on tree values, the \( kP \) is computed. This case, \( k \) value is assumed as 15. When the \( k \) value is divided by 2 in every time, quotient values 7,3,1 and remainder values 1,1,1 are obtained. Then, the binary tree is created based on the quotient values. The points are used to compute point doubling operation based on the equation (6). Subsequently the skew tree is also formed based on the value of remainders. The points are used to compute point addition on the equation (7). Finally, these two trees are summed by using equations (4), (5), (6) or (7) to compute point multiplication.

Procedure PointCompute(Point \( P \), Integer \( k \))

Point \( P_1 \leftarrow (0,0), P_2 \leftarrow (0,0) \)
1. If \( k=1 \) then One time of \( P \)
2. If \( k>1 \) then
   (a) \( Q \leftarrow k/2 \)
   (b) if(\( Q>0 \))then
This innovative tree multiplication methodology minimizes the number of loop carried, data and control dependencies through software code scheduling. These dependencies are going to avoid the different types of hazards and stalls at the time of execution based on its availabilities. The example for hazards and stalls are Write after Read(WAR), Read after Write(RAW) and Write After Write(WAW) to affect loop level parallelism.

V. EXPERIMENTAL RESULT

The mathematical problem describes the resources, that required by a computer to solve the problem is known as computational complexity theory. This computational complexity is important for many branches in computer science, especially cryptography, digital signature and key exchanges. In this case, the computational complexity of point multiplication is analyzed in the form of time complexity.

For experimental, the \( y^2 = x^3 + ax + b \) Equation is considered to generate a set of points for Elliptic Curve based on the equation 3. The \( E_p(a,b) \) is assumed as \( E_{1111}(1,1) \). The point \((x=0,y=1)\) is chosen for point multiplication. The simulation environment is given in the Table 3 for both linear scalar and the proposed binary tree multiplication. To measure the number of clock pulses for the proposed work, the system with Intel(R) Core(TM)2 Quad CPU Q800 at 1.33 GHz speed and 1 cache space configuration are considered under the Ubuntu 10.04 version OS.

Table 3: shows the EC parameters for Point multiplication of \( kP \)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_p )</td>
<td>Input</td>
<td>( E_{1111} )</td>
</tr>
<tr>
<td>a</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>b</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>x</td>
<td>Input</td>
<td>0</td>
</tr>
<tr>
<td>y</td>
<td>Input</td>
<td>1</td>
</tr>
<tr>
<td>P</td>
<td>Input</td>
<td>((x,y))</td>
</tr>
<tr>
<td>K</td>
<td>Input</td>
<td>Number of times(N)</td>
</tr>
<tr>
<td>( k_i )</td>
<td>Input</td>
<td>0&lt;N&lt;p</td>
</tr>
<tr>
<td>( kP )</td>
<td>Output</td>
<td>( E_{1111} )</td>
</tr>
<tr>
<td>( kP ) execution time</td>
<td>Output</td>
<td>Number of clock pulses</td>
</tr>
</tbody>
</table>

The proposed method and linear point multiplication are simulated, and their execution times are measured with clock pulses as given in the Table-4.

Table 4: shows the number of clock cycles needed to compute point multiplication for both linear and proposed cases based on the different value of \( k \) and \( P \) in the unit of seconds.

<table>
<thead>
<tr>
<th>( \text{calculates } kP )</th>
<th>( \text{Clock pulses} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( 2^i )</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
VI. RESULT ANALYSIS AND COMPARISON

The proposed method is analyzed in three cases where as the linear point multiplication is analyzed in one time, because the difference between worst and best cases in linear point multiplication is one time of computation.

First Case of proposed method is known as best case, and its time complexity is analyzed under optimal conditions. It means that, there is no remainder of k value for all iterations (k = 2^n where n>0). Because it takes only log_2n times to compute kP based on quotient point computation and no need to compute skew tree computation. It is denoted by O(log_2N).

The second case is called by worst case and its time complexity is examined under all possible conditions. It means that, there is a remainder and quotient values of k for all iteration (k=2^n-1, where n>0). The k value takes log_2n times to compute kP based on quotient point computation with log_2n times based on remainder point computation. So the time complexity of this case is O(log_2N)+ O(log_2N) times.

Final case is an average case, in which the way algorithm acts under the probability of execution. It means, that there is a remainder for k values in some iterations and no remainder for some other iterations (k=2^n or 2^n-1, where n>0). Its time complexity is defined as O(log_2N)+O(Prob{log_2N}).

All time complexities are redefined by log_2N+1, 2log_2N+1 and log_2N+Prob{log_2N}+1. The value of ‘1’ denotes the final computation of combining quotient and remainder point computations to compute kP.

Then the proposed method is analyzed with graph shown in Figure 3(a) and Figure 3(b). In this graph, the y-axis denotes k values in the form of 2^i and x axis total number of execution time for kP.

The proposed strategy is also to reduce the number of dependencies (n) into log_2N+1 for best case and 2log_2N+1 for worst case. Beside the proposed technique is useful to minimize the number of data dependences, control dependences and loop carried dependences.

Figure. 3(a). This Graph shows that the total amount of execution time needed to compute kP for Liner point multiplication.

Figure. 3(b). This graph compares that the total amount time needed to compute kp based on best & worst cases of point multiplication.

VII. CONCLUSION

This proposed point multiplication over prime field is used to exchange key values through insecure channels. It is used for transmitting a secret key of symmetric key cryptography, a public key of asymmetric key cryptography or one time usage of keys in public environment. Because this point multiplication takes less computation time to find out its result. It reduces number of clock pulses, power consumption and increases the performance of EC in wireless environment. It also reduces the number of dependent operations into independent operations to eliminate data hazards and stalls for parallel computation. So the life time of the resources will be increased.
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Computer modelling of hydropower-driven systems with thermal and electric energy sources

A. I. Ozerskij

Abstract—In the report the methodology and results of computer modelling of the difficult hydropower-driven systems equipped with primary energy sources of two types are stated: explosive motors and the electric motors working under trying conditions of maintenance. Last together with hydropower-driven systems are modelled as uniform heat-electrohydromechanical systems, optimum control with which can be carried out on a basis mechatronotric the approach and a principle of a maximum of L.S. Pontrjagin.

Keywords—computer modeling, hydropower-driven systems, thermal and electric energy sources

1. Introduction. Hydropower-driven systems (HDS) are highly effective and perspectiv power systems which are applied in power engineering, engineering industry, on transport, and also in other branches of economy practically everywhere. Complexity of conditions at which these systems are frequently maintained, creates the problems connected with their profitability, power- and of resource saving, and also reliability in-process, especially - under trying conditions maintenance: a dustiness and gassed conditions of air medium, at frequent and considerable overloading, vibration, etc. 90 % of emergencies of the hydraulic drive of cars, result from pollution of their operating fluids [1].

The analysis of perspectiv directions of raise of reliability and profitability investigated HDS showed expediency “ampoulisition” their hydraulic systems (HS) by a complete retention of their operating fluids and gases from a circumambient and air replacement as working medium everywhere. Complexity of conditions at which these systems are frequently maintained, creates the problems connected with their profitability, power- and of resource saving, and also reliability in-process, especially - under trying conditions maintenance: a dustiness and gassed conditions of air medium, at frequent and considerable overloading, vibration, etc. 90 % of emergencies of the hydraulic drive of cars, result from pollution of their operating fluids [1].

Researches showed that perfection HDS with “ampoulisition” hydraulic systems (AHS) is possible on a basis not only their full-scale tests, but also computer modelling together with sources of external loadings and energy sources: explosive motors (EM) and electric motors (EM) as uniform mechatronic warmly – electrihydromechanical systems [1]. The last allows to carry out the complex approach to raise of reliability and profitability of such systems not only a constructive way, but also by perfection of their computer models. It gives the chance to replace an essential part of expensive full-scale tests of systems investigated here with calculations with the computer, and will promote sampling of the optimal solutions of the basic design problems. Researches showed that perfection of computer models of such difficult systems demands creation of new methodology of their computer modelling answering to modern level of knowledge of features of teamwork thermal, electric and the hydraulic machiner (HM) under trying conditions of maintenance [1]– [6].

2. A statement of problem. Modern level of knowledge of features of work investigated here AHS shows that the physical processes accompanying their work on not settlement and dynamic regimes, essentially it is more difficult than processes, characteristic for work usual - not “ampoulisition” – systems. Complexity of processes of start AHS speaks in small relative volumes (nearby 1 %) gas in a gas cavity (a gas pillow) basic forecastle for operating fluid storage. This feature can lead to vacuum emergence in this forecastle and call break-down of work of pumping up and basic pumps not only at system start, but also on design conditions of its work. Complexity of processes of start of system speaks as well that it occurs at filling with operating fluid of hydraulic channels of pipelines and system hydrocars. Work of all system occurs at variable extent of filling of a forecastle operating fluid. Therefore, unlike method of calculation HDS based on the way of Euler traditionally used in hydrodynamics, allowing to solve problems of hydraulics with motionless boundary lines of continuous medium as problems with the algebraic nonlinear equations, here the new method of calculation based on the way Lagranzha which is the more general method is developed for modelling of hydrodynamic processes. This method allows to solve problems with mobile boundary lines of medium as problems for the ordinary nonlinear differential equations. In the capacity of unknown persons here we observe co-ordinates of these mobile boundary lines. Generally these problems are reduced to problems of hydromechanics with mobile contact ruptures of two types: a liquid - gas and a liquid - a solid. Ruptures can move in channels of hydraulic highways, elements and assemblies of difficult geometrical forms with jet, blade and volume HM [2]. The new method of calculation matches to specificity of tasks in view and expands area of justice of their solution. The developed method allows to create new directions of perfection physical, mathematical, and also computer models HM and HDS. The specified models differ that characteristics not only static, but also dynamic processes of traffic of liquid
medium with mobile boundary lines in channels of hydraulic highways, and also in channels volume, blade and jet HM allow to count. Models are built on the general integrated relationships for moving in space and changing in a time \( t \) ranges of integration: volume and change in a time \( t \)

\[
\frac{d}{dt} \int_{\Omega(t)} \rho \vec{v} dV = \int_{\Omega(t)} \frac{\partial \rho}{\partial t} dV + \int_{\partial \Omega(t)} \rho \vec{v} \cdot d\sigma = \sum_{i,j} \frac{d}{dt} M_{i,j}
\]

(1)

\[
\frac{d}{dt} \int_{\Omega(t)} \rho \vec{v} dV = \int_{\Omega(t)} \left[ \frac{\partial (\rho \vec{v})}{\partial t} + \left( \frac{\partial (\rho \vec{v})}{\partial y} \right)_y \right] dV + \int_{\partial \Omega(t)} \rho \vec{v} \cdot d\sigma = \sum_{i,j} \frac{d}{dt} N_{i,j}
\]

\[
\frac{d}{dt} \int_{\Omega(t)} \rho \left( \frac{1}{2} \vec{v}^2 + u \right) dV = \int_{\Omega(t)} \left[ \rho \left( \frac{1}{2} \vec{v}^2 + u \right) \right] dV + \int_{\partial \Omega(t)} \rho \vec{v} \cdot d\sigma = \sum_{i,j} \frac{d}{dt} N_{i,j}
\]

(2)

\[
\frac{d}{dt} \int_{\Omega(t)} (\vec{F} \times \rho \vec{v}) dV = \int_{\Omega(t)} \left[ \frac{\partial (\vec{F} \times \rho \vec{v})}{\partial t} \right] dV + \int_{\partial \Omega(t)} (\vec{F} \times \rho \vec{v}) \cdot d\sigma = \sum_{i,j} \frac{d}{dt} T_{i,j}
\]

(3)

\[
A_i(x) \frac{d^2x}{dt^2} + B_i(x) \frac{d^2\phi}{dt^2} + C_i(x) \left( \frac{dx}{dt} \right)^2 + J_i(x) \left( \frac{d\phi}{dt} \right)^2 + E_i(x) \frac{dx}{dt} \frac{d\phi}{dt} = P(x,t) - \Delta P_{LOSES}
\]

(4)

The contact ruptures allowed concerning mobile coordinates \( x(t) = s_1(\xi_1, t) \) or \( x(t) = s_2(\xi_2, t) \), and also \( \phi = \varphi(t) \) angles of rotation of shafts blade or volume: pumps, turbines, etc.; \( \omega = \omega(t) \) angular speed of the
Here in the equations (5): \( P(x,t) \) – a difference of average values of the fluid pressure, reacting on surfaces of mobile borders of a stream; \( \Delta P_{\text{LOSSES}} \) – pressure losses; \( M(t) \) – the moment of awake forces; \( M_{\text{FRICTION}} \) – the moment of frictional forces.

Generally modelling HDS with energy sources in the form of electric synchronous and asynchronous motors, and also motor internal combustion MIC to system of the equations (5) the system of the differential equations allowed concerning electric currents of windings of a rotor and the stator of electric cars, and also the system of the algebraic and differential equations presenting dynamic operating modes MIC is added. Feature of the methods of dynamic calculation HDS resulted here and their difference from known methods consists that they allow to count difficult processes of filling and dump of channels of hydraulic highways and cars GPS. These processes accompany regimes of overloading, start, stop, cavitation operating modes HDS, etc. Methods of calculation of piston hydraulic and thermal cars differ from known themes that features of work of each piston of the car here are considered. On the one hand it complicates calculations, but with another allows to reveal agency of the separate piston on dynamics of the car as a whole that raises worth of the gained results and quality of research.

3. The problem solution. On the basis of presented above methods of calculation and systems of the equations the methodology of computer modelling HDS with thermal and electric energy sources has been developed. The created models have been realised in the licensed mathematical medium Mathcad. Adequacy of models is confirmed by the data of full-scale tests AHS, and also researches on the experimental complexes modelling the power hydraulic drive with specified systems (fig. 2,3).

AHS consisted of a forecastle with nitrogen, the compressor (vacuum pump), an inspirator and pumping up lobed the pump with the electric motor. Into composition of the power drive also entered: the volume hydropump, the volume hydromotor, and also the hydroclutch with the ventilating fan of an integral cooling system of injection engine KamAz-740. In model HDS regulating by means of an inspirator having a nozzle with adjustable diameter is provided. Results of modelling and empirical data are resulted on fig. 4. Researches of processes of start of system on a rate of inflow were carried out by operating fluid of its hydraulic channels at consecutive start of an inspirator and lobed the pump. On fig. 4,5 results of calculations (full lines) and the data of experience (dashed lines) are presented. On fig. 4 the data about change of pressure of gas in a gas cavity “ampoulisation” a forecastle is presented. An initial gauge pressure of gas in a tank: \( P_{\text{GAS}} = 0.5 MPa \). Figures here note the curves corresponding to various initial values of relative
volume (in %) a gas cavity of a tank. On fig. 5 the picture of change of pressure \( P \) before an input in an injector is represented at different values of time of start of the centrifugal pump and an injector. Initial superfluous pressure of gas in a tank: \( P_{GAS} = 0.1 \text{MPa} \).

On fig. 6 the picture of computer modelling of dynamic loudspeaker of start and regulating HDS with volume HM by change of diameter of a jet orifice is shown. On fig. 7 it is shown a time history of speed of a stream of operating fluid in the channel of the delivery pipe after the aksialno-piston hydropump HDS at its start from asynchronous EM (electric motor) (fig. 3) [9].

Physical, mathematical and computer models of processes of traffic of operating fluids in the hydrodynamic drive are developed: hydroclutches with bled and filled at overloadings lobed the hydraulic machiner: pumps and turbines. Models are created on the basis of the approach of Lagranzh and the general integrated relationships (1)-(4). They allow to count to dynamics of traffic of liquid medium with mobile boundary lines. Mathematical models are shown to the solution of a Cauchy problem for system of the ordinary differential equations of the second order of an aspect (5) concerning working radiuses changing in a time \( r_1 (t) \) and \( r_2 (t) \) blade hydrocars (pumps and turbines), and also angles \( \varphi_1 (t) \) and \( \varphi_2 (t) \) turn of the power shaft by everyone blade hydroclutch cars. On their basis in mathematical medium Mathcad 13 computer models of the hydrodynamic drive are created. The closed fluid couplings of separate geometric series (fig. 8a), presented by V.N.Prokofevym were modelled. The analysis of models is resulted in [4]. Models of hydroclutches of the given row with static and dynamic emptying itself (traction and limiting), working together with MIC and EM under trying conditions maintenance [4, 6] are created. Models are based on the account (by means of empirical data) an energy loss of operating fluid...
of the hydroclutch on various static regimes of its work [4]. At construction of models of hydroclutches of the given row empirical data about the basic operating characteristic of the hydroclutch were used: dependences of factor \( \lambda \) a torque of the hydroclutch from a slip ratio \( \varepsilon \) its vane wheel rotors: \( \lambda = \lambda(\varepsilon) \) fig. 8b. Thus skilled tabular function \( \lambda = \lambda(\varepsilon) \) was approximated by means of splines in the environment of Mathcad 13 and in the further calculations was used as an analytic function.

On the basis of natural and numerical experiments the main signs of similarity of principles of act and operating modes of hydroclutches and electric asynchronous motors (EAM) are revealed: presence of sliding, etc. In particular, and others at an exit on idling pass those to a fading oscillatory regime. Here the basic regime periodically changes on overtake at which the turbine transfers power to the pump, and a rotor‒on stator. The specified signs are manifested as well that, both in hydraulic clutches, and in EAM it is possible to gate out active, jet and exchange making powers, and also overtake (generating), stop and brake regimes. On the basis of the spent researches the method of calculation and designing of the electrohydrodynamic transfers working on various regimes under trying conditions of maintenance is developed. The method allows to size up dynamic parametres and characteristics of teamwork of hydroclutches with EAM in the specified conditions and to define conditions.
of reliable start and economic work of electrohydrodynamic energy transfers. Dynamic models of the power drive from HM volume type, are created by working together with electric synchronous and asynchronous cars. The main signs of similarity of principles of act and operating modes of the volume hydraulic drive are revealed: the hydropump and the hydromotor working in common, and an electric synchronous motor: presence of synchronism, etc. Those and others at start are retracted in synchronism, and at an exit on idling pass to a fading oscillatory regime. Here the basic regime periodically changes on overtake at which the hydromotor transfers power to the pump, and a rotor – to the stator.

On the basis of the researches executed in [7] – [8], the computer models MIC considering features of dynamic operating modes of each cylinder of the piston car, including on perspectiv water fuel emulsions are created. Adequacy of models is shown by comparison of results of modelling with the data of skilled tests of injection engines of type M100, including with a water additive in fuel (fig 10,11). Computer models of injection engines of the specified type with fluid couplings investigated above geometric series are developed.

Results of full-scale tests and data of computer modelling of dynamics of start of the specified injection engine without the hydroclutch and with the hydroclutch of an investigated row (fig. 12, 13) are above resulted. Results of numerical experiments and the researches of dynamics of teamwork of cars executed on their basis under trying conditions are resulted. The built models thermal and the hydraulic machiner adequately reflect all main operational properties of their teamwork, including under trying conditions maintenance. Models reflect ability of hydroclutches: to protect the propeller from overloads, to reduce amplitude of the torsion oscillations called on one of shafts of the hydroclutch, by "transfer" of these oscillations by other shaft of this hydrocar, ability of hydroclutches to "filtrate" not to pass, under certain conditions, the specified oscillations from one shaft on another, etc.

Fig. 10 The general view of the injection engine of type M100.

Fig. 11 The Kinematic scheme of the injection engine of type M100.

Fig. 12 Rotational speed \( n \) of the shaft of the injection engine without the hydroclutch and with the hydroclutch: 1 – natural experiment without the hydroclutch; 2 – numerical experiment without the hydroclutch; 3 – numerical experiment with the hydroclutch.
Numerical experiments show that at an oscillation frequency of the external loading close to own frequency of torsion oscillations of the shaft of the injection engine, there is resonance condition which define character of change of all parameters of system: heat power installation and hydromechanical transfer, including: torsion oscillations, the relative charge of operating fluid in hydroclutch and a rotational speed of shafts of the hydroclutch and the injection engine.

4. The conclusion and leading-outs. The methodology of computer modelling of the difficult hydropower-driven systems equipped with primary energy sources of two types is created: explosive motors and electric motors. Computer models of hydraulic, thermal and electric cars reflect their main operational properties at teamwork. These models can be used not only for detailed research of dynamic characteristics of the specified cars, but also in systems of a computer-aided design of these cars. Considering extreme complexity of the dynamic processes accompanying work of investigated cars, and also modern level of knowledge of character of the valid dynamic processes accompanying their work, the author considers that the computer models created by it can be used only for reception of the approached estimations of expected dynamic characteristics of again created cars and systems. The created models can be useful to reception of substantiated conclusions about possibility martempering of characteristics of hydraulic, thermal and electric cars and can be recommended for use in the design and exploratory organisations developing perspectiv warm - electric/hydropower-driven systems.
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Dynamics of financial market stability factors in terms of financial globalization

Rustam R. Akhmetov

Abstract—In the course of economic globalization a process of formation of the united financial market has evolved. Integratedness of different sectors of financial market into its global form is largely stipulated by development of financial innovations and of new financial instruments. Subjected and timeless nature of modern financial transactions leads to blurring of distinction between money and capital markets. The united market means a gradual merge of financial risks and increase of volumes and unpredictability of aggregate risk in the result of synergetic effect contained in the nature of financial market as of a nonlinear dynamical system. Serious influence on stability of financial market has a behavioral psychology of its participants that is connected with reflexivity specific to financial capital. Financial market can be described only by nonlinear stochastic equations. In this article we made the efforts to set the parameters for such a model. Basing on non-stability of a global financial market and under influence of globalization factors it was concluded that it is necessary to check the hypotheses on formation of a financial cycle apart from general business cycle.

Keywords—Financial globalization, financial cycle, financial market stability, nonlinear dynamical systems, securitization.

I. INTRODUCTION

Consequences of economic crisis, problems of financial state of several states including leading economics of the world, issues of Russia’s entry to the World Trade Organization (WTO) and discussions connected therewith – all of it can be regarded as a reflection of world economics internationalization and globalization process. We single out two methodological principles of global financial market analysis: first - structural and functional, second – institutional (Akhmetov, 2011). The first principle is connected with study of functions of money and capital, their changes in a modern world, dynamics of offer and demand on money and capital. Structural analysis relates to structure and dynamics of financial markets. Institutional principle binds market analysis primarily with organization of the market and functioning of its institutions. Issues of institutional development of a financial market are highly important for study and specification of modern processes in the sphere of finances.

From this point of view globalization process is a factor that unites in itself both methodological approaches. The central component of world economic globalization is financial globalization. In the result of financial globalization the capital became much more mobile having moved all over the world to the most attractive and profitable capabilities of application. Nature of operations of the global market participants with diversification of assets and liabilities according to states and regions, availability of wide network of representative offices, branches and subsidiary organizations abroad so far does not allow identifying them only with the country of national identity. Financial globalization has strengthened influence of international markets on performance of credit and borrowing operations by residents of different countries that lead to growth of international network of financial institutions and corporations increase of business participation falling on foreign countries and to fundamental changes in their systems of organization of financial flows management.

Along with the benefits financial openness and integration are increasing risk. Consequence in advance of the development of financial globalization is that capital flows are poorly coordinated with the flow of technology. That’s why globalization does not actually provide full of technological exchange (G.Mosey). This contradicts the traditional economic paradigm, according to which globalization, accompanied by the liberalization of capital movements, should lead to a reduction in systemic risk. In fact, the global financial crisis 2007-2009 refuted this assertion. Neither diversification of bank portfolios nor the policy of the monetary authorities do not reduce banking risks, but rather strengthens them (L.Laeven and F.Valencia).

Financial sphere pretends to be an absolute leader of economic globalization. The notion of globalization is often understood as a wide distribution and spread primarily of financial institutions and financial markets. According to Independent Strategy specialists (D.Roche, B.McKee, G.Manca and oth.) about 40% of global manufacturing of industrial products, 60% of global value product, 70-90% of world trade and international finances are influenced by globalization. This proves the fact that financial sphere is much more affected by globalization processes much more than other economic spheres (New Monetarism, 2006).

In our opinion all diversity of specific features and forms financial globalization can be generalized by four groups:
- General financial forms proving rapid growth of financial markets;
- Organizational features reflecting transformation processes in content and structure of financial institutions;
- Management forms connected with the change of role of governments and international organizations;
- Informational and technological forms and ideological features specifying development and growth of information technologies and changes in the sphere of social consciousness (Akhmetov, 2009).

II. METHODOLOGY OF FINANCIAL MARKETS
GLOBALIZATION ANALYSIS

We would like to consider each of the forms closer in order to determine the degree of their influence on stability of financial markets.

1. General financial features of globalization can be more vividly shown in correlation of real and financial sectors. Financial sector part in global manufacturing of products and services has grown and dominates both by its part and by its economic significance. If in 1975 the proportion of international operations with shares and stocks with GDP in developed countries was not more than 5%, by the beginning of XXI century it has grown up to 700%. What caused such a growth?

One of the main reasons was disinflation that is the process of deceleration of price growth rates. Thus, if the average income of 10-year’s bonds in the markets of the OECD countries for 25 years (1981-2006) has amounted 3.7%, inflation during the same period has amounted only to 1.7%. Deceleration of inflation rates during the last quarter of the century is stipulated by several fundamental factors. First reason was a strengthened purposeful anti-inflation policy of governments and of central banks of the states. Monetary powers of developed countries have transformed low inflation into prior purpose of their activity. Governments of the states - OECD members have limited interference into economics and state expenses (“Reaganomics” and “Thatcherism” in 1980-s). The result was decreasing of budgetary expenses and diminution of the need to financing budgetary deficits including at the expense of increase of money supply.

Secondly, in the result of globalization international trade barriers have been lowered, and a flow of correspondingly cheap goods has swept into markets of highly developed countries primarily from Asia (India, China etc.). The prices began to decrease due to competitiveness of the manufacturers.

The third factor of disinflation was a serious increase of efficiency of manufacturing and trading of private companies all over the world. Development of new technologies, including internet service in the sphere of trading and of information exchange and also increase of management quality within the companies made a significant contribution to it.

Stable deceleration of inflation rates in a long-term perspective has gradually lead to the fact that real interest rates in Organization for Economic Cooperation and Development countries nowadays have become much lower than their long-term values. During disinflation period financial assets were increasing much quicker than material assets and GDP.

<table>
<thead>
<tr>
<th>Financial assets (money, shares, bonds) of countries of the Seven as the interest from GDP</th>
<th>1980</th>
<th>1990</th>
<th>2000</th>
<th>2005</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>210</td>
<td>370</td>
<td>400</td>
<td>530</td>
<td></td>
</tr>
</tbody>
</table>
In general financial sense globalization is also characterized by the fact that rapid change of international financial development brought new directions and forms of internationalization of manufacturing, trade and finances that in its turn leads to convergence of capitals of many countries in different forms and modifications (figures 1).

One of such modifications has become synchronization of business cycle development during the last several years. Opinion about world cycle desynchronization that appeared before crisis of 2007-09 has been based on the fact of general long-term recovery in global economics during 16 years – from 1992 to 2007. Data specified on graphics (figures 2) shows dynamics of industrial manufacturing in four leading OECD countries has been changing synchronically during the last 20 years. Unemployment situation has not been so clear: European labor market at times of its recovery has been significantly different from American and Japanese markets – that is most noticeable on the example of Germany. There is evidence that the integration of trade and industry processes have a stronger impact on the finance sphere than consumption (Kose, Prasad, Terrones, 2003).

2. Organization features of financial globalization, reflecting internal processes in the sphere of different sectors of financial market and transformations in the content and structure of financial institutions. Organizational peculiarities of globalization processes in 1990-2000 were expressed by:
- Convergence of activities of banks with non-banking financial institutions (funds, insurance organizations and etc.);
- Securitization of assets and erasing of distinction between monetary and capital markets;
- Decrease of the role of transnational companies and transnational banks (TNC and TNB) in global economics.

On the one hand, there was blurring of the banks from traditional financial institutions into new more diversified structures. On the other hand, non-banking financial organizations have so much infiltrated into activity of banks at the pick of deregulation of 80-s that in deprived the banks from the leading role in big business financing. Broker firms offer their clients cash management services, transactions control service, insurance products sale. Insurance agents begin to register sale of securities, insurance companies sale share of mutual funds. Banks also trade with mutual funds, offering in addition to it discount broker services.

Appearance of new financial institutions reflecting features of different sectors of the market became the result of convergence of financial institutions. The brightest and the most stable example of it is the securitization process that is a transformation of its financial assets into securities.

The other important organizational feature of globalization is a process of gradual blurring of the distinction between monetary and capital markets. Securitization lays the basis for it. Let us consider securitizing mortgages emission as the example. Upon issuing them financial institution can save payment for initial mortgages. This allows them to take two advantages: firstly, they do a comparatively easy transfer of the interest rate and credit risks to the investor. Secondly, in fact issuing a new mortgage on the basis of a previous one the issuer procures a some kind of recycling of the capital. Bank or other financial institution uses a mortgage capital acquired in the result of emission in order to perform a further mortgage loan, and to reflect as income assets obtained from it (St.Veale, 1987).

Figure 1. Foreign direct investments in OECD countries.
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Emission of individual mortgages is connected with the increased risk. Firstly, because they require larger primary investments: most individual mortgages have a high minimal cost. That itself increases nominal size of risk capital. Secondly, such securities based on derivative instruments have a more complex credit risk.
evaluation. Investor often lack of time, resources and expert capacities for evaluation of the property being mortgaged, employment verification, credit checks and other things necessary for adequate and complete evaluation of a credit risk of individual securitizing mortgage. Thirdly, there is no a stable market on such mortgages that indirectly causes liquidity problems.

For these reasons liquid market of individual mortgages has not been developed until institutes operating them began securitizing their mortgage portfolios. For the first glance it allowed to significantly simplify analysis and trading of these securities. As for mortgages securitization process widely began when financial institutions (banks etc.) began to sale their mortgages to more specialized sophisticated finance brokers. This concerns not only MBS but also a whole range of other similar instruments (participating certificates, collateralized mortgage obligations, adjustable rate mortgages, collateralized bond obligations, credit default swaps), that in its turn caused a rush of global growth of derivatives and risks connected therewith.

Figure 4 shows growth of primary securities (bonds and equities) and bank assets compares with off-market derivatives. The growth rate of derivatives volume was almost five times bigger than the primary securities during the period from 1998 to 2011. If in the middle of 1998 volume of global derivatives amounted to 2.5-3 worlds’ GDP, on the eve of the crisis, in June 2008, it has been 12-13 times bigger than worlds’ GDP. At the same time primary securities volume during the same period has remained stable that has been approximately two times bigger than GDP.

Earlier banks have explained mountains of derivatives by the fact that they were necessary to control risks and also for innovation and efficiency in economics (A.Blundell-Wignall, 2011). Some of derivatives performed social tasks connected with hedging of business risks (A.Blundell-Wignall). It should be noted the use of derivatives for tax arbitration (interest rates swaps for the differences tax treatment of products). Credit-Default Swaps (CDS) have been widely used for arbitrary regulation in order to minimize the required bank capital.

However, according to many researchers during the last decade this social use of derivatives has been minimal. Their general increasing trend is reported to make the decade the worse one from the point of view of financial risks from the times of the Great Depression. So called social function of derivatives allowed leverage to rise and this way to extremely increase the risk (Blundell-Wignall and Atkinson, 2011). The important fact in this relation is the continuous increase of a gap between revolving derivatives and primary securities. Due to the fact that primary securities lay the foundation for and largely ensure security of derivatives market, the said divergent trend between the volumes of them shows increasing overuse of the same security (rehypothecation), that multiplies joint risk through bank system.

3. Managerial features of globalization are connected with the change of roles of governments and international organizations. The current level of global market mechanisms is far from perfect and yet can not perform a function of a global regulator, because speculative methods of actions of its members is a feature both of the market in general and of actors taking part therein. Difficulties in national and international regulation of global processes occur.

The important factor of globalization is that modern means of informatization allow to radically change the whole system of management from small firms up to global economic and financial system. Therefore, the role and significance of the state and of international organization in regulation of global financial system will be changed. Participation of both of them in affecting financial markets shifts to sector-specific, but stricter supervision and control (J.Sax, 1994).
4. The other important feature of globalization is informational and ideological component. This feature is so important that some authors play the main emphasis on it. In our opinion informational component of globalization can be generalized by following factors. First of all, it is a growth of requirements to the market and its participants on revealing of information. Secondly, psychological effect of financial innovations, that is appearance and implementation of new instruments and technologies in financial markets, is an important aspect. The third form is informational inequality formed in the result of technological revolution.

Figure 3. Dynamics of industrial manufacturing of developed countries

Limited rationalizing and computing problems of information processing lead to substitution of a complete analysis of the whole information by precedent or analogue solution, by use of \textit{a priori} or \textit{herdlike} behavior. Rapid growth of information, its continuous updating and improvement is accompanied by a dynamic increase of bulk of excessive, repeating, inaccurate information – appearance of so called \textit{noises}. Popularity of the idea of irrational control in modern management can be served as the example of practical activity in terms of informational inequity. The Companies act by trial and error not in a manner of maximal rational reckoning.
III. RESULTS

Development of main forms of financial globalization had a great impact on financial market stability. How the above mentioned tendencies can reflect on global financial market development rates? What effect do these tendencies have on financial market stability: do they contribute to its growth or strengthen destabilization?

We assume that financial markets correspond to nonlinear dynamical system. This statement is based on the following hypotheses. First of all, we agree that change of prices in financial markets happen in a random way. It means that subsequent changes of prices do not depend on each other. This statement has been proved by facts (L.Bachelier, M.Kendall, E.Fama, 1981). Bachelier argued that the expectation of the speculator is zero, and the process of price changes \( S=(S_t) \) \( t \geq 0 \) is a random process. Exploring the time series of prices with a time interval \( \Delta t \), he noticed that the difference \( (S_t-S_{t-\Delta}) \) has zero mean and fluctuation order \( \sqrt{\Delta} \). These properties have a random walk:

\[
S_t = S_0 + \sum_{\Delta} x_\Delta, \quad \text{where} \quad x_\Delta \quad \text{identically distributed independent variables, which can take two values,} \quad \pm \sigma \sqrt{\Delta} \quad \text{with equal probabilities (1/2). Limit as aspiration} \quad \Delta \rightarrow 0 \quad \text{leads to a random process based on Brownian (Wiener) motion.}
\]

M.Kendall claimed not the prices themselves and their logarithms are subject to a random walk, that is, if

\[
z_n = \ln \frac{S_n}{S_{n-1}}, \quad \text{then} \quad S_n = S_0 e^{z_n}, \quad n \geq 1, \quad \text{where} \quad Z_n = \sum_{i=1}^{n} \epsilon_i \sigma \sqrt{\Delta}.
\]

Secondly, we assume that reflexivity is specific to global financial capital. As G.Soros has shown there is a bilateral connection between current decisions and future events in stock market. Forthcoming quotes depend on current expectations of investors just as prices themselves influence on expectations. For the reason of reflexivity in the market the balance is nearly to be unreachable (G.Soros, 1988).

Thirdly, the leading role in financial markets plays not rational behavior of the investors (that in our opinion does not exist at all), but a psychological factor of market members. The market is a correlation of psychologies of its participants lead by their individual motives that mostly do not have much common with reasonability. This gives a reason to think that change of market prices and market behavior in general can not be described by classical financial models with a sufficient degree of authenticity. Here works the mechanism of the reflexivity: prices influence on expectations, expectations form prices. In crucial moments during crises actions of market laws of competitiveness and pricing are being overlapped with panic, rumors, perverted expectations. It is difficult to predict investor’s behavior as well as financial rates during such periods.

Such behavior is studied in theory of behavioral finance and in modern models of nonlinear systems and stochastic theories of crises and cycles. Nonlinearity brings numerous developmental pathways that are refracted in bifurcation points in an unpredictable manner. Nonlinear systems mathematically can be described with nonlinear differential equations binding range of the unknown function at a point and range of its derivatives of different orders at the same point:

\[
F(t, x, x^1, ..., x^{(n)}) = 0, \quad (1)
\]

where \( x = x(t) \) is an unknown function depending on time variable \( t \).

Provided that because market dynamics is of occasional and largely discrete nature, it can be subject primarily to stochastic differential equations that include occasional processes. Such equations have complex appearance and solution because solving is also a stochastic process. For this system of first-order stochastic differential equation in a form of Langevin equation are used:

\[
x_i = \frac{dx_i}{dt} = f_i(x) + \sum_{m=1}^{n} g_i^m(x) \eta_m(t), \quad (2)
\]

where \( x = \{x_i\}, \quad \text{where} \quad 1 \leq i \leq k \) is a set of unknowns, \( f_i \) and \( g_i \) are arbitrary functions, and \( \eta_m \) is random function from time.

Economic sense of stochastic differential equations for financial market can described as follows: financial assets price is a result of balance of profitability of the company-issuer and market risk functions on the one hand and functions of investors’ expectations on the other hand.

In order to assign a dynamical system it is necessary to describe its phase field that is a variety of possible states at a fixed point of time. Moreover, it is necessary to assign a variety of timepoints \( t \) and (most importantly) the rule describing movement of points of the phase field during the time.

Let us assume that phase field \( X \) is a variety of all possible states in periods of time \( T \), including variety \( t \). If we know information appearance (processing) speed \( \alpha_{t}(x) \), path described by point \( x_0 \in X \) will be a solution to differential equation

\[
\frac{dx}{dt} = \alpha(x). \quad \text{Equations system} \quad \begin{cases} 
\frac{dx}{dt} = \alpha \\
\frac{d^2x}{dt^2} = -\beta x
\end{cases}
\]

establishes a continuous-time dynamical system (harmonic oscillator). Such system can shape various fluctuating motions, in this case time fluctuations of market prices towards shares depending on expectations of investors. However, having any assignment of dynamical system it is not always possible to find it and describe its pathways in an explicit form. That’s why usually more simple issues about general behavior of the system are being considered.

Here appears the biggest difficulty formulating the financial market regularities: phase field of this system can not be accurately assigned by a set of numbers or end variety of the field in a multidimensional space, because in this case we deal with nonlinear system. The internal feature of nonlinear systems is a synergetic effect, dynamical chaos, lack of predictable pathways of development and stability.
IV. DISCUSSION

Financial stability is an integral part of the overall economic stability. We define economic sustainability as the ability of an object (the economic system) to resist cyclic phenomena in the economy and the impact of external factors beyond the system.

John Downes and Jordan Goodman distinguish several types of stabilization: the currency, economic, market trading (J.Downes, J.Goodman, 1995). The meaning of all treatments reduced to price and current market stability. According to the so-called "crisis" financial stability definition of stability is regarded as state of the financial system or the opposite unstable market, i.e. which shall not involve destabilizing the situation bearing a threat the financial crisis (O.Lakshina, H.Chekmareva, 2005).

In this context, mention should be made of the theory of financial stability H.P.Minsky . According to it the stock market passively reflects estimates of future returns on investments made by real investors. The very same financial system although does not effect on decision-making in the real sector, but because of their uncertainty makes the economy inherently unstable (H.Minsky, 1983). According to Minsky asset valuation is not objective process, as is done in the face of uncertainty. This essentially means recognizing emotions by integral part of market behavior. According to Minsky, the boom periods caused to a tendency to reduce expectations of risks and waiting for the value of assets. This causes growth of lending and, consequently, increased vulnerability to risk. Liquidity problems can cause a crisis of insolvency through a "domino effect" (S.Dow, 2010).

V. CONCLUSIONS

Let us return to main forms of financial market globalization. Within the framework of the reviewed model they can lead to double-side effect. Being the elements uniting and converging markets, they will contribute to their stability. At the same time being elements that unreasonably expand and complexify markets, they are factors increasing their risks and destabilization potential. In financial world are becoming less multiple repeated situations and events basing on which statistical regularities can be determined. Quantitative optimization allows answering the question which part of the risk can be really measured, but does not help to answer the question what is the real total risk value?

Financial market supervisions pay too little attention to systemic risks arising from leverage and potential implications of rapidly increasing financial globalization for the transmission of shocks across the borders (P.Padoan, 2012). In modern structure of financial market we can talk about imminent instability having not only momentary but in a cycle nature. Cyclicality of financial markets does not have a direct material basis, but is proved by a number of preconditions. Among those we rate:

- capacity of blowing financial and credit bubbles in the result of growth of nonproductive sector of economy;
- mass distribution of the latest financial instruments and technologies of increased risks;
- procycle behavior of some leading and coincident indicators in financial market;
- deregulation of financial markets within the framework of global economy and national economics of the leading countries.

Analysis of the said interrelations and assessment of financial cycle formation possibility is a further stage of financial market stability factors research.
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1 Introduction
Social investment is an objective process that is underway in Russia with the government playing the major role, companies developing in an oligarchical way, and the social institutions of the civil society being immature. The forms and ways of participation as well as the terms of collaboration between the companies in the process of social investment in Russia are being established. The questions of the investment's social efficiency and economic effectiveness become an important aspect of the corporate social policy as a part of the general business strategy.

That is why it is necessary to draw the attention of the officials, the business and the mainstream audience to the problem of social investment development in an effort to increase the quality of interaction between the business sector and the society. At the same time, each side mentioned must fully realize what kind of profit such interaction can bring and the way this profit is formed.

2 Problem Formulation
In order to activate the process of social investment development in Russia, it is crucial, above all for managers, to fully understand the mechanism of social investment influence on the results of the companies' financial and business activity. The main obstacles to this are the ambiguity of interpretation of the term "social investment", difficulties in estimating the economic effect of social investment, and its deferred character. The importance of this matter can be proved by the fact that, according to [15], the main reason why the companies participated in the implementation of social projects was moral compulsion and the wish to help, as stated by 45% of the respondents.

Social investment is often defined as an investment into the social sphere "in order to increase the quality of life by creating new technologies and mechanisms of funds allocation among different social groups in accordance with their needs". A positive social effect is, undoubtedly, one of the important characteristics of social investment. However, it necessary to distinguish between social investment and other kinds of the companies' social activity, such as corporate volunteering or charity.

We define social investment as material, technological, managerial, financial and other resources aimed at the implementation of social programs, developed in accordance with the interests of the major internal and external stakeholders. As a result of this implementation, the company is supposed to get both social and economic effect in a strategic outlook. The economic effect that the company gets is likely to be deferred and hard to estimate.
Corporate decisions based on ethical values and aimed at meeting the requirements and expectations of the stakeholders are regarded as necessary (European approach) or legally unnecessary (American approach).

Shareholders, company's investors and staff are regarded as major stakeholders, then go the local community and non-profit institutions. The system of the company's priorities will vary depending on the industry sector, the extent of authority of the different categories of external stakeholders (regional and local authorities, civil institutions, non-profit institutions), and the regional location of subsidiary companies.

A different structure of the company's social investments will be formed depending on the extent of authority of the different groups of stakeholders. Two kinds of social investments are defined: internal (investment in staff training, health care and safety of labor) and external (fair business policy towards consumers and business partners, environmental activity and efficient use of resources, investments in local communities development). In the long run, social investment is aimed at developing the human capital of the company itself or the local community.

Priority directions of social investment may vary depending on the subject of the investment, still they need to provide firm value increase in the long-term period. It is problematic to determine a static or econometric relationship between social investment and the financial results of the company's activity. Indeterminacy of effect, difficulty in data acquisition, secrecy of data, indeterminacy of the relation between figures that reflect the company's social activity and its financial results explain the quantitative nature of the most articles concerning this issue that emphasize certain benefits of social investment for the corporation.

In the world's practice there is a number of research that proves the existence of direct and feedback coupling, yet denies the existence of the relationship itself. For example, [7] states that the companies engaged in social investment have Return on Equity (ROE) 9.8% higher, Return on assets (ROA) 3.55% higher, and Return on Sales (ROS) 2.79% higher than those that neglect it. The profit of these companies' shareholders is estimated to be 63.5% higher.

Examining the relationship between social investment and the company's activity efficiency, a positive correlation between Tobin's q and the company's environmental activity was discovered [3]. The sampling features American manufacturing companies from the S&P 500 index that operate in the USA and the countries with an average income. The companies under examination were divided into three categories:

- first category - companies that operate across the world according to the American ecological standards;
- second category - companies that operate according to the standards higher than American;
- third category - companies that pursue lower standards where possible.

A more thorough research that was conducted later with a broader sampling proved the existence of a relationship between the lower level of pollution and the higher financial results (Tobin's q) [4]. It was impossible, however, to determine the direction of the influence.

A Russian research that should be noted is the one conducted by [12], an econometric analysis of investments in the implementation of environmental and corporate social responsibility policy and the investment attractiveness of the companies by the means of correlation and regression analysis. The research proved the existence of a direct correlation between investments in regional development, environmental policy implementation and the investment attractiveness of a company.

The correlation between a company's social activity and its value is also proved by practices. According to the research conducted by McKinsey&Co, about 2/3 of financial directors and about 75% of investment managers agreed that social investment contributes to the increase of firm value, but as for the extent of the impact, their assessment varied [6]. A poll conducted among the representatives of Novgorod business showed that 40.9% agreed that social investment has a positive impact on the company's financial results, the same number of respondents denied such impact exists, and 18.2% didn't answer [10].

Another point of view is that social investment limits the company's ability to use resources efficiently, compelling it to include low-profit projects into their portfolio, which is bad for the company performance.

Nevertheless, the current worldwide trend is the increasing number of investors who are eager to invest in companies that operate in accordance with their ethical principles, which is proved by the development of socially responsible investment. The number of socially responsible investment assets in the USA was six times larger in 2012 that it was in 1995 - $3774 billion against $639 billion. The same is true for the EU. In Russia, the first socially
The aforementioned research proves that positive feedback from external stakeholders to the company's social activity is a crucial condition for the efficiency of social investment. Since mass media show little interest to the company's social activity, presenting public reports becomes an important way of delivering information. In Russia, public confidence in company activity is deficient, so it is advisable to conduct an independent assessment of the information that a company provides. The efficiency of this approach is proven by the growing number of Russian companies that use professional or public verification. Today, less than a half of the companies that produce social or other public reports report using verification procedures. New forms of independent verification appear, such as public hearing. Nevertheless, according to RBC, 61.7% think there are no socially responsible companies in Russia. According to [15], more than 70% of Russian companies do charity work, yet 55% of respondents admitted not knowing about this.

A research conducted by the Association of Managers in 2008 showed that most Russian companies are compelled to do charity by the regional authority.

There are specific reasons for such compulsion: first, there are companies that got a vast social infrastructure during privatization. Second, there are many monotowns in Russia that were built around a township-forming enterprise. These enterprises are commonly associated with manufacturing and mining industries. Such companies have to establish mutually beneficial relations with the regional and local authorities on the matter of social policy and make considerable social investments including environmental protection.

The correlation between social investment in regional development, environmental policy implementation and investment attractiveness [2] is a crucial factor for Russian companies. The ability to implement social projects is supervised by federal and regional authorities that can create favorable conditions or hinder social investment by adjusting tax and other policies for the business sector (excessive tax burden, administrative racket).

Public interest towards the companies' social activities is low. Thus, 57.6% of respondents claimed that their attitude to the company that participated in solving local problems would get better, over 10% said their attitude wouldn't change, 12% didn't answer [10]. At the same time, only 11% of the respondents think that authorities should

3 Problem Solution

In Russia, social investment is still forming and developing. Since the '90s up until the beginning of '00s companies appropriated funds mostly for the single charitable projects due to the peculiarities of Russian legislation, which allowed not to pay taxes if the sum was less than 3%.

Since 2000 social investment has become more systematic. The first non-financial environmental report was presented by OJSC Ryasanskaya GRES in 2000. OJSC Gazprom began producing reports in 2001. In 2012, 69 companies published their reports. As of May 26th, 2014, 134 companies and 472 reports were registered in the National register of non-financial reports from 2000 to 2014. That includes: 41 environmental report, 219 social reports, 150 sustainable development reports, 42 integrated reports, 20 industry reports.

The number of Russian companies that produce regular reports has been growing bit by bit since 2000, and the quality of information reported increases as well. The number of reports that presents information about the company's triune total, including economic, environmental and social component, is also growing.
be solving social problems, while 80% think that companies should take active part in that too [10].

The demand growth for business involvement into solution of local communities' problems is forming gradually. Before 2008 the considerable portion consisted of internal social investments (investment in staff training, health care and safety of labor), and now, it should be noted, that large companies started to cooperate with local communities and it conforms to global tendencies for social investment development.

Russian companies are characterized with independent choice and realization of social investments projects. They interact poorly with non-profit organizations and funds while in Europe and the USA non-profit organizations are the active partners of social sphere which have a considerable influence on the tendencies and forms of corporate social programs. Non-transparent activity and lack of competent specialists in this sphere are among the reasons that prevents Russian companies from working with non-profit organizations.

In terms of absence of the feedback and poorly marked public demand for companies' social activity as well as inactivity of non-profit organizations, activation of interaction with governmental institutions, in particular, may become a condition that will make social investment attractive for companies.

At the same time, the companies are interested in the opportunity to determine the items of expenditure on social purposes independently and provide transparency of their social programs. The necessity of formulating the priority directions of regions social development is becoming the aim of regional and local authorities. As well as the provision of their attractiveness for companies through the set of measures to support the social investment, for instance, through the reduction of tax burden.

Since 2008, due to the economic crisis the majority of Russian companies have ceased to consider social investment to be only a tool for interacting with the government and it has become an element of company's strategy that is confirmed with corporate reports. The Russian business is in the stage of transition from image support of vulnerable groups to implementation of social projects at the turn of internal and external company's social policy, social investment and investments into the development of human capital asset.

Despite the growth of companies' social activity, there is no mechanism of formulating and articulation of community needs in Russia. Also, there is a low level of social recognition of company's business. In such conditions the advantages from informational transparency may not offset losses on social investment and risk increase (conflict between managers and shareholders, possible increase of taxation, investors discontent, raise of production prices due to the expenditure on social projects, increase of vulnerability to competitors, conflict between separate groups of stakeholders). The long-term aim of Russian business is to make a mechanism of showing up the society requests and feedback.

Another factor that prevents the development of social investment is lack of understanding of the consequences of a social investment impact on the mechanism of company value increase which is typical for both Russian and foreign managers. According to the research performed by McKinsey, approximately a quarter of interrogated specialists in social investment find in difficult to evaluate the impact of social investment on company's value [6]. Among the main tendencies of impact were stated consolidation of relationships with customers (70.4%) and the government (70.5%) as well as consolidation of political position of a company or its leader (70.4%). The last figure displays the typical tendency for Russia that is characterized with directors of large companies being simultaneously a deputy in city and regional legislative bodies. In such a case, company's social activity becomes the condition for saving and increasing of social base and political assets of a company's director. However, such an approach to social investment does not always fully correspond to company's long-term interests. Among the tendencies of impact "the improvement of reputation and company's image in community" is noted by 93.2% of business representatives, however only 75.6% of respondents stated that their relation towards the company that takes part in problem solution of local communities will improve.

Insufficient understanding of the necessity of social investment realization and the mechanism of its impact on financial performance of a company may lead to the conflict of interest between main stakeholders because of the diversity of their interests, different evaluation of allowed risk and profitability goal from investment. Conflict of interest can show up on account of incomplete list of stakeholders, deficient conformity of their interests during the process of project portfolio forming and also because of stakeholders striving for maximizing individual benefit in the short run. The achievement of interest balance is becoming a key task as such a proportion in allocation of short-
term and long-term benefits between the participants of different levels will provide the opportunity to achieve the desired company value increase in the long-term.

The company should take into consideration not only traditional indices of project income and risk but also different indicators showing social effect received while making a decision about realization of investment projects. In order to evaluate the effectiveness of social investments one can use the same indices that were used for evaluation of mercantile projects as social investments have a lot of similar characteristics with mercantile investments. The necessity of accounting of mercantile project results as well as its social significance brings to the need of evaluation of social effect in monetary terms and the priority of social criteria for decision making above mercantile. According to the investor's aims the following types of choices (Fig. 1) are theoretically and practically possible.

Conventional analysis of investment projects effectiveness assumes the possibility of project realization if:

- project's profitability is higher than the cost of called-up investments (WACC);
- net present value has positive value.

If social investment projects are evaluated in terms of conventional indices of investment attractiveness, they can be recognized as ineffective because they can have:

- negative net present value;
- project's profitability is lower than the cost of called-up investments (WACC);

- low internal rate of return (IRR);
- the profitability index of investment close to 1 with positive net present value.

The companies that do not perform social investment can reach a high value increase level in short-term when channeling resources on highly profitable projects realization. However, companies that do not share the concept of social responsibility in long-term will face significant social risks that must lead to cost increase of loan and owned capital and reduction of corporation value growth rate. At the same time, excessive volume of social investment can also lead to overestimated social liabilities that increase company's risks and decrease its value.

The projects connected with social investment are "conditionally ineffective". Their aim is to form or support company's competitive advantage. On the whole, the dependence of company's value from social investment can be displayed with the following indices:

- growth and strengthening of company's cash flows caused by the increase of the income from products quality growth, the quantity of loyal customers, loyalty of clients and income that exceeds expenses for improvement in the quality of products;
- reduction of production unit cost through working efficiency growth that compensate the expenses for improvement of working conditions;
- acceleration of working capital turnover through receiving comfortable conditions for interaction with debtors and creditors;
- decrease in cost of called-up capital through the reduction of systematic and nonsystematic risk;
- appearance of extra investment directions and extra opportunities for a company.

The exposure of company's rise in value factors in long-term in compliance with the benefits received through company's social activity and forming of the set of indices that allows to monitor the performance of chosen strategy for social investment becomes a company's aim. According to the aforementioned directions of the impact of social investment on company's value, it is possible to use the following system of indices:

- analysis of company's value growth rate that is determined on the basis of discounted cash flow or economic value added;
- comparison of forecasted discounted cash flow or economic value added.

Fig. 1. Project selection criteria

Where: j - project, J = (j1, j2, ..., jn) - portfolio, S, D - floor limits of profitability and social impact acceptable for investor, NPVj - net present value of a mercantile project, NPSVj - net present social value of a project, Rsoc - social profitability (project's social effectiveness).
- analysis of spread of average weighted ROIC (ROI) and WACC;
- analysis of ROI (ROIC) and WACC growth rates that reflect the dynamics of efficiency of investments and the change in company's financial risk;
- comparison of average weighted IRR by mercantile and social projects with the cost of source funding (WACC) for decision making considering the allowability of social investment projects realization;
- dispersion indices of incoming cash flows of a company;
- indices for labor efficiency and product costs.

4 Conclusion

The impact of social investment on a company is ambiguous. It means that there is a necessity of careful and cautious approach to decision making considering the project realization of social investment. The following factors which can provide positive economic impact from social investment should be noted: forming of long-term strategy for social investment and its acceptance with company's main development strategy; forming of positive feedback on social investment programme realization from stakeholders; appearance of the long-run results.

Social investment's ambiguous influence makes the following tasks of particular relevance: evaluation of economic viability of consequences from social investment for a particular period of time (planning period); determination of possible (marginal) amount of finance directed to financing of social investment projects in every certain moment of time within the framework of planning period; forming of the set of indices allowing to evaluate the economic consequences of social investment for companies.

The possibility to receive a positive economic effect from social investment is confirmed indirectly with the growth of companies' social activity including those from Russia. Analysis of foreign experience in social investments shows that there is a unique approach to stimulation of companies' social activity that depends on historical, institutional and cultural features of a country. The system of relationships between corporate sector, the government and local communities is forming in Russia as well taking into account complicated federal establishment of the country, specific character and development disparity of certain territories and regions, consciousness of corporate necessity of social investment as an extra source for self-development.
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Abstract — RBF neural network is proposed for solution the problem of text-independent speaker recognition. Recognition is based on estimation of sufficiently large set of acoustic features, construction of multidimensional histograms and approximation histograms with probability density functions with possibility of wide shape variation. Method allowed to reduce the probability of errors when decision was making.
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1. INTRODUCTION

Biometric recognition systems allows us to find the right connection to authorize any person in information systems. In recent years the interest in voice biometrics has been increased [4, 5]. This is completely in demand in the areas of organization access permissions in information systems, biometric solving search and forensic accounting, voice verification of the driver and passengers, in the management elements of smart home, in banking systems, contact centers, etc. Identification of speaker's voice provides a unique opportunity to secure access to information, remote maintenance and examination to establish the identity.

Speaker identification and speaker verification problem is divided into two tasks a text-dependent identification and text-independent identification and can run using open set of speakers or closed set [4]. In the case of a closed set of speakers, phonogram will obviously belong to a particular individual, but if the phonogram does not belong to any candidate, then the problem is solved on an open set of speakers.

If identification system trained in advance to recognize universe passphrase delivered by announcer, then it is a text-dependent identification system. Phonemic dictionary and phrase structure in this case requires smaller amount of training speech data. The necessity of pronouncing passphrase during training and during the operation of the system limits the practical range of its application.

Identification system based on text-independent approach does not contain information about the uttered phrase. It is trained and then tested on arbitrary voice and speech data. The effectiveness of such identification systems is lower than in the text-dependent. But voice recognition in this case has broader application, since knowledge of uttered phrase is optional.

Voice identification reduces to the problem of deciding which of the plurality of speakers most likely belongs to the tested track. Since human speech is regarded as an acoustic signal, the analysis of the signal takes place by means of digital processing.

Develop a system of identification occurs in three stages [3]: on the first stage implementation of features extraction, on the second - modeling of speakers and on the third stage - decision-making is carried out. Thus, in general, a standard system for speaker voice recognition extracting unit comprise primary feature vectors of the speech signal and the simulation unit speaker's voice, which are divided according to the tasks. Since actual recordings made under conditions, there are many extraneous signals, various kinds of noise, impulse noise and congested areas of speech, preprocessing and noise removing stage can improve the efficiency further processing.

Special pre-processing algorithms of the entire signal, perform the selection of speech segments, and feature extraction for each segment [2]. Thus, the operation of the automatic
text-independent announcer identification includes several stages:
1. Feature extraction.
2. Modeling of speaker.
3. Comparison of the speaker models.

This soundtrack is mapped to the reference speaker soundtrack, by comparing the decision, whether a voice recording belong to this person or different people.

2. FEATURE EXTRACTION

Feature extraction process inherently is not specific to the tasks of speaker identification, but rather is common to most areas of speech technology. For the analysis in the speech signal is assumed to use a set of features such as signal energy, linear prediction coefficients, coefficients of smoothed power spectrum, coefficients of real cepstrum, formant frequencies and pitch period for voiced phonemes. Present correlation between features can be reduced by applying principal component analysis to the vector features.

Energy of signal:
\[ E(n) = \sum_{m=-N}^{N} x^2(m) \cdot w(n-m), \]
Where \( w(n-m) \) - window function, for example, a Hamming window:
\[ h = [0.45 - 0.46 \cdot \cos \frac{2\pi n}{(N-1)}] \], \( 0 \leq n \leq N - 1 \).

Linear prediction coefficients, which are the result of solving a system of linear equations Yule - Walker:
\[ \sum_{k=1}^{p} a_k R_s(i-k) = R(i), \quad 1 < i \leq p, \]
where \( p \) - prediction order, \( R(i) \) - autocorrelation function, \( a_k \) - linear prediction coefficients \( 1 < k \leq p \). Hamming window reduces the prediction error, as the first \( p \) samples of a rectangular window with linearly unpredictable. Autocorrelation function calculated with a window:
\[ R_s(k) = \frac{1}{N-1-k} \sum_{m=0}^{N-k} x(m)h(n(m-m)) \cdot [x(m+k)h(m-k-m)] \]

Formant frequency is determined by the smoothed power spectrum:
\[ |H(z)|^2 = \left| \frac{G}{A(z)} \right|^2, \]
where \( z = e^{i\omega} \), \( H(z) \) - the transfer function of the vocal tract, \( A(z) \) - \( z \)-transform of linear prediction coefficient sequences.

Cepstral coefficients:
\[ c(n) = \frac{1}{N} \sum_{k=0}^{N-1} \log |X(k)| \cdot e^{\frac{2\pi in}{N}}, \]
where \( X(k) = \sum_{n=0}^{N-1} x(n) \cdot e^{-\frac{2\pi in}{N}} \) - Fourier transform of signal frame.

Pitch period is determined using the window \( l(n) \) for cepstrum:
\[ T(n) = c(n) \cdot l(n) \]
where \( n_0 \) - pitch period.

Obtained characteristics form the feature vectors \( X \) for each speech segment.

3. MODELING OF SPEAKER

A set of multivariate probability density functions (PDS) describe the hidden acoustic classes of feature vectors. PDS is suitable to approximate arbitrary distributions of the components of acoustic features, making PDS quite convenient for applications in text independent speaker identification and verification.

Usually in the problem of text independent speaker recognition a Gaussian Mixture Models (GMM) are used. GMM is a speaker probabilistic model for multivariate probability density functions (PDS). This model has the obvious disadvantage is that the distribution of acoustic features of speech signals are non-Gaussian, distributions are more peaked. A family of PDS of various shapes, are characterized by three parameters: the expectation \( m_x \), standard deviation \( \sigma^2 \) and shape parameter \( \alpha \).

\[ f(x) = \frac{\alpha}{2\lambda \Sigma_x} \cdot \Gamma \left( \frac{1}{\alpha} \right) \cdot \exp \left( -\alpha \left( \frac{x - m_x}{\lambda \Sigma_x} \right)^\alpha \right), \]
where \( \Gamma(a) = \int_0^\infty x^{a-1} \exp(-x)dx \)

The distribution function has the form
\[ F(x) = \int_{-\infty}^{x} \frac{1}{2\lambda} \cdot \exp \left( -\frac{x - m_x}{\lambda \Sigma_x} \right)^\alpha \]
Scale parameter \( \beta = \lambda \sigma_\alpha \) of distribution depends on the multiplier \( \lambda \), which is expressed in
terms of the shape parameter $\alpha$ according to the relationship:

$$\lambda = \sqrt{\frac{A}{\alpha}}$$

Centers of GMS are proposed to determine using Radial-Basis Function (RBF) network. Centers of RBF and other parameters of network undergo a supervised learning process. The most convenient for RBF network learning is a gradient descent algorithm that represents a generalization of the Least Mean Square (LMS) algorithm.

The family of RBF networks is broad enough to uniformly approximate any continuous function on a compact set.

Family of RBF networks consists of functions represented by:

$$F(x) = \sum_{i=1}^{m} a_i \phi(w_i^T x)$$

where $m$ - the number of neurons in the first layer, $a_i$, $w_i$ - coefficients of neural network, $\phi(.)$ - the activation function.

As the activation function $\phi(w_i^T x)$ in the expression (2) a family of exponential distributions (1) with the shape parameter $\alpha$ is proposed.

Calculating the mean square error of approximation of the mixture of multidimensional sampling distributions:

$$\varepsilon = \frac{1}{2} \sum_{j=1}^{N} e_j^2$$

where N - is the size of the training sample .

where N - is the size of the training sample.

Error signal defined by:

$$e_j = d_j - \sum_{i=1}^{m} w_i f(x_j - m_i)$$

where $d_j$ - data. The requirement is to find parameters $w_i$, $m_i$, $\Sigma$, $\alpha_i$.

For better convergence of the algorithm initial values of parameters are selected. Clustering of the sample data is performed according to the method of $k$-means, which estimates initial value of the centers $m_i$, the initial values of $\alpha_i$ are chosen close to the $\alpha_i = 2$, correlation matrix $\Sigma$ is chosen close to diagonal, weights are initialized with random values.

Neural network training procedure is performed incrementally. Changing weights on the next step:

$$w_i(n+1) = w_i(n) - \eta \frac{\partial \varepsilon(n)}{\partial w_i(n)}$$

Adjustment of the position of the centers:

$$t_i(n+1) = t_i(n) - \eta \frac{\partial \varepsilon(n)}{\partial t_i(n)} + \eta \frac{\partial \varepsilon(n)}{\partial \alpha_i(n)}$$

Adjustment of distribution width:

$$\Sigma_i^{-1}(n+1) = \Sigma_i^{-1}(n) - \eta \frac{\partial \varepsilon(n)}{\partial \Sigma_i^{-1}(n)} = \Sigma_i^{-1}(n) + \eta \frac{\partial \varepsilon(n)}{\partial \Sigma_i^{-1}(n)}$$

Adjustment of the PDS shape parameter:

$$\alpha_i(n+1) = \alpha_i(n) - \eta \frac{\partial \varepsilon(n)}{\partial \alpha_i(n)}$$

4. RESULTS OF EXPERIMENT

The experiment used 15 phonograms recording any text longer than 22000 samples. Analyzed male and female voices same and different speakers, for each phonogram obtained multidimensional histogram features. An example is shown in Figure 1.
Figure 1. Projection of a histogram on the three main components of features.

K-means obtained initial values of distributions centers. Number of PDS ranged from 10 to 500.

Estimation of errors of the first and second kind for different size of RBF neural network? for different sample sizes and for different speakers, in order to determine the optimal parameters for recording speaker identification.
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1. Introduction
The changes induced by the globalizing processes in the economy make the competition between the federal subjects stronger, which is also valid on the regional level. Here one of the main problems of effective regional development is limited investment resources needed to achieve its strategic goals and tasks. The scarcity of resources makes its negative impact on the economic growth and won’t let the desired structural changes in the economy. While competing for the resources positive credit (investment) ratings of various rating agencies play a significant role.

2. Problem Formulation
The investment decisions are one the most difficult when viewed from the selection procedure. They are based on the multivariate and multi-criteria estimations of many factors and trends, often having mixed dynamics. That’s why the investment attractiveness estimation for the territory is the most important aspect of investment decision making. The accuracy of estimation affects the consequences for the investor and for targeted the economic system. The more difficult is the situation, the higher is the grade in which experience and intuition of the investor should rely on the results of professionally made estimations of the investment climate of the country or of the region.

Much research have been done and many research papers was dedicated to the investment climate appraisals [1, 4]. The performed analysis of the references allows to make up the comparative characteristics of the investment attractiveness appraisal methods.

2.1. Validity of ratings
The question arises: whether the existing ratings are valid? Recently in the Russian mass media the question of a not-unbiased ratings attributed by the leading rating agencies has widely been discussed. The initiative of creating of our own international rating agencies has become a matter of concern. The task of gaining confidence on the international level is a tough one. The international rating agencies have been earning their good name for decades.

One of the methods of testing the adequacy of the existing ratings and determining the factors exerting the major influence on the investment attractiveness of the region is discriminant analysis. It allows to find out the most significant factors of some given rating agency. The discriminant analysis can be applied only for factors that can be quantified. This poses some limitations, because one can’t consider, say, the changes of political environment with the method. However, the quantifiable indicators as a rule make a substantial contribution to the final result.

2.2. Finding the set of significant factors
In the economic literature one can find many methods of estimation of the investment attractiveness of the region. This methods vary depending on the goals of analysis according to the number of analyzed indicators and their qualitative characteristics. Some researchers suggest using up
to 200 of various indicators [7]. Many of the indicators are interrelated and, consequently, are duplicating each other. Moreover, the significance level of each indicator is pretty much a subjective estimation. According to this, the task is to examine the possibilities of discriminant analysis application for classification of regions of the Russian Federation in the investment attractiveness aspect and to determine the most indicative factors.

3. Problem Solution

The first stage of research is determining the set of indicators influencing the investment attractiveness of the region. The analysis of various methods of investment attractiveness estimation has been performed [9]. It should be pointed out that the features of each method depend on different characteristics of investment climate given by the methods. The latter can be explained with the target of analysis as the guideline for the developers of the method. Each method has its own user, i.e. the investor that will make the calculations in order to make an investment decision. The goals of investment climate appraisals have stipulated the different approaches for information sources (statistical data, scientific research data or expert appraisals), for determining of the main factors and indicators, for the organization of the research itself, distinguishing between the directions and stages of research. As a result, the regional ratings from one research are not valid for decision making in other circumstances [5,6].

The accomplished research allows to identify the groups of factors influencing the investment climate of the region:

- The factors of economic development;
- The factors of economic growth dynamics;
- The factors of the social sphere;
- The technological factors;
- The factors of the institutional sphere.

For comparability of the indicators between the regions the factors were calculated in per capita or in percents of the total format.

The regional ratings for the Russian Federation attributed by the international rating agencies Standard & Poor’s, Moody’s, Fitch and by the Russian rating agency Expert were usen in the research.

The discriminant analysis was carried out on the basis of more than 50 indicators of socio-economic environment of the Russian regions [8,3]. The list of indicators included into the models are outlined below:

**Production factors:**
- \( f_2 \) – production of the manufacturing sector, thsd. RUR/pers.;
- \( f_4 \) – production of the agriculture, thsd. RUR/pers.;
- \( f_5 \) – mining output, thsd. RUR/pers.;
- \( f_6 \) – fixed assets investments, thsd. RUR/pers.;
- \( f_7 \) – fixed assets in the economy, thsd. RUR/pers.;
- \( f_8 \) – regional inflation, %;
- \( f_9 \) – building, thsd. RUR/pers.;
- \( f_{10} \) – production of electricity, gas and water, thsd. RUR/pers.;

**The economic growth dynamics factors:**
- \( d_2 \) – industrial production index, %;
- \( d_5 \) – retail sales turnover index, in % to the previous year;

**Non-budget factors:**
- \( nb_1 \) – total financial result (profit minus loss) of the organizational economic activity, thsd. RUR/pers.;
- \( nb_2 \) – the share of companies with losses, %;
- \( nb_3 \) – the share of the outstanding accounts payable to the total, %;
- \( nb_4 \) – the share of the outstanding accounts receivable to the total, %;

**The budget factors:**
- \( b_1 \) – the income of the regional budgets, thsd. RUR/pers.;

**The factors of labor potential:**
- \( l_4 \) – the number of students per 10000 of population;

**The factors of consumption:**
- \( p_1 \) - the regional subsistence wage, RUR/mnth.;
- \( p_2 \) – the ratio of the average income to the subsistence wage, %;
- \( p_3 \) – the average wage, RUR;
- \( p_5 \) – retail sales turnover, thsd. RUR/pers.;

**The factors of social environment:**
- \( s_1 \) – the unemployment level, %;
- \( s_2 \) – the housing level, sq.m./pers.;

**The factors of infrastructure:**
- \( tr_1 \) – the density of the roads, km./10000sq.km.;
- \( tr_2 \) – the automobile cargo transportation, thsd. tn./pers.;
- \( tr_3 \) – the density of the railroads, km./10000sq.km.;
- \( tr_4 \) – the railroad cargo transportation, thsd. tn./pers.;

**Information and communication factors:**
- \( inf_2 \) – the share of companies using LAN, %;
- \( inf_3 \) – the share of companies using special software, %;
- \( inf_4 \) – the share of companies using WAN, %;

**Innovative factors:**
- \( inn_5 \) – the innovation activity of companies, %

**Institutional factors:**
- \( inst_1 \) – number of organizations per 100000 pers.;
- \( inst_2 \) – number of credit organizations per 100000 pers.;
inst₄ – number of organizations with foreign capital per 1000 pers.;
inst₅ – number of small enterprises per 10000 pers.

The analysis is being carried out with the help of STATISTICA using the stepwise discriminant analysis [2]. The method of stepwise inclusion of indicators was used (menu option – forward stepwise). The research of international ratings was performed with the figures of 2012. It should be stressed, that the discriminant analyses gives no opportunity to estimate the influence of factors on the final result. The results of the analysis help to discover the indicators enabling the correct classification of the objects between the groups.

The results below are obtained with the Standard & Poor’s rating. Table 1 illustrates the results of the 5th step of the discriminant analysis. The discrimination of the regions is highly significant (Wilks’ Lambda = 0.0008; $F=34; p<0.0000$). With the 5% error probability all the variables within the model are statistically significant (the p-level column). The percentage of correct forecasts equals 100% (table 2). Involvement of new variables on the further steps of the discriminant analysis has led to appearance of insignificant factors and didn’t improve the quality of classification.

### Table 1.

Discriminant Function Analysis Summary (Standard & Poor's) Step 5

<table>
<thead>
<tr>
<th>N of vars in model: 5; Grouping: SP (4 grps)</th>
<th>Wilks' Lambda: 0.0008 approx. $F(15,16)=33,969$ $p&lt;0.0000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilks’ - Lambda</td>
<td>Partial - Lambda</td>
</tr>
<tr>
<td>$\text{tr}_1$</td>
<td>0.0972</td>
</tr>
<tr>
<td>$\text{tr}_3$</td>
<td>0.0063</td>
</tr>
<tr>
<td>$d_5$</td>
<td>0.0024</td>
</tr>
<tr>
<td>$nb_4$</td>
<td>0.0013</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

### Table 2.

Rows: Observed classifications
Columns: Predicted classifications

<table>
<thead>
<tr>
<th>Percent - Correct</th>
<th>BBB p=1.429</th>
<th>BB p=0.357</th>
<th>BB+ p=0.357</th>
<th>B+ p=0.1429</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBB</td>
<td>100</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BB</td>
<td>100</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>BB+</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>B+</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

The results of discriminant analysis enable to estimate the contribution of each factor to the total discrimination of the regions (table 1, column Partial Lambda). The less the value of Wilks’ partial statistics the greater is the contribution of the indicator. In the table 1 the indicators are sorted according to their descending significance for the correct classification.

The most contribution is given by the infrastructure factors. The application of only this factors allows to classify correctly 78% of the regions. The next significant factors are trade dynamics and the share of the outstanding accounts receivable. Adding up of these factors improves the classification up to 98%. Table 3 gives the coefficients of the built discrimination functions.

### Table 3.

Classification Functions; grouping: Standard & Poor's

<table>
<thead>
<tr>
<th></th>
<th>BBB p=1.429</th>
<th>BB p=0.3571</th>
<th>BB+ p=0.3571</th>
<th>B+ p=0.1429</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{tr}_1$</td>
<td>-4.8</td>
<td>-10.3</td>
<td>-10.9</td>
<td>-11.3</td>
</tr>
<tr>
<td>$\text{tr}_3$</td>
<td>9.1</td>
<td>18.9</td>
<td>20.0</td>
<td>20.7</td>
</tr>
<tr>
<td>$d_5$</td>
<td>198.9</td>
<td>391.7</td>
<td>414.9</td>
<td>428.9</td>
</tr>
<tr>
<td>$nb_4$</td>
<td>105.1</td>
<td>210.1</td>
<td>223.1</td>
<td>231.1</td>
</tr>
<tr>
<td>$p_1$</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Constant</td>
<td>-6449</td>
<td>-23025</td>
<td>-25828</td>
<td>-27610</td>
</tr>
</tbody>
</table>

The following discriminant functions are obtained:

For the group BBB
$$d_i = -6449 - 5 \cdot \text{tr}_1 + 9 \cdot \text{tr}_3 + 199 \cdot d_5 + 105 \cdot nb_4 + 0.2 \cdot p_1$$

For the group BB
$$d_i = -23025 - 10 \cdot \text{tr}_1 + 19 \cdot \text{tr}_3 + 392 \cdot d_5 + 210 \cdot nb_4 + 0.4 \cdot p_1$$

For the group BB+
$$d_i = -25828 - 11 \cdot \text{tr}_1 + 20 \cdot \text{tr}_3 + 415 \cdot d_5 + 223 \cdot nb_4 + 0.5 \cdot p_1$$

For the group B+
$$d_i = -27610 - 11 \cdot \text{tr}_1 + 21 \cdot \text{tr}_3 + 429 \cdot d_5 + 231 \cdot nb_4 + 0.5 \cdot p_1$$

Into the obtained discriminant functions one substitutes the values of the indicators and the object is being attributed to the group with the maximum
value of the discriminant function. Using the obtained functions one can classify the other regions or forecast the changes of the regional rating with the changes of any indicator.

The results below are obtained with the Moody’s rating. The model that enables correct classification is obtained on the 9th step of discriminant analysis (table 4). The discrimination of the regions is highly significant (Wilks' Lambda =0.000; F=124; p=0.0000). With the 5% error probability all the variables within the model are statistically significant (the p-level column). The percentage of correct forecasts equals 100% (table 5). Involvement of new variables on the further steps of the discriminant analysis has led to appearance of insignificant factors and didn’t improve the quality of classification.

Let’s analyze the significance of the indicators for the correct classification. The most contribution is given by the infrastructure factors. The usage of only these factors allows to classify correctly 60% of the regions. The next significant factor is trade dynamics. Adding up of this factor improves the classification up to 80%. The next significant factors are information and communication factors. Adding up of these factors improves the classification up to 93%. Table 6 gives the coefficients of the built discrimination functions.

On the next stage of the research the analysis is made based on the Fitch rating. The model that enables correct classification is obtained on the 18th step of discriminant analysis (table 7).

### Discriminant Function Analysis Summary (Moody’s) Step 9

<table>
<thead>
<tr>
<th>N of vars in model: 9; Grouping: Moodys (4 grps)</th>
<th>Wilks' Lambda: .00000 approx. F (27,9)=123.58 p&lt; .0000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilks' Lambda</td>
<td>Partial Lambda</td>
</tr>
<tr>
<td>tr1</td>
<td>0.001379</td>
</tr>
<tr>
<td>tr2</td>
<td>0.001057</td>
</tr>
<tr>
<td>d3</td>
<td>0.000079</td>
</tr>
<tr>
<td>inf1</td>
<td>0.000029</td>
</tr>
<tr>
<td>inf3</td>
<td>0.000019</td>
</tr>
<tr>
<td>p2</td>
<td>0.000024</td>
</tr>
<tr>
<td>f4</td>
<td>0.000010</td>
</tr>
<tr>
<td>nb2</td>
<td>0.000003</td>
</tr>
<tr>
<td>inst4</td>
<td>0.000001</td>
</tr>
</tbody>
</table>

### Classification Matrix (Moody's)

<table>
<thead>
<tr>
<th>Percent Correct</th>
<th>Ba3 p=.200</th>
<th>Baa1 p=.133</th>
<th>Baa1 p=.333</th>
<th>Ba1 p=.333</th>
<th>Ba2 p=.333</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba3 100</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Baa1 100</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Bal 100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Ba2 100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Total 100</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

The discrimination of the regions is highly significant (Wilks' Lambda =0.000; F=11.9; p=0.0000). The usage of 16 indicators in the model has led to statistical insignificance of two of them (inst2, S2). However the exclusion of them from the model deteriorated the quality of classification. The percentage of correct forecasts equals 100% (table 8). Table 9 gives the coefficients of the built discriminant functions.
Discriminant Function Analysis Summary (Fitch) Step 18

<table>
<thead>
<tr>
<th>N of vars in model: 16; Grouping: Fitch (5 grps) Wilks' Lambda: .00000 approx. F (72,33)=11.933 p&lt; .0000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Wilks' - Lambda</td>
</tr>
<tr>
<td>tr₁</td>
</tr>
<tr>
<td>tr₃</td>
</tr>
<tr>
<td>p₁</td>
</tr>
<tr>
<td>p₃</td>
</tr>
<tr>
<td>d₃</td>
</tr>
<tr>
<td>s₃</td>
</tr>
<tr>
<td>inst₂</td>
</tr>
<tr>
<td>f₁₀</td>
</tr>
<tr>
<td>f₆</td>
</tr>
<tr>
<td>inn₃</td>
</tr>
<tr>
<td>f₃</td>
</tr>
<tr>
<td>s₂</td>
</tr>
<tr>
<td>tr₄</td>
</tr>
<tr>
<td>d₁</td>
</tr>
<tr>
<td>nb₄</td>
</tr>
<tr>
<td>f₆</td>
</tr>
</tbody>
</table>

Table 8.

Classification Matrix (Fitch)

<table>
<thead>
<tr>
<th>Percent – Correct</th>
<th>B+</th>
<th>BB</th>
<th>BB-</th>
<th>BB+</th>
<th>BBB</th>
</tr>
</thead>
<tbody>
<tr>
<td>B+</td>
<td>100</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BB</td>
<td>100</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BB-</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>BB+</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>BBB</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 9.

Classification Functions; grouping: Fitch

<table>
<thead>
<tr>
<th></th>
<th>B+</th>
<th>BB</th>
<th>BB-</th>
<th>BB+</th>
<th>BBB</th>
</tr>
</thead>
<tbody>
<tr>
<td>tr₁</td>
<td>-13</td>
<td>-13</td>
<td>-13</td>
<td>-13</td>
<td>-8</td>
</tr>
<tr>
<td>tr₃</td>
<td>-14</td>
<td>-15</td>
<td>-14</td>
<td>-14</td>
<td>-17</td>
</tr>
<tr>
<td>p₁</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p₃</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>d₃</td>
<td>-114</td>
<td>-118</td>
<td>-112</td>
<td>-113</td>
<td>-141</td>
</tr>
<tr>
<td>s₃</td>
<td>-10762</td>
<td>-10805</td>
<td>-10533</td>
<td>-10530</td>
<td>-9183</td>
</tr>
<tr>
<td>inst₂</td>
<td>24846</td>
<td>24232</td>
<td>23524</td>
<td>22548</td>
<td>9866</td>
</tr>
<tr>
<td>f₁₀</td>
<td>104</td>
<td>104</td>
<td>101</td>
<td>101</td>
<td>87</td>
</tr>
<tr>
<td>f₆</td>
<td>-29</td>
<td>-30</td>
<td>-29</td>
<td>-28</td>
<td>-29</td>
</tr>
<tr>
<td>inn₃</td>
<td>-124</td>
<td>-128</td>
<td>-121</td>
<td>-120</td>
<td>-148</td>
</tr>
<tr>
<td>f₃</td>
<td>31894</td>
<td>31973</td>
<td>31224</td>
<td>31250</td>
<td>26673</td>
</tr>
<tr>
<td>s₂</td>
<td>-206</td>
<td>-202</td>
<td>-202</td>
<td>-204</td>
<td>-109</td>
</tr>
<tr>
<td>tr₄</td>
<td>10161</td>
<td>10269</td>
<td>9938</td>
<td>9936</td>
<td>9387</td>
</tr>
<tr>
<td>d₁</td>
<td>-241</td>
<td>-242</td>
<td>-236</td>
<td>-237</td>
<td>-205</td>
</tr>
<tr>
<td>nb₄</td>
<td>-467</td>
<td>-469</td>
<td>-457</td>
<td>-458</td>
<td>-401</td>
</tr>
<tr>
<td>f₆</td>
<td>2714</td>
<td>2725</td>
<td>2665</td>
<td>2668</td>
<td>2395</td>
</tr>
<tr>
<td>Constant</td>
<td>-136443</td>
<td>-137119</td>
<td>-131699</td>
<td>-131831</td>
<td>-107177</td>
</tr>
</tbody>
</table>
Let’s select the most significant indicators for correct classification. The most contribution is given by the infrastructure factors. The next significant factors are consumption potential regional economic growth dynamics. These factors enable classification of 70% of the regions.

In the method of Expert rating agency the investment climate is consisting of: the investment potential (the sum of the objective prerequisites for making effective investments, that are dependent on the existence and the variety of the investment objects); the investment risk (the probability of loosing either the investments or the interest on the investments). The rating actually is distribution of the regions into 12 groups (figure 1). According to the method, the regions, attributed to the 1A group, are the most preferable for investors, while the regions in the 3A group are the less desired investment targets. The classification enables the potential investors to focus their attention only on the regions that are satisfying the needs of the investor most of all when viewed from the expected risk and return [7].

The discriminant analysis was done with the application of the Russian agency Expert data for the period 2006-2012. The results for each year of this period were approximately the same. The differences were only in the percentage of the correctly predicted results, which were between 94% an 100%. Therefore we present only the results for the last step for the year 2012 (table 10):

![Figure 1. Distribution of the regions into groups](image)

<table>
<thead>
<tr>
<th>Investment Potential</th>
<th>Investment risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A</td>
<td>Maximal potential – minimal risk</td>
</tr>
<tr>
<td>1 B</td>
<td>Medium potential – minimal risk</td>
</tr>
<tr>
<td>1 C</td>
<td>Low potential – minimal risk</td>
</tr>
<tr>
<td>2 A</td>
<td>High potential – medium risk</td>
</tr>
<tr>
<td>2 B</td>
<td>Medium potential – medium risk</td>
</tr>
<tr>
<td>2 C</td>
<td>Low potential – medium risk</td>
</tr>
<tr>
<td>3 A</td>
<td>Reduced potential – medium risk</td>
</tr>
<tr>
<td>3 B1</td>
<td>Small potential – medium risk</td>
</tr>
<tr>
<td>3 C1</td>
<td>Medium potential – high risk</td>
</tr>
<tr>
<td>3 C2</td>
<td>Reduced potential – high risk</td>
</tr>
<tr>
<td>3 D</td>
<td>Small potential – high risk</td>
</tr>
</tbody>
</table>

Table 10. Discriminant Function Analysis Summary, Step 17

<table>
<thead>
<tr>
<th>Wilks’ - Lambda</th>
<th>Partial - Lambda</th>
<th>F-remove - (6,43)</th>
<th>p-level</th>
<th>Toler.</th>
<th>1-Toler. - (R-Sqr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>inst1</td>
<td>0.013214</td>
<td>0.319418</td>
<td>15.26998</td>
<td>0.000000</td>
<td>0.491336</td>
</tr>
<tr>
<td>f_1</td>
<td>0.009612</td>
<td>0.439082</td>
<td>9.15527</td>
<td>0.000002</td>
<td>0.321723</td>
</tr>
<tr>
<td>tr_1</td>
<td>0.007620</td>
<td>0.553903</td>
<td>1.04072</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>l_1</td>
<td>0.005335</td>
<td>0.791097</td>
<td>5.77182</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>s_1</td>
<td>0.004945</td>
<td>0.853521</td>
<td>1.22993</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>p_1</td>
<td>0.005740</td>
<td>0.735321</td>
<td>0.031828</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>inst2</td>
<td>0.006027</td>
<td>0.700337</td>
<td>0.031770</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>nb_1</td>
<td>0.004876</td>
<td>0.865683</td>
<td>0.371323</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>f_2</td>
<td>0.005986</td>
<td>0.705091</td>
<td>0.162681</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>f_3</td>
<td>0.008316</td>
<td>0.507532</td>
<td>0.044788</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>f_4</td>
<td>0.006729</td>
<td>0.627241</td>
<td>0.049192</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>d_1</td>
<td>0.004858</td>
<td>0.863945</td>
<td>0.320506</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>inst3</td>
<td>0.005412</td>
<td>0.779895</td>
<td>0.487302</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>nb_2</td>
<td>0.005403</td>
<td>0.781231</td>
<td>0.533470</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>b_1</td>
<td>0.005011</td>
<td>0.842216</td>
<td>0.332543</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>d_2</td>
<td>0.005434</td>
<td>0.776753</td>
<td>0.487045</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
<tr>
<td>inn_1</td>
<td>0.005266</td>
<td>0.801504</td>
<td>0.459330</td>
<td>0.000179</td>
<td>0.648170</td>
</tr>
</tbody>
</table>
The discrimination of the regions is significant (Wilks' Lambda =0.00422; F=3.98; p<0.0000). Not all the indicators involved in the model appeared to be significant. However the reduction of number of indicators from the model deteriorated the quality of classification. The percentage of correct forecasts equals 97% (table 11).

Two regions (Amur and Pskov regions) are attributed to the group 3B1 by mistake. Let’s illustrate the fragment of the table with the distances from these objects to the centers of the each group (table 12). We can see from the table that the distance from these objects to the centers of the groups 3B1 and 3B2 is almost the same. That leads to an incorrect classification. In the table 13 one can see the coefficients of the obtained discriminant functions.

### Table 11. Classification Matrix

<table>
<thead>
<tr>
<th></th>
<th>Percent</th>
<th>3B1</th>
<th>3B2</th>
<th>2A</th>
<th>3A1</th>
<th>3C2</th>
<th>2B</th>
<th>1A</th>
</tr>
</thead>
<tbody>
<tr>
<td>3B1</td>
<td>100</td>
<td>34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3B2</td>
<td>80</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2A</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3A1</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3C2</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2B</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>1A</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>97</td>
<td>36</td>
<td>8</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 12. Squared Mahalanobis Distances from Group Centroids

<table>
<thead>
<tr>
<th>Incorrect classifications are marked with *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Novgorod region</td>
</tr>
<tr>
<td>* Amur region</td>
</tr>
<tr>
<td>Kostroma region</td>
</tr>
<tr>
<td>* Pskov region</td>
</tr>
</tbody>
</table>

### Table 13. Classification Functions

<table>
<thead>
<tr>
<th></th>
<th>3B1</th>
<th>3B2</th>
<th>2A</th>
<th>3A1</th>
<th>3C2</th>
<th>2B</th>
<th>1A</th>
</tr>
</thead>
<tbody>
<tr>
<td>inst1</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>f1</td>
<td>-3.64</td>
<td>-3.57</td>
<td>-2.89</td>
<td>-3.21</td>
<td>-3.34</td>
<td>-3.67</td>
<td>-3.08</td>
</tr>
<tr>
<td>tr4</td>
<td>28.88</td>
<td>25.30</td>
<td>42.24</td>
<td>32.48</td>
<td>21.56</td>
<td>44.53</td>
<td>41.56</td>
</tr>
<tr>
<td>l1</td>
<td>0.13</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.10</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>s1</td>
<td>9.49</td>
<td>9.94</td>
<td>10.72</td>
<td>8.91</td>
<td>11.07</td>
<td>10.11</td>
<td>10.28</td>
</tr>
<tr>
<td>p1</td>
<td>0.45</td>
<td>0.40</td>
<td>0.65</td>
<td>0.60</td>
<td>0.32</td>
<td>0.56</td>
<td>0.58</td>
</tr>
<tr>
<td>inst2</td>
<td>-372.72</td>
<td>-194.98</td>
<td>-348.96</td>
<td>-709.21</td>
<td>191.98</td>
<td>-432.64</td>
<td>-682.59</td>
</tr>
<tr>
<td>nb1</td>
<td>3.68</td>
<td>3.71</td>
<td>3.30</td>
<td>3.53</td>
<td>4.02</td>
<td>3.59</td>
<td>3.20</td>
</tr>
<tr>
<td>f5</td>
<td>0.23</td>
<td>0.23</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.16</td>
</tr>
<tr>
<td>f0</td>
<td>0.19</td>
<td>0.13</td>
<td>0.38</td>
<td>-0.05</td>
<td>0.37</td>
<td>0.40</td>
<td>1.36</td>
</tr>
<tr>
<td>f6</td>
<td>-0.56</td>
<td>-0.55</td>
<td>-0.61</td>
<td>-0.40</td>
<td>-0.58</td>
<td>-0.64</td>
<td>-0.86</td>
</tr>
<tr>
<td>d2</td>
<td>2.84</td>
<td>2.73</td>
<td>2.66</td>
<td>3.14</td>
<td>2.90</td>
<td>2.78</td>
<td>2.97</td>
</tr>
<tr>
<td>inst5</td>
<td>0.17</td>
<td>0.16</td>
<td>0.23</td>
<td>0.22</td>
<td>0.13</td>
<td>0.17</td>
<td>0.07</td>
</tr>
<tr>
<td>nb2</td>
<td>3.46</td>
<td>3.49</td>
<td>3.51</td>
<td>3.23</td>
<td>3.75</td>
<td>3.34</td>
<td>4.54</td>
</tr>
<tr>
<td>b1</td>
<td>659.04</td>
<td>639.35</td>
<td>627.22</td>
<td>625.14</td>
<td>639.28</td>
<td>661.62</td>
<td>707.34</td>
</tr>
<tr>
<td>d1</td>
<td>31.89</td>
<td>32.15</td>
<td>30.88</td>
<td>31.10</td>
<td>31.23</td>
<td>32.19</td>
<td>30.06</td>
</tr>
<tr>
<td>inn1</td>
<td>-883.63</td>
<td>-897.63</td>
<td>-780.33</td>
<td>-811.92</td>
<td>-844.34</td>
<td>-871.05</td>
<td>-722.86</td>
</tr>
<tr>
<td>Constant</td>
<td>-2254.33</td>
<td>-2245.46</td>
<td>-2179.74</td>
<td>-2194.97</td>
<td>-2194.74</td>
<td>-2317.12</td>
<td>-2272.64</td>
</tr>
</tbody>
</table>

Let’s enumerate the most significant indicators for correct classification (from high significance to the low): institutional, industrial, infrastructure factors and factors of labor and consumer potential. These factors enable classification of 81% of the regions.

### 4. Conclusion

The procedure of searching for vast information sets is a time-taking one because the data needed for
rating calculations is usually published with significant delays. The obtained discriminant functions allows to make an operative estimations of regional rating with the usage of several indicators. The research shows that the discriminant analysis enables pretty much precise classifications of the regions.

The most informative indicators for regional classification according to the methods of the international rating agencies appeared to be the infrastructure factors, the economic growth dynamics and the consumer potential factors. As for the method used in the Russian agency Expert the most informative indicators are institutional, industrial and infrastructure factors and the factors of labor and consumer potential. It can be explained with, the fact that each of the analyzed ratings is oriented on their users that are supposed to apply the rating while making their investment decisions.
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Abstract: Procurement process has become one of the key business processes of the enterprise in the last few years. This is especially true in regard to manufacturing enterprises focused on custom production, where it is vitally important to have exact amount of necessary production resources for the best price. To guarantee the stable execution of the procurement process the right identification of its information requirements is needed. The paper shows an approach to identify the information requirements of procurement process of manufacturing enterprise, using elements of the enterprise architecture concept and mathematical models of inventory management. The approbation of the given approach is made in the Case Company.
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1 Introduction
Manufacturing enterprise is a complex organizational and technical system that provides full cycle of production of outputs. The manufacturing process is supported by and depends on a number of support activities: infrastructure, procurement etc.

The complexity of managing a modern manufacturing enterprise is caused by a variety of assets involved and processes implemented that need proper coordination between themselves. In particular, the manufacturing enterprise puts forward special demands on the procurement system, which is caused by the wide range of produced outputs, the wide range of consumed material resources and necessity to comply with the terms of order execution. Effective procurement is one of the key factors of enterprise’s competitiveness. Procurement must be organized in such a way as to ensure timely receipt of the necessary production resources and at the same time to avoid the inefficient use of funds for stocking.

Traditional management usually relies on accounting methods rather than optimization ones. As a result, information systems, supporting traditional management, reflect the movement of inventories, but do not contain built-in mechanisms to manage them. Mathematical models of inventory management allow not only to meet requirements for customer satisfaction (internal or external) but also to reduce the cost of resource procurement on one hand and to lower production costs by means of reduction of stocks and amount of work in progress. In this regard, it is reasonable to implement the system of mathematical models in procurement planning and implementation. The article describes the approach to modeling procurement processes of the manufacturing enterprise and to setting requirements for procurement information services involving the use of optimization mathematical models.

2 Problem Formulation
According to the Value Chain Model [1] all activities of the organization are split into ‘primary activities’ and ‘support activities’ – the first are facilitated by the latter ones. One of the support activities is “Procurement” – it is a function of purchasing of resources used in the value-creating activities (Figure 1). Value chains provide a high-level organization of the functions that an enterprise performs. To provide a more detailed view, these top-level business functions are broken down to functions of smaller granularity and, ultimately, to activities of operational business processes [2].

Today however, the expectations of Procurement are shifting. As referred to in “A global survey of Procurement functions” of KPMG, not so long ago
Procurement became an add-on service. Many executives are increasingly looking to Procurement to engage the business in strategic conversations about how the supply chain can be optimized to deliver the greatest returns [3].

According to [4] all firms (including Just-In-Time operations) keep the supply of inventory for the following reasons:

1. To maintain independence of operations;
2. To meet variation in product demand;
3. To allow flexibility in production scheduling;
4. To provide a safeguard for variation in raw material delivery time;
5. To take advantage of economic purchase order size;
6. Other domain specific reasons.

Procurement process of manufacturing enterprises is a very information demand process that requires precise, well-timed and reasonable data to be performed appropriately. In line with most of the manufacturing enterprise functions procurement management functions are supported by enterprise information system, in this case Enterprise Resource Planning (ERP) System, which is a part of enterprise IT architecture. The connection between business needs of an enterprise and its IT architecture is realized through information services.

Within planning Information systems should be able to support and react promptly and precisely to the requests of business environment.

Procurement process deals with data concerning nomenclature of materials and component parts, suppliers, material consumption rate, scope and time of delivery, warehouse capacity etc. In order to provide IT services that meet the information requirements of users more completely and precisely, mathematical models of inventory management can be used. The approach to information requirements identification of procurement process should include the algorithm to be followed and the list of mathematical models to be used within the certain steps of the algorithm. Such an approach would help to provide a certain level of IT-support of the procurement process.

### 3 Problem Solution

#### 3.1 Planning the amount of inventory

Inventory is the stock of any item or resource used in an organization. An inventory system is the set of policies and controls that monitor levels of inventory and determine what levels should be maintained, when stock should be replenished, and how large orders should be. [4]

The amount of different kinds of the resources stored in the stock must be monitored on regular basis (Fig.1). The current stock – is the main part of stocks that continuously provides production process before the next delivery. The amount of the current stock depends on the frequency and quantity of delivery and the resource demand from the production. Also for each resource item an insurance stock must be estimated. Insurance stock – is an amount of resource, which supply production in case of unexpected circumstances. It means that if, for example, the next delivery is late, and the resource requirements are covered by the insurance stock. The optimal size of this stock can reduce the costs of its storage and at the same time it has to meet the level of resource demand. Otherwise the supply shortage appeared. What can be the consequences? Of course, this can result in the suspension of production, which generally causes great losses, because time constraints are exceeded. Moreover necessity of urgent search of the supplier causes the increase of total cost of resource.

![Fig. 1. Example of current stock dynamics](image)

As one of the functions of supply management is reducing expenses on purchasing, transportation and storage of resources it is important to understand the structure of resources cost. It consists of:

1. **Purchase cost** – usually it is the largest part of the total cost. This price is stated in the document “Order to supplier”.
2. **Delivery costs** – the costs for preparation and transportation of resources. The delivery can be held by the supplier, by Logistics Company or the company can deliver resources on its own. In the last case, the cost will be lower, but not every company have transportation department with necessary equipment. Moreover the cost of insurance is also must be taken in the account especially when we deliver resources by sea or on a long destination.
3. Storage costs – costs, connected with warehousing and providing needed storage conditions. It consists of:

- Electricity, water and heating supply of the warehouse.
- The salary of warehouse personnel.
- Taxes and other expenses.

Almost all mathematical models of supply management use these 3 items mentioned above for estimating the optimal order size and period.

3.2 The role of Business and IT in identifying information requirements of the procurement process

Let’s consider the Enterprise Architecture concept to understand the importance of identifying information requirements of Procurement process.

There are several standards, frameworks and methodologies of enterprise architecture management such as Zachman Framework for Enterprise Architecture, Extended Enterprise Architecture Framework, GERAM, ISO 19439-2006 and others [5]. All these methodologies have different point of views about how many layers the enterprise architecture model should extend.

The layers show the main elements of the enterprise. Authors of this paper rely on the TOGAF (The Open Group Architecture Framework), which declares following layers of the enterprise architecture [6]:

- Business
- Information or Data
- Application
- Technology

Showing the enterprise architecture model within layers allows specifying the relationships between enterprise core components. The idea is that each layer contains components that execute processes and offer services to the layer above. This concept is shown in Fig. 2.

The alignment between Business and Information Technology is a key issue in every organization and showing, how they can fit together is one of the key objectives of enterprise architecture [8, 9]. This is also true for the manufacturing enterprise and for its procurement process. The execution of procurement business process (Business layer of enterprise architecture) requires various information (Data layer), that can be received with the help of information system of the enterprise (Application layer) using computers, mobile devices or other technical resources (Technology layer).

Fig. 2. Layers of Enterprise Architecture [7]

On the level of Business it is important for an enterprise to have the business process management in place. To find and analyze all information requirements of the procurement process, this process itself should be managed in a proper manner. Business process management includes several stages [10], the first and one of the most important is “Design, document and implement process”. If the procurement process of the manufacturing enterprise is modeled with the use of appropriate notation, there will be shown functions and events of the process that require specific information. The model of the process will also image the resources of information needed and the possible forms of its presentation.

If talking about IT, it is reasonable to say that the value of IT for business is not in the IT per se, but in providing right IT services in the right way [11]. It is within the scope of the Information Technology Service Management (ITSM) to provide value through the services. In the case of manufacturing enterprise and its procurement process, ITSM is focused on providing the process executers with the right information fast enough, in a convenient form of presentation and giving possibility to process this information (for example, if there are mathematical models of inventory management, the relevant calculating tool should be included in the procurement module of the information system). To manage IT services and IT operations in the best way, authors recommend using IT Infrastructure Library (ITIL), which is widely adopted as a framework for ITSM.
3.3 Approach to identify information requirements of procurement process

The following steps should be fulfilled in order to identify all the information requirements of the inventory management process:
1. Analyse and model the procurement process (preferable business process modelling notation – EPC);
2. Define all the needed information inputs and their sources and outputs of the process;
3. Define the type of all information inputs and outputs: primary (raw) data or processed data;
4. For all processes data define the tools and techniques of its processing (including mathematical models);
5. Define the document flow supporting the information flow of the process.

This process needs not only storing and retrieving the data, but requires complicated mathematical calculations as well. The efficient IT support of procurement process is impossible without modern mathematical tools and techniques.

3.4 Mathematical models of inventory management with deterministic demand

To improve the inventory policy of the company for when and how much to replenish the inventory the following steps are used (the 4th step of the approach presented above):

- Formulate a mathematical model describing the behaviour of the inventory system;
- Seek an optimal inventory policy with respect to this model;
- Use a computerized information processing system to maintain a record of the current inventory levels;
- Using this record of current inventory levels, apply the optimal inventory policy to signal when and how much to replenish inventory [12].

“The purpose of an inventory control system is to determine when and how much to order. This decision should be based on the stock situation, the anticipated demand, and different cost factors.” [13]

In order to support this activity properly, procurement module the enterprise IT system should realize the IT services of calculation and reporting of all the key data of the procurement process. Thus, the main objectives of the inventory management IT services are:

- Calculating optimal size of order \( Q^* \);
- Calculating optimal frequency of orders \( T^* \);
- Take into account different types of costs while calculating \( TVC \) and minimize them.

There is a vast variety of inventory models classification [14, 15]. The most common models used in practice are those based on the economic order quantity (EOQ) model – static model with deterministic demand [13, 14]. Main prerequisites of the models with deterministic demand are:

- Demand is known;
- Instant receipting of product;
- Discounts aren’t considered;
- Deficit isn’t admitted;
- Resources may be analyzed separately.

Basic EOQ model, also known as Wilson formula:

\[
Q^* = \sqrt{\frac{2KD}{h}} \quad T^* = \frac{Q^*}{D} = \sqrt{\frac{2K}{Dh}}
\]

\[
TVC = K \frac{D}{Q} + h \frac{Q}{2} \rightarrow \min \quad \text{(1)}
\]

The EOQ model with planned shortage:

\[
Q^* = \sqrt{\frac{2KD(1 + \frac{h}{p})}{h}} \quad T^* = \frac{Q^*}{D} = \sqrt{\frac{2K(1 + \frac{h}{p})}{hd}}
\]

\[
S^* = Q^* \frac{h}{h + p'}
\]

\[
TVC = K \frac{D}{Q} + h \left( \frac{Q - S}{2Q} \right)^2 + p \frac{S^2}{2Q} \rightarrow \min \quad \text{(2)}
\]

The EOQ model with quantity discounts:

\[
TVC = cD + K \frac{D}{Q} + h \frac{Q}{2} \rightarrow \min \quad \text{(3)}
\]

The EOQ model with gradual replenishment:

\[
Q^* = \sqrt{\frac{2KD}{h(1 - \frac{D}{R})}} \quad T^* = \frac{Q^*}{D} = \sqrt{\frac{2K}{hd(1 - \frac{D}{R})}}
\]

\[
TVC = K \frac{D}{Q} + h \frac{Q}{2} \left( 1 - \frac{D}{R} \right) \rightarrow \min \quad \text{(4)}
\]

where
- \( P \) – purchase cost,
- \( K \) – ordering (setup) costs,
- \( h \) – holding costs per unit and time unit,
- \( D \) – demand per time unit,
- \( p \) – unit shortage cost,
- \( S \) – maximum shortage,
- \( c \) – unit acquisition cost,
- \( R \) – production rate if producing continuously.

The other important inventory management question after the optimal order size is “when to order”, i.e. re-order point:

\[
ROP = D \times L \quad \text{(5)}
\]

where \( D \) – demand per time unit,
- \( L \) – lead time (delivery time) – the time between the placing and receipt of an order.

This means, an order is placed when the inventory level reaches the ROP, and the
new inventory arrives at the same moment the inventory is reaching zero. When a safety stock is maintained, then the reorder point is written as the following:

\[ ROP = D \times L + SS \]  \hspace{1cm} (6)

where \( SS \) – safety stock. \[16\]

3.5 Approbation of the approach in the Case Company

The company Lenpolygraphmash (hereinafter referred as a Case Company) is a manufacturing company that was founded in St. Petersburg in 1890. The core business of the company is developing and manufacturing printing machinery with special functionality for the Ministry of Defense of the Russian Federation, products of led and woodworking industry. \[17\] Like all companies with complicated production process the Case Company needs a certain level of IT-support for effective business performance. Among other IT-system implementation issues, one of the challenges within procurement module of IT-system was providing a consistent supply management support. As the Case Company runs a custom production, which means the uniqueness and importance of each single custom order, it requires a smoothly running procurement process supported by the appropriate IT functionality. In order to provide it the clear requirements definition is needed.

The analysis of the Case Company allows modeling the process landscape (Fig. 3), which helps to identify the environment of the purchase and supply process and as a consequence – the sources and the recipients of information from this process. After that the process itself can be analyzed and modelled (Fig. 4).

On the basis of resource requirements from production planning and preproduction processes the overall resource requirements are calculated. After that, a document “Purchase Plan” is created which includes:
1. Nomenclature of resources, its serials and characteristics.
2. The amount of every position of required nomenclature.
3. The time constraints when every position is needed.

![Fig. 3. Context diagram of purchase and supply process](image)

The most complicated function of this process is “Estimating the optimal order size and period”. By this function the Supply Department has a list of resources, which are needed for production, and has to decide when (estimating the optimal period) and how much (estimating the optimal order size) the resources will be bought, trying to minimize expenses. It is very important to use adequate mathematical tools, because every mathematical model of supply management has implementation conditions and limitations. Using the information about the prices of resources, average lead time, minimum and maximum batch size and the document “Purchase Plan” a document “Optimal purchase strategy” is created. The latter is supposed to content mathematical models of inventory management with deterministic demand (mentioned in the 3.3) for calculating the parameters of resource and component parts purchasing.

In simple terms, the main aim of the purchase and supply process is to deliver resources with right characteristics, by the right time and to the right place. The consequences of mistakes within the document “Optimal purchase strategy” can be of
two 2 types and both can cause big losses:
1. Suspension of production – in case the needed resource have not been delivered in time or delivered in time, but has another characteristics;
2. Increase of carrying costs – in case it was purchased more resources than needed which means the need to store more, than it was planned.

After having created the “Purchase Plan” the suppliers of the resources must be chosen. Different factors are used as the criterion of selecting supplier being: price, approach of just in time delivery, known in industry, size of organization, geographical location, and quality, evaluation of environment, capacity, services, and delay in delivering good, packing, transportation and storing [18]. Traditionally, suppliers are selected among those whom have ability to represent concerned quality, time of delivery and suggestive price. Supplier selection techniques are analyzed in [19].

The supplier selection procedure of the Case company is described in internal documents. Generally, each position has its rating. While analyzing a particular supplier, every position is evaluated and by means of multiplying position ratings the total supplier’s points are calculated. The supplier, who gained the best score, is concluded a contract. Traditionally this procedure is used only for new suppliers evaluating. The long-term partners do not need to go through this procedure.

Before the date of purchase comes, order for resource replenishment must have been made. This fact is registered by the document “Order to the supplier”. This document must contain the following obligatory positions:
1. A list of ordered materials and component parts, with detail characteristics;
2. Delivery dates;
3. Quality requirements and methods of quality measuring;
4. Order price;
5. Responsibilities of the parties.

After having paid supplier’s invoice the Supply Department controls the resource delivery and correctness of filling the forwarding documentation.

Resource arrival is registered by the document “Goods and services arrival”. After having verified the quality of arrived resources (incoming inspection) and filling the “Report of inspection”, where they register the results of inspection, the checked resources are put to the stock, using the document “Materials receipt ticket”.

The outputs of the purchase and supply process are materials and component parts issued to the departments. Resource issuing begins with the processing of the received request for resources from departments. If the previously established limit of resource consumption for the particular department is not exceeded, the requested resource is issued using the document “Material requisition”. If the limit is exceeded, the request is corrected and processed again. At the end of the year the total resource consumption are analyzed and the limits can be changed if needed.

It is easy to see that purchase and supply process is very information demanding. It requires a certain documents to be created as well as collecting and keeping of external information for next analysis. Mathematical models are supposed to be used in order to increase work capacity. After having analyzed the purchase and supply process of the Case Company the requirements for supply module of the information system can be set. This module should allow managers of Supply Department to:
1. Maintain all the necessary supply management functions and create appropriate documents – such as:
   - form orders to suppliers;
   - register payment for supplies;
   - register the resources arrival, movement and issue;
   - fix the inventory making, etc.
2. Monitor the execution of supply process by providing analytical information, presented in convenient format of automatically-made reports. For example, report “Inventory level diagram” – a diagram for every resource, which shows the inventory level changing in dynamic, report “Days till new order” – a table that indicates reaching the day of placing a new order, etc.
3. Facilitate a process of making summary resource requirements on the basis of “Production Plan” and specifications by automatic calculation using mathematical models.

The following information requirements for the particular functions of the purchase and supply process were found out:
1. Plan resource requirements:
   a. Annual production plans;
   b. Last year consumption;
2. Estimate the optimal order size and periodicity:
   a. Constrains:
      - Carrying costs, Shortage costs, Delivery costs;
      - Storage conditions;
      - Minimum order size;
      - Maximum order size;
      - Discounts for amount;
• Possibility for joint replenishment (items with the same supplier / source city);
  b. Supplier reliability (timely delivery, price rising);
  c. Convenient values for periods and order size;
3. Check the necessity for making a new order, make an order:
   a. Current inventory level for every item;
   b. Optimal order size, reorder point and periodicity;
4. Register the resources arrival:
   a. Delivery time and costs;
   b. Quality and quantity of resources arrived;
5. Issue resources to the department:
   a. Requested amounts.

The description of the IT services provided all the requirements mentioned above are presented in the Appendix 1.

The effectiveness of process execution is evaluated by performance indicators. Performance indicators of “Purchasing and supply” process after implementing of supply module that includes mathematical models of inventory management can be the following (the list can be modified or expanded):
1. The level of provision departments with resources;
2. Optimization of order, delivery and storage costs;
3. Control of stock reserves limits;
4. Reduction of losses during transportation and storage.

4 Conclusion

In order to provide uninterrupted manufacturing process all the supportive activities should be appropriately organized and computerized where it is needed. Procurement process is very important for the manufacturing and it is very information demanding. To provide the efficient IT support of procurement process it should be analysed carefully from the information requirements point of view. Clearly defined information requirements form the foundation for further development of appropriate IT services.
Fig. 4. Example of procurement process of custom production (Lenpolygraphmash manufacturing enterprise (St. Petersburg, Russia))
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Appendix 1

Description of the information services of supplying process and their content

The following IT-services are involved in the supply and procurement process:

1. Data Book “Nomenclature” – stores the information about all used by the company items of materials and component parts:
   a. Name
   b. Unit of measure
   c. Nomenclature group
   d. Nomenclature type (material / component part / semi-finished product)
   e. Storage conditions required

2. Data Book “Contractors” – stores information about suppliers
   a. Full organization name
   b. Contact information (phone number, e-mail, fax)
   c. Discounts for quantities

3. Document “Production plan” – sets the amounts for items that are planned to be produced in the certain period (year, month)
   a. Period
   b. The list of items with the amounts

4. Document “Purchasing plan” – sets the amounts for items that are planned to be purchased in the certain period (year, month)
   a. Period
   b. The list of items with the amounts

5. Document “Setting inventory models constraints” – for every item in the list sets the following constraints for inventory models:
   a. Carrying costs
   b. Maximum / minimum batch size from every supplier
   c. An average delivery time from every supplier

6. Document “Optimal purchasing strategy estimation” – calculates the optimal output parameters for inventory models:
   a. Optimal order periods for periodic models
   b. Optimal order quantity, Reorder point (ROP) for continuous models

7. Document “Order to the supplier” – fixes the preliminary agreement with the supplier to provide the company with resources till the certain date:
   a. Date

8. Document “Goods and services arrival” – registers resources arrived from suppliers:
   a. Date
   b. Resource item
   c. Supplier
   d. Amount
   e. Price
   f. Order (link to the document)

9. Document “Material requisition” – registers the amount of resources that was delivered to the departments:
   a. Date
   b. Resource item
   c. Amount
   d. Department

10. Report “EOQ comparison” – a table that compares EOQ value with average order size:
    Input parameters:
    a. User: Date interval
    b. User: Resource item or nomenclature group
    c. Arrived amount
    d. EOQ
    Output parameters:
    a. Resource item or nomenclature group
    b. Avr. order size
    c. EOQ
    d. Delta (in units & %)

11. Report “Inventory level diagram” – a diagram that can be drawn for every resource. It shows the inventory level changing in dynamic:
    Input & output parameters:
    a. User: Date interval
    b. User: Resource item
    c. Arrived amount
    d. Delivered amount
    e. ROP level
    f. Optimal periodicity

12. Report “Reorder point reaching” – a table that indicates reaching to the ROP level (for continuous models)
    Input parameters:
    a. User: Date
    b. User: Resource item
    c. Current level (up to the Date)
d. ROP

Output parameters:

a. Resource item
b. Current level
c. ROP
d. Delta (in units & %)
e. Explanation (order, not to order, prepare to order)

13. Report “Days till new order” – a table that indicates reaching the day of placing new order:

Input parameters:

a. User: Date
b. User: Resource item
c. Last order moment
d. Optimal periodicity

Output parameters:

a. Resource item
b. Optimal periodicity
c. Days from last order moment
d. Delta (in days & %)
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1 Introduction
Efficiency of an industrial enterprise depends directly on its production and economic management system and, to a large extent, on its in-house operational planning. Competitiveness of an enterprise is strongly dependent on how flexibly production planning reacts to a change in market conditions.

In the current market conditions, the following factors considerably increase the role and significance of in-house operational planning for many important management activities: focus of production on demand; quick reaction to change in demand through modifying the line of goods and production output volume; possible deviation of the actual production process from operational schedules. These factors are especially difficult to consider in recurring production.

Today we have accumulated a sufficient range of economic and mathematical models and methods of operational planning in recurring production, but this problematic field still needs to be studied.

In the mid 1950s systematic and very profound research was initiated in order to build and analyze mathematic scheduling models, to elaborate and use routine decision-making methods. First examples of successful research that was carried out at that time and is worth mentioning include network scheduling methods. Some interesting results were obtained in the field of queuing systems [1, 13]. At this very time the term “scheduling theory” appeared [4, 13].

Today, since industrial production in Russia is experiencing revival, there is growing interest towards scheduling problems. However, as many authors say [2, 6, 7, 13, 15, 17, 19], new real objectives in the scheduling theory have appeared and caused certain difficulties. So it is reasonable to expect a rise in relevancy of operational planning methods.

The analysis of papers dedicated to the scheduling theory lets us conclude as follows.

First, all papers can be divided into four groups:
- individual problem stating and solving in the scheduling theory;
- problem solving methods;
- applied problem solving in the conventional sector;
- new areas to apply the scheduling theory.

It has to be mentioned that publications, as a rule, address individual cases among general ones. We can make a note of the following problems: Johnson [3], Akers, Friedman, Lenstra & Reeg, Lenstra & Rinnooy Kan. In their turn, individual problems are marked off general ones in the mentioned class. For example, Bellman-Johnson problems for two machine tools, the same for three machine tools; two service problem; single route Johnson’s problem; conveyer type problems. Thus, the literature sees into a wide range of
individual problems of the scheduling theory and calendar planning quite in detail. However, the aforementioned publications do not have general solutions to problems of the scheduling theory; tough problems of the scheduling theory are approached separately and indeterminate problems are mentioned.

The number of models and degree of their similarity and versatility are gradually growing and grasping a larger scope of possible applications – scheduling of production, transport, military operations, teaching, IT processes, etc. As these models are getting more and more sophisticated the same is happening to routine decision-making methods that use these models.

The following may be said about the existing problem-solving methods. The scheduling theory objective is a specific optimization problem and practically all optimization methods known today are used to solve it. The scheduling theory objectives come down to the problem of mathematic programming: linear, non-linear [17], dynamic, integral-valued, and discrete ones [18]. Network setting of a problem [1, 13], the game theory method [5] are widely used. Asymptotic methods and methods of multi-extreme problem-solving [2, 14] are studied. The combining method, the graph theory method [1, 7], in particular, the mixed graph method [7]. Methods of multi-criterion problem-solving are presented, methods of stability analysis of problem-solving in the scheduling theory [16] are considered. A great number of research papers are dedicated to approximation methods: the Monte Carlo method [12], “bottleneck” method, etc.

Analysis of practical application of the scheduling theory methods proves their high efficiency.

The simplest and most commonly used operational planning method is a graphic method. Charts and graphs are easy to read and allow managers to analyze production capacity utilization and improve operational plans following their gut feeling and common sense.

The Gantt chart of production capacity utilization has several major limits of use. One of them is that it does not take into account the variety of production situations, such as breakdowns or human errors, which demand to do the same job again. The chart has to be regularly updated when new works appear or time assessments are revised. The drawback of simple graphic methods is that dependences between operations are not clearly seen. It is especially noticeable when the process is complicated, sub-divided and includes a lot of operations.

This drawback of graphic methods excludes network analysis. The complex of works to be planned is reflected as a network model. It gives more opportunities to calculate time characteristics and simulate situations. At the same time the network modeling of a work complex does not allow us to see the workplace capacity charts.

Different techniques, which we use today, treat the problem of optimal values calculation of the given norms in a different way. Table 1 includes comparison of the common scheduling techniques [13].

In the context of scheduling problem-solving on big amounts of information, the 2nd, 6th and 8th techniques can be of the biggest practical interest. If these techniques, which contain different logical rules and priority functions, are used, scheduling problems can be simplified and actually solved.

<table>
<thead>
<tr>
<th>Scheduling technique</th>
<th>Brief characteristic of the technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reverse scheduling (Gantt charts)</td>
<td>Schedule of operations needed to satisfy demand is modeled as straight lines on time axis in reverse direction from the date of completion.</td>
</tr>
<tr>
<td>2. Direct scheduling (Gantt charts)</td>
<td>Modeling goes forward from the set date to the date when the complex of works will be completed.</td>
</tr>
<tr>
<td>3. Network analysis</td>
<td>It is used in a similar way as direct and reverse scheduling, but can reflect more sophisticated logical interrelations and interdependences between works that have to be completed as part of a project.</td>
</tr>
<tr>
<td>4. Modular retrievable packer (MRP); manufacturing resource planning (MRPII)</td>
<td>It is similar to reverse scheduling, but considers stock management and capacity management.</td>
</tr>
</tbody>
</table>
5. “Just in time” concept (JIT) Due to rational organization of production environment and with the help of the information system “KANBAN”, operational scheduling presents no problems.

6. Law of priorities Determination of the best order to pass a given complex of works through a given sequence of workplaces.

7. “Travelling salesman problem” It allows minimizing the total time needed to readjust the system; gives an accurate solution.

8. Work schedule and assignments Schedules and assignments are set when certain work centers are available for those who want to use them. They are used in service systems, as a rule.

9. Optimization of production technologies Scheduling of material flow through a “bottleneck” of the process.

Thus, the aforementioned allows us to conclude that the problem of the scheduling theory and calendar planning with the use of new methods is an important and relevant scientific problem.

2 Problem Formulation

Today’s approaches to operational scheduling of workplaces as an optimality criterion, as a rule, use various time characteristics that do not always properly reflect the dynamics of economic parameters of production. The main scheduling problems are presented in Table 2.

Table 2 – Approaches to selection of the best scheduling variants

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966</td>
<td>J. Muth, J. Thompson, P. Winters</td>
<td>Cost minimization (stocks, equipment adjustment, supply lags)</td>
</tr>
<tr>
<td>1975</td>
<td>Conway P.V., Maxwell, V.L., Miller, L.V.</td>
<td>Minimization of the beginning moments sum of final operations for all works</td>
</tr>
<tr>
<td>1979</td>
<td>Sokolitsyn, S.A.</td>
<td>V.A. Petrov’s method is used as a basis: minimization of the production cycle length with the use of scheduling guidelines (priority sequence depends on whether production time of separate item batches increases or decreases).</td>
</tr>
<tr>
<td>1982, 1988</td>
<td>Kyzin, B.I.</td>
<td>Minimization of the total production cycle length with the use of priority laws and preference functions</td>
</tr>
<tr>
<td>1984</td>
<td>Tyutyukin V.K.</td>
<td>Minimization of the total production cycle length through finding successive locally optimal plans</td>
</tr>
<tr>
<td>2002</td>
<td>Tsarev V.V.</td>
<td>Minimization of planned employment variances from actual employment of workers. Minimization of production in progress</td>
</tr>
</tbody>
</table>

The main drawback of most scheduling models that are recommended is the use of a single criterion approach to a given problem. However, the scheduling problem is, in its own sense, a multi-purpose task: on the one hand, it is necessary to complete the production program to a full extent. On the other hand, it has to be done with maximal efficiency of production. Thus, in scheduling, costs related to allocation and completion of orders can change and the profit share that the workshop
obtains can vary due to different scopes of work or as a result of dynamics in the used time resources. Therefore, when choosing an index of production in progress as an optimality criterion for operational scheduling of workplaces, working assets of an enterprise are consciously and evidently understated, because scheduled work results in longer production cycle which is a major factor affecting the size of production in progress. According to the research of authors, when a workshop operates in accordance with the elaborated schedule, the size of production in progress is 1.5-2.0 times bigger in comparison to the value that is used to calculate rate working assets. If this condition is not considered, the value of rated working assets will be understated and, as a result, the production program of an enterprise may fail.

Moreover, results of the research have shown that the production plan cannot always be fully completed in the current planning horizon if the former one has been elaborated based on the common model with restrictions of resource facilities. Hence, the equipment gets less used in comparison to the normative level and there is a drop in stock at the supply warehouse with simultaneous increase in the stock at the finished products warehouse due to the line of goods made to cooperation.

In recurring production it is economically important to manufacture the order in bigger batches. If the batch size of parts put into production grows, less time is needed to readjust the equipment, the fund of fieldwork per shift increases, labor productivity and quality of produced goods improve. Furthermore, less amounts of materials are consumed and less working time is spent to manufacture additional samples that are used for customization technological purposes, for example, quality control of blanking operations.

Economic performance of a company also improves because of steadier output and more regular work of production divisions. Regular operation of workshops and sections is reached through more accurate planning of demand for production capacities and a more balanced utilization of separate groups of equipment and workplaces during a planning horizon. Utilization is usually balanced through changing calendar dates of goods production and transferring production of separate lines of goods between divisions.

With less overtime work and lost hours due to organizational reasons, cost of manufactured goods goes down and their quality improves.

Thus, operational planning of production in the existing market conditions is a useful tool to improve efficiency of in-house planning as a whole. Enhanced operational planning helps to obtain a positive financial result from company’s activities, brings additional profits and improves profitability.

So, it is reasonable to develop such an optimization model that would be based on implementing a multi-purpose approach and consider the essential features of schedules. More appropriate optimality criteria of the scheduling problem, in our opinion, include maximization of production profitability and compliance with the scope and line of good of the production plan by means of internal resources of a workshop.

One of possible types of economic and mathematical scheduling models for machine shops can be an optimization model that uses a multi-criterion approach and is one of the structural elements in the operational production management scheme.

### 3 Problem-Solving

Let there be a machine shop (with subject or technological specialization) that has a certain number of machines, including doubling machines. Technological operations for production of batches of parts on the corresponding machines within a given time period have to be organized in such a way that parts are produced and delivered within certain deadlines. Technological routes for parts to pass machines are different. Each separate batch of parts is characterized with preparation time standard whereas each part is defined by the content and sequence of technological operations and standards of floor-to-floor time. Operation of workplaces of the machine shop has to be scheduled in such a way that a number of major requirements are met and certain objectives are reached, being represented as optimality criteria.

Most important requirements to be considered in the optimization model are the following:

- each machine can do no more than one part-operation;
- before parts have been processed in the previous operation of the technological process, beginning of their processing in the following operation cannot be planned;
- the same process operation to manufacture a part can be planned for any doubling machine that is off-duty;
- process of part-operation manufacturing on a machine cannot be interrupted;
- workplaces are loaded within the limits of the
In the scheduling problem, beginning and end time of technological process operations is unknown for certain machines and different batches of time.

The analyzed literary sources have brought us to a conclusion that various criteria and algorithms are used in operational scheduling of machine sections workplaces whereas multi-criterion approach is mainly used in scheduling tasks. The economic and mathematical scheduling model of workplaces operation for subject and technological sections of machine shops that is proposed here includes two optimality criteria: percent completion of the production plan by means of the internal resources of a workshop and production profitability.

The scheduling problem can be presented in the following way [9,10]. It is necessary to choose such a variant of the standard-plan (schedule) of workplaces operation of a machine shop that

\[ P(\mu_m) \rightarrow \max, \mu_m \in M_{an}; \]  
(1)

\[ R(\mu_m) \rightarrow \max, \mu_m \in M_{an}; \]  
(2)

\[ 0 < R(\mu_m) \leq R_n; \]  
(3)

\[ 0 < P(\mu_m) \leq 100; \]  
(4)

\[ M_{an} = \{\mu_m; 1 \leq \mu_m \leq K_{an}\}; \]  
(5)

\[ K_{an} = (\pi)^q, \]  
(6)

where

\( \mu_m \) - number of the schedule variant of workplaces operation of the workshop for \( m \) iteration of calendar scheduling;

\( \mu_m \) - number of the best schedule variant for workplaces operation for \( m \) iteration of its development;

\( M_{an} \) - manifold of principally possible variants of schedules for workplaces operation;

\( K_{an} \) - total number of principally possible variants of schedules for workplaces operation;

\( \pi \) - total number of batches of parts (orders) that represent the line of goods and scope of the production plan set for the workshop.

Practical experience shows that it takes a lot of time to elaborate one variant of the schedule if no computer is used. Thus, to develop one variant of the part-operation schedule for a large machine-tool section, which produces 120 or more types of parts per year, about 20 man-months are needed [20]. Such large time consumption and need for schedules to operate efficiently justify application of modern personal computers to elaborate schedules for sections and workshops, which considerably diminish labor intensity of scheduling. Thus, it takes 1-4 hours for a computer to elaborate one variant of a part-operation schedule, depending on the dimension of the problem and complexity of the calculation system, which are conditioned by the optimization model applied and mathematic method of its implementation [20].

The two-criterion model elaborated for scheduling of a machine shop calls for lots of input business, economic and technological parameters to be implemented, which are not always available to the full extent for an operating enterprise [11, 21]. This drawback can be eliminated with a more compact economic and statistical scheduling model.
for a machine shop. It just needs few technological and organizational parameters, such as operational technological routes, norms of floor-to-floor time by operations, structure of the technological equipment park, line of goods and scope of the production plan, time reserves, workplace capacity with one type of technological operation (work) within one month and some others [8, 10].

Study of cause and effect relations between indices of profitability, recurring production level, equipment utilization and others has allowed finding the factors with the biggest impact on production profitability variation.

This statistical study of economic processes at an enterprise has revealed connection between the phenomena that are reviewed, its qualitative assessment and analytical expression.

In our opinion, change of the effective condition or criterion index of the economic and mathematical model – production profitability is conditioned by change of such factors as coefficient of workplace capacity with one type of work within one month, an average size of a labor subject batch, capacity efficient of technological equipment or standard calculated floor-to-floor time. As a result, the only economic parameter of the model is production profitability in the form of functional dependence on the coefficient of workplace capacity with one technological operation (work) within one month.

The economic and statistical model [22] of scheduling for a machine shop is formed in the following way. It is necessary to choose such a variant of the schedule for workplaces of the machine shop so that can be identified as

\[
P(\mu_m^*) \rightarrow \max, \quad \mu_m^* \in M_{\text{m}}
\]

\[
0.1024 + 0.0084\ln(K_m^* - 0.023), \quad \text{if there is subject specialization}
\]

\[
r_{\text{m}}(\mu_m^*) = \begin{cases} 
0.0554 + 0.5793K_m^* - 2.9101K_m^*, & \text{if there is technological specialization} \\
\text{of the workshop operating structure} \\
\text{of the enterprise operating structure}
\end{cases}
\]

where \( r_{\text{m}} \) – production profitability in the form of functional dependence; \( K_m^*, \bar{K}_m \) – coefficient of workplace capacity with one work within one month in the workshop that characterizes the capacity degree of one impersonal piece of equipment with one production work (part-operation) that belongs in the monthly scope of work of the workshop.

Expressions of the economic and statistical model (7), (9), (10), (11) do not require clarifying since they have not been reviewed in the economic and mathematical model.

The expression of the economic and statistical model (8) is analogous to the expression of the economic and mathematical model (2), the only difference being the fact that the production profitability value, which is obtained in a statistical way and which represents a functional dependence, is used in its restrictions.

4 Conclusion

Increased production efficiency is an important problem for mechanical engineering enterprises. One of the possible ways to increase production efficiency in market relations is an improved in-house operational planning and management system.

Improved operational planning in recurring production, due to its specific performance features, implies development of such operational planning models that would fully use the potential of information technology.

Theoretical and methodological basis of the research relies on papers of Russian and foreign scientists on mathematic and instrument economic methods of scheduling for machine shops of mechanical engineering enterprises. Problems have been solved through principles of comprehensive approach, theory of sets, economic and mathematical modeling, including simulation modeling, statistical and logical analysis.

Thus, the research results have allowed the author to propose a new two-criterion approach to finding an acceptable scheduling option for workplaces of machine sections that would consider both demand for goods of the enterprise and production profitability. This approach has been used to develop an optimization two-criterion economic and mechanical model and one-criterion economic and statistical model of operational scheduling for machine shop sections.

The optimization model that has been developed is based on implementation of multipurpose approach and considers the essential feature of operational scheduling for workplaces. The model uses two optimality criteria: maximization of production profitability and implementation of the
production plan by means of the internal resources of a workshop.
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Abstract—The article describes development of a dynamic state model of steam turbine hall mechanical equipment condition with respect to its wear. The model is developed as a part of an information system designed for maintenance planning and decision-making support. Beside of description of the state model of equipment condition the article also present the way in which the system combined the pure modeled state with the information provided by the power plant technical staff. This provided information is either based on subjectively observed data or objectively measured data of the monitored equipment actual state of wear that is collected within the information system. Further it is important that the uncertainty of both the modeled state and of the provided information is taken into account. Therefore the state model is extended with means dealing with state credibility.
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I. INTRODUCTION

The problem of complex equipment maintenance planning and optimization, especially in environments with a large risk of potential failure consequences (e.g. aerospace components, chemical industry, nuclear energy, etc.) is being solved for long time [1], [2], [3]. Unfortunately, due to the low number of failures, long durability, equipment uniqueness and strong dependency on many other factors, the standard procedures based on the modeling of failure rate often provide unsatisfactory results. They often lead to too pessimistic prognosis and expensive maintenance activities as well.

Maintenance planning of a power plant equipment is an intricate task. It depends on the technical and legislative regulations which determine mandatory periodic maintenance. Moreover, it depends on the available information on the equipment condition that could make it possible to effectively allocate the available financial resources for preventive repairs with the aim to minimize the risk of equipment failures. The equipment state evolution and the associated risk of failures in the subsequent planning period contains the relevant information for decision-making of maintenance activities. For this reason it is necessary to have a suitable model that can provide this information in an understandable form.

It would be advantageous to have a supporting tool that would provide means for consolidation of all the information necessary for maintenance planning and for decision-making process. The resulting system must support the following tasks:

- gather all the constrains on maintenance given by either the manufacturer or by mandatory requirements given by the regulator,
- serve the technical staff as point where to store and retrieve the most accurate and actual information about equipment maintenance history,
- model the equipment state in order to be able to make outlook necessary for planing maintenance in the subsequent planning period,
- support the task of maintenance planning and decision-making.

Thus, such a information system would integrate all the necessary information needed for completing all the tasks necessary for effective maintenance of the power plant equipment.

The goal of this paper is to present crucial part of such information system (IS) that fulfills these tasks. It describes the way how to model the equipment condition. The presentation will cover three topics. First, the mathematical model of the equipment state in terms of wear will be introduced, where as a base of the model serves the model of the failures rate. Second, it is also essential to take into account the uncertainty of all the available information and thus the credibility of the modeled state is discussed. Finally, the employment of the information on the equipment condition within the developed IS will be presented.

The structure of the paper is as follows. Section II is devoted to a presentation of failure rate model that will be in the subsequent section used to determine the equipment condition. Then in Section IV the way of dealing with uncertainty in the state model will be described. The Section V shows how to use the information about the state of wear and its credibility is used for categorization of the state of the equipment form the risk point of view. The last but one section finally present how the presented state model of equipment condition is employed in the IS.

II. POWER PLANT EQUIPMENT FAILURE RATE MODEL

Equipment condition state model is directly derived from the normalized failure rate model and depends on the target lifetime. Therefore, it is first necessary to discuss the failure rate model.

The failure rate model is determined on the basis of statistical evidence evaluation of equipment failures during real operation. Statistical evaluation usually identifies the failure rate given the number of events per time unit or inversely in the mean time between failures [4], [5]. For the purpose of the statistical evaluation it is logical to use the data records about equipment failures from general operation. However, the number of such records is very low for the engine room.
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equipment of a power plant. These data are further affected by errors caused by various operation modes and various repair and maintenance strategies. Therefore, the failure rate cannot be evaluated strictly using the statistical methods and it is necessary to make some major adjustments. For the correct function of the developed IS few basic precautions concerning the failure rate model are made.

- A failure rate histogram is determined based on the data gathered in the time period between two consecutive overhauls performed on each component or group of components that are taken into account.
- These statistical calculations are further augmented by components age reduction recalculation based on knowledge of number of failures, intervals between overhauls and target lifetime.
- It is necessary to determine the components endpoints of the failure rate evolution over time (i.e. the end of life) on the basis of expert opinion on the maximum lifetime expectation with and without taking into account the carrying out the planned maintenance.
- After that it is possible to interpolate the histogram points by exponential or Bi-Weibull (or Tri-Weibull) probability density function resulting in the so called bathtub curve. That task can be performed optimizing the function parameters using least squares.

More thorough description of this procedure can be found in [6].

The use of the Bi-Weibull distribution for description of the failure rate is overly practical due to possibly high computational demands that has been taken into account when developing the IS. On the other hand, the Bi-Weibull distribution has an advantage, that the corresponding probability density function is a smooth function. Thus, the function can be sufficiently accurately approximated by another function, which is simpler in terms of description and calculations. As a suitable approximation the piecewise monotone Hermite cubic spline function can be used. This polynomial function can be easily used to preserve the original shape of the bathtub curve using only few interpolation points. First, the resampling of the bathtub function representing Bi-Weibull probability density function is performed for each component. Second, it is necessary to cope with the fact that the function diverges to infinity in zero. However, this behavior does not reflect reality and it is advisable to omit the initial segment of the bathtub function. Subsequently, it is necessary to normalize the modified failure rate function so that the area under the function is equal to one and also the time scale of the function will be normalized. Then it is possible to approximate the function by piecewise monotone Hermite cubic spline function.

In order to proceed with the approximation it is now important to select \( N \) time points \( x_k < 0, 100\% > \) with \( x_1 = 0 \) and \( x_N = 100\% \). The points should be selected so as the function values \( y_k \) represent the failure rate function in most accurate way. Then the piecewise monotone Hermite cubic spline function denoted as \( P_k(x) \) for \( k = 1, \ldots, N - 1 \) is for the on the domain \( x < x_k, x_{k+1} > \) defined by the following relation

\[
P_k(x) = \frac{3h_k q_k^2 - 2q_k^3}{h_k^2} y_{k+1} + \frac{q_k^2}{h_k^2} y_k + \frac{q_k (q_k - h_k)^2}{h_k^2} - d_k, \tag{1}
\]

where the following denomination is used

\[
q_k = x - x_k, \tag{2}
\]

\[
h_k = x_{k+1} - x_k \tag{3}
\]

with \( d_k \) representing the first derivation of \( P_k(x) \) with respect to \( x_k \). The value of the polynomial function \( P_k(x) \) on the domain \( x < x_k, x_{k+1} > \) can also be expressed in a more compact manner

\[
P(x) = y_k + p_k d_k + p_k^2 c_k + p_k^3 b_k, \tag{4}
\]

where are the coefficients of quadratic and cubic term in the polynomial are given by relations

\[
c_k = \frac{3\delta_k - 2d_k - d_{k+1}}{h_k}, \tag{5}
\]

\[
b_k = \frac{d_k - 2\delta_k + d_{k+1}}{h_k^2}, \tag{6}
\]

with denoting \( \delta_k \) by relation

\[
\delta_k = \frac{y_{k+1} - y_k}{h_k}. \tag{7}
\]

It should be noted that for the purposes of the IS are those coefficients \( d_k, c_k, b_k \) calculated for the selected points \( (x_k, y_k) \) beforehand and the evaluation of such approximated failure rate function is obtained by simple polynomial interpolation.

An example of such failure rate function given by Bi-Weibull probability density function and its approximation using the described cubic spline function is shown in Figure 1.

![Fig. 1. The failure rate function (dashed line) and its approximation using piecewise monotone Hermite cubic spline function (dotted line)](image-url)
III. The Model of the State in Terms of the Wear

This section will present the state model of the equipment condition. The model is tightly coupled with the model of failures which is described by means of the failure function. The domain of this function is normalized so it is possible to use the term relative lifetime which takes values 0 – 100%. As it was previously mentioned this function is normalized so it must hold that

\[ \int_0^{100} \lambda(x)dx = 1 \]  

with \( \lambda \) denoting the approximated failure function, i.e. given as composition of polynomial \( P_k(x) \forall k \).

The basic idea is that the equipment at the time when it is put into operation is not worn and therefore has 100% state. The value of equipment state reduces over time. When the equipment will attain 100% of lifetime, the value of state is equal to zero.

If we consider that the new (not worn) equipment has 100% condition, then the state of wear is given as

\[ s_M(x) = 100 - \int_0^x \lambda(\tau)d\tau \]  

If it is necessary to express a condition change in term of wear after a certain time period, which is recalculated to the relative lifetime segment expressed by interval \( x < x_1, x_{t-1} \) then it is possible to express the state in the form

\[ s_M(x_t) = s_M(x_{t-1}) - \int_{x_{t-1}}^{x_t} \lambda(\tau)d\tau \]  

or alternatively in the form of t-variant linear differential equation

\[ s_M(c_t) = a_{t,t-1}s_M(x_{t-1}), \]  

where

\[ a_{t,t-1} = \frac{s_M(x_{t-1}) - \int_{x_{t-1}}^{x_t} \lambda(\tau)d\tau}{s_M(x_{t-1})}. \]  

In both cases the following initial condition is considered

\[ s_M(0) = 100%. \]

In the Figure 2 an example of the condition evolution is presented that corresponds to the failure rate model according to Figure 1 and that is obtained by an application of the relation (9).

IV. Credibility of State Estimation Determination

In the above model that describes the state in terms of failure rate, the state is function of the relative time. The relative time is given by the target lifetime and by the length of the modeled equipment operation. Both of these values are not precisely known and must be estimated. The condition value inevitably depends on the estimate of the random variable, the relative lifetime. Thus, it is always important to accompany the information about the equipment condition together with its credibility.

Generally the credibility of the equipment condition evolves in time. More specifically, if the only information about the equipment condition was only a dynamic model, then the credibility should be reduced over time. Because the power plant is a system composed of a large number of equipment it can not be realistically assumed that the technical service staff personnel will update the state of wear on regular basis. This could after some time result in completely unrealistic information about the state without any credibility. For this reason, IS assumed that the state of wear credibility is piecewise constant. The change to the credibility of the state may occur only on the basis of information submitted by the user, i.e. the technical staff personnel. The user provides this information to IS on the basis of objective and subjective findings, e.g. after inspection or repair of the equipment. The state of wear is then corrected accordingly and also its credibility is updated.

The state of wear determined only on the basis of the model is essentially only an estimate of the actual equipment condition. This is the reason why users are able to directly specify the value of the state and its credibility within the IS. The IS distinguishes between the data provided by the user and the data provided by the model, i.e. the user state \( s_U \) and its credibility \( v_U \) and model state \( s_M \) and its credibility \( v_M \), respectively. Based on these to distinguished states and their credibilities the corrected state \( s_C \) and its credibility \( v_C \) are determined. The following relation is used for calculation of the corrected state

\[ s_C = s_M \cdot \frac{v_U}{v_M + v_U} + s_U \cdot \frac{v_M}{v_M + v_U}, \]  

and it credibility is finally determines as

\[ v_C = \begin{cases} 
  v_M + (v_U - v_M) \cdot \frac{v_M}{v_M + v_U}, & v_M \leq v_U, \\
  v_U + (v_M - v_U) \cdot \frac{v_U}{v_M + v_U}, & v_M > v_U.
\end{cases} \]

This corrected state \( s_C \) and its credibility then replaces the current modeled state \( s_M \) for all subsequent calculation until new correction after another user data update.
It should be noted that this correction changes the equipment condition so it actually moves the relative lifetime of the equipment. Thus it influences the relative age of the equipment. E.g. in particular case of an overhaul the technical staff provides the user state that could mean that the equipment is refurbished. In such case this would result in higher value of the equipment state (i.e. the equipment is less worn) and thus the longer actual lifetime.

V. THE CATEGORIZATION OF THE STATE

In addition to the state in terms of wear and its credibility the IS should present to users the risk category to which the selected equipment can be assigned. This categorization should help in deciding when to schedule maintenance.

It is assumed that for the categorization of the equipment it will suffice to distinguish the following four categories of the state:

- running-in,
- normal operation,
- critical condition,
- end of life.

To what category the given state belongs is determined by the state limits, which are set individually by the type of equipment. The value ranges of defining categories of state are sharply defined by non-overlapping intervals.

The state can be generally associated into more than one category. The degree of membership in individual categories is expressed as a percentage. The sum of membership degrees of all classification classes must be equal to one hundred percent.

The degree of membership is determined as follows.

1) On the basis of the corrected state value \( s_C \) and its credibility \( v_C \) will the following interval boundaries be determined as follows:

- If the following condition is valid
  \[
  50 - \frac{v_C}{2} \leq s_C \leq 50 + \frac{v_C}{2},
  \]
then the interval is defined as
  \[
  < s_C + \frac{v_C}{2} - 50, \quad s_C - \frac{v_C}{2} + 50 >.
  \]

- If \( s_C < 50 - \frac{v_C}{2} \), then the interval \( < 0, 100 - v_C > \) is used.
- In case if the condition \( s_C > 50 + \frac{v_C}{2} \) holds, then the interval \( < v_C, 100 > \) is used.

2) The degree of membership to individual categories of state is determined finding all the intersections of the above defined interval with intervals defining the categories. The degree of membership is given by the percentage by which the relevant intersection contributes to the whole interval defining the category.

VI. INFORMATION SYSTEM FOR DECISION-MAKING SUPPORT

All procedures described above are implemented in developed IS. The IS is built as the independent comprehensive methodological and technical solutions for the systematic relevant technical and economic data acquisition. The IS consists of several parts including the module for data collection, data processing, evaluation and long-term maintenance planning.

Computationally the most important part is module for data processing and evaluation, that perform an operations for the state of the wear model obtaining and its actualization. The module includes tools for displaying and statistical evaluation of the data in the form of comparative reports and graphs presented by location, logical components, specific models, technical jobs, types of equipment etc. In terms of the system function the most important is the evaluation of the risk analysis of individual technological equipment.

Most important for user is the module for long term planning that follows up this module for evaluation. It provides functionality to support the creation of a maintenance plan for a planning period (usually a year). The resulting plan includes three types of maintenance, which take into account all relevant aspects for maintenance planning, i.e. ongoing maintenance representing the periodic interventions, one-time maintenance or occasional maintenance planned for higher technology units maintenance, where the higher level of risk is expected.

The resulting decision making data are designed in the form of risk matrix that shows for each selected equipment the current condition. It clearly shows the overall risks and costs associated with different variants of the maintenance strategy at the current equipment state.

VII. CONCLUSION

The reliability oriented approach to state modeling of complex technological equipment condition is presented in the paper. This approach is implemented in IS for maintenance planning and decision-making support that is also presented. The IS stores and retrieves the most accurate and actual information about equipment maintenance history and model the equipment condition in order to be able to make outlook necessary for planning maintenance in the subsequent planning period. IS is deployed and verified in real in Czech power plant.
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Abstract: The necessity to determine key quality parameters of military products as the most important constituent for calculating their fair price is substantiated. Advantages of using the fuzzy sets theory apparatus when taking economic managerial solutions have been considered. A possible approach to determining key product quality parameters when placing a state defense order using the method of intersection of convex fuzzy sets is suggested. The main areas of application of the suggested approach for defense contractors have been highlighted.


1 Introduction
Currently the necessity to work out a price forming mechanism for high-tech military products that must encourage military contractors not only to manufacture time-proven specimens of armaments but also to increase R&D costs, develop and create specimens of military machinery having no analogs abroad and, in addition, to reduce their production costs comprehensively is exceedingly relevant. The existing approach to price formation does not encourage implementation with military contractors of organizational, engineering, scientific, and other innovations facilitating reduction of production costs and improvement of quality of products.

Efficient price formation when placing a state defense order implies the meeting of the following obligatory principles:
- a created specimen of military products must have operational and physical characteristics not lower than the specified ones;
- an order must be fulfilled within the times specified by the contract and in required quantities. Optimization of budgetary funds should be attained by choosing an option of creating military products ensuring achievement of the required effect with minimal expenses of financial resources along its entire life cycle – considering maintenance and repair costs during the entire life, disposal costs after writing-off, insurance costs and possible raising of additional debt funds.

2 Problem Formulation
It is necessary to work out a new approach to efficient price formation the key objective of which must be to determine the fair price of military products by correlating their price and the product quality parameters key to the customer.

The substance of the approach consists in the unity of two aspects: the first one reflects the interests of the customer (state) in terms of using budgetary funds effectively from the military economic perspective, the second one reflects the interests of the contractor and consists in an economic appeal of the order.

3 Problem Solution
To solve a problem of determining key product quality parameters when placing a state defense order, it is deemed possible to use an assumption of vague perception of partners’ requirements to product quality, i.e. of presentation of a preference given by the customer to this or that product as a convex fuzzy set. Subjectivity of human perception was not subject to mathematical description for long. Mathematics is an exact science, whereas man can perceive this or
that mathematical dependency differently, treating it on the basis of one’s own concepts. All processes implemented or controlled by man should be referred to “fuzzy”, “indistinct”, or “blurred” processes, whereas man possesses, apart from an ability to reason and ratiocinate, an ability to take into account considerations of both general and associated nature at the same time. A problem of unifying general consideration and logical reasoning was solved with an appearance of the fuzzy sets theory suggested by a Prof. of Berkeley University (California, USA) L. Zadeh in the 1960s [1]. The fuzzy sets theory enabled operation of a mathematically fuzzy presentation of concepts having qualitative and subjective characteristics. Academic schools were established based on works by L. Zadeh, R. Bellman, R. Yager [2;3]. Works by domestic scientists D.A. Pospelov, A.P. Ryzhov, S.A. Orlovsky [4;5;6] had a noticeable effect on the scientific research in the sphere of fuzzy sets. Unlike conventional mathematics requiring at each step simulation of exact and unambiguous formulation of regularities, fuzzy logic is at an entirely different level of thought due to which only a minimal set of regularities is required to be determined in the process of simulation. In the limit, when preciseness grows, fuzzy logic comes to standard, Boolean logic [7]. Values obtained as a result of fuzzy measurements are in many things similar to distributions of the probabilities theory but free from the drawbacks characteristic of them, such as a small number of analyzable distribution functions, the necessity of their forced normalization, meeting additivity requirements, difficult substantiation of adequacy of mathematical abstraction to describe behavior of actual values. Compared to a probabilistic method, a fuzzy method allows the volume of the performed calculations to be greatly reduced, which in its turn leads to an increased speed of fuzzy systems. The drawbacks of fuzzy systems should include: - absence of standard methodology of their design; - impossibility of mathematical analysis of fuzzy systems by respective methods; - disadvantage in the precision of calculations compared to more conventional (such as probabilistic) methods with no influence in the process being simulated of any subjective factors. Nevertheless, intuitive simplicity of fuzzy logic assures its successful application in various systems of control and analysis of economic information, and the set-theoretical approach allows political and economic variables of the market for high-tech military products to be considered. The methods of the theory of fuzzy sets and structures lie at the intersection of mathematical simulation methods (whereas a formal mathematical apparatus is used) and expert assessment methods (whereas a membership function is built with the use of the latter in the fuzzy sets theory). A factor dictating the necessity to use expert assessments in the practice of determining the fair price when placing a state defense order is that in the current economic realities a decision maker often has no data necessary to it to the full extent and relations between them, i.e. acts under the conditions of incomplete and unclear information. Using expert methods as tools of scientific prevision becomes necessary under the conditions when one has to operate indices not directly measurable quantitatively, which is for instance fair when determining the membership function values. On the other hand, unavoidable errors of the expert assessment method imbedded at the initial stage of model building are streamlined in the course of calculations made on the basis of the theory of fuzzy sets and structures. Thus, the methods of the fuzzy sets theory turn out rather efficient when determining key product quality parameters when placing a state defense order. The following basic classification signs of ways to formalize fuzziness are singled out: - by type of presenting a fuzzy subjective assessment of any value (fuzzy set); - by type of range of values of a membership function; - by type of membership function domain; - by type of correlation between the domain and the range of values (single-valued, many-valued); - by sign of uniformity or non-uniformity of the range of value of the membership function. The fuzzy sets theory is applied when solving a wide range of practical problems in various spheres of science and practice such as: control of manufacturing processes, defense complexes, database creation, design of computer technologies, and, finally, decision making simulation. To determine key product quality parameters when placing a state defense order, a method of intersection of convex fuzzy sets is applicable, modified for solving this problem within one commodity profile with a fixed set of commodity characteristics [8;9]. Let the key quality parameters mean a set of properties which knowingly satisfy the customer of
high-tech military products, i.e. the state. Ensuring presence of similar properties warrants to a military contractor a stable demand for its products in combination with a minimal risk of refusal to conclude a contract, helps to understand the necessary directions of the technical evolution of its products, to determine the key technological competences, specialization and scales of activities in a specific market.

Let the following be assigned:

- a set of products in the product range of a military contractor, \( X = \{x_1, x_2, ..., x_n\} \);
- a set of product quality parameters, \( Y = \{y_1, y_2, ..., y_p\} \);
- a set of product characteristics required by the state costumer, \( Z = \{z_1, z_2, ..., z_m\} \).

It is required to determine a set of key product quality parameters when placing a state defense order. The model is built on the following assumptions:

- manufacturers and the consumer, respectively military contractors and the state, operate in the market;
- the products \( x_1, x_2, ..., x_n \) are characterized by quality parameters;
- quality parameter membership degrees \( y_1, y_2, ..., y_p \) of products vary between individual products \( x_1, x_2, ..., x_n \);
- one commodity is preferred to another each time when its quality characters \( Y \) are closer to the customer’s requirements \( z_j \).

For each type of high-tech military products it is appropriate to pick its unique set of quality parameters among there might be: «reliability», «maintenance costs», «repair costs over the entire service life», «costs of disposal after writing-off», «insurance costs», etc.

Let \( \xi_R: X \times Y \rightarrow [0; 1] \) be a membership function of a fuzzy relation \( R \) determined with the help of an expert. The relation \( R \) is presented as a matrix where elements of each line \( \xi_R(x_i; y_j) \) express relative quality parameter membership degrees \( y_j \) of a certain product \( x_i \). The higher the value, the more important is the character.

Similarly the function \( \psi_S: Y \times Z \rightarrow [0; 1] \) is presented, the membership function of a fuzzy relation \( S \). For all \( y \in S \) and all \( z \in Z \) the value \( \psi_S(y_j; z_j) \) is equal to the degree of compatibility of the requirement \( z_j \) of the state customer with the quality parameters of a specific product \( y_j \). The values of the matrix \( S \) reflect relative degrees of importance of quality parameters \( y_j \) by a criterion \( z_j \) when the state takes a decision to purchase this or that batch of military products.

The matrices \( R \) and \( S \) yield the matrix \( T \) the elements of which \( \mu_T(x_i; z_j) \) are determined by the membership function:

\[
\mu_T(x_i; z_j) = \frac{\sum_y \xi_R(x_i; y) \psi_S(y_j; z_j)}{\sum_x \xi_R(x_i; y)}
\]

for all \( x \in X, y \in Y, z \in Z \).

The total of \( \sum_y \xi_R(x_i; y) \) is equal to a fuzzy set degree indicating the number of most important quality parameters \( y \), inherent in the products \( x_i \) from the point of view of the state customer.

Then, a matrix of pairwise minimums is built:

\[
L = \begin{pmatrix}
\mu_T(x_1; z_1) \wedge \mu_T(x_1; z_2) & \ldots & \mu_T(x_1; z_m) \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\mu_T(x_n; z_1) \wedge \mu_T(x_n; z_2) & \ldots & \mu_T(x_n; z_m)
\end{pmatrix}
\]

The threshold of division of quality parameters \( b \) is limited with a stipulation:

\[
b < \min_j \max_i \min \left( \mu_T(x_i; z_j), \mu_T(x_i; z_{j+1}) \right)
\]

After the threshold \( b \) is chosen, one can determine for any \( z_j \) a level subset \( M_j \):

\[
M_j = \{ x_i | \mu_T(x_i; z_j) \geq \min_j \max_i \min \left( \mu_T(x_i; z_j), \mu_T(x_i; z_{j+1}) \right) \}
\]

A set of key quality parameters of the products of an enterprise is described by uniting level subsets:

\[
M = \bigcup_j M_j
\]

4 Conclusion

Calculating key product quality parameters when placing a state defense order enables the military contractors to determine:

- how to optimize the commodity line – products with what characteristics are required to be in the line with the retention of the existing structure of the state defense order;
- how to modify the product line with the prescribed variation of the customer’s requirements, i.e. what strategic actions are to be taken in case of a change in the current parameters of the state defense order;
- how to optimize a set of product quality parameters in case of exclusion from the production program of the products the quality parameters of which are not satisfactory for the customer, or inclusion of the commodities the parameters of which are suitable for it.

Results of this problem can be used when taking a decision to include in the production program of this or that product. It is required therefore, by having determined the membership function of the assumed product \( x_{n+1} \), to make calculations according to the given algorithm and determine in which degree it
belongs to a set of key product quality parameters, and if it does, whether it will not drive out any products from the set $x_1, x_2, \ldots, x_n$ which are already in the production program of the enterprise. Based on this assessment, a person responsible for formation of the production program of an enterprise can take a positive, wait-and-see, or negative decision.
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Abstract: The article presents an approach designed by the author to solving the problem of establishing an optimal set of consumer properties of a product that meet consumers’ needs best, which would make it possible to determine its place on the market rationally in view of demands of the target audience.

The solution of the problem is based on using the theory of linear filtration and image identification, and it is development of a decision rule, which enables minimizing the number of errors of consumer demand. As a result, it is possible to assess in advance the expediency of offering the market a product with exclusive features that would enable the company to raise its profits.
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1 Introduction

One of possible ways of increase in profitability of the company in the conditions of market process - creation of an exclusive product. This product should, most, in comparison with products already deduced on the market, to consider, and probably and to advance, needs of the consumer.

Provide a consumer demand only the full account, and in some cases, even anticipatory formation of consumer expectations can. Possibility of the solution of a similar task assumes existence in structure of governing body of the organization, a specialized element capable to organize collecting, processing, classification and studying of statistical data necessary for adoption of the operating decision on creation of the interesting consumer of a product, and also sufficient computing capacities and perfect computing algorithm. In this article use possibility in these purposes of the mathematical procedure known as «recognition of images» is considered.

2 Problem Formulation

Image identification is a process of object classification by individual categories or classes. For example, according to the Classification of the European Economic Committee modern passenger cars are customarily classified by attributes that are oriented towards the target market segmentation rather than a description of any specific features of the cars. For the same cars that pass crash tests, EuroNCAP applies its own classification (generates its own system of attributes) in order to differentiate between car categories that may be compared with each other by the parameters that are important for passive safety, such as the dimensions and the weight and type of the body. In the USSR, the united industrial standard OH 025270-66 of 1966 was applied, according to which cars were divided into classes depending on the engine volume and dry weight. In North America, cars have been traditionally classified based on the wheelbase length and (lately) the net volume of the passenger compartment.

In the framework of any classification mentioned here, specific cars (objects) are called images. The classification is based on cases. A case is an object that has been classified earlier and is taken as a reference for solving classification problems.

In solving classification problems it is customarily assumed that all the objects (phenomena) are divided into a finite number of classes, for which a finite number of objects (cases) is known and has been researched. In particular, according to the classification of the European Economic Committee,
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the market of passenger cars is divided into the following segments:
A: Mini cars
B: Small cars
C: Medium cars
D: Larger cars
E: Executive cars
F: Luxury cars
S: Sport coupés
M: Multi purpose cars
J: Sports utility (SUV)

The objective of image identification is attributing a new identifiable object to a certain class.

These segments are used by manufacturers to determine the car’s position on the market, while specific car concepts within the same segment may have completely different features and use different technologies and sets of options depending on the manufacturer. The measurements that are used for image classification are called attributes. An attribute is a quantitative measurement of an object of any nature. An aggregate of attributes relating to the same image is an attribute vector. Attribute vectors assume values in the attribute space. Every manufacturer is free to choose the means for meeting the demands of the target audience in a specific market segment and therefore free to create (generate) their own classification that meets their needs best.

In the framework of the identification problem it is considered that every image corresponds with one value of the attribute vector and, vice versa, each value of the attribute vector corresponds to a single image.

A classifier (a decision rule) is a rule of attributing an image to one of the classes based on its attribute vector. Generation of attributes is a process of identification of attributes that describe the object most completely (determining the necessary and sufficient suit of attributes). Selection of attributes involves identification of attributes that have the best classification properties for the specific objective.

2.1 Statement of the classification problem
The formal statement of the classification problem is based on the following assumptions:
\( \Omega \) is the set of identification objects (the image space). \( \omega : \sigma \in \Omega \) is the object of identification (the image). \( g(\omega) : \Omega \rightarrow M, M\{0,1,2,...,m\} \) is an indicator function that breaks the image space \( \Omega \) into \( m \) non-overlapping classes \( \Omega^1, \Omega^2, ..., \Omega^m \). The indicator function is unknown to the observer.
\( X \) is the space of observations perceived by the observer (the attribute space). \( X(\omega) : \Omega \rightarrow X \) is a function that matches every object \( \omega \) with a point \( x(\omega) \) in the attribute space. The vector \( x(\omega) \) is the image of the object that is perceived by the observer. In the attribute space, non-overlapping sets of points \( K_i \subset X, i=1,2,...,m \), which correspond to images of the same class, have been determined. \( \hat{g}(x) : X \rightarrow M \) is the decision rule, the evaluation for \( g(\omega) \) is based on \( x(\omega) \), i.e. \( \hat{g}(x) = \hat{g}(x(\omega)) \).

Let \( x_j = x(\omega), j=1,2,...,N \) be the information about the functions \( g(\omega) \) and \( x(\omega) \) that is available to the observer; however, these functions themselves are unknown to the observer. Then \( (g_j, x_j), j=1,2,...,N \) is the set of cases.

The problem is developing the decision rule \( \hat{g}(x) \), which enables identification with a minimum number of errors. In the event of a Euclidean space of attributes \( X=R^d \), the quality of the decision rule is measured by the frequency of generation of right decisions. It is evaluated by attributing some probability measure to the set of objects \( \Omega \). In this case, the problem is stated as \( \min P[\hat{g}(x(\omega)) \neq g(\omega)] \).

The practical goal of solving the problem is providing the best description of key trends of change of the target audience’s needs.

In particular, as applied to the car market it is basically specification of parameters that determine the processes of providing automatic control of certain driving functions, raise fuel efficiency, and improve dynamics (control of the engine and transmission gear), active safety (control of the brake system), and comfort (control of suspension, etc.).

2 The stages of solving the image identification problem

1. There exists an Object that has a set of properties, which can be evaluated (measured) objectively using various sensors (measuring devices).

2. Generation of attributes based on linear transformations
The purpose of such generation of attributes is reducing the information down to “significant” by transforming the initial set of measurements into a new set of attributes. Usually, the objective is isolation of components that contain the fundamental information.

Let \( X \in \mathbb{R}^m \) be the set of attributes, \( Y \in \mathbb{R}^l \), the set of attributes that must be chosen in the process of selection, while \( l < m \). Then the selection problem is stated as follows: \( X \rightarrow Y \).

3. Statement of the attribute selection problem

Let us set the vector of attributes \( X \in \mathbb{R}^m \). Among them one must select the most informative ones, i.e. obtain the new attribute vector \( Y \in \mathbb{R}^l \), while \( l < m \). The idea of selecting attributes is isolation of attributes that lead to big distances between classes and small distances inside classes. The main motivation for reducing the number of attributes is reducing the computational complexity and increasing the generality of the classifier.

The selection of attributes is preceded by their background processing for the purpose of their scaling and performing additional improvements. The main operations of background processing are described by the following three items.

**Removal of runouts**, i.e. points that are located “very far away” from the average value. The distance is usually measured in average deviations, e.g. \( 2\sigma \sim 95\% \), \( 3\sigma \sim 99\% \) for a Gauss distribution.

**Normalization.** Attributes that have big values can influence the classifier stronger than others, which distorts the correctness of the classifier. Therefore, their influence must be reduced by way of normalization. Let \( x_i \) be the case and \( x_i = (x_{i1},...,x_{il}) \) the attributes. Then

\[
\bar{x}(k) = \frac{1}{N} \sum_{i=1}^{N} x_{ik}, \quad k = 1,2,...,l
\]

is the averaging of the attribute (basically, its mathematical expectation). Let us designate the scattering evaluation as

\[
(\sigma(k))^2 = \frac{1}{N-l} \sum_{i=1}^{N} (x_{ik} - \bar{x}(k))^2
\]

Then the normalized attributes are set as follows:

\[
\tilde{x}_{ik} = \frac{x_{ik} - \bar{x}(k)}{\sigma(k)}.
\]

**Data omissions (losses).** For many cases some of the attributes may be unknown, and only the ones with the same suit of attributes may be selected.

If attributes may not be discarded, they are complemented, e.g. using heuristics.

In particular, the method of selection based on verifying statistical hypotheses can be used. In such case, having obtained the values of the object attributes as implementation of random values in the course of measurement, we can find their distribution with methods of mathematical statistics. In the event of coincidence of the distribution for different classes, the attribute will not distinguish such classes; if the distributions are different, the attribute will distinguish them. Therefore, the problem of selection based on verifying statistical hypotheses is solved by evaluating the discriminant capacity of each individual attribute.

4. Construction of the classifier

Let \( \Omega \) be the space of images, \( X \) the space of attributes, \( g(\omega), \omega \in \Omega \) the indicator function, and \( M \) the set of attributes. Then \( g : \Omega \rightarrow M \).

Also, let \( X = (x(\omega), g(\omega)), i=1,...,N \) be the set of cases, and \( \hat{g}(x) \) the decision rule.

Then \( \hat{g} : X \rightarrow M \).

The selection of the decision rule is based on the minimization \( d(g, \hat{g}) \rightarrow \min \) where \( d \) is the metric, the measure of proximity of functions \( g(\omega) \) and \( \hat{g}(x(\omega)) \). The construction of \( \hat{g} \) is called the problem of teaching. The procedure of establishment is the teacher, and the cases are the teaching sequence.

5. Evaluation of the system (quality of training of the classifier)

The relative share of disagreements of the classification with the teacher for the decision rule is

\[
m = \frac{1}{N} | \{ \alpha : g(\omega) \neq \hat{g}(x(\omega)), i=1,2,...,N \} |
\]

The reliability of teaching of the classifier is the probability of obtaining the decision rule with a preset quality.

Let \( f(x,\omega) \) be the class of discriminant functions where \( \omega \in A \) is the parameter. The number of degrees of freedom in the selection of a certain function in the class is determined by the number of parameters in the vector \( \omega \), i.e. the dimension of \( A \). The classifier’s capacity of dividing is increased with the increase of the number of degrees of freedom.

**The probability model**

Let the cases be the result of implementation of random values. Let us consider the value of risk (i.e., error) related to the classification. Les us determine the notions of the average risk (mathematical expectation of the function of losses) and empirical risk (the average value of the error at the teaching selection).
Let us assume that the algebra $\sigma$ and measure $P$ are set in $\Omega$. Also, let $x$ be the attribute vector, $\tilde{f}$ is the class of functions, from which the decision rule is selected, $f(x, \alpha)$ the decision rule (the result of classification), which assumes the value of 0 or 1 with a fixed parameter vector, $\chi$ the characteristic function of the set, and $A$ the set of parameters describing various functions in $\tilde{f}$.

Then $g=f(x, \alpha)$, where $f\in\tilde{f}$ and $f:X \times A \rightarrow M$, $y=g(\omega)$. In these designations, the average risk is expressed as follows:

$$K(\alpha) = \int \chi(y \neq f(x, \alpha))dP.$$ 

For the cases of two classes, when $M=\{0, 1\}$, we have:

$$K(\alpha) = \int (y - f(x, \alpha))^2 dP$$

where $dP$ is the probability measure on the space $X$.

**The problem of finding the best classifier**

Let us consider the minimization of the composite function: $K(\alpha) \rightarrow \min_{\alpha \in A}$.

The problem of finding the best classifier is about finding such an $\alpha^*$ that $K(\alpha^*) = \min_{\alpha \in A} K(\alpha)$.

If a minimum does not exist, one must find such an $\alpha^*$ that $K(\alpha^*) = \inf_{\alpha \in A} K(\alpha)$. In other words, one must solve the problem of average risk minimization.

The problem of empirical risk minimization is stated as follows: $K_{\text{emp}}(\alpha) \rightarrow \min_{\alpha \in A}$, where we minimize random values using the parameter $\alpha$, which is any possible parameter. Ideally, mutually related evaluations of the empirical average risk must be obtained.

It must be noted that the less is $l$, the easier it is to construct $f(x, \alpha)$ so that $K_{\text{emp}}(\alpha)$ is equal or very close to zero. However, the true value of $K(\alpha)$ in such case may be very different from $K_{\text{emp}}(\alpha)$. One must choose such an $f(x, \alpha)$ that there would be uniform convergence by $\alpha$ of the expression:

$$P\left\{ \sup_{\alpha} |K_{\text{emp}}(\alpha) - K(\alpha)| > \varepsilon \right\} \xrightarrow[\text{as } \varepsilon \rightarrow 0]{} 0.$$ 

In fact, it is the convergence of frequencies to the mathematical expectation.

6. Ultimately, a suit of classification attributes is established, which make it possible to distinguish various products by their consumer properties with confidence. As it is known, if products become impossible to distinguish by their design features, it means that their properties have become part of a set of standard characteristics for that product type and they are now in the consumer product category.

In practice, continuous solving of the classification problem makes it possible to promptly identify the moment when products with new unique and competitive attributes appear on the market, such attributes being capable of determining the development trends of the consumer demand of the target audience in every consumer segment, by way of rational generation of attributes.

A possible example is the one described in *Motor Trend Magazine* for 1986 which declared Ford Taurus the car of the year, describing the smallest design features such as the coffee cup holder.

The appearance of this classification attribute celebrated a new stage of the competitive battle about the design of coffee cup holders, which was ultimately won by Lexus that applied their ‘commitment to perfection’ approach in their design. As a result, the holder was decorated with walnut and had a hydraulic drive, forced blockage, and a soft rubber clamp that fit any cup size.

4. **Conclusion**

Therefore, this paper illustrates the process of solving the image identification problem, which enables determining the set of consumer properties of a product that meet consumers’ needs best on the basis of development of an optimal attribute classifier.

As a result, it is possible to assess in advance the expediency of offering the market a product with exclusive features that would enable the company to raise its profits.
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1 Introduction
The main idea of the cluster concept in the industrial sector is the creation of cooperative ties between its members. They allow organizations to increase the efficiency of operations, deploy new technologies and products earlier than others, providing innovative development of all participants.

A peculiar kind of combination of within the boundaries of the cluster competition and cooperation ensure effective use of resources, innovation, simplifies management of innovative projects, increases the efficiency of production and business activities and promotes the formation of a synergistic effect [1]. Building a system of information and knowledge sharing with the use of modern means of communication, it contributes to the development of innovative and productive capacity and exchange of business models. The information infrastructure, based on modern methods and models of information systems development, data, and knowledge exchange, is particularly important for development and growth of the cluster. This infrastructure should support the organizational and economic mechanism of cluster management and mathematical methods and models, on which it relies. Construction and development of such infrastructure is only possible on the basis of an architecture approach.

Cluster architecture is an essential tool of organizational changes in the cluster, and these changes affect both the processes of knowledge management and reengineering activities. It includes two core elements: business architecture and IT architecture, which are closely interrelated.

2 Problems of assessing strategic and operational efficiency of the cluster

2.1 Architectural approach to the development of the cluster
IT- and business architecture also act as an important tool of strategic goals fulfillment and dealing with operational tasks through adequate information infrastructure of the cluster.

Business architecture identifies key assets associated with the information required by the business, describes the functionality required to implement the logic execution and optimization of business processes. Logical models of IT services allow you to choose the specific technology, and application architecture can cope with the complexity of the using information resources and information systems by cluster members.

From the standpoint of GIGA GROUP [2] architecture development requires significant investments in "standards, processes, technologies and interfaces in order to improve the capability of the organization and reduce the cost of development and maintenance of information systems."

When it comes to industrial clusters, it is necessary to consider both the cluster architecture in general, and the architecture of individual enterprises and organizations which are members of the cluster.

Thus, the cluster architecture defines the general structure of its business and IT, including partners and participants and forms a model of managing its
activities to achieve strategic goals and deal with current operational tasks, also forming a common business vision and ensuring interoperability and integration where necessary. An architecture approach allows companies to react quickly to economic, political, financial changes, conducting appropriate optimization of business models and information infrastructure to ensure the growth of its operating efficiency and innovation.

Business model is a set of interrelated strategic decisions that form the way the company is doing business, which determines how the creation and assignment of values within the firm value network happens. It should explain how the cluster members generate the income flow [3]. Herewith this value proposition is not an abstract process, and aims to meet the needs of certain customers of the specific market segment. The process of creating value [4] is implemented within the framework of the value chain by cluster members. Building of a cluster architecture model will require several projects, forming a model of its development, determining funding sources, sequence of the geographic expansion of its activities that can significantly affect the economic model of the cluster, also affecting the structure of costs and sources of income of the organization. Selected characteristics of cluster architecture influence the results of its operations. A relationship between this model and the performance indicators of the company has been established in several studies [5]. Thus, cluster development and economic results of its operations have to be determined by the quality of its business model and the support of it, i.e. its architecture. Given the diversity of effects that make up the overall efficiency of the cluster, the most important of them can be selected - the innovation efficiency, investment efficiency and synergistic effect of cluster activity.

The architecture model of cluster development allows agreeing actions of the members and staff to achieve the main cluster goal. Its basic principle, which in many ways was the reason for the high efficiency of this model: only those can be managed what can be described and measured [6].

2.2 Synergistic effect of an industrial cluster
To assess the strategic and operational efficiency of cluster activities not only on the general efficiency performance indicators should be used, but also indicators of industrial, financial and investment efficiency. Indicators of fiscal efficiency, taking into account the social and financial implications of its activities for the budgets of all levels, are also important for this assessment.

Cluster as a sustainable partnership has the potential exceeding the simple sum of individual components of the potentials. This increment occurs as a result of cooperation, the combination of cooperation and competition and effective use of partners’ possibilities. The architecture approach in company management is also essential for increase of this potential. In fact, we can speak about a certain synergetic effect of clusters.

I. Ansoff identifies five types of synergy: sales synergy, operational synergy, investment synergy, management synergy, information synergy [7]. Almost all of these kinds of synergies pose a consequence of the use of unified information infrastructure, information technology of data and knowledge exchange, integration of information resources, the use of common management models, business process integration, and econometric models. I.e. they base themselves on the cluster architecture. 

Apart from above the cluster architecture allows building an integrated business model of the cluster, which will provide the support not only of management processes, but also cluster development processes. Therefore, in authors’ opinion, it is viable to speak not about information synergy, but the architecture synergy.

Application of general points of synergetic economy to analysis of the clusters efficiency suggests that the important synergistic effects of the cluster are not limited to:

- effect of knowledge sharing in the cluster;
- effect of infrastructure sharing;
- effect of incremental cash flow due to the addition of cash flows of companies in the cluster;
- effect of reducing transaction costs [8], but also include the effect of the implementation of architecture model of cluster development.

Achieving all of these effects is assured by architecture model, allowing cluster members to respond to the economic situation while making management decisions quickly and adequately.
Building the architecture of cluster allows maintaining technological, informational, organizational and financial aspects of operational management, as well as management of investment and innovation projects.

Architecture model of cluster development allows the growth of strategic and operational efficiency and leads to the occurrence of synergy.

3 Main directions of evaluation of cluster activity efficiency based on enterprise architecture model

3.1 Evaluating the efficiency of operational activities

We can distinguish two main areas of cluster activity evaluation: the efficiency of operational activities and efficiency of innovation activities and investment.

While evaluating operational activities the following performance indicators are used: profitability, turnover, business activity, financial stability and others. A cluster form of production, based on an architecture model, contributes to the improvement of financial aspects of cluster members, especially in terms of cash flow management [9]. Cash flow is the movement of money into or out of a business, project, or financial product. The form of cash flow is:

\[ CF = CG - CP \]  

where

- \( CG \) - cash inflow;
- \( CP \) - cash outflow;
- \( CF \) - net cash flows.

The clusters synergetic effect is determined by the fact that the sum of the cash flows of individual enterprises will be less than the total cash flow of the cluster. Such an effect in a formalized manner looks as follows:

\[ CF_c > \sum CF \]  

where

- \( \sum CF \) – amount of cash flows of enterprises in the cluster;
- \( CF_c \) - the balance of the cash flows of the cluster.

The cluster has a significant impact on the size of inflow (\( CG \)) and outflow (\( CP \)) funds. Increase in cash flow in the cluster structures is aligned with the fact that the aggregate demand for the products in the conditions of cluster existence is much higher, because cluster contributes to the formation of so-called "determinants of demand" [10].

In any case, when evaluating the efficiency we have to rely on the basic concepts of financial management: the concept of cash flow, the concept of changes of the monetary unit value at different times, the concept of cost of capital, the concept of trade-off between risk and return, the concept of the cost of missed opportunities. In addition, the architecture model of cluster management can significantly reduce the cost of information infrastructure maintenance.

3.2 Evaluating the efficiency of development projects

3.2.1 Evaluating the efficiency of investment projects

Evaluating the efficiency of development projects is based on standard criteria for investment analysis, based on discounting: the net present value of the project (\( NPV \)); internal rate of return of the project (\( IRR \)); payback period based on discounted estimates (\( DPP \)); project profitability index (\( PI \)). Methods for calculating these indices are widely known, but the indicators themselves, with different nature, may contradict each other, i.e. a project adopted in accordance with one criterion may be not with regard to economic considerations of another criterion [11]. In addition, some factors allow obtaining absolute evaluation calculations, but others give relative calculations.

Because of the specificity of innovation projects, not all of the classical criteria can be used to analyze the efficiency of financing innovation. Analysis of numerous studies on the problem of evaluating the efficiency of innovations has shown that in most cases the authors’ attention is focused on methodologies for assessing the economic efficiency of investment projects [12]. However, despite the common methodology for assessing the cost-efficiency of such projects, innovative projects have a number of specific characteristics that must be considered in the assessment of their efficiency. Most often, implementation of innovations is aimed at significant changes of indicators of economic activity of cluster or individual structures, which requires significant investments.

Some experts, such as O.N. Zemskova [13], offer other indicators of investment analysis, which are of some interest, because consider the fact that some costly innovative projects in the cluster can not always be financed from its own funds.

These indicators often include the debt capital and its costs; these are: the degree of internal
financing of the upfront investment and the annualized net present value (ANPV), as well as IRR and DPP, calculated on the basis of ANPV.

The upfront investment required at the initial stage of the innovation project is the most risky and less liquid one. In this regard, the share of project initiator in the upfront investment acts for other investors as an indicator of seriousness of his intentions and validity assessment of prospects for the development of commercial innovation. The second indicator is used to control the absence of the shortage of available funds and allows concluding about the financial viability of the project.

The net present value of the project is calculated for the whole period of its implementation, based on the annual net flows of the project, excluding its financing scheme. Traditionally, the current index value of the project is counted according to the following formula:

\[ NPV = \sum_{t=1}^{T} \left( R_t - Z_t \right) \cdot \frac{1}{(1+r)^t} \]  

where \( R_t \) - cash inflow in year \( t \);
\( Z_t \) - cash outflow year \( t \);
\( r \) - the discount rate;
\( T \) - project life in years.

The project is deemed efficient if \( NPV > 0 \).

This approach to the calculation of NPV does not account the likelihood of financing deficit and debt financing. For the control of financing deficit the ANPV indicator can be used. In contrast to the traditional NPV, calculated on the basis of cash flows from investing and current activities, the annualized net present value is based on three types of flows: investment, current and fiscal. So it is necessary to have in the project management documentation a plan for its financing, including the credit plan.

Annualized net present value is calculated by the formula:

\[ ANPV = -(F_{int} + D) + \sum_{t=1}^{T} \frac{CF_t^p}{(1+r)^t} \]  

where \( F_{int} \) - planned financing investments in the project from its internal funds in the starting year;
\( D \) - debt attracted to cover the deficit in upfront investments;
\( CF_t^p \) - annualized net cash flows in the year \( t \), calculated not only on the basis of project cash flows, but also on the cost of servicing loans taken to finance the project.

If \( NPV > ANPV \) (with the proviso that \( NPV > 0 \)), project may be called efficient; moreover, the efficiency can be increased in real terms of debt financing. Opposite inequality shows that debt funding may negatively affect the efficiency of the project. If both indicators are equal, the efficiency of the project does not depend on the funding scheme.

Possible differences between \( NPV \) and \( ANPV \) are associated with characteristics of the cash flow. In the initial stages of most projects cash flow is negative due to the lack of return, moreover the debt capital requires maintenance costs. As a result, the net cash flow at the end of the project is less than the cash flow into account when calculating \( NPV \). Thus, the indicator \( ANPV \) may be a reliable tool for evaluating the effectiveness of debt funds.

### 3.2.2 Evaluating the efficiency of innovative projects

Analysis of the continuous innovation activities in the cluster leads to the conclusion that within the same time period innovative projects are at various stages of implementation and may involve several participants. In this case, the use of traditional methods of project analysis becomes impossible or insufficient - both positive and negative cash flows of individual projects and existing operations can mutually neutralize each other and distort the overall evaluation of the efficiency of using debt and internal resources.

It is therefore necessary, as rightly said by V.I. Barilenko [14] to distinguish the concept of "analysis of innovation projects" and "analysis of innovation activity during the reporting period". Many of the characteristics of innovation activity allow using them for analysis of indicators and standard analytical procedures used in the traditional analysis of economic activities, such as evaluating the efficiency of using debt and internal funds.

Features of the innovation activity of industrial cluster and its funding processes are so large that it requires the development and use of special techniques and indicators. Innovation development of modern industrial clusters, requiring significant costs of raising and maintenance of necessary funding, makes use of particular importance to assess the effectiveness of innovation indicators of economic value added EVA.

The essence of the EVA concept is logically linked to the objectives of the analysis of debt funds in innovation activity as it is that the whole company is regarded as a kind of investment project with an initial capital, which requires the involvement of certain costs. The difference between yields subjected to innovation and the cost of capital invested in it, determines the amount of economic value added.

M.P. Apin offers to calculate the economic value in different ways [15]:
where IC - invested in venture capital;

WACC - weighted average cost of capital;

NP - net profit;

ROI - return on invested capital.

One of the ways to evaluate the market value of the company is the addition of the net assets of the balance sheet and the amount of EVA given to this point in time. In accordance to this the market value of the enterprise may exceed the carrying value of net assets or be lower than it, depending on the size of future amount of EVA.

This implies three possible alternatives of an average weighted price of the invested capital in innovative enterprise and its profitability, and as consequence in the EVA index:

1) \( EVA = 0 \) for \( ROI = WACC \). Return on invested capital is equal to the cost of raising this capital and the market value of the company's net assets is identical to simply balance. In such a situation there is no market gain on investments in innovation development of the enterprise;

2) \( EVA > 0 \) for \( ROI > WACC \). Excess margin investment cost of financing means increase in the market value of the enterprise over the carrying value of net assets at the expense of innovation. This situation stimulates additional investment in innovation development;

3) \( EVA < 0 \) for \( ROI < WACC \). EVA negative value indicates a decrease in the market value of the enterprise, as the cost of capital is greater than its benefits. In this case, the owners lose their invested funds, which encourages them to make a decision about moving their capital to another, more efficient project.

In the context of existing industrial cluster the main way to increase \( EVA \) is the development and implementation of effective innovation projects. Since the implementation of such projects, as a rule, is based on debt financing, it is logical to propose a methodology to evaluate the efficiency of the debt funding using the relative index of debt payoff. The proposed indicator is advisable to rely on the base of created as a result of innovation enterprise economic value added, as it is \( EVA \) that reflects the value created over the cost of raising all the capital invested.

Profitability of innovation can not be ensured by increasing expenses on their implementation - it usually means a simple waste of resources for increasingly obsolescent projects. According to experts [16], the way out can be found not in increasing the expenses, but improving the efficiency of base costs. This will increase the return on investment in innovation, improving the ROI indicator.

### 4 Conclusion

Availability of the performance criteria of cluster development projects helps fund rationally and spend the available resources efficiently, as well as to provide high quality management decisions and their information support in a constantly changing economic environment within the cluster architecture.

Any innovation and investment project, in all economic significance must contain either social effect, for example, more jobs, clean production, etc. Therefore, forming a project portfolio and verification of its investment support, should be based on a balanced business model of the cluster.

Thus, an architecture approach to cluster management allows an integral representation of its strategy, business processes of the cluster members and the IT architecture, corresponding to strategic goals and tactical objectives.
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