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Abstract — RBF neural network is proposed for 
solution the problem of text-independent 
speaker recognition. Recognition is based on 
estimation of sufficiently large set of acoustic 
features, construction of multidimensional 
histograms and approximation histograms with 
probability density functions with possibility of 
wide shape variation. Method allowed to reduce 
the probability of errors when decision was 
making. 
Keywords—text independent identification, 
speaker recognition, radial-basis functions 
neural network. 

1. INTRODUCTION 

Biometric recognition systems allows us to 
find the right connection to authorize any per-
son in information systems. In recent years the 
interest in voice biometrics has been increased 
[4, 5]. This is completely in demand in the areas 
of organization access permissions in informa-
tion systems, biometric solving search and fo-
rensic accounting, voice verification of the 
driver and passengers, in the management ele-
ments of smart home, in banking systems, con-
tact centers, etc. Identification of speaker's 
voice provides a unique opportunity to secure 
access to information, remote maintenance and 
examination to establish the identity. 

Speaker identification and speaker verifica-
tion problem is divided into two tasks a text-
dependent identification and text-independent 
identification and can run using open set of 
speakers or closed set [4]. In the case of a 
closed set of speakers, phonogram will obvious-
ly belong to a particular individual, but if the 
phonogram does not belong to any candidate, 
then the problem is solved on an open set of 
speakers.  

If identification system trained in advance to 
recognize universe passphrase delivered by an-
nouncer, then it is a text-dependent identifica-

tion system. Phonemic dictionary and phrase 
structure in this case requires smaller amount of 
training speech data. The necessity of pro-
nouncing passphrase during training and during 
the operation of the system limits the practical 
range of its application. 

Identification system based on text-
independent approach does not contain infor-
mation about the uttered phrase. It is trained 
and then tested on arbitrary voice and speech 
data. The effectiveness of such identification 
systems is lower than in the text-dependent. But 
voice recognition in this case has broader appli-
cation, since knowledge of uttered phrase is 
optional. 

Voice identification reduces to the problem 
of deciding which of the plurality of speakers 
most likely belongs to the tested track. Since 
human speech is regarded as an acoustic signal, 
the analysis of the signal takes place by means 
of digital processing. 

Develop a system of identification occurs in 
three stages [3]: on the first stage implementa-
tion of features extraction, on the second - 
modeling of speakers and on the third stage - 
decision-making is carried out. Thus, in general, 
a standard system for speaker voice recognition 
extracting unit comprise primary feature vectors 
of the speech signal and the simulation unit 
speaker's voice, which are divided according to 
the tasks. Since actual recordings made under 
conditions, there are many extraneous signals, 
various kinds of noise, impulse noise and con-
gested areas of speech, preprocessing and noise 
removing stage can improve the efficiency fur-
ther processing. 

Special pre-processing algorithms of the en-
tire signal, perform the selection of speech 
segments, and feature extraction for each seg-
ment [2]. Thus, the operation of the automatic 
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text-independent announcer identification in-
cludes several stages: 

1. Feature extraction. 
2. Modeling of speaker.  
3. Comparison of the speaker models. 

This soundtrack is mapped to the reference 
speaker soundtrack, by comparing the decision, 
whether a voice recording belong to this person 
or different people. 

2. FEATURE EXTRACTION 

Feature extraction process inherently is not 
specific to the tasks of speaker identification, 
but rather is common to most areas of speech 
technology. For the analysis in the speech signal 
is assumed to use a set of features such as signal 
energy, linear prediction coefficients, coeffi-
cients of smoothed power spectrum, coeffi-
cients of real cepstrum, formant frequencies and 
pitch period for voiced phonemes. Present cor-
relation between features can be reduced by 
applying principal component analysis to the 
vector features. 

Energy of signal: 
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Where )( mnw −  - window function, for ex-
ample, a Hamming window: 
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Linear prediction coefficients, which are the 
result of solving a system of linear equations 
Yule - Walker: 
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where p – prediction order, )(iR - autocorrela-
tion function, ka - linear prediction coefficients 

pk <=<1 . Hamming window reduces the 
prediction error, as the first p samples of a rec-
tangular window with linearly 
unpredictable.Autocorrelation function 
calculated with a window: 
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Formant frequency is determined by the 
smoothed power spectrum: 
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where ω= jez , )(zH - the transfer function of the 
vocal tract, )(zA - z-transform of linear predic-
tion coefficient sequences. 

Cepstral coefficients: 
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of signal frame. 
Pitch period is determined using the win-

dow )(nl  for cepstrum: 
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where n0 - pitch period. 

Obtained characteristics form the feature 
vectors x  for each speech segment. 

 

3. MODELING OF SPEAKER  

A set of multivariate probability density 
functions (PDS) describe the hidden acoustic 
classes of feature vectors. PDS is suitable to 
approximate arbitrary distributions of the com-
ponents of acoustic features, making PDS quite 
convenient for applications in text independent 
speaker identification and verification. 

Usually in the problem of text independent 
speaker recognition a Gaussian Mixture Models 
(GMM) are used. GMM is a speaker 
probabilistic model for multivariate probability 
density functions (PDS).  This model has the 
obvious disadvantage is that the distribution of 
acoustic features of speech signals are non-
Gaussian, distributions are more peaked. A 
family of PDS of various shapes, are 
characterized by three parameters: the 
expectation mx, standard deviation σx

2 and 
shape parameter α. 
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The distribution function has the form 
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Scale parameter ß = λσx of distribution de-
pends on the multiplier λ, which is expressed in 
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terms of the shape parameter α according to the 
relationship: 
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Centers of GMS are proposed to determine 
using Radial-Basis Function (RBF) network. 
Centers of RBF and other parameters of net-
work undergo a supervised learning process. 
The most convenient for RBF network learning 
is a gradient descent algorithm that represents a 
generalization of the Least Mean Square (LMS) 
algorithm.  

The family of RBF networks is broad 
enough to uniformly approximate any 
continuous function on a compact set.  

Family of RBF networks consists of 
functions represented by: 
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where m - the number of neurons in the first 
layer, ai, wi - coefficients of neural network, 

(.)φ - the activation function. 

As the activation function  )( xw T
iφ  in the 

expression (2)  a family of exponential 
distributions (1) with the shape parameter α is 
proposed.  

Calculating the mean square error of 
approximation of the mixture of 
multidimensional sampling distributions: 
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where N – is the size of the training sample . 

where N - is the size of the training sample. 

Error signal defined by: 
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where dj – data. The requirement is to find 
parameters iw , im , Σ , iα .  

For better convergence of the algorithm 
initial values of parameters are selected. 
Clustering of the sample data is performed 
according to the method of  k-means, which 
estimates initial value of the centers im , the 

initial values of iα  are chosen close to the 

2=iα , correlation matrix Σ  is chosen close 
to diagonal,  weights are initialized with 
random values.  

Neural network training procedure is 
performed incrementally. Changing weights on 
the next step: 
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Adjustment of the position of the centers: 
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Adjustment of distribution width: 
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Adjustment of the PDS shape parameter: 
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4.RESULTS OF EXPERIMENT 

The experiment used 15 phonograms re-
cording any text longer than 22000 samples. 
Analyzed male and female voices same and 
different speakers, for each phonogram ob-
tained multidimensional histogram features. An 
example is shown in Figure 1. 
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Figure 1. Projection ща histogram on the 
three main components of features 

 

 

K-means obtained initial values of distribu-
tions centers. Number of PDS ranged from 10 
to 500. 

Estimation of errors of the first and second 
kind for different size of RBF neural network? 
for different sample sizes and for different 
speakers, in order to determine the optimal pa-
rameters for recording speaker identification. 
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