
 

 

 

 

Abstract— Automated biometric systems are being widely used 

in many applications. Face recognition is one of the most promising 

methods due to its good acceptance by users. In this paper, we have 

explored including neural networks models for face recognition 

combined with other methods. As a result, a new recognition 

algorithm based on Elastic Bunch Graph Matching and Self-

Organizing Maps is introduced. In this algorithm a combination of 

global and local techniques are applied to construct graphs whose 

nodes encode the facial features. A formal framework for specifying 

the functions involved is defined. The experiments performed were 

aimed at calibrating the map and evaluating the performance. The 

experimental results show the effectiveness of the proposal when 

compared to other well-known methods.  

 

Keywords— Pattern recognition, Face Recognition, Neural 

Networks, Self-Organizing Maps. 

I. INTRODUCTION 

N recent years, there has been an intensive research to 

develop complex security systems involving a new kind of 

‘key’: the biometric features. Automated biometric systems are 

being widely used in many applications such as surveillance, 

digital libraries, forensic work, law enforcement, human 

computer intelligent interaction, and banking, among others. 

For applications requiring high levels of security, biometrics 

can be integrated with other authentication means such as 

smart cards and passwords. In relation to this, face recognition 

is an emerging research area and, in the next few years, it is 

supposed to be extensively used for automatic human 

recognition systems in many of the applications mentioned 

before. 

One of the most popular methods for face recognition is the 

Elastic Graph Bunch Matching (EBGM), proposed in [1], and 

it is an evolution of the method known as Dynamic Link 

Architecture (DLA) [2]. The main idea in the elastic graph 

matching is to represent a face starting from a set of reference 

or fiducial points known as landmarks. These fiducial points 

have a spatial coherence, as these points are connected using a 

graph structure. Considering these nodes, geometric 

information can be extracted and both distance and angle 

metrics can be defined accordingly. 
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This algorithm takes into account that actual facial images 

have many nonlinear features (variations in lighting, pose and 

expression) that are not generally considered in linear analysis 

methods, such as LDA or PCA. Moreover, it is particularly 

robust when out-of-plane rotations appear. However, the main 

drawback of this method is that it requires of an accurate 

location of the fiducial points.  

Artificial Neural Networks (ANN) is one of the most used 

paradigms to address problems in artificial intelligence. 

Among the techniques and architectures proposed by the 

scientific community in this field, the Self Organizing Map 

(SOM) has special features for association and pattern 

classification [3], and it is one of the most popular neural 

network models. The key aspect that characterizes the family 

of problems in which it is desirable to apply this technique is 

the inaccuracy or lack of formalization of problems. In these 

cases, there is not a precise mathematical formulation of the 

relationship of input patterns [4]. 

Although there have been many scientific advances in the 

field of artificial intelligence and facial recognition, it is still 

not clear enough how the human brain recognizes different 

faces. This reasoning motivates the application in this work of 

neural network techniques to the face recognition problem 

with the goal of improving existing approaches. 

Consequently, in this paper we will use ANNs to improve 

the efficiency of the EBGM algorithm. To do this, a SOM is 

applied in the construction of the database of facial graphs in 

an adaptive learning process. First, the fiducial points will be 

extracted automatedly and, after that, known faces will be 

grouped (or clustered) into M classes, each class 

corresponding to a different person.  

This paper is organized as follows: Section II describes the 

EBGM method and summarizes the related work in the 

domain of using that method for face recognition; Section III 

explains the proposal of an EBGM-based face recognition 

method and the formal framework to define it; Section IV 

introduces the neural network approach with a Self Organizing 

Map for recognition; Section V describes the experiments 

carried out; and finally, conclusions and some future work are 

discussed in Section VI. 

 

A neural network framework for face 

recognition by elastic bunch graph matching 

Francisco A. Pujol López, Higinio Mora Mora*, José A. Girona Selva 

I 

Recent Advances on Electroscience and Computers

ISBN: 978-1-61804-290-3 75



 

 

II. EBGM ALGORITHM AND RELATED WORK 

In this section, the EBGM algorithm is described and, 

afterwards, some recent, related works are discussed.  

A. The Elastic Bunch Graph Matching 

Elastic Bunch Graph Matching is a feature-based face 

identification method. EBGM derives a bunch of jets for each 

training image and uses the jets to represent the graph node. 

To form a bunch graph, a collection of facial images is marked 

with node locations at defined positions of the head. These 

node locations are called landmarks and are obtained by a 

semiautomatic process. When matching a bunch graph to an 

image, the jet extracted from the image is compared to all jets 

in the corresponding bunch attached to the bunch graph and 

the best matching one is selected.  

Jets are defined as Gabor coefficients in a landmark location 

computed by convoluting a set of Gabor wavelet filters around 

each landmark location. The jets of all training images are 

collected in a data structure called a bunch graph. The bunch 

graph has a node for every landmark on the face and every 

node is a collection of jets for the corresponding landmark. 

The main steps for face recognition by EBGM are outlined 

below [5]:  

• Step 1: Select the landmarks on the training face images 

to create the face models. The selection is performed 

manually.  

• Step 2: Convolve these points with a Gabor wavelet to 

construct the Gabor jets J. The local appearance around a 

fiducial point x


 will be coded by using the convolution of the 

input image )(xI


 with a Gabor filter )(xm


 , so that:  
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Consequently, 5 different frequencies ( v  = 0, 1, …, 4) and 

8 different orientations (   = 0, 1, …, 7) are used and, as a 

result, a jet will have 40 coefficients.  

• Step 3: Create a data structure called bunch graph 

corresponding to facial landmarks that contains a bunch of 

model jets extracted from the face model.  

• Step 4: Then for every new image to be recognized:  

(a) Estimate and locate the landmark positions with the use 

of the bunch graph. (b) Calculate the new jets displacement 

from the actual position by comparing it to the most similar 

model jet. (c) Create a new face graph containing each 

landmark position and jet values for that landmark position.  

• Step 5: Similarly, for each new image, estimate and locate 

the landmarks using bunch graph. Then the features are 

extracted by convoluting with the number of instances of 

Gabor filters followed by the creation of face graph. The 

matching score is calculated on the basis of similarity between 

face graphs of images in the database and the one in a new 

input image.  

B. Related work 

EBGM has been used for recognition in the last few years. 

Most of the methods based on EBGM use Gabor wavelets for 

feature extraction [6]. These features are represented by a grid 

of points geometrically adjusted to the features extracted. The 

recognition is based on the wavelet coefficients, which are 

calculated for the nodes of a 2D elastic graph representing the 

grid containing the landmarks. This method combines a local 

and a global representation through the processing of a Gabor 

filter with several scales and several directions (jets), of a 

point set –called fiducial points– located in specific regions of 

the face. The location of the fiducial points is the most 

complex task of this method. These points depend on lighting 

conditions, the expression and the pose of the face.  

An alternative method proposed in [7] is the application of 

the histogram of orientation gradients (Histogram of Oriented 

Gradients, HOG) instead of using Gabor filters to locate 

features. This algorithm provides invariance in terms of 

location and orientation. To do this, the reference points are 

extracted in the space representation and the gradients of the 

image with respect to the dominant orientation around each 

reference point are calculated. Finally, the HOG descriptor, 

which is a statistic measure where the orientations of all the 

image gradients around a reference point are taken into 

account, is calculated.  

Recently, a combination of EBGM with PCA and soft 

biometrics is used to make a study on the influence of age 

variations in face recognition [8]. Additionally, some new 

versions of EBGM focus on fast versions of the algorithm in 

order to make it feasible for real conditions; thus, a parallel 

version of EBGM for fast face recognition using MPI 

(Message Passing Interface) is presented in [9]; the authors 

divide the training process into p processors, then the 

recognition process is made simultaneously. Khatun and 

Bhuiyan [10] presented a neural network based face 

recognition system using Gabor filter coefficients, where the 

recognition used a hybrid neural network with a two networks, 

a Bidirectional Associative Memory (BAM) for dimensional 

reduction of the feature matrix to make the recognition faster 

and a Multilayer Perceptron with backpropagation algorithm 

for training the network.  

In [11] a data mining approach to improve the performance 

Recent Advances on Electroscience and Computers

ISBN: 978-1-61804-290-3 76



 

 

of EBGM in case of using a large database was proposed, 

based on an entropy decision tree with the most important 

features in the face recognition process. Sarkar [12] combines 

skin detection with EBGM so as to obtain an accurate 

recognition, since skin segmented images remove background 

noises and reduce errors in identifying Gabor features. Finally, 

Li and Wachs [13] applied EBGM to hand gesture recognition, 

where a hierarchy is assigned to each node of the graph and 

the classification of hand gestures is performed against 

complex backgrounds. The location of the fiducial points is 

one of the most complex tasks of the method. Their positions 

highly depend on the lighting conditions, facial expressions 

and pose. In the original EBGM algorithm, a fixed number of 

features were established. These features corresponded to 

specific face characteristics, such as the pupils or the corners 

of the mouth. As a result, a facial model graph is obtained and 

the fiducial points are manually selected for each image in the 

database.  

Another way to locate the features is based on a uniformly 

distributed grid of points that deforms and conforms to a 

pattern, such as the contours identified by an edge detector 

(Canny, Sobel, MLSEC, etc.) [14, 15]. 

Some recent advances have been made for the detection of 

the fiducial points in faces. Thus, Belhumeur et al. [16] used a 

Bayesian model that combines the output of local detectors 

with a non-parametric set of global models for the part 

locations based on a set of hand-labeled face images. The 

experiments were performed both using the BioID database 

and the new Labeled Face Parts in the Wild (LFPW) database, 

with very accurate results in any case. The Labeled Faces in 

the Wild (LFW) database was used instead in [17], where a 

method based on regression forests that detects 2D facial 

feature points in real-time is presented.  

Other recent relevant works include: Baltrusaitis et al. [18] 

proposed a probabilistic patch expert (landmark detector) that 

can learn non-linear and spatial relationships between the input 

pixels and the probability of a landmark being aligned. Then, 

the 2-D fiducial detection method proposed in EBGM is 

extended in [19] to independently detect fiducial points by 

restricting the search range corresponding to each target 

fiducial, thereby removing the computationally expensive 

iterative scheme present in the original EBGM. Finally, Jin et 

al. [20] developed a Hough voting-based method to improve 

the efficiency and accuracy of fiducial points localization. 

To sum up, from this revision two conclusions emerge: first 

of all, there is still a great interest from many research groups 

in order to use and improve the original EBGM method for 

face recognition; moreover, most of these investigations are 

focused on adapting EBGM to be used in real-time conditions 

with an accurate location of the landmarks or fiducial points 

for faces. It is clear that there is still much work to do in this 

field, and no previous works on the application of neural 

networks to EBGM have been found.  

III. A PROPOSAL OF AN EBGM-BASED FACE RECOGNITION 

METHOD  

To facilitate the work of connectionist models, in this work 

an adaption of basic EBGM method described in the 

previously section is performed. 

Therefore, the faces are represented using a facial graph that 

includes geometric and textural information. The facial graph 

is defined as a pair {V, A}, where V refers to the set of vertices 

or nodes and A to the set of edges. Each vertex corresponds to 

a fiducial point and encodes the corresponding vector of jets 

and its location, that is, Vi ={Ji, Pi(x,y)}. Each edge Aij 

encodes information on the distance and angle between the 

two nodes it connects, so that Aij = {dij, θij}. 

For each node, a 2-dimensional histogram histi is 

constructed. In this histogram, the information about the 

distance D = {di1, di2, …, din} and the angle θ = {θi1, θi2, …, 

θin} from node i to the other nodes in the graph will be stored. 

Therefore, the histogram histi consist of k bins corresponding 

to x distance-intervals by y angle-intervals. Thus, the k bins in 

histogram histi are uniformly constructed in a log-polar space. 

Each pair (log(dij), θij) increases the corresponding histogram 

bin. The algorithm followed to obtain the fiducial points is 

represented by commented pseudo-code below:  

 

Algorithm 1. Obtaining the fiducial points from face 

1. Normalize image sizes. 

2. Apply an edge detector. In this work, the well-known 

Canny edge detector [26] is used. 

3. Create a grid of Nx x Ny points, where nodes are uniformly 

distributed. 

4. Each node adjusts its position to the nearest point in the 

edges obtained in Step 2. 

5. The distances and angles from each final node to the rest of 

nodes are calculated. 

 

A Gabor jet J is now constructed. Following Wiskott’s 

approach [1], a vector of 40 complex components will be 

obtained. A jet J is then obtained considering the magnitude 

parts only. The position of each of the nodes in both facial 

graphs is known, as each vertex Vi encodes this information:  

V1 = {J1, P}, V2 = {J2, Q}, where P = {p1, p2, …, pn} and Q = 

{q1, q2, …, qn} are the vectors with the positions of each of the 

fiducial points for both faces.  

So that, just as basic EBGM method, in order to match two 

facial graphs, G1 = {V1, A1} and G2 = {V2, A2}, both geometric 

and texture information will be used. 

Three functions of similarity are proposed in this work: the 

Match Cost Function (MCF), the Norm Vector Function 

(NVF) and Gabor Feature Match Function (GFMF). 

Taking into account the histograms previously computed 

with geometric information of the nodes, MCF is calculated 

adding the matching costs for each node in the input facial 

graph G1 with its corresponding node in the stored facial graph 

G2:  
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where ||P||, ||Q|| refer to the norm of vectors P and Q. 

The NVF is calculated by adding the norm of the vector of 

differences among the matched nodes:  
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The texture information given by the Gabor jets from each 

node will be used to define the third similarity function: Gabor 

Feature Match Function (GFMF); thus, for each node pi  P, 

a jet Jpi is calculated. Let R contain the Gabor jets of all the 

nodes in a facial graph, R = {Jp1, Jp2,…, Jpn}. The function 

GFMF between two facial graphs is calculated as follows:  

 

1 2 1 2 1 2
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1
GFMF( , ) GFMF( , ) ,

i i

n

i
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     (6) 

 

where 
1 2,

i i
R R   is the normalized dot product between 

the i-th jet in R1 and the i-th jet in R2 . As mentioned before, 

only the magnitude of the Gabor coefficients in the jets is 

considered. 

Finally, from the expressions defined in (4) to (6), the final 

similarity function called Global Distortion function (GD) is 

defined, which combines the results from each of them:  

 

1 2 3GD MCF NVF GFMF      (7) 

 

where λ1, λ2 and λ3 are coefficients to be obtained 

experimentally and λ1 + λ2 + λ3 = 1.  

The functions that make up GD are normalized to the range 

[0, 1]. This normalization is performed with the maximum 

values for each component function using the distance between 

the input graph facial and facial graphs stored in neurons. 

Finally, the GD function is as follows:  

 

31 2 GFMFMCF NVF
GD

max(MCF) max(NVF) max(GFMF)

 
    (8) 

 

The values of GD  [0, 1], where facial images belonging to 

the same person will give results close to 0, and facial images 

of different people will have a high GD value. The correct 

acceptance threshold value will be calculated to perform a 

recognition rates according contextual application features. 

IV. IMPROVING EBGM ALGORITHM WITH A NEURAL 

NETWORK APPROACH 

A. Self Organizing Map formulation  

The Self Organizing Map (SOM) is a Neural Network 

technique that implements a nonlinear projection from a high-

dimensional space onto a low-dimensional array of neurons. 

That mapping tends to preserve the topological relationship of 

the inputs, so, the visual image of this map depicts clusters of 

input information and their neighbour relationships on the map 

[3], [21]. 

The utility of the Self Organizing Maps (SOMs) for 

recognition problems has been proven in numerous studies. 

Next, we describe the SOM formalization to the proposed 

facial identification process.  

A SOM is defined at any time by a collection of neurons, 

their position on the map and the weight of each. The neurons 

are connected to adjacent neurons by a neighbourhood 

relation. This set up the topology or the structure, of the map. 

The topological configuration of neurons are generally 

rectangular or hexagonal grid [21]. For a SOM of M neurons, 

the set, 

 

   1 2 MW t  = w , w , …, w  (9) 

 

has the weight information as a whole, where wi is the 

weight vector associated to neuron i and is a vector of the 

same dimension of the input. The set W(t) evolves according 

the Self-Organizing Map algorithm. The neurons position, 

defined by their weight vector, are configuring a topological 

mapping of the input space. 

Let X ∈ ℝk be the input vector of the SOM. For application 

to face recognition, this vector consists of k features extracted 

from the face to identify. We define, 

 

Ψ: ℽ → ℝk (10) 

 

as the function that obtains the characteristics of the face  to 

make up the vector X. So that, 

 

∀ I ∈ ℽ, Ψ(I) = X ∈ ℝk (11) 

 

A classification of the face images is obtained when running 

the SOM algorithm on feature vectors calculated with Ψ from 

images of faces. On this classification can be applied a 

clustering process according to a method known. There are 

numerous methods of clustering [22]. However, the 

representation clusters in a 2D region is usually not a simple 

problem because the input data is usually of a high 

dimensionality. Let, 

 

 1 2 mG g ,  g ,  ,  g    (12) 

 

be the set of groups obtained when clustering process is made. 

So that, 
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∀ I ∈ ℽ ⇒ SOM(Ψ(I)) ∈ GΨ (13) 

 

where, SOM function is called to the classification function of 

a feature vector, from input of the map to one of the groups 

generated. 

 

The working hypothesis of this research is to consider that 

the classification with SOM network, suitably trained with 

images of individuals (ℽ), is correct. That is, a bijective 

function between groups and individuals can be established. 

The main research described in this paper is to determine 

the extent to which the above hypothesis is true and under 

what conditions. For this, SOM operation and feature 

extraction functions from a face are analyzed under various 

configurations. 

In this way, aspects of the facial identification made through 

SOM classification network are defined, suitable feature 

extraction function Ψ is identified, and also, the characteristics 

of the similarity function and acceptance threshold will be 

established under the premise that this function should provide 

the minimum value for a face when it is classified within the 

cluster corresponding to its individual. 

The above information will enable to calibrate the method 

of face recognition under different scenarios and conditions.  

B. Self Organizing Map configuration  

As mencioned previously, in this paper we propose a neural 

network as a function of face recognition. The self-organizing 

map is responsible for building itself the database of facial 

graphs from the training images. Specifically, a two-

dimensional NxxNy SOM neural network is used. The number 

of neurons of the map will be determined experimentally in 

order to establish the minimum size that maximizes the 

efficiency in identification. 

To analyze and extract features from each image, let's use 

one of the techniques that provides better results. The EBGM 

method will obtain the data of each face to be used as inputs 

for the training phase of the network and subsequent 

recognition of the method. From these data, the SOM uses the 

features extracted as inputs. The identification threshold t 

consist of the maximum distance that characterizes the clusters 

organized into the SOM in the training process. In this case, 

SOM network applies a classification process from the set of 

face graphs obtained from training images and generates GΨ 

clusters where each of them corresponding to one of the 

individuals to be identified. 

The input data to the SOM network come from the EBGM 

method output’s face graphs. A face graph is the structure used 

to represent the face through EBGM method. This graph has 

the set of nodes corresponding to the set of landmarks of the 

face and, each of them contains both geometric and texture 

characteristics. The following figure shows the face graph 

representation as input matrix array. 

 

(x, y) histogram jet list

 
Fig. 1 SOM input data from facial graph 

 

For practical implementation, the matrix arrangement of the 

entry represented in above figure can be transformed into one-

dimensional vector placing continuously columns into 

memory.  

The following algorithm shows the learning algorithm of the 

SOM.  

 

Algorithm 2 Learning Algorithm Overview 

1. Randomize the map's neurons' weight vectors. 

2. Obtain face graph bunch using EBGM function of input 

face. 

3. Every neuron is examined to calculate which one's weights 

are most like the input data. 

4. The radius of the neighborhood of the winning neuron is 

now calculated. 

5. The radius of the winning neuron is now updated according 

a neighborhood function. 

6. Each neighboring node's (found in previous step) weights 

are adjusted to make them more like the input vector 

according a learning function. 

7. Repeat step 2 for N iterations. 

 

The calculation of the winning neuron are performed using 

for this similarity function defined in (13). Then, the neuron 

which minimizes the result of GD function is the winning 

neuron.  

After this training process, there is a map composed of 

NxxNy neurons organized according to the similarity between 

the input data. That is, the neurons which are near each other 

and are in the same cluster (gi) have information about the face 

of the same user.  

Once the self-organizing map has built and trained, it can be 

used as recognition function (F) to identify user by his/her 

face. 

V. RESULTS 

A. Experimental setup 

The recognition scheme has been tested with the FERET 

database [23]. The version used in this work is the Color 

FERET Database. It contains 11338 pictures of 994 different 
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individuals. For our experiments we used the sets of images fa 

and fb, corresponding to 843 individuals with frontal images 

only. There is an image of each of the 843 individuals in fa 

and another one in fb. Images stored in fb were taken a few 

moments of time after the ones in fa, so in most cases some 

changes in the expression of the model can be noticed. All 

FERET images have a size of 512 x 768 pixels. 

For the experiments, a set of 20 users were used, with 5 

training images and 2 test images per user, with a resolution 

128 x 192 pixels. The tests have been performed using 

Matlab® with a 2 GHz Intel Core i5 and 8 GB memory.  

B. Experimental results 

The experimentation made has a dual objective: in first 

place, it seeks to configure the SOM network to provide the 

best results, and secondly, it tests the effectiveness of the 

method in the process of facial recognition. The two types of 

experiments are combined in a set of tests on the input images. 

The following subsections focus on testing one aspect leaving 

the other aspects as invariant. In all cases, the number of 

training iterations made is 200. 

 

1) Type and size of map  

 

The following table shows the recognition rate, where N 

(20) is the number of different individuals used for the 

experimentation (and 5 different images for person).  

 
TABLE I. RECOGNITION RATE (%): TYPE AND SIZE OF MAP 

SOM size rectangular grid 

(gridtop) 

hexagonal grid 

(hextop) 

N-10 x N-10 77.6 77.61 

N-5 x N-5 80.9 80.9 

N x N 88.6 89.7 

N+5 x N+5 88.5 88.9 

N+10 x N+10 87.3 88.5 

 

The above table shows that the optimal size of the map is 

around the number of individuals to identify. As regard type, a 

hexagonal distribution of neurons provides slightly better 

results. 

 

2) Size of facial graph  

 

In this experiment, the connection between the size of facial 

graph obtained from EBGM method and recognition rate is 

analysed. The results are shown in the next table:  

 
TABLE II. RECOGNITION RATE (%): SIZE OF FACIAL GRAPH  

SOM size 
Size of facial graph 

6x6 8x8 10x10 12x12 

N x N 86.1 87.4 89.6 89.7 

 

It is observed that, at first seems, there are a correlation 

between the size of the graphs and the recognition accuracy. 

However, in this respect (as in the above), we must find a 

compromise between speed and accuracy of training, as 

training cost increases considerably with the size of the graph 

and the map. 

 

3) Weighting λ coefficients of similarity function 

 

The following table shows the results obtained according to 

various configurations of λ.  

 
TABLE III. RECOGNITION RATE (%): SIZE OF FACIAL GRAPH  

SOM 

size 

λ coefficients weight 

λ1=0.2, λ2=0.7, 

λ3=0.1. 

λ1=0.7, λ2=0.2, 

λ3=0.1. 

λ1=0.2, λ2=0.2, 

λ3=0.6. 

N x N 89.7 89.7 81.6 

 

As seen in the above table, greater weighting metric GFMF 

not give good results, whereas the other two metrics shows that 

the best correct identifications is reached. Generally, it appears 

that giving high weight to the NVF and MCF functions the 

best results are obtained for experimentation. 

C. Comparison with other methods 

A set of experiments have been performed in order for our 

system to be compared with some other existing algorithms for 

face recognition. In particular, the following methods have 

been chosen: Wiskott's Elastic Bunch Graph Matching 

(EBGM) [1], eigenfaces (PCA) [24], and Ahonen's Local 

Binary Patterns (LBP) [25]. The results are shown in Table IV.  

 
TABLE IV. COMPARISON BETWEEN METHODS 

Algorithm Accuracy (%) 

EBGM 80.9 

PCA 66.4 

LBP 74.5 

Our proposal 89.7 

 

From these results, we can deduce that connectionist 

proposals provides a promising method to compete with other 

well-known methods in face recognition applications.  

VI. CONCLUSIONS & FUTURE WORK 

This paper has carried out a study on the state of current 

knowledge on the problem of face recognition focused on the 

use of the EBGM method. Applying connectionist techniques 

to build the database of knowledge that make up the collection 

of faces to recognition has improved the results.  

Taking into account that the system is applied in a 

controlled environment and with a small number of 

individuals, both the size of the information required and the 

time spent searching to identify an individual from an image is 

optimized.  

We can highlight here a key feature: Applying a SOM 

obtains a database more compact than traditional methods. In 

EBGM based algorithms, the bunch graph on which perform 

the matching process contains information of each of the 

graphs obtained for each input image of the training phase, 
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therefore, for more images of individuals larger size of the 

database. In the proposed method, the information is 

compacted. It is the map size which determines the number of 

graphs to be used in the matching phase. Thus, training can be 

applied to an extensive battery of images without affecting the 

amount of memory required to store the entire database in 

memory during execution of the matching algorithm.  

Base on the current outcomes, our future work will be 

unfolded along two directions: one is to make more exhaustive 

experiments with a great number of images and individuals. 

The other direction is to prove with other recognition methods 

in combining with neural network techniques to explore the 

potential of this approach.  

Finally, as demonstrated in the experimental section, the 

classification efficiencies above 89% can be achieved, leading 

to optimism on the implementation of the proposed work in a 

real environment. 
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