
 

 

 
Abstract— This paper investigates the performance of 

synchronization of the direct sequence spread spectrum (DSSS-
CDMA) system under jamming. A result of initial investigation 
shows that the synchronization in DSSS-CDMA is vulnerable to 
the jamming attacks. This vulnerability has a tragic effect on the 
system’s error rate. A mathematical expression for of the 
probability of detection and probability of false alarm has been 
derived and being used to study the performance of 
synchronization. . Further, we have computed the amount of 
jamming power which is required to collapse the 
synchronization.  Performance analysis using Monte Carlo 
simulation in MATLAB conforms the theoretical results. 

Keywords— Physical layer security; jamming attacks; 
synchronization; wireless sensor networks 

I. INTRODUCTION 
RELESS sensor networks (WSN) are valuable to the 
different security attacks [1]. Because WSNs are 

playing an important role in various applications such as 
environment monitoring and target detection, it is important to 
evaluate their performance against security attacks. Amongst 
various types of  security attacks, jamming is one of the 
simplest and the most dangerous attack [2]. A jammer can 
target different sections of a communication link [3]. In this 
study we focus on   synchronization in the chaotic DSSS-
CDMA system and evaluate its performance against jamming. 

The communication system considered in this study is 
DSSS-CDMA, which uses chaotic sequences. In [4] the 
chaotic DSSS-CDMA performance is analyzed in the case of 
Gaussian noise for N single-users. The synchronization for this 
system is mathematically modeled and simulated in [5]. Also, 
the synchronization performance with the presence of channel 
noise and fading is analyzed in [6-8]. In addition, in [9], the 
authors propose an  algorithm to attack the synchronization 
packets. In their investigation, the synchronization packets and 
data packets are assumed to be separated. Since the 
synchronization packets are fixed and periodic, it is possible to 
detect and attack them. However, in DSSS-CDMA system the 
synchronization bits are sent with the data bits at the same 
time. The robustness of synchronization in OFDM to different 
security attacks is investigated in [10, 11]. In addition, the 
synchronization of the MIMO-OFDM system is analyzed in 
[12]. 

This paper is organized as follows: In section-II, we 
describe the chaotic DSSS-CDMA system and its block-
schematic. In section-III, the importance of the synchronization 

in DSSS-CDMA system is explained followed by block-
schematic of acquisition section of synchronization. In the next 
section, we develop the mathematical model for the probability 
of detection and probability of false alarm. In section V, we 
analyze the mathematical model and show the simulation result 
for verifying the theoretical results obtained through 
mathematical expression. 

II. SYSTEM DESCRIPTION 

A. DSSS-CDMA system 
The system block schematic is shown in the fig. 1. This 

system is introduced in [13] which  is based on the chaotic 
communication. DSSS-CDMA system uses sequences to 
present a bit. These sequences have to be orthogonal so that 
multiple users can share the same channel. Each member of 
the sequences is called a chip. The chips can be generated 
based on different functions [13]. In this study, we used 
Chebyshev maps, which has following function 
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These sequences have the mean value equal to 05. In order 

to make comparison with the conventional binary sequences , 
we multiply them by   2. In addition, their probability density 
function is equal to 

 

2

1( )
2i

iC
i

f c
cπ

=
−

, for - 2 ≤ ci ≤ 2                         (2) 

 
Moreover, the mean value will be equal one and also,  
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In fig. 1, the bit bj

1 is the jth bit of the message which is sent 
by the user one. Based on the nature of DSSS-CDMA system, 
bj

1 is spread by sequence of chips (ci
1).  It is then passed 

through a modulation and interleaver block. The effect of 
modulation and interleaver are studied in [14]. 

 In the channel, noise and jammer are introduced to the 
signal and also signal is get affected by the delay. On the 
receiver side, the signal is demodulated and passed through 
deinterleaver. Next, it is multiplied by the chip sequences 
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generated locally by the sequence synchronization block. 
Then, it enters to the correlator. Finally, the decision making 
circuit constructs bj

1'. 
 

 
Fig. 1. Direct sequence spread spectrum system block schematic. 
 

B. Jammer 
In the present study, we assume that the jammer uses 

wideband Gaussian noise due to lack of information about the 
system’s operating frequency.  The modulation used in our 
system is a narrow band signal. The overlap of the narrowband 
signal and the wideband jammer is a narrowband jammer, 
which can describe as  

 
( ) ( )( ) ( ) 2 cos ( ) 2 2 cosI j c Q j c cj k j k E t j k E E tω ω= ⋅ − ⋅ .         (4) 

 

III. SYNCHRONIZATION  

A. The importance of synchronization in DSSS-CDMA 
Without the synchronization block, there would be a delay 

between received signal and the locally created chips. 
In order to find the importance of the synchronization in the 

DSSS-CDMA system, we show the effect of the delay on 
probability of error rate. The output of the correlator in the 
case of delay is given by 
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Where Ec is the energy of each chip, and EN and EJ are 
energies of the noise jammer that are equal to N0 and Nj 
respectively. Also, τ represents a delay in the system and  2β is 
the number of chips per bit.  

The probability of error is equal to: 
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Its mean value is equal to  
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The autocorrelation of the  chaotic sequences  has impulse 
behavior. Thus it is maximum when τ is equal to zero, and for 
the rest of τ it is near to zero. More detail of the chaotic 
sequence properties are studied in [15].   

 
Also, 

 
[ ] [ ] 0.E B E C= =  (9) 

 
Therefore, 
 

  
E Wunsyn
⎡⎣ ⎤⎦ = 0.  (10) 

 
by replacing (10) in (6), the probability of error becomes  

 

  
pe(unsyn) =

1
2

erfc(0) = 0.5.  (11) 

 
Thus, if there is a delay between received signal and the 

locally generated sequences on the receiver side, the 
probability of error experiences the dramatic effect. In the 
following section, the synchronization process in DSSS-
CDMA system is explained. 

 

B. Schematic of Synchronization Block  
In DSSS-CDMA system, the synchronization  happens in 

two phases: acquisition and tracking [5]. 
In the acquisition phase, the delay will be removed with the 

resolution of a chip duration (Tc). Then, during the tracking 
phase, a fine tuning is done to eliminate the delay within a 
chirp duration. 
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Fig .2. Acquisition section of synchronization block schematic. 

 
In this paper, we assume that the delay is a multiple of Tc. 

Therefore, only acquisition phase is investigated here. The 
performance of the tracking part against jamming is the 
subject of our future studies. 

As mentioned earlier, the synchronization is crucial for 
DSSS-CDMA system. In order to perform the 
synchronization, a synchronization signal is sent with the 
message signal. The synchronization signal always has  a 
value equal to +1.  Similar to the message, each 
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synchronization bit is spread with a sequence. 
The acquisition section’s block diagram is illustrated in the 

Fig. 2. In the acquisition section, the received signal is 
demodulated. Then, it is multiplied by the locally generated 
signal and passed through the correlator. The outcome of the 
correlator is given by 
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where, ci

0 presents the chip sequence of the synchronization 
signal. Please note that, the synchronization block also 
receives the message signal. However, due to orthogonality of 
message chips and synchronization chirp, the effect of the 
message signal in the synchronization becomes negligible.  

 In the next step, the correlator outcome is passed through 
the square law device. Similar to the autocorrelation function, 
the square law device has its maximum when τ is equal to 
zero. In other words, the synchronization signal and locally 
generated chips are aligned. Therefore, a threshold value (ZT) 
is set (ZT). If the square law device outcome becomes greater 
than  ZT, the synchronization is successful. Else, the locally 
generated chips are shifted for a chip and  the process is 
repeated again utill the outcome of the  square law device  
becomes greater than ZT.  

IV. MATHEMATICAL MODEL 
In this section, the performance of DSSS-CDMA 

synchronization is modeled mathematically. Our performance 
analysis is based on the two key factor of the synchronization 
block: probability of detection and probability of false alarm. 

Probability of detection is the probability in which the 
synchronization block detects the delay when the two signals 
are aligned. On the other hand, the probability of false alarm is 
the probability in which the synchronization detects the delay 
but two signals are not aligned. In this case, the outcome of 
the synchronization is an error.  

A.  The probability of the false alarm 
A false alarm can happen when the square law device 

outcome become greater than the threshold value (ZT). In order 
to find that, we calculate the probability density function of 
the square law device in the case of misalignment. 

The correlator outcome, in the case of misalignment, can be 
expressed as 
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The mean value of (13) is given by  
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Also, the variance of Usyn is obtained from  
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Thus, 
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So, Uunsyn can be presented as 
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The square law device outcome is equal to 

 
2Z U=  (21) 

 
Therefore, the  PDF of the “Z” can be written by the chi-
square distribution [16]. 
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As mentioned earlier, the false alarm happens when the 

system detects the delay by mistake. Therefore, the outcome 
of the square law device, in case of misalignment, should be 
greater than ZT. Thus, probability of false alarm can be 
expressed as 
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By replacing Z x= , we have 
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B. The probability of the false alarm 
As mentioned before, detection happens when the outcome 

of the square law device, in case of the alignment, become 
greater than ZT. Similar to the calculation of the probability of 
false alarm, , first, the distribution parameters of the correlator, 
in case of the aligned signals, is  calculated. Then, the 
distribution of the square law device outcome is calculated. 
Finally, based on the probability density function of the square 
law device the probability of detection can be found. 

Thus, the outcome of the correlator, in case of alignment, is 
given by    
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Usyn has the mean value equal to: 
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The variance of the Usyn is equal to 
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Thus, 
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Therefore “U” can be described as 
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Same as before, Z=U2. Therefore, PDF of “Z” can be express 
as a chi-square distribution [16]  
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where 
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The probability of detection can be express as: 
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Same as before, by using Z x= , we have 
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V. RESULT AND DISCUSSION 
In previous section, we derived the mathematical expression 

of the probability detection of false alarm under jamming 
attack. Here, we analyze our mathematical expressions in 
different scenarios. In all of these analytic scenarios, we set 
number of chips per bit (2β) equal to 300. Also, we normalize 
the power of each bit (Eb=1).  

Fig. 3 shows the ROC plot for jammer with different power. 
To focus on the effects of the jammers, in this scenario, we 
assume that there is no environment noise i.e SNR=inf. As can 
be seen in Fig. 3, even a jammer, which can cause SJR=5 dB, 
can have a dramatic effect on the system’s performance. In 
this scenario, we set ZT to 200. 

In addition, to evaluate our mathematical expressions we 
run Monte Carlo simulation on Matlab. The results are shown 
in the green straight lines, and the theoretical outcomes are 
shown by blue dashed lines. As can be seen from the figure, 
the simulation results match with the theory. This simulation 
is run for 104 times. 
 

 
Fig. 3.  ROC curves in the case of jammer with deferent power based on 

the theory and simulation. 
 
(43) and (24) show that the probability of detection and 

false alarm are sensitive to the choice of ZT. Therefore, to 
optimize the system performance, it is necessary to find ZT in 
which, the probability detection become maximum and the 
false alarm become minimum. Fig. 4 demonstrates the 
probability of detection and false alarm based on ZT in the 
different SJR. The straight blue line and dotted blue line are 
probabilities of detection and false alarm in case of no existing 
jammer (SJR=inf). In this case, ZT can be chosen smaller than 
200. As the jammer power increases, the probability of 
detection decreases and the probability of false alarm 
increases. However, the probability of false alarm seems to get 
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more affected than probability of detection. For SJR=-10 dB, 
the probability of false alarm is getting close to the probability 
of detection.  

 

 
Fig. 4.  Probability of detection and false alarm based on ZT for deferent 

jammer powers. 
 
Fig. 5 presents the probability of detection and false alarm 

based on the jammer power (SJR) when ZT is equal to 200, 
300 and 400. As shown in the figure, for ZT=200, the 
probability of detection is better compared to the others. 
However, it has the worse probability of false alarm. 
Consequently, for ZT=400 has the best probability of false 
alarm and worse probability of detection. Also, the probability 
of false alarm rises after SJR=10 dB. After this point, the 
communication system starts to experience a noticeable effect 
on its error rate. 

As can be seen in Fig. 5, in Area I, when the jammer power 
increases, the probability of detection is decreased, and the 
probability of false alarm is increased. By decreasing ZT, we 
can increase the chance of detection; however, the probability 
of false alarm is increased as well which is not desirable.  

On the other hand, both probability of detection and false 
alarm is increasing by jammer power in the area II. In fact, in 
that area, the probability of false alarm and detection become 
equal due to the high level of the jamming signal. 

 
 

 
Fig. 5.  Probability of detection and false alarm based on SJR. 
 

VI. CONCLUSION 
In this paper, we investigate the effects of jammer on 

DSSS-CDMA system using chaotic sequences. We 
specifically study the effect jamming attack on accusation 
section of the synchronization block. We show that the 
synchronization in DSSS-CDMA system is quite vulnerable to 
the jamming attacks. In order to consider the effect of these 
jammers on synchronization block, mathematical expressions 
of the probability of detection and false alarm are developed in 
closed form. Also, we run a simulation based on Monte Carlo 
method to evaluate our mathematical expressions.  

Our result also shows how the vulnerability of 
synchronization block to jamming signals can cause tragic 
effects on the system probability of error. Our investigation 
reveals that even low power jammer (with SJR=10 dB in our 
scenario) can make the whole system collapse.  
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