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Plenary Lecture

Neurodynamic Optimization Approaches to Parallel Data Selection in the Era of Big Data

Professor Jun Wang
Department of Mechanical & Automation Engineering
The Chinese University of Hong Kong
Shatin, New Territories, Hong Kong
E-mail: jwang@mae.cuhk.edu.hk

Abstract: In the present information era, huge amount of data to be processed daily. In contrast of conventional
sequential data processing techniques, parallel data processing approaches can expedite the processes and more
efficiently deal with big data. In the last few decades, neural computation emerged as a popular area for parallel
and distributed data processing. The data processing applications of neural computation included, but not limited
to, data sorting, data selection, data mining, data fusion, and data reconciliation. In this talk, neurodynamic
approaches to parallel data processing will be introduced, reviewed, and compared. In particular, my talk will
compare several mathematical problem formulations of well-known multiple winners-take-all problem and
present several recurrent neural networks with reducing model complexity. Finally, the best one with the simplest
model complexity and maximum computational efficiency will be highlighted. Analytical and Monte Carlo
simulation results will be shown to demonstrate the computing characteristics and performance of the
continuous-time and discrete-time models. The applications to parallel sorting, rank-order filtering, and data
retrieval will be also discussed.

Brief Biography of the Speaker: Jun Wang is a Professor and the Director of the Computational Intelligence
Laboratory in the Department of Mechanical and Automation Engineering at the Chinese University of Hong Kong.
Prior to this position, he held various academic positions at Dalian University of Technology, Case Western Reserve
University, and University of North Dakota. He also held various short-term visiting positions at USAF Armstrong
Laboratory (1995), RIKEN Brain Science Institute (2001), Universite Catholique de Louvain (2001), Chinese Academy
of Sciences (2002), Huazhong University of Science and Technology (2006-2007), and Shanghai Jiao Tong University
(2008-2011) as a Changjiang Chair Professor. Since 2011, he is a National Thousand-Talent Chair Professor at
Dalian University of Technology on a part-time basis. He received a B.S. degree in electrical engineering and an
M.S. degree in systems engineering from Dalian University of Technology, Dalian, China. He received his Ph.D.
degree in systems engineering from Case Western Reserve University, Cleveland, Ohio, USA. His current research
interests include neural networks and their applications. He published over 170 journal papers, 15 book chapters,
11 edited books, and numerous conference papers in these areas. He is the Editor-in-Chief of the IEEE Transactions
on Cybernetics since 2014 and a member of the editorial board of Neural Networks since 2012. He also served as
an Associate Editor of the IEEE Transactions on Neural Networks (1999-2009), IEEE Transactions on Cybernetics
and its predecessor (2003-2013), and IEEE Transactions on Systems, Man, and Cybernetics - Part C (2002-2005), as
a member of the editorial advisory board of International Journal of Neural Systems (2006-2013), as a guest editor
of special issues of European Journal of Operational Research (1996), International Journal of Neural Systems
(2007), Neurocomputing (2008, 2014), and International Journal of Fuzzy Systems (2010, 2011). He was an
organizer of several international conferences such as the General Chair of the 13th International Conference on
Neural Information Processing (2006) and the 2008 IEEE World Congress on Computational Intelligence, and a
Program Chair of the IEEE International Conference on Systems, Man, and Cybernetics (2012). He has been an IEEE
Computational Intelligence Society Distinguished Lecturer (2010-2012, 2014-2016). In addition, he served as
President of Asia Pacific Neural Network Assembly (APNNA) in 2006 and many organizations such as IEEE Fellow
Committee (2011-2012); IEEE Computational Intelligence Society Awards Committee (2008, 2012, 2014), IEEE
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Systems, Man, and Cybernetics Society Board of Directors (2013-2015), He is an IEEE Fellow, IAPR Fellow, and a
recipient of an IEEE Transactions on Neural Networks Outstanding Paper Award and APNNA Outstanding
Achievement Award in 2011, Natural Science Awards from Shanghai Municipal Government (2009) and Ministry of

Education of China (2011), and Neural Networks Pioneer Award from IEEE Computational Intelligence Society
(2014), among others.
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Steganalysis of a pulsed plasma jet ICCD camera
Image using LabVIEW

Victor J Law and Denis P Dowling

School of Mechanical and Materials Engineering
University College Dublin, Belfield,
Dublin, Ireland
e-mail viclaw66@gmail.com

Abstract—A LabVIEW computer program is presented as a
steganographic tool to analyze and manipulate, intensified
charge-coupled device images of atmospheric pressure plasma
jet. The program deselects the red and green color planes and
only uses the blue color plane that holds the imperceptible (to the
human eye) fluid structure information beyond the visible distal-
point of the plasma plume. Low pass pixel filtering of the spatial
image followed by Fast Fourier transformation of the image into
the complex image is used to access and truncate bit depth
information. An inverse Fast Fourier Transformation is then
used to convert the complex image back in to the spatial plane
where image thresholding after applied to form a binary image of
the fluid structure beyond the visible distal-point. Both
conceptual and technical programing issues are discussed.

Keywords—Plasma; fuild structure; image; spatial-domain;
frequency-domain; thresholding

I.  INTRODUCTION

Today’s atmospheric pressure plasmas jet (APPJs)
applications range from polymer and composite surface
cleaning to medical and dental treatments. To understand and
control these plasma applications modern plasma diagnostics
embrace an array of electrical, thermal, acoustic, optical and
imaging sensors. Associated to these sensors are analytical
software tools that are designed to explore the specific signal of
the sensor. A specific aspect of interest in these APPJs is the
local turbulent flows or instabilities that are aligned with the
central gas flow and decaying heat path of the plasma jet. From
the early 2000s studies of thermal flame and plasma jets
instabilities have used Schlieren imaging [1, 2]; and more
recently high-speed Schlieren imaging [3] and direct capture by
intensified charge-coupled device (ICCD) camera followed by
manipulation of the complete spatial-domain information (red
green blue (RGB) colour planes) [4] have been employed. In
the latter case, RGB ICCD images have proved to be very
successful in identifying and codifying the linear propagation
velocities of built-like structures [5], and the non-linear
propagation of Snake-like [6] and Kink and Wrinkles structures
within a pulsed plasma jet [7, 8]. In this body of work, the
majority of the luminous spatial and temporal plasma jet
information is contained within the red and green planes while
the blue plane that relates to fluid structure beyond the visible
distal-point is imperceptible to the human eye. Accessing the
hidden information within the blue plane has been recently
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reported [7, 8]. In these two bodies of work a purpose built
National Instruments LabVIEW software program used to
deliberately deselect the red and green colour planes and only
manipulate the spatial-domain and frequency-domain
information of the blue colour plane. The deselection of the
base red and green colour planes may be considered to be the
digital steganographic (from ancient Greek for ‘covered
writing’) equivalent of the role played by the knife blade edge
within the Schlieren imaging process.

Due to the diagrammatic nature of LabVIEW programming
it is the aim of this paper to present the design concepts,
including panel and block-diagrams of the LabVIEW programs
used in [7, 8]. LabVIEW program was chosen for this
application because the basic programs have been established
in the field of high temperature plasma physics since the 1990s
[9] and with continuing software updates [10]. LabVIEW 2011
incorporating vision and motion image acquisition (IMAQ)
virtual instruments (VIs) are used in this work and are
deployed within a Windows 7 environment. Information on the
use of IMAQ VIs within a LabVIEW 7.1 for plasma spraying
can be found in reference [11]. It is noted. that similar
software, such as MATLAB or Java may be used for this
purpose. As regards to the computer used, all LabVIEW
programs are installed in a Dell Inspiron laptop computer.

Il. PLASMAJET

The plasma jet studied in this work is the kKINPen med® it
is operated with a square wave pulsed frequency of 2.5 kHz
and uses argon as the carrier gas at a flow rate of 5 standard
litres per minute. The plasma physics of the plasma jet itself is
not discussed here, but can be found in references [1 to 8].

I1l. 1ICCD CAMERA

The Andor iStar 334T ICCD camera is used to capture
images of the pulse-on period (200us) of the plasma plume. A
14 cm focal length glass lens focused the region from between
2 mm upstream to 30 mm downstream of the exit nozzle. Using
this combination the overall optical chain (between camera and
plasma-plume) is of the order of 2 m and the camera spectral
range is restricted to 300 to 850 nm by the glass lens. The
camera is triggered, via a delay generator, from the rising edge
of the photo-diode signal. Within the camera the images are
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processed using a false-colour scale from blue (low intensity)
to yellow (high intensity). For maximum visual differentiation
the gain was set to 2817 out of a maximum of 4095, where the
final digital images are formatted as a 24-bit depth (8-bit red;
8-bit green; 8-bit blue) Joint Photographic Experts Group
(JPEG) image. The colour image is formed as a 2-diamensional
array of N x N pixels, where N = 1024. The RGB image is
formed from three overlaying colour filters where the value of
each colour pixel location (x, y) has an 8-bit (0 to 256)
intensity level value of R(X, y), G(x, y) and B(x, V),
respectively. The intensity valve (Z) of each pixel forms the
frequency domain location (i.e. Zr(X, Y), Zg(X, Y) and Zg(X, y)).
The final value used depends upon the final colour and
intensity at each pixel within the spatial-domain image array.
Fig. 1 shows the orthogonal relationship of the spatial-domain
pixel array and the 8-bit depth frequency-domain for one of the
three base colours. In this figure, bit information is placed
abruptly in the depth axis, only as an example.

(0,0, 0) N pixels X

e

‘S ®
< E . . °
*g S Spatial-domain 2
° D Z.,
=2 c
o o
o q?.)— \

=

Fig. 1. Orthogonal relationship between the spatial-domain (N X N array) and
frequency-domain bit depth information.

IV. SOFTWARE DESIGN CONCEPT

The basic design of the processing and analysis of the 24-
bit JPEG image processing software follows two distinct data
flow pathways. The first pathway has six processing steps.
These are: steps 1 and 2 create and read the image; steps 3 and
4 are a user defined line intensity profile that compares the
pixel intensities along a chosen line in the N x N array of the
image. The function of this step in conjunction with step 4
(RGB colour plane separation) allows the operator to visually
evaluate (step 5) which colour plane is to be transformed into
the frequency-domain; finally step 6 is the automatic save and
archive of the line profiles data for later analysis.

This second data flow pathway begins at step 4 of the first
data flow pathway. The function of this pathway is to perform
conversion between the spatial-domain and frequency-domain
and associated low pass filtering and finally thresholding in to
the final binary image. This second pathway has six process
steps and three temporary image displays that allow the user to
make decisions while manipulating the data flow. Step 1 is a
user defined colour plane selection; step 2 is an automatic
conversion to grey scale for preconditioning for the next step 3;
Step 3 is the Fast Fourier Transform (FFT) that generates a
complex image in which high frequencies are grouped at the
centre, while low frequencies are located at the edges; step 4 is
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the low pass-filter stage truncation stage; step 5 converts the
filtered complex image back in to the spatial-domain using an
inverse FFT, and; step 6 is the local threshold algorithm that
converts the spatial image into a binary (black and white)
image [12]. Finally, the spatial image save option is proved for
historical analysis. Shown in Fig. 2 is a simple schematic of the
steps of the dual parallel data flow pathways (solid lines)
including user-interface (dotted line). The data flow moves
from top to bottom.
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Fig. 2. Schematic of data design showing initial read and dual parallel
data flow pathways (solid lines) and user decision making (dashed lines).

V. LABVIEW PROGRAMING

The LabVIEW software packages form a complete
programing language based entirely on graphical user interface.
The sub-program Vs create graphical constructs equivalent to
a while-loop, case-structures and IMAQs and other VIs). These
components are placed on a panel (block diagram) which is
ultimately hidden from the operator. The data flow through the
VIs is controlled by connecting ‘wires’ between objects,
somewhat like constructing an electrical circuit. The graphical
user interface (front panel) is created from a flexible set of
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predefined graphical displays and controls. The image read and
display IMAQ VIs are located outside of the while-loop so
when the program is operated the image opens and stays open
to allow interactive processing of the image within the while-
loop. The two data flow pathways are placed within the while-
loop. Fig. 3 depicts the complete LabVIEW block diagram.
Note it is rotated through 90 degrees and enlarged over 1
column for clarity. The data flow therefore reads from the
bottom of the page to the top of the page.
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Fig. 3. LabVIEW block diagram.

A. Data flow path 1

This section details the construction of data flow pathway 1
within the while-loop, and reference to VIs outside the while-
loop. The pathway starts with an IMAQ RGB colour extraction
plane VI that has three supporting image displays, each being
referenced to their respectively RGB VIs outside the while-
loop to maintain the viewing of the original image. For the
creation of a user defined line profiles a case-structure (true)
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containing three line graph IMAQ VIs are used with reference
via an event invoke node to a draw command outside the
while-loop. Finally three invoke nodes within a separate case-
structure (true) is used to automatically save the digital line
profile information on closing of the program.

B. Data flow path 2

This section details the construction of the data flow
pathway 2 within the while-loop and the single reference VI
outside the while-loop. The pathway starts by sampling the
information generated at the colour extraction VI in pathway 1.
From here, a case structure containing the red, green and blue
planes is used to select the base colour. The user control dialog
box is set to default on blue plane.

The next processing sequence requires spatial-domain gray
scale and boarder size control and pixel averaging to clean the
noise within the base colour image. This IMAQ VI is not held
in the vision VI library, but rather in an external library.
Therefore Vision Assistant software is used to both gray scale
and perform the pixel average process prior to the conversion
into the temporary complex image for frequency filtering,
truncation and conversion back into the spatial domain using
an inverse FFT sequence. Once this code section was
completed the code was inserted into pathway 2, from where
the IMAQ Niblack threshold VI is used to make the final
binary image.

VI. DISCUSSION

This section presents examples of the software in use.
Example ‘A’ shows the original plasma jet image. Example ‘B’
shows the colour extraction and cross- sectional line profile of
the plasma plume. Finally, ‘C’ shows pixel averaging and
binary image of the frequency-domain truncation.

A. Origanl plasma jet image

The original ICCD camera image (JEPEG 24 bit depth) of
the plasma jet is shown in Fig. 4. In this image a user yellow
cursor (X, y coordinates: 840, 0 to 840, 1025) bisects the
plasma plume at 90 degrees. The line thus defines the cross-
sectional intensity profile in each base colour plane.

Fig. 4. Original jet image with cursor line.
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Consider now that the colour changes along the cursor line:
starting from the plume intersection region to the outer region
blue regions. Here we note white-yellow represent the hottest
part of the plasma jet which rapidly cools through red and
green, then through a faint light-blue halo and beyond into
imperceptible changes (to the human eye) in the blue
background.

B. Color extraction and cross-sectional line profile

In this section three base colour planes (red green and
blue) of the original JPEG image are separated and displayed
along with the cross-sectional profiles of the plasma plume
according to the yellow cursor line setting that was established
in section V. A. Fig. 5 shows all three colour planes, alongside
each profile is the cross-sectional line profile. The horizontal
axis is in units of pixels of the spatial-domain and the vertical
axis is calibrated in pixels: 0 to 256 pixels, or 8-bits, and
represents the single colour plane image bit depth information.

Inspection of the red colour plane and its associated plume
cross-sectional intensity profile reveals that the plasma plume
information is concentrated within 50 pixels along the line of
the central gas flow axis and around jet nozzle at bit depth
value almost at 256 pixel level.

The green colour plane reveal a similar spatial and bit
depth information, but with the addition of halo around the
central gas flow axis.
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Elue & bit depth plane

Intensity

1 | | | 1
200 400 600 800 1000
Distance (pixel)

Fig. 5.

In contrast to the red and green plane the blue plane
contains little pixel information in the region of the central
plasma plume and jet nozzle. However, graded pixel line

LabVIEW front panel of color plane extraction and their line profiles.
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information up to 512 pixels either side of the plasma plume is
revealed. This graded line information occurs in the 150 to
200 pixel depth the range and contains packets of noise along
the two graded lines. That is the imperceptible information, is
revealed to the human eye. Note the characteristic pear-shape
information is due to the hot jet nozzle.

C. Pixel averaging, truncation and bianry image

We now consider the spatial-domain low pass average pixel
filtering. The filter works by calculating the inter-pixel
variation between the pixel under consideration and its
neighbouring pixels. For a single pixel this means that 8
neighbouring pixels are compared. When the pixel under
consideration has a variation greater than the user defined
percentage (here we use 50%) it is set to the average value of
neighbouring pixels. Fig. 6 schematically illustrates this
process within a 10 x 10 pixel frame.

Pixel
under consideration

Averaging
window

~
Pixel frame

Fig. 6. Spatial-domain pixel average process.

For comparative purposes, Fig. 7 compares the raw pixel
line information with averaged line information along the
cursor cross-sectional line as defined in Fig. 4 and Fig. 5.
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Fig. 7. Raw and averaged pixel data along cursor cross-sectional line.

It can be seen that the line noise in the raw data has been
processed into a new line profile that yields a smoothed line
containing a repeating periodic profile either side of the
central plasma plume; where the bandwidth of the plume and
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repeating structure is of the order of 40 pixels. Additionally
the depth of the periodicity is of the order of 10 pixels. This
process is repeated of each pixel in the spatial-domain that
starts at the initial X, y pixel coordinates of (0, 0) to yield an
image that is ready for truncation (section V. D).

D. Trucation and bianry image

Fig. 8A shows the spatial-domain image of the low pass
averaging filtering processes. The image reveals three groups
of light gray colour striations against a more uniform and
darker gray background: two groups either side of the plasma
plume and one group to the front of the plume.

1cm

Fig. 8ab. LabVIEW front panel of the spatial averaged filtered image (a) and
biany image (b). Scale markers = 1 cm.

An inspection of the parallel striations reveals the same
periodic nature as observed and measured in fig 7. Note, also
the parallel and frontal striations have similar 40 pixel
periodicities. Using the same coordinates as in fig. 4 and fig.
5, A cursor cross-sectional profile of these striations reveals
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the periodic nature of these striations with only a fine trace of
the central plasma plume (40 pixels wide at its broadest).
Typically, the parallel and frontal striations have a peak
separation of the orders of 65 pixels with a pixel depth of 10
pixels.

A FFT is then applied to the image in Fig 8a to convert the
spatial information into the frequency-domain. To smooth the
noise a low-pass truncation process is used to remove any
remaining high frequency component above a user defined
cut-off point. An inverse FFT of the truncated information
regains the spatial-domain image.

Fig 8.b shows the results of the local Nibalck thresholding
segmentation algorithm when applied to Fig 8a. The operation
produces a binary image where the background pixels are set
to I = 0 (black) while setting the fluid structure pixel value to |
= 1 (white). The result of this process produces a black-and-
white binary image that represents the fluid structure within
the original blue image.

In fig.8b the three sets of repeating striations (ripples) is
again observed to radiate from plasma plume: one set from
along the axis of the plasma plume and two sets extending
from the point of plume in the direction of effluent flow. The 1
cm scale markers show that these ripples extend up to 4 cm
from the nozzle with a local asymmetric complex structure
between these ripples structures. This disturbance occurs at
around 0.5 cm from the plume distal point. An important
feature of notes here is that this break in the ripple continuity
is revealed in this thresholding step and not and therefore
hidden in the pixel averaging step. Lastly all the ripples, apart
from the local disturbance, appear to have a periodic structure
(between each white peak) typically of 1 to 2 mm.

VII. CONCULSIONS

In this work, LabVIEW 2011 based software is used as a
mean of steganalysis of ICCD camera image of the pulsed-on
period (200us) of the kINPen med® atmospheric plasma jet.
To reveal the hidden pixel information within beyond the
visible plasma plume distal-point, RGB colour plane separation
have been performed with the intention to investigate and
reveal the imperceptible changes (to the human eye) in the blue
colour plane.

The use of spatial-domain pixel averaging and frequency-
domain pixel filtering has revealed hidden pixel information 2
to 3 cm beyond the visible distal-point of the plasma plume i.e.
in the cool temperature reigns of the plasma effluent. This far-
field fluid structure information may be used to support
Schlieren imaging [1-3] investigations, and, or, in the
understanding of what has been termed ‘spillover’ [13] and
other surface interactions effects when plasma treating
thermally sensitive polymers and their biomaterial counter
parts. An important point that must be made here this the
software is post treatment of ICCD and thus can be performed
at any time on historical plasma images and thus extends
experiments that did not have the availability of expensive
Schlieren image equipment at that original time.
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Flexibility in the colour plane choice (red, green or blue),

not only allows both thermal and non-thermal plasma jets to be
analysed, but also may extend the software use to other fields
of image analysis.
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Abstract—Text classification is an important technology to
help industry handle millions of words of customer communica-
tions. We discuss a less well-known application of text technology,
specifically authorship attribution and profiling. By examining not
the content but the style of these communications, computers can
learn not only what people are writing about, but things about the
people writing as well, such as their identity, demographics, and
even psychometrics. We provide several applications to illustrate
the value of this important emerging technology.

I. INTRODUCTION

Sometimes knowing who wrote a document is as important
as knowing what was written. Sometimes you need to know
who your critics are, even when they hide behind anonymous
sounding names on Internet forums. Sometimes you need to
know who actually sent a letter, a piece of email, or a text
message. While the idea of using computers to analyze the
contents of a document is well known, the idea of using one
to analyze the author is perhaps less well-understood. In this
paper, we provide examples both of how this kind of analysis
can be done, and more importantly, of why this capacity is
important.

II. BACKGROUND

A. Text Categorization

More text information is available now than ever before
in history, and no human can possibly read it all. At the
same time, through channels like Internet forums and product
commentary, customers have more ability to influence each
other than ever before, and suppliers need to be able to read
the same documents. But if not humans, then...computers?
By reading documents at the speed of electronics, emerging
technologies make it possible to keep up with the flood of
text.

Two key examples of this technology are topic modeling
and sentiment analysis. Topic modeling [1] infers “the main
themes that pervade a large and otherwise unstructured col-
lection of documents,” in order to “organize the collection
according to the discovered themes.” Sentiment analysis [2]
categorizes documents by the emotions and/or opinions ex-
pressed in it, usually based on a positive/negative “polarity,”
describing whether the author likes/approves of the topic. For
example, “awesome” is generally a positive term, as is (less
obviously)“zest.” “Abdicate” is generally negative. Using these
technologies together, a computer can analyze thousands or
millions of comments about a product and tell the company
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both what aspects of the product people are discussing as well
as how they feel about the various aspects.

What this technology will not tell you is who is writing
these comments. At one level, this is simply useful marketing
information; if everyone who likes your product are college-
age females, this suggests both new markets that might be
opened as well as efficient channels to build the existing
market. More subtly, it’s hard to tell how many actual people
are behind the comments and whether the criticisms are a
genuine issue or simply one hard-to-satisfy customer with too
much free time. Indeed, review spam [3], [4] where praise
and criticisms are written and published on a commercial
scale, is a problem of increasing urgency. Another application
of text categorization, stylometry (also called stylometrics)
provides a potential solution to these problems. By examining
the individual style of the individual writers, the computer can
tell you not only about the contents of the documents, but also
things about the person who wrote it.

B. Theory of Stylometry

So how does this work? The basic theory of traditional
stylistics is fairly simple. As McMenamin describes it,

At any given moment, a writer picks and chooses
just those elements of language that will best com-
municate what he/she wants to say. The writer’s
“choice” of available alternate forms is often de-
termined by external conditions and then becomes
the unconscious result of habitually using one form
instead of another. Individuality in writing style re-
sults from a given writer’s own unique set of habitual
linguistic choices.[5]

Coulthard’s description is similar:

The underlying linguistic theory is that all
speaker/writers of a given language have their own
personal form of that language, technically labeled
an idiolect. A speaker/writers idiolect will manifest
itself in distinctive and cumulatively unique rule-
governed choices for encoding meaning linguisti-
cally in the written and spoken communications they
produce. For example, in the case of vocabulary,
every speaker/writer has a very large learned and
stored set of words built up over many years. Such
sets may differ slightly or considerably from the
word sets that all other speaker/writers have similarly
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built up, in terms both of stored individual items
in their passive vocabulary and, more importantly,
in terms of their preferences for selecting and then
combining these individual items in the production
of texts. [6]

A non-obvious but key application is to the legal sys-
tem. For example, a famous dispute over the ownership of
a significant part of Facebook (Ceglia v. Zuckerberg and
Facebook) depended in part upon a set of disputed writ-
ings. These writings were email, allegedly written by Mark
Zuckerberg, that purported to show that Paul Ceglia owned
half of Facebook. Of course, if these writings were not by
Zuckerberg, they showed nothing of the sort. McMenamin’s
report analyzed eleven different and distinct “features” of the
writing in both the known (undisputed) email and the disputed
email. One feature, for example, hinged on the spelling of
the word cannot, and in particular whether it was written as
one word (cannot) or as two (can not). Another feature was
the use of the single word “sorry” as a sentence opener (as
opposed, for example, to “I’m sorry”). [5] submitted a report
that showed that the writing style of a set of undisputed email
(that Zuckerberg acknowledged having written) differed in a
number of important ways from the disputed writings, and
concluded that “[i]t is probable that Mr. Zuckerberg is not
the author of the QUESTIONED writings.” (Capitalization in
original.)

Similarly, [6] describes a (redacted) case of authorship of
a disputed email leaked from a company under questionable
circumstances. Coulthard similarly discussed (among other
features) the use of the specific phrase “disgruntled employ-
ees.”” [7] describes a case of potential murder, where the
authorship of a set of SMS (text) messages found on a cell
phone constituted a key element in establishing both the time
of death (when the writing style of these messages shifted
radically) and showed strong indications of an attempt to cover
up the murder via arson. By examining features including
variant spellings such as “wiv” for “with” and “wud” for
“would,” he was able to show key differences between the
writing of the messages and the typical writing of the phone’s
owner. He was also able to show key similarities between
the writings of the (alleged) murderer/arsonist and one of the
suspects in the case.

In other examples, [8] describes a case in immigration
court, where an applicant for political asylum was able to lay
claim to a number of anonymous newspaper columns critical
of his home government, and therefore establish a reasonable
fear of persecution upon return to his homeland. [9] describes
another murder case, one where the crime scene included a
suicide note typed on a shared computer, but stylistic analysis
was able not only to show that it had not been written by the
decedent, but also to identify someone else as the killer.

Computer-based stylometry applies the same general the-
ory, but with a few major differences. The basic assumption
that people make individual choices about language still holds,
but instead of ad hoc features selected by examination of the
specific documents, the analysts use more general feature sets
that apply across the spectrum of problems. One common
feature set is the frequency of common words such as articles
and prepositions [10], [11], [12]. Because these words tend
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both to be common and also not to carry strong semantic as-
sociations, their frequencies tend to be stable across documents
and genres, but these frequencies can also be shown to vary
strongly across individuals. Another commonly used feature
set is the frequency of common groups of consecutive words
(word n-grams) or consecutive characters (character n-grams)
[13], [14], [15]. Using these feature sets or others [16], the
features present in a document are automatically identified,
gathered into collections of feature representations (such as
vector spaces), and then classified using ordinary machine
learning algorithms [17], [18], [19] to establish the most likely
author.

A particularly good example is Binongo’s study of the Oz
books [11]. The backstory is fairly simple: the series was
started with L. Frank Baum’s publication of The Wonderful
Wizard of Oz and continued until his death in 1919. After
his death, the publishers asked Ruth Plumly Thompson to
finish “notes and a fragmentary draft” of what would become
The Royal Book of Oz, the 15th in the series, and then
Thompson herself continued the series until 1939, writing
nearly twenty more books. The underlying question is the
degree to which this “fragmentary draft” influenced Thomp-
son’s writing; indeed, scholars have no evidence that the draft
ever existed. Binongo collected frequency statistics on the fifty
most frequent function words across the undisputed samples
and analyzed them using principal component analysis (PCA).
Reducing these fifty variables down to their first two principal
components produced an easily graphable distribution that
showed clear visual separation between the two authors. When
the Royal Book was plotted on the same scale, it was shown
clearly to lie on Thompson’s side of the graph, confirming that
“from a statistical standpoint, [the Royal Book] is more likely
to have been written in Thompson’s hand.”

III. APPLICATIONS
A. Attribution

In 1996, the novel Primary Colors was published. A
roman-a-cléf purporting to describe Clinton’s 1992 presidential
campaign, it provided an insightful view into late 20th century
American politics. Or did it? If the anonymous author actually
had inside knowledge, that was one thing. On the other hand,
if it was just a potboiler by an ordinary novelist, it may
no more accurately have reflected reality than a Spider-man
comic book describes life in contemporary New York City.
As part of the discussion surrounding this book, linguist Don
Foster [20] showed that the writing was very similar to that
of columnist Joe Klein, who later acknowledged authorship.
Another recent high-profile example [21], [22] is that of the
author of A Cuckoo’s Calling, by Robert Galbraith. Although
Galbraith was a first-time author, numerous critics noted that
the authorial voice was unusually polished and confident.
Formal analyses of writing style, performed at the behest of the
Sunday Times, later identified [23] J.K. Rowling, author of the
Harry Potter books, as the actual author. Literature scholars
have been interested in questions of authorship for centuries,
as typified by the discussions of authorship of Biblical book
of Acts [24], traditionally ascribed to the author of the book
of Luke, and of the authorship of the /lliad and the Odyssey,
still an open question [25]. However, identifying the author of
a document can be of interest to other parties as well.
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Another common application is journalism. As with the
Rowling case [21], many questions arise from a matter of
public interest, driven by journalists. Another recent example
is Newsweek’s analysis of the Bitcoin design documents, offi-
cially written by a person named “Satoshi Nakamoto” (which
may have been a pseudonym), and attributed by Newsweek
to a retired engineer named Dorian Nakamoto. Stylometric
analysis of these documents [26] against an appropriate set
of known documents showed “that Dorian Nakamoto was not
found to be a plausible candidate author, and in fact, one of
the distractor authors (Neal J. King) was found to be a better
match to Satoshi Nakamoto than any other distractor or than
Dorian.” [27]

B. Profiling

A related problem is that of authorship profiling [28], the
study of other authorial characteristics such as gender, age,
education level, native language, personality and so forth. [29],
[301, [31], [32], [33], [34], [35], [36], [37], [38], [39] Profiling
is in some ways a more important problem than attribution.
Profiling can be and is used [28] on a larger scale to infer
group properties of a large number of people.

Profiling is done in the same way as attribution, but instead
of offering training documents labeled by author, the system
is provided with documents representing specific groups, such
as essays written by college graduates and by non-college
graduates, or by speakers of UK and US English. The same
feature selection and classification techniques will infer the
appropriate markers for group membership and classify novel
documents accordingly. (To illustrate, an obvious feature for
distinguishing UK vs. US dialects would be vocabulary, and

99 e

specifically items like “lorry,” “ironmonger,” and “tarmac.”)

Authorship profiling has obvious commercial potential
(what can I learn about the people who post negative reviews
of my product?) but is also of significant interest to other
fields, such as law enforcement. Among other applications,
it forms one of the technologies underlying DARPA’s Active
Authentication project [40], [15], [41], based on the theory that
if I write (or more generally, interact with the computer) like
an introvert, but the person actually at the keyboard behaves as
an extrovert, then that person is probably not me. In the event
of an actual security incident, learning about the intruder can
provide a useful start for investigation and response. Other
applications may include telemedicine, for example, allowing
the nonintrusive identification and assessment of risk factors
such as bipolar disorder [42], low self-esteem [43], depression
[44] or suicidality [45].

The methodological basis of these analyses are very similar
to the authorial analysis, and the same software can be used for
both applications [32], [46]. Indeed, in many cases [15] very
similar feature spaces and classification methods are among
the best-performing; the only difference is in the labeling of
the training corpus. There are several proofs-of-concept in this
space [32], [47], [38], [43], [42], illustrating that it is quite
practical to do this kind of profiling for a number of different
attributes, including both normal [48], [29], [47], [38], [43]
and pathological [44], [45], [42] psychological traits as well as
ordinary demographic information [32], and even handedness
[15]. This technology has even been used to infer deceptive
intentions [49], [50], [51].
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IV. THREE NOVEL APPLICATIONS
A. Case 1: Identifying commercial sock puppets

We have identified in the previous paragraphs all of the
necessary ingredients to begin addressing a key problem of the
modern commercial world, that of commercial deceptive social
media. Deceptive customer reviews—whether paid-for-positive
reviews by shills, or damning reviews placed by agents of the
competition—are becoming a major issue in e-commerce and a
major problem for businesses whose primary product is review
aggregation. Deceptive review spam is used as a marketing tool
by corporations [3], [52], political pressure groups [53], and
even national governments [4], but can also simply be the acts
of a single active person with an axe to grind.

As discussed in the previous section, this deceptive inten-
tion can be detected, as can posts by the same author using
multiple identifiers and user names. This provides a relatively
simple way to allow an analyst to disregard multiple postings
or deceptive postings. In fact, it would even be straightforward
for an aggregator such as Yelp to eliminate these from con-
sideration in offering “average” customer ratings, or for law
enforcement such as the Federal Trade Commission to initiate
proceedings as appropriate. By identifying overrepresented (or
outright deceptive) comments, this enables the merchant to
develop a more representative picture of the customer base
and take actions grounded in a better and more realistic
understanding of the true situation.

B. Case 2: Identity as a behavioral biometric

Passwords are generally considered to provide weak se-
curity. [40] They can be forgotten, guessed, or stolen. More
subtly, passwords only provide momentary security up-front, at
login time. When the user gets up to get coffee, the computer
retains the user’s credentials and will continue to provide
access to anyone who sits down at the keyboard. Chaski [9]
provides an example of a legal dispute hinging on who actually
sent inappropriate email from a (shared) corporate computer,
but a more common problem might involve insider threats,
where someone uses someone else’s leftover credentials to
access beyond his/her authorization.

In 2012, DARPA [40] proposed to develop “Active Authen-
tication,” an alternative approach to computer security where
users are continuously and actively reassessed on an ongoing
basis to determine whether or not they are still authorized to
use the computer. In the event that a user does something that
causes the system to question their identity, a security alert
can be raised (and appropriate action taken).

One of the technologies assessed for this project is author-
ship attribution and profiling as a form of linguistic biometric
[15], [41]. In simple terms, if the person writing email is not
writing the way the authorized user would write, then the
person writing may not be the authorized user. Similarly, if a
person is drafting a document in the wrong writing style, there
may be an issue. Even profiling can be applied to this issue —
if the person writing the document writes like a member of the
wrong group, a group to which the authorized user does not
belong (and which the person normally does not write like),
there may again be an issue.



Mathematics and Computers in Sciences and Industry

Juola et al. [15] have shown this to be feasible. This
group collected information about writing style from a group
of 80 participants in a simulated work environment. Each
person, over a one-week period, was asked to do a long-term
blogging task intermixed with smaller, more explicitly-defined
writing tasks of a few hours each. Using ordinary stylometric
technology, they were able to identify specific participants by
their writing style with roughly 60% accuracy based on as few
as 500 characters, and to identify personality categories such
as introversion/extraversion with approximately 80% accuracy.
(By contrast, the chance baseline for identifying specific
people is approximately 1%, one in 80, and for identifying
personality traits approximately 50%.)

C. Case 3: Psychometrically-informed advertising and cus-
tomer relations

The idea of using authorship profiling to identify demo-
graphic information about actual and potential customers has
been discussed in a previous section, and using this technology
to infer demographics is well-understood [54], [28]. However,
demographics is only half the story, and as the active au-
thentication project has shown, it’s possible to infer mental
and social traits as well as demographic ones. This makes it
both possible and practical to narrowcast messages to specific
people based on previous text interactions with them.

The idea of targeting advertisements (or other corporate
communications) to a specific person is of course not new;
that’s one of the fundamental premises behind cookie-based
marketing. However, author profiling technology creates new
opportunities for analysis, with a new channel providing clas-
sification information without needing to gather data from
external sources. One specific application for this is in “inside
sales,” where communications with existing clients can be
(re)analyzed to determine both the best approach for main-
taining and extending the relationship. This can help, for
example, by allowing better matching of successful sales rep-
resentatives to customers, based on the types of customers and
the types of representatives. This assures that customers have
representatives that will be able to connect well with them,
understand their needs, and create a closer, more beneficial
association. This could be done on the basis of demographic
and personality data as described in the previous section, or
even on the basis of ad-hoc categories for each representative,
representing empirically what each representative’s strengths
and weaknesses are.

V. CONCLUSIONS

Text analysis is well understood as a key business tech-
nology; it lets companies deal with large sets of documents
easily and efficiently. Authorship analysis is not as well known
or understood, but provides another key capacity, the ability
to deal with large sets of clients and customers easily and
efficiently. In this paper, we have described the basics of this
technology and outlined several specific, practical applications
that can have a major effect on industry.
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Abstract—This paper concerns the development of the
detection of faults the sensors of an induction machine by
estimation methods for systems modeled in the form of state
representation. The sensors monitors in our case are those of
speed.

To achieve our objective, many of the techniques of
artificial intelligence have been used to fault sensors detection
of rotating machinery, where several selection techniques have
been explored during the construction of the detection process.

We develop and combine the model reference adaptive
system (MRAS) method with fuzzy logic approach to achieve
our objectives. This type of estimation is applied to the
supervision of the speed sensor in the system; this is done in
order to give more robustness of the overall process, the second
one is to study and develop an intelligent adaptation method
based on the fuzzy logic algorithms, keeping the same
performances. The new presented approach improves the
performances of our system compared to the usual methods.

Finally, the validity of the proposed scheme is demonstrated
by a series of computer simulations and the obtained results
show that the designed system can achieve satisfactory
performances.

Keywords — Induction machine, model reference adaptive
system MRAS, fuzzy detection, fault of sensors

INTRODUCTION

Many industrial applications require fault tolerance and
continuity of service. [1] This is due to the growing need to
improve the availability of systems. Therefore, strategies are
defined in the early stages of design, to facilitate fault detection,
localization and reconfiguration of the order. For this, several
recent works [2, 3] deal with fault tolerant control of electric
drives.

In this article, we focus our study on the induction machine
(IM), conventionally designed for constant speed applications,
has become, Due to its simple, robustness structure and the
evolution of electronics power and control of the control vector
machine most commonly used for variable speed drives. This
machine has the advantage of being more robust and less
expensive, with equal power, as other machines. However, it
has drawn backs. This allowed the opening of various lines of
research on its control and power [4, 5, 6].
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We introduced in this work, an approach widely used for the
detection and isolation of faults based on the method of
estimator [7, 8], the main components of a tolerant control
strategy to defects (CTD) sensor. It is divided into three stages:
detection, isolation and reconfiguration.

A novel estimator schemes based on fuzzy logic algorithm
for the speed estimation where derived using Lyapunov's
stability theorem [6,9,10]. Several strategies have been
proposed for the estimation in the vectorial induction motor
drives [6,9,11]. Among these techniques, model reference
adaptive systems (MRAS) schemes are the most common
strategies employed due to their relative simplicity and low
computational effort [9,11].

Can be seen, the majority of estimation schemes described
in the literature for MRAS observer employ a Pl controller to
generate the desired value. However, due to the continuous
variation in the machine parameters and the operating
conditions, in addition to the nonlinearities present in the
inverter, the Pl controllers may not be able to provide the
required performance. Not much attention has been devoted to
study other types of estimation scheme [9,11,12].

In this article, the performances of the diagnostic of sensors,
the detection of faults and the fuzzy estimation of speed for the
induction machine are analyzed by digital simulation. To
achieve our objective, this paper is organized as follows.
Section | presents the control of the asynchronous machine; the
rest of the paper is organized as follows. Sections 2 and 3
present the control of the IM and the MRAS algorithm using to
estimate the speed. Section 4 depicts fuzzy logic algorithm for
the estimation. Section 5 provides and discusses the simulation
results and Section 6 sketches some conclusions.

I1. CONTROL OF ASYNCHRONOUS MACHINES
A. Control Scheme of an Asynchronous Machine

Fig.1 shows a simplified block diagram illustrating the
essential of our control system. This system consists of a dc
power source, a dc link filter, a voltage source inverter, an
induction motor, and same circuit of control system. The dc
power source converts the constant-frequency ac power to dc
power by a three-phase, full wave diode bridge rectifier; the dc
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voltage is smothered by a smoothing capacitor dc link filter and
then applied to a three-phase bridge inverter witch converts dc
power to variable voltage variable frequency ac power supply to
the motor. The two control parameters required are frequency
and voltage, the frequency command also generates the voltage
command through a volts/hertz ratio.

+

DC/AC

DC Convert

Powe
r

A 4

Control system Sensor speed

Fig.1: Block diagram of control system

B. INDUCTION MACHINE MODEL

The considered system is an induction machine with a
squirrel cage of three phases. The state representation of the
mathematical model of this machine can be represented
according to usual d-g axes, as follows [6,9,10,11,14]

dids . . Lm
——=1/(c*Ls)|-Rsm*ids + ws*o*Ls*igs + *gdr
o e ){ e T w}
digs . . Lm
——=1/(c*Ls)|-Rsm*igs-as*c*Ls*ids - *aqr
(@ ){ a “ (Lr*Tr) m}

dgdr _ Lm . 1

_:_*d - * _ *

g ds-— gdr + (eos — or )* gqr M
d¢qr:Lm

* _i* _ _ *
i igs - dar (@5 — oor )* gdr

*
Cem =P_I_ﬂ(iqs*¢dr-¢qr*ids)
r

Tr

:i(Cem-Cr-Kf*Qr)

dad Tr

C. Indirect Field-Oriented Control of an Induction Machine

This technique consists in assimilating the behaviour of
asynchronous machine to the DC machine; this is for
applications  requiring raised dynamic  performances
[5,11,12,13].

The aim of such a control technique of the torque and a
choice of the (d,q) reference, in order to obtain a decoupling
between the torque and the field. From equation system (1);
the torque control is made on the components of current iq and
is. The electromagnetic torque depends only on component ig.
It is a maximum for a given current if we impose is=0.
Consequently the obtained torque is then proportional to the
current of machine power supply as in case of separately
excited DC machine. The model given by the equations (1) is
expressed as follows:
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It is noted that rotor flux depends only on the satatoric
current is and iq, that the electromagnetic couple depends only
on the quadratic current iq.

I11. The Structure of Model Reference Adaptive System
MRAS

The aim of this technique of control is to replace the speed
sensor by a speed estimator. Into our study, we introduced a
speed estimator of type MRAS (Model Reference Adaptive
System). The latest replace the mechanical sensor without
changing the dynamics of our machine.

The principle of the method MRAS speed estimation rests
on the comparison of the sizes obtained in two different ways.
One model of such a method is the voltage one (or stator
equation) and the other is current model (or rotor equation);
because the voltage method doesn't include rotor speed then it
does not depend explicitly of speed (model of reference) and the
other includes rotor speed (adjustable adaptive model). Fig.2
illustrates the derived MRAS scheme for speed adaptation.

v,
Lb,c) —\ (@B)s
| —» apc : —> Reference D,
s(ab,c) ) It rs > Model [~~~~~- )
-

Concordia
Transformation

1

' 2

1= Mechanism T

1 —_— _> =

- ‘:[ e =Im(®r * Pgq) West
J

Fig.2: Structure of MRAS estimation of speed.
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A. Reference Model

One uses the equations of the currents (2) of the IM, the
current expressed in the reference fixed to the stator. The two
equations of the model of reference become:
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B. Adjustable Model

To establish the adaptive model, we expressed the current
in the reference fixed to the stator, the fluxes expressed with the
rotor sizes in a reference af are:

di"t‘ad_-—qﬁ d+ Lsr*las P* Qest * ¢ffad
dgfad _ Lsr “)

= -—goad + —*ifs - P*Qest* goad
o ¢ o VBs- ¢

C. Adaptation Mechanism

The entry of an adaptive mechanism is activated by the error
between the reference field and adaptive field. By carrying out
the difference between the reference model and the adjustable
model, we obtain the following system of equations which
govern the adaptive mechanism.

dea 1 »

dt [_| Lr ~ goad

dp|”| 11 +(o a)ad)bﬁad} (5)
dt Lr

The adaptation law chosen to ensure the convergence of
wad towards o is:

wad =Tp*de+Tif de*dx ©6)

The adaptive mechanism has an integral proportional form:

a)est:}/F,*(Tp*e+Tije*dt) @)

Where Tp and Ti are positive gain.
IV. THE FUZZY LOGIC ADAPTATION

A) Control by Fuzzy Logic

Fuzzy logic technique makes it possible to control
nonlinear systems and complicated models [10,11,12]. In fact,
the calculation of the parameters of the system is not necessary
to carry out this control [10,11,12].

On opposite of the adaptation of the traditional techniques;
the fuzzy logic does not treat a mathematical relations well
defined, but uses inferences with a several rules, being based on
variables linguistic.
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These inferences are treated by operators suitable for fuzzy
logic [10,11,12]. Fig.3, shows the structure of a fuzzy regulator
with two input (X1 and X2) and one output (Xr).

So, we can note that the calculation of the control is carried
out starting from three fundamental stages: an interface of
fuzzification; a mechanism of inference (rules); and an interface
of defuzzification.

_.{ FuzzY contROL “f<._
X _[ FUZZIFICATION ]*[ RULES ],[ DEFUZZIFICATION ]->
X2

Fig. 3: Functional diagram of the fuzzy control

1. THE FUZZIFICATION

The entries and exits are defined of the fuzzy are defined by
membership functions with 7, 5 or 3 sets. The various sets are
characterized by standard designations [9,11,12]:

Negative Big NB, Negative Medium NM, and Negative
Small NS, Zero Z, Positive Small PS, Positive Medium PM,
Positive Big PB.

2. INFERENCE MECHANISM

It is well know that the realizations of the matrix of the rules
are deduced by experiment, the experiment of the human
operators and rests on the analysis of the system.

This analysis must take into an account the trajectory which
one wants to give to the system [9,11,12].

3. THE DEFUZZIFICATION

By this stage; the return to the sets of real exit will be made.
It is a question of calculating, from the degrees of membership
of all the sets variable of output, the coordinate which
corresponds with the value of this exit. Various methods are
used [9,11,12].

A. The Fuzzy Logic Adaptation Mechanism Principle
A fuzzy logic controller as shown in (Fig.4) will replace the

structure of the proposed PI controller used in the adaptation
mechanism.

Fig.4: Synoptic diagram of a fuzzy adaptation
In our work, we adopted seven sets for the two variables of
input (En and dEn), and a same number of sets for the variable
of output dUn. The rules of the controller can be presented in a

Xr
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matrix with seven sets known as matrix of inference shown in
table (1):

Table.1: The Fuzzy Rules (a regulator with 5 sets).

du, En
NG | NP | EZ | PP | PG
NG | NG [ NG | NP [ NP | EZ
NP | NG | NP [ NP | EZ | PP
dE, EZ | NP | NP | EZ | PP | PP
PP | NP | EZ | PP | PP | PG
PG| EZ | PP | PP | PG | PG

In this article, the memberships function are chosen as the
triangular type and trapezoidal, and the method of reasoning is
considered as the max-min method, the defuzzification stage is
done based on the gravity centre method, as it is frequently
quoted in the literature and because they requiring less time
computing will be also adopted in our work [10,11,12].

A. The Basic Rules of the Fuzzy Controller

The first step in the design of fuzzy controller is to generate
fuzzy rules based on the knowledge of the expert. According to
the expert, three situations can be distinguished for the constant
time estimation, above, around and below the reference desired.

In our control, in order to determine the rules table that
generates a command that will be presented later Based on Fig 5

E’E_:—:'.-;.—'f T

e
——
Oy

Fy . -
P P
L

L -
times

Fig.5: Temporal analysis of the rules of the regulator.

V. THE MECHANISM OF THE DETECTION ON THE
SPEED SENSOR

To diagnose the speed sensor, a MRAS estimator is used as an
observer. Then, an algorithm for selecting is used to enable the
detection of defects and perform the selection between the
measured signals and the estimated signals (& to predetermine
by the user).
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Sensor speed

Estimate speed

Relative error Good sensor

Defying sensor

Fig.6: Synoptic diagram of the mechanism of the detection on
the speed sensor

VI. SIMULATION RESULTS

To diagnose the speed sensor, a MRAS estimator is used as
an observer. Then, an algorithm for selecting is used to enable
the detection of defects and perform the selection between the
measured signals and the estimated signals.

So, to validate the performances of the MRAS, the proposed
simulation of the dynamic behaviour of the machine has been
done using the MATLAB/SIMULINK and that for the
following conditions.

With, the value of the torque is fixed to zero and the field is
fixed to 1Whb. To highlight the influence of speed variations and
uncertainties, particularly those of the control process, we gave
reference speed of 100 rad/s. Fig.7

Afterwards, constant field and a reference speed Qref = 100
rad/s, the field rotor field is fixed to 1Whb, the initial values of
the torque assumed by the machine is zero, and between 1s and
2.5s, one will apply a nominal torque load (10 N.m). Fig.8

Finally, we will use our estimator to diagnose faults sensor
for speed exceeds the rated speed to a value of the torque is
fixed to zero, the field is fixed to 1Whb and the initial values of
the speed assumed by the machine is zero, and between 1s and
2.5s, we will apply variations. Fig.9

120
100
80 / ——Wsen
—— West
»
=l
S 60
; /
@
o 40
o
"
20
0]
-20
0] 0.5 1 1.5 2 2.5 3
time(S)

Fig.7: Estimation of speed in without defect estimated speed
(West) and speed with sensor (Ws,). With the torque is fixed to
zero and the field is fixed to 1Whb and the speed fixed to 100
rad/s
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Fig.8: Estimation of speed in without defect, estimated
speed (West) and speed with sensor (Wsen). With the

torque is fixed to 10 N.m and the field is fixed to 1Wb
and the speed fixed to 100 rad/s
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Fig.9: Estimation of speed with defect, estimated speed
(West) and speed with sensor (Wsen). With the torque is
fixed to 10 N.m and the field is fixed to 1Wb and the
speed fixed to 100 rad/s,the tests for a defiant sensor of
0.95 of its value.
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Fig.10: The error of speed with defect. With the torque is
fixed to 10 N.m and the field is fixed to 1Wb and the
speed fixed to 100 rad/s and The tests for a defiant
sensor of 0.95 of its value .
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Fig.11: Estimation of speed with defect, estimated
speed (West) and speed with sensor (Wsen). With the
torque is fixed to zero and the field is fixed to 1Wb and
and between 1s and 2.5s, we will apply variations of
speed.
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According to the simulation results we can say that the MRAS
technique of detection provides an effective solution to the
problem of diagnostic. We can say that our objective here has
been successfully achieved.

The results presented on the previous figures, show that the
dynamics of the flux magnitude are presented can highlight the
decoupling role of the flux controller where the flux tracks its
nominal value of 1.1 Wb for all speed ranges.

Numerical simulations are performed and shown good
results for tricking the faults. Implementation of the proposed
algorithm can be used for the control speed issues suitable for
IM applications requiring high-performance torque control and
faults detection.

The performance of the estimator, based on fuzzy
regulators, is verified, We can say that our objective here has
been successfully achieved.

VIl. CONCLUSION

The work that we presented contributes to the analysis and
the synthesis of a robust diagnostic applied to the induction
machine. The MRAS is employed for the detection of the faults
of sensor speed. The use of the fuzzy logic is a powerful tool in
realization of the robust and reliable diagnostic.

We have proposed a method for detection faults of sensor
speed using the MRAS and the fuzzy logic algorithm, to ensure
a good diagnostic of induction machines. The method proposed
in this paper is applicable to a large category of induction motor
drives with a gradually varying load torque. The tests of
robustness show clearly that the performances of the diagnostic
in the presence of estimator, type MRAS, for the tracking of the
faults is always fast.

The validity of this method is checked by several tests. The
results obtained show that the model suggested for the MRAS
adapts perfectly to all the diagnostic of the M.

The next step of this work is the integration of a real
induction motor and estimator MRAS for testing the diagnostic
is required for the practical case.
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VIII. ANNEXES
The parameters of the induction machine cage used are shown

below:

Rated power: 1.5 Kw
Nominal voltage: 220/380 V.
Rated power factor: 0.8.Rated
Speed: 1420 rev/ min.
Nominal frequency: 50 Hz.

Stator resistance: 4.85Q.

Rotor resistance: 3.805Q.
Stator cyclic inductance: 0.274 H.
Cyclic inductance of Rotor: 0.274 H.
Cyclic mutual inductance: 0.25 8 H.
Number of pole pairs: 2.

Moment of Inertia: 0,031Nm-s?/ rad
Friction: .0.008 Nms /r

IX. NOMENCLATURE

Ls
Lr
Lm
Lsr
Kf
J

P
(O]
r
Cem
Cr
Tr

Stator inductance [H].

Rotor inductance [H].

Mutual magnetizing inductance
Mutual Inductance between the stator and rotor [H].
Friction coefficient [N.s/rad].

Total inertia [kg.m2].

Number of pole pairs.
Synchronous Pulsation [rad/s].
Electrical angular Pulsation [rad/s].
Electromagnetic torque [N.m].
Resistive torque [N.m].

Rotor time constant [s].
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Abstract—In order to improve the robustness and
discrimination power of the triangle-area representation, a
shape matching method based on multi-scaled contour space
relationship is proposed in this paper. The angle information
in multi-scales, which used to represent shape contours, can
be obtained by analyzing the spatial relationship of different
points, and a new shape descriptor is further constructed.
With the proposed descriptor, the multi-scaled information
of contours can be expressed accurately, and the cost
between descriptors of the corresponding points from similar
shapes can be effectively decreased. As the orders of all the
contour points are already known, dynamic programming
method is used to calculate shape matching results during
the feature matching step. The proposed algorithm has been
tested on different shape databases, and the performances
are superior to many other methods.

Keywords—shape matching; multi-scale; contour space
relationship; dynamic programming

. INTRODUCTION

Shape is an important visual basis to recognize objects,
and shape matching is a very critical problem in computer
vision [1]. The similarities between different shapes can
be obtained by using some certain shape matching
methods, which have been applied toimage retrieval,
medical image analysis, face recognition and many other
fields [2].

Shape matching methods mainly consist of two steps:
shape feature extraction and shape feature matching [3].
The accuracy of shape matching results generally depends
on the construction of the shape descriptors. And to some
extent, better descriptors can develop higher accuracy of
feature matching. Shape matching algorithms can be
classified into two categories by the differences of shape
feature extraction methods: the contour-based shape
matching method and the skeleton-based shape matching
method [4]. Since the contour-based method can achieve
comparable recognition results with low computation
complexity, numerous scholars have paid attention to this
method. As a representative type of method in contour
theories, the methods based on multi-scale theories are
commonly used to extract the features of shapes [5]. The
local and global information of shapes can be captured by
the multi-scaled methods using a continuously changed
scale parameter.

Mokhtarian et al. [6] proposed the curvature scale
space image (CSS image), which constitutes a descriptor
which is one of the standard descriptor in the MPEG-7

This work was supported by the National Natural Science Foundation
of China (No. 61374154), the National Basic Research Program of China
(973 Program) (No. 2013CB430403) and the Fundamental Research

Funds for the Central Universities (No. DUT14RC(3)128).
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database. Latecki et al. [7] used a descriptor based on
vison part to replace the continuous segments between
two points with a straight line. Adamek et al. [8] proposed
using Multi-scale convexity concavity (MCC) as shape
descriptor and judged the concavity and convexity of
contours through the Euclidean distance between a point
and the same point on an adjacent scale. During the
processes of generating the features in the above methods,
the contours should be evolved at first, and this step
makes the methods complex and time-consuming. These
kinds of methods employed different shape descriptors to
describe shapes on multi-scales. While using the above
methods to extract features, the contours need to be
evolved at first, this step will increase the computing
efforts. In order to simplify the procedures of feature
extraction, Donoser et al. [9] proposed a shape matching
method based on multi-scaled chord: choose two points p,
g and a point r between p and q randomly; the
corresponding angle of q is the shape descriptor; the size
of scales is adjustable by the chord length between p and g.
All the methods above provide satisfied results in shape
retrieval and recognition.

Algjlan et al. [10] investigated the triangle-area
representation (TAR) method to represent the shape. The
contour is convex, concave or straight, while the triangle-
area made up of three continuous points is positive,
negative or zero. And as the distance between the points
changes, the local and global information of shapes can be
obtained. Alajlan et al. [11] further proposed a dynamic
programming method called dynamic space warping
(DSW) to match the extracted features.

During the recognizing of some similar shapes, the
triangle-area representation method couldn’t operate
robustly, and the sampling points at corresponding
position in similar shapes may not be exactly matched.
And when dealing with dissimilar points on different
contours, the triangle-area representation method shows
low discrimination power, which leads to mismatching of
dissimilar points. To solve the above-mentioned problem,
this paper presents a shape matching method based on
spatial features of multi-scaled contours (SFMC), which
can get contour features with better robustness and more
powerful discrimination. As the orders of all the contour
points are already known, dynamic programming (DP)
algorithm is introduced to match the features and the
accuracy of recognition and retrieval can be
further ensured.
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Il.  SHAPE MATCHING METHOD BASED ON TRIANGLE-

AREA REPRESENTATION

In triangle-area representation method, each contour is
represented by N sampling points, and the nth point is

expressed as (X,,Y,) . Then the area of triangle which is
made up of the points (X, ¥,) , (X ¥ay) and
(Xast, » Ynse, ) can be defined as

1 Xn—ts yn—ls
TAR(n,t,) :E X, A @
Xn+ts yn+ts

where ne[1, N], t.€[1, Ts], Ts= N/2—1. And watching from
clockwise direction, when the values of (1) are positive,
negative or zero, the contours are convex, concave or
straight, respectively. For the convenience of processing
the data, the values of (1) are normalized in the same scale

— 1
TAR(n,t;) =——TAR(n,t

(nt) maxTAR, (nt,) (2)
maxTAR_ = lrna>§TAR(n,ts) (3)

Finally, the triangle-area features are represented as
TAR(n,t,) . Given two contours A and B, for the nth

point in A and the mth point in B, the loss function of
the two points is

d(n,m):TiihTRA(n,tS)_m_RB(m,ts) ()

where TARa(n,t,) and TARs(m,t,) are the triangle-area
features of A and B, respectively. n, mg[1, N].

After extracting the shape features, dynamic space
warping (DSW) algorithm is used to solve the problem of
feature matching. Fig. 1 illustrates the three kinds of
triangle-area, the number of sampling points is N, and
three sampling points n,, n,, N, represent convex, concave
and straight-line area, respectively. Fig. 2 shows the
triangle-area features of all the points in multi-scales. In
Fig. 2, n is the index value of the points, t; is the size of

the scales, and TAR(n,t,) is the feature value.

IIl.  SPATIAL FEATURES OF MULTI-SCALED CONTOURS

With  the triangle-area  representation, shape
information can be effectively obtained. However, given
two similar shapes, the distances between descriptors of
corresponding points, in some cases, are extremely large.
Using the triangle-area representation method with the
two similar shapes shown in Fig. 3(a), the point n, on the
left shape is regarded as a convex point and the point m,
on the right shape is regarded as a concave point. Given a

small t, TAR(n,,t,) of sampling point n, provides a big
positive value, and m(ma,ts) of the corresponding

sampling point m, provides a negative number with big
absolute value. Therefore, the relationships between the
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corresponding points on similar shapes cannot be exactly
reflected.

convex area

: Xclockwise direction

'o'.-...oo....ooo...@orlqo...
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Fig. 1 The sketch of triangle-area representation

TAR(,t)

. N N
0, v " g i TAR(m 1)
\<< +—T4R(n,.1) s“‘:‘*‘: m,
N\ | I

0, ;

L :
AR TTTEL S B!
(-2 .’_._4—1}4]{(”!;’!.\)
N T ey

_—

Np

(b) Comparison of points at corresponding position on dissimilar shapes

Fig. 3 Comparison of triangle-area representation method and the
method proposed in this paper

Meanwhile, sometimes the matching cost between
shape features from different shapes is low, which may
lead to the mismatching of sampling points. Fig. 3(b)
shows parts of shapes with sharply convex contour or

sharply concave contour. TAR(n,,t,) Provides a small
positive value, and TAR(m,,t) Pprovides a negative

number with small absolute value. Though the
configurations of the two shapes in Fig. 3(b) are very
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different, the distance between the descriptors of n, and
my, is small making the points mismatched.

In order to solve the above problems, this paper
proposes a method based on spatial features of multi-
scaled contours. Each contour is represented by N

sampling points, with the nth point expressed as (X,,Y,).
Then the angle which is made up of (X,,Y,), (X Yar)

and (X, s Yai ) is expressed as @(n,t). Watching from

clockwise direction, when the value of the angle is no
more than z, it is defined as

& (n,t,) = arccos
(Xn—ts — X yn—ts - yn) : (Xn-v-'(s =X yn+t$ - yn)
||(Xn,15 —Xi» ynq5 - yn) 2 '||(Xn+ls — Xns yn+tS - yn)

) Q)

2

when the value of the angle is larger than =, it is
defined as

6,(nt) =27-6,(nt,) (6)

Besides, The discriminative power of shape
descriptors depends more on the nearby samples than the
points far away. Therefore, the weight of local features
should be increased. In order to increase the weight of
local features and avoid the influence of global features,
the exponential function of e is used to weight the feature
values in various scales. Besides, using angle features to
describe shapes in the same scale, the loss function of
different shapes is very small when the value of g(n,t;) is
near 0, = or 2z. Then the sine function is brought in to
map the features generating better shape descriptors.

Furthermore, the features can be represented as

e -sin(g(n.,))

e -sin(g,(n,t,)) 0

SFMC(n,t,) :{

For the nth point in A and the mth point in B, the
loss function of the two points is

Ts
d(n, m):iZ|SFMCA(n,tS)—SFMCB (m,t,)|

s =1

(®)

where SFMC,(n,t,) and SFMC,(m,t,) are the shape
features of A and B. «<[0.2,0.3] is a weighting

coefficient. t,e[1, Ts] and T is an integer less than N/2. n,
me[1, N]. For many shapes, when the number of scale
value t; is large, the value of SFMC(n,t,) tends to be zero,

which can result in the mismatching of shapes. So the
upper bound of scales must be restricted, which means
only the features in low scales are used to describe the
shapes. Thus, the local and global information of shapes
can be expressed, and the computation complexity is
decreased at the same time. In this paper, T;and @ are set
as T<=25 and « =0.25 via cross validation.

Fig. 4 demonstrates an example of shape feature
construction using the proposed method, and the points n,,
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n,, N represent convex, concave and straight-line area,
respectively. Using the proposed feature extraction
method, the shape features of Fig. 4 can be obtained , as
shown in Fig. 5. Moreover, Fig. 5 gives the features of all
the points in multi-scales, in which n is the index value of
the points, t; is the size of the scales, and SFMC(n, t,) is
the feature value.

convex area
angle>Tr

Je0o® clockwise direction
?ﬁl \.

N3
o.ooo.oo‘*@‘-’"

straight line
angle=tr

Ny

L[] ..
concave area
angle<tr

Fig. 4 The sketch of the proposed feature extraction method

Fig. 5 The values of the features getting through the method in this paper

IV. MATCHING THE FEATURES OF THE SHAPES

Previously, a novel shape extraction method is
proposed, and this section introduces the corresponding
feature matching process. With the orders of all the
contour points already known, dynamic programming
algorithm is used to solve the feature matching problem.

A. Feature Matching Method Based on Dynamic

Programming Algorithm

The principles of using dynamic programming
algorithm to match the features is illustrated in Fig. 6. As
shown in the figure, the shadow parts at the top and the
left side represent the features of different shapes. Starting
from arbitrary points on A and B , the features are
matched from left to right, top to bottom, through a
diagonal window with width w starting from top left. By
limiting the width of the window to w ,which is an integer
less than N/2, there is no need to compute the distances
between all the points of A and B . The computational
complexity is largely reduced by only computing the
distances between the points which are closer. The best
matching path of A and B is presented by the arrows.

For A and B, a distance matrix D with size NxN can
be obtained by using (8) to compute the distances of all
the corresponding points. Then a desirable matching path
between A and B can be obtained by combining dynamic
programming algorithm. The minimum distance of the
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corresponding points is expressed as DT(n, m), and the
initial value of the elements in DT is

DT (N, M) =00 9)
Then the elements of DT are updated by (10)
DT(n—-1,m-1)+ D(n,m)
DT(n,m) =min DT(n-1Lm)+A (10)
DT(n,m-1)+A

where DT(1,1) =D(1,1), A€[0.9, 1.3] is a threshold value
which can avoid one point of a contour matching several
times with different points of another contour. And n,
me[1, N], max(1, n—w+1)<m<min(N, n+w—1). The last
element of DT is DT(N, N), which represents the
minimum distance between A and B.

rS Shape 4
tS 1 2 3 4 5 6 7 8
1
2
: Il "
i 5
6
7
E Hw

Fig. 6 The sketch map of dynamic programming algorithm

Besides, to avoid the influences caused by the rotating
of shapes, we fix the query target A and rotate the test
target B several times, and choose the minimum distance
from all the results. The specific operation is: for the N
points of query target A, fix the first point as the initial
sampling points; for the N points of test target B, the
(@+| N /g |*(i—1)th point is set as the initial sampling
points in turn; after matching the two shapes for g times,
record the minimum distance in all the results. | |is a
ceiling function, 1<i<g, and g is an integral[12] chosen
from 8~12, and in this paper g is set as 10.

Finally the minimum distance between A and B is

DT, =min{DT,(N,N),1<i<g} (11)
where DT;(N, N) is the minimum distance between A and
B after the two shapes are matched for i times.

B. Basic Steps of Shape Matching

There are four main steps to match the query target A
and the test target B using the proposed method:

1) Extract the contours of shapes A and B, and
represent contours A and B with N sampling points,
respectively;

2) Get the feature sets of all the N sampling points from
A and B using (7) , and the feature sets of A is
{SFMC, (n,t.)}, 1<n<N,1<t <T,, the feature sets of

Bis {SFMC,(m,t,)}, 1<m<N;
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3) Use the feature sets {SFMC,(n,t)} and
{SFMC;(m,t;)} and equation (8) to compute the
distances between A and B, D(A B) =[d(n,m)];

4) Use dynamic programming algorithm to search for

the best matching path between shapes A and B, and use
(11) to compute the minimum distance DT,;,(A, B).

Furthermore, the flipping of shapes can influence the
matching results, so when it is needed, we should fix the
query target A, and match A with the test target B and B”,
where B” is the flipped shape of B. The minimum result
from the twice matching is taken as the final result.

V. EXPERIMENTS

To evaluate the effectiveness and accuracy of the
proposed method, experiments are carried out with
different databases in this section. In all the following
experiments, each shape in a certain data set is a query
shape, and the rest of the shapes are target shapes. If the
query shape and the target shape are classified correctly,
the matching result is right; if not, they are mismatched.

A. Kimia-25 Data Set and Kimia-99 Data Set

Kimia-25 data set [13] and Kimia-99 data set [14] are
firstly used to test the retrieval accuracy. Kimia-25 data
set is composed of images from 6 different categories with
a total of 25, as shown in Fig. 7 and Kimia-99 data set is
composed of images from 9 different categories with a
total of 99, as shown in Fig. 8. To insure the fairness of
comparison, the number of sampling points is set as
N=100 during all the experiments. In the experiments of
Kimia-25 dataset and Kimia-99 data set, the width of
window is set as w=18.
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Fig. 7 Images in Kimia-25 database
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Fig. 8 Images in Kimia-99 database

In the experiment of Kimia-25 database, A is set to 1,
and the retrieval results are shown in Table I. The results
represent the number of the first three shapes that are
correctly classified, and the proposed method achieves
comparable accuracy.
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TABLE I. COMPARISON OF RETRIEVAL RATES FOR DIFFERENT
ALGORITHMS TESTED ON KIMIA-25 DATABASE

Method Ist | 2nd | 3rd
Sharvit et. al[13] 23 | 21 20
Gdalyahu et. al[15] | 25 | 21 19
SC[16] 25 | 24 22
MDS+SC+DP[12] | 23 | 20 19
IDSC+DP[12] 25 | 24 25
IS-Match[9] 25 | 25 24
Our method 25 24 24

In the experiment of Kimia-99 database, A is set to
1.25, and the retrieval results are shown in Table II. The
results summarize the number of the top 10 shapes that
are correctly matched. Compared with the other methods,
the proposed method achieves higher classification rates.
Synthesizing the results of the two data sets, we get the
conclusion that the proposed method performs well when
retrieving and recognizing on databases with small size.

TABLE Il. COMPARISON OF RETRIEVAL RATES FOR DIFFERENT ALGORITHMS TESTED ON KIMIA-99 DATABASE

Method 1st | 2nd | 3rd | 4th | 5th | 6th | 7th | 8th | 9th | 10th | Total
SC[16] 97 91 88 85 | 84 | 77 | 75 | 66 | 56 37 756
Generative Model[17] | 99 | 97 99 98 | 96 | 96 | 94 | 83 | 75 48 885
Path Similarity[18] 99 | 99 99 99 | 96 | 97 | 95 | 93 | 89 73 939
TAR[11] 99 | 99 99 98 | 98 | 97 | 98 | 95 | 96 80 956
IDSC+DP[12] 99 | 99 99 98 | 98 | 97 | 97 | 98 | 94 79 958
MDS+SC+DP[12] 99 | 98 98 98 | 97 | 99 | 97 | 96 | 97 85 964
Our method 99 | 99 99 99 | 99 | 98 | 96 | 96 | 93 87 965

B. MPEG-7 Data Set

To prove the effectiveness of our method on
databases with large size, MPEG-7 database [19] is
used. The database consists of 1400 images into 70
categories, and each category has 20 different images.
The bull’s eye score is used in the retrieval test: each
shape is compared to all the other shapes and the
number of correctly matched shapes among the 40 most
similar shapes is recorded, then the corresponding recall
ratio is computed.

In this experiment, the width of window is w=14
and the threshold value is A=1.1. Besides, the flipping
of shapes is considered. The retrieval and recognition
results of MPEG-7 database of different methods are
listed in Table Ill. For retrieving and recognizing, our
method performs comparably to the listed methods.
Through the experiment on three different databases
containing both large and small samples, the
effectiveness and applicability of the proposed method
are demonstrated.

TABLE IIl. COMPARISON OF RESULTS FOR DIFFERENT ALGORITHMS
TESTED ON THE MPEG-7 DATABASE

Method Retrieval Accuracy (%)
SC[16] 76.51
CSS[6] 75.44
MCC[8] 84.93
Generative Model[17] 80.03
IS-Match[9] 84.79
MDS+SC+DP[12] 84.35
IDSC+DP[12] 85.40
Polygonal Multi-resolution[5] 84.33
Symbolic Representation[20] 85.92
Our method 86.12

In recent years, many methods have achieved the
retrieval accuracy of over 95% [21, 22] or even 100%
[23] on MPEG-7 database. But all these methods use
the processing step of metric learning after pair-wise
matching. While, the proposed method and all the other
contrast methods in this paper mainly focus on the pair-
wise matching research, so the results of methods
relevant with metric learning are not listed in Table I11.

ISBN: 978-1-61804-327-6

36

VI. CONCLUSION

In this paper, a novel shape matching method based
on spatial features of multi-scaled contours is proposed,
which shows better robustness and recognition power in
describing the shapes, compared with the triangle-area
representation method. Besides, when combined with
the dynamic programming method, the feature matching
results become more comparable. The merits of our
method have been validated by the results of the
experiments on different databases.
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Abstract— A comparative analysis of the algorithms DES, Triple
DES-128, Triple DES-192, AES-128, AES-192 and AES-256 is
done. For this purpose an application for research of algorithms for
cryptographic secure data transmission is created. The application is
developed in C#. It offers to the user access to the transmitted data
via password. The used resources and time required for encryption of
groups of files with different length are studied with the help of the
application. The obtained results were compared and analyzed and
corresponding conclusions are made.
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I. INTRODUCTION

With the fast growth of universal electronic connectivity,
people from around the world have a wide access to the
information available from different sources. The need for
confidential and security information increases. The data and
resources must be protected from disclosure and security
computer communication systems must be protected from
network based attacks.

From ancient times different cryptography algorithms and
methods have been employed to encrypt and hide valuable
information from eavesdroppers [1]. The algorithms in
cryptography are categorized into two classes: Symmetric and
Asymmetric algorithms. In symmetric encryption both the
sender and receiver share the same secret key [3]. The
presented study compares symmetric algorithms. The security
level of an encryption algorithm is measured by the size of key
space [4]. Large key size means greater security but may
decreases encryption or decryption speed. The larger the key
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space the more possible keys can be constructed. The strength
of encryption schemes relies on the key secrecy, length of the
key, the initialization string and how they all work together

[2].

The main objective of presented work is evaluating the
suitability of 6 symmetric popular algorithms. The
implementation of algorithms is developed in the software
application. It compares performance and resource
requirements of encryption of communication and study of
different secret key cryptographic algorithms.

The application is designed in C # for use cryptographic
secure transmission of data using algorithms DES, TripleDES-
128, TripleDES-192, AES-128, AES-192 and AES-256. It
offers the user access to password information transmitted. To
ensure trouble-free operation is carried out testing of the
application and its components. As resources and time
required for encryption algorithms groups of files with
different length are used.

It needs to define the experimental topics on which it can
evaluate and compare encryption schemes. The essential
performance  parameters are:  average time  for
encrypting/decrypting, length of source file encrypting, size of
secret key and resources used during file encryption [5, 6].

The developed application allows comparative analysis of
various algorithms for communication encryption on various
parameters. The analysis is depicted with a large number of
figures, summarized data and tables.
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Il. DEVELOPMENT OF SOFTWARE APPLICATION FOR RESEARCH

OF ALGORITHMS FOR COMMUNICATION ENCRYPTION

Two programs — server (Fig. 1) and client (Fig.2) are
developed. After starting the server passphrase and "salt" are
set. They have to be strings with a length of at least 8
characters. From a security perspective, it is desirable for
“salt” to contain uppercase and lowercase letters, numbers and
symbols. There are built-in passphrase and “salt” that can be
used for quick test of the application.

On the basis of the passphrase and the "salt" are derived a
key and an initialization vector to be used for decryption of the
received data.

There is a possibility of using algorithms AES (128-bit,
192-bit and 256-bit key), DES and Triple DES (128-bit and
192-bit key). After starting the server expects to receive files
with encrypted data, decrypts and stores them in a folder on
the disk. The file names, their length and the time for
decryption are written in the server’s log.

Upon receipt of a connection request from the client, the
server starts a thread in which the receiving and decryption of
data is done. After completion of the exchange of data, or after
a period of idle time (15 seconds), the connection with the
client is closed.

The client requires to be entered a passphrase and "salt" or
to be used the built-in (for quick test). The method of
encryption has to be the same as the one selected in the server.

A. Encrypted TCP Server
. Encrypted TCP mi

Encryption
AES-128

]

Log [0 client(s) connectad)]

[127.0.0.7]: fila1M-3.txt
[127.0.0.1] fila1M-2 txt

Received file file 1M-9 bt Decrypted 1000000 bytes [ 132 5087 ms
Receed file file1M-4 . Decryptad 1000000 ytes /128 1158 ms
s

L

Fig. 1. Server’s main window

B. Encrypted TCP Client

Pressing the button "Send file" opens a dialog box that
allows you to choose one or several files. For each of the
selected files a separate thread is started that connects to the
server. Then the client sends to the server a block of 256
randomly generated bytes encrypted with the selected
encryption algorithm and starts the encryption and
transmission of the file. The purpose of the block of 256
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AES-192
[127.0.0.1] fileTM-5 txt
® AES-256 [127.0.01] file1M-7 bt
DES [MZ7.0.0.7] filg1M-1 bad
[M127.0.0.7] file1M-8 ba
TripleDES-128 [127.0.0.1]: file1M-9.txt
TripleDES-102 [127.0.0.1]: file 1M-6.txt
[127.0.0.1]) file 1M-10.txt
Mo encryption [127.0.0.1]: file1M-4_ txt
AES-256: Recaved fila file 1M-7 xt. Decrypted 1000000 byles [ 85 3712 ms
AES-256: Recaived fils fila 1M-8.bxt. Decryptad 1000000 bytes / 81,7820 ms
[ Startserver | | aAES 256, Received file fie1M-1.txt Decrypted 1000000 bytes / 101,6031 ms
AES-256: Recaived fila fila 1M-5 bt Decryptad 1000000 bytes / 104,7285 ms
Set password AES-256 Receved file file TM-6.txt. Decrypted 1000000 bytes / 114 4505 ms
56 Receved file fileTM-3 txt. Decrypted 1000000 ytes / 119, 7276 ms.
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randomly generated bytes is to increase security. Thus, even if
the same file is transmitted repeatedly, every time the
encrypted data will look different. After the transfer of all
files, the screen displays a graph showing the time to encrypt
each file and the average time for encryption.

Sorver 1P Addrass Port
127000 1o

Encrypman
AES-178
AFS- 1B

= AFS 250

L rwcry i Weris Caveesig 41 53200 sy

nes
TrpenTS. 130
Tripka 5 11
Mo ancryption

St

Sl e

AES-256: Encrypied 1000000 byles { 86 6973 rm

Fig. 2. Client’s main window

I1l. RESEARCH OF ALGORITHMS FOR COMMUNICATION
ENCRYPTION

To compare the algorithms groups of files with four
different lengths (10,000 bytes; 100,000 bytes; 1,000,000
bytes and 10,000,000 bytes) is done. The tests were performed
with minimal use of computer resources from other processes.
The encryption is done by using each of the selected
algorithms. Some of the obtained results are shown in the
figures below.

A. Encryption time testing

A comparison of the encryption time of files of the same
length using different algorithms is made. The obtained results
are shown in Fig. 3 — Fig. 6.

Average time for encryping files with length 10000 bytes

—
0748 p7161
L1 =

Time [ms]

DES TripleDE 5-128  TripleDES-192 AES-128 AES-192 AES-256

Fig. 3. Average time for encrypting files with length 10,000 bytes
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Awverage time for encrypting files with length 100000 bytes
1188404

Time [ms]

AES-192 AES55

CES TrpleDES-123 TripleDES-192  AES13

Fig. 4. Average time for encrypting files with length 100,000 bytes

Average time for encrypting files with length 2000000 bytes

Time [ms]

%-%Ijmm
- )

TripleDES-128 TpleDES-192  AES-128

AES-182 AES-26

Fig. 5. Average time for encrypting files with length 1,000,000 bytes

Average time for encrypting files with length 10000000 bytes

1321,50362 L3

1400 1306,9116

1200
1000

800

Time [ms]

600

345,17001

400 320,34541 317,26491

200

0

DES TripleDES-128  TripleDES-102 AES-128 AES-192 AES-256

Fig. 6. Average time for encrypting files with length 10,000,000 bytes

The obtained results of encryption of 10K, 100K, 1M and
10M files using the considered algorithms are given on Table
I. The ratio of the encryption time K=t /tmin is shown in the
last column, where t,.x — maximum time for encryption, tm, —
minimum time for encryption.

™M

117,6419

120,4555

116,2163

26,8307

24,5493

10M

1306,91

1321,50

1396,24

320,34

345,17

5,6
44

TABLE I. AVERAGE TIME FOR ENCRYPTION [MS]
DES Triple Triple AES- AES-
DES-128 | DES-192 128 192
10K 0,6822 0,7250 0,7161 0,1110 | 0,0890
100K | 10,3342 10,4190 11,8849 1,7882 2,3289
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Note: The least time for encryption is highlighted in red and the highest — in
blue.

B. Used resources

System resources are monitored during the tests of groups
of files with size 10 M. Summarized data achieved by
Resource monitor are given below (Fig. 7 — Fig. 14).
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Fig. 9. Summarized data for TripleDES-192 achieved by Resource monitor
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Fig. 11. Summarized data for AES-192 achieved by Resource monitor
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Fig. 12. Summarized data for AES-256 achieved by Resource monitor
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IV. CONCLUSIONS AND FUTURE WORK
The developed application allows for testing and analyzing

the considered algorithms. The flexible architecture of the
application allows easily add new features that make it even
more attractive to users.

In the paper, we aim to practically compare the work of the

algorithms mentioned above. We do so by comparing the used
resources and time required for encryption of groups of files
with different length.

As a result of the tests, the following conclusions can be

drawn:

e AES-256 is the fastest encryption method, regardless
of the file size. Slightly slower are AES-192 and
AES-128.

e Triple DES has low encryption speed. Encryption of
files is faster using DES than using Triple DES.

e It makes an impression that with increasing the file
size, the speed of AES-256 relatively decreases
comparing to the slowest algorithm (Triple DES).
Table | shows that:

- Encryption of small files (10,000 bytes) is
performed about 9 times faster using AES-256
than using Triple DES-128;

- Encryption of files of size 100,000 bytes is
carried out about 7 times faster using AES-256
than using Triple DES-192;

- Encryption of files of size 1,000,000 bytes is
performed about 5 times faster using AES-256
than using Triple DES-128;

- Encryption of large files (10M) is performed
about 4 times faster using AES-256 than using
Triple DES-192;

- The average CPU load of the server and the
client is significantly lower (5-6 times) when
using the AES algorithm as compared to that
when using DES and TripleDES. Differences in
CPU load when using DES and TripleDES are
minor.

The considered problem offers a future scope on work

related to:

- Testing with real time voice encryption;

- Data encryption using all methods in parallel;

- Using the application for test of other encryption
algorithms.
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Abstract— In the paper are presented some aspects regarding the
specificity of the abrasive processes compared to other machining
processes and taking into account the main characteristics of
superfinishing work parameters for radial ball bearing parts. Also, in
this study are showed some test results regarding the performances
obtained in increasing the surface finish, deviations from circularity

and waviness after machining the ball bearings through
superfinishing process for two types of workpieces.
Keywords—surface finish, abrasive processes, quality of

machining, cost reduction

I. INTRODUCTION

In his "Abrasives for engineering purposes" D.Rosca [1]
states that "regardless of the abrasive process considered
(grinding, honing, superfinishing, etc.), the abrasive grain
fixed in a body abrasive tool must have a relative movement
with respect to the workpiece surface to be processed”. As a
result, we find the characteristic elements of abrasion process:

e a large number of cutting tools with undefined geometry
consisting of a lot of abrasive grains acting simultaneously
or successively;

o relative movement between the abrasive grains and the
workpiece.

o Researchers have tried to study the abrasion process
comparing it to the machining process with defined cutting
tool geometry:

o for grinding were tried to find similarities to milling, each
abrasive grain being considered as cutter tooth [2]
(grinding wheel is a rotating body as milling, but
possessing a small number of edges bordering abrasive
grains embedded in the body);

o for superfinishing was assimilated broaching, each
abrasive grain corresponding to a tooth of the broach [3],
abrasive bar having a similar movement to broach, each
abrasive grain moving on the trajectory on a previous
grain.

But today, specialists in the field believe that abrasive
process differs fundamentally from the other machining
processes with defined tool cutting edges. One of the
differences between abrasive process and other machining
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technology is the phenomenon of self-sharpening of abrasive
body.

As the abrasive grit blades become dull and blunt, cutting
forces grow properly and the grains are torn out from the body
tool. If the cutting tool (grinding body) has a low hardness,
abrasive grains are easily plucked from the body tool and
gradually and continually fresh grains appears with sharp
edges and abrasive process continues normally. If the cutting
tool has a hardness too high, dull abrasive grains are retained
for a longer time so that the abrasive grain gradually lose its
capacity of cutting or complete clogging and the workpiece
surface finish will have a poor quality.

Between other limitations from abrasive processes and
milling or broaching process we can mention:

e Cutting edges of the abrasive grains located on the
periphery of the abrasive body have an irregular layout and
are not included, in general, to the same initial surface;

e The geometry of the abrasive grain is variable and varies
from grain to grain, being possible cutting rake angles
both positive and negative, within a very broad field;

e Cutting edges have irregular shapes and sizes.

Grain sizes range in a great domain, from 10 - 1400um;
Cutting fluid penetration is difficult in the area of contact
between the abrasive grain and workpiece surface because
a small size of the contact surface between the abrasive
body and workpiece ,a high speeds under which the cutting
process and centrifugal forces “throws out” of the cutting
fluid, an "obstacle™ which has to overcome the cutting
fluid to one point at the periphery of the workpiece.

In superfinishing, it can be stated [5] that the rake angle of
the abrasive grain can turn into a relief angle after a
reciprocate movement of the tool during machining process

(Fig.1).
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Fig. 1. Transition of the rake angle into relief angle

In the early processing, abrasive grain has sharp edges, but
shortly grain radius increases due to wear and wear facet
occurs which results in decreased of cutting productivity

(Fig.2).

Fig. 2. The wear facet of an abrasive grain

During abrasion process is observed a phenomenon of
lateral deformation of the workpiece surface, due to the
penetration of the abrasive grain in the part body (Fig.3).
These bumps may be expelled by the action of next abrasive
grains.

Studying contact between the abrasive grains and the
workpiece surface (Fig.4) is observed that there are three
areas: the elastic zone I, the plastic zone Il, and the cutting
zone 1ll. Research [3] has shown that the intensity of the
lateral deformation has different values in the three areas, and
the maximum value was obtained for the area II.

Fig. 3. The phenomenon of lateral deformation
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Fig. 4. The contact zones between abrasive grains and
workpiece surface.

Cutting heat diffused into the workpiece during abrasion
process has, in addition to dimensional changes that should
not be neglected, the following effects on the workpiece
surface: internal stresses that remain, changing the surface
hardness, the formation of cracks on the surface (Fig.5),
changing the structure of the surface layer piece rectified

(Fig.6).

Fig. 5. Cracks that appear during abrasion process.
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Fig. 6. Changing the structure after abrasion process.

Il. TEST RESULTS REGARDING THE SUPERFINISHING OF THE
BALL BEARING RING GROOVE

During the tests was used a superfinishing machine KM 150
which has two working stations for roughing and finishing
machining, an oscillation frequency of 1200 double strokes
per minute and a force of abrasive stone on the workpiece
surface of 50 daN.

The principle of the superfinishing process of the ball
bearing ring groove is shown in Fig.7.

To highlight the relationship between surface finish of the
radial ball bearing ring grooves after superfinishing process,
were measured the deviations of circularity, waviness and
roughness for two groups of workpieces, 6209-10 and 6312-10
respectively.

It were used two abrasive tool, for roughing EK1 600-08-
100 VKH S-Atlantic and for finishing SC 9 1000-1-65- VUB
— Atlantic.

To exclude the influence of the blank material on the
quality of superfinished part, measured workpieces were from
a lot of parts processed on the same machine tool under the
same conditions, previous operations (simultaneous surface
grinding, centerless grinding, and grinding ring groove).

Measurement deviation from roundness and waviness was
done with a device type Talyrond and roughness measurement
was performed with a Talysurf device type.

Dispersions values deviation from circularity, waviness
and roughness Ra were performed using SPSS program and
are shown in the Figs. 8-10.

Oscillation m

_

Fig. 7. The principle of the superfinishing process.
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Fig. 9. Deviations from circularity (Piece nr. 6312-10).
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Fig. 10. deviations from waviness (piece nr. 6209-10)
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Fig. 11. Deviation from waviness (piece nr. 6312-10).
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Fig. 12. Deviation from roughness (piece nr. 6209-10).

Std. Dev =.01
Mean =.056
N =50.00

.038 .044 .050 .056 .063 .069 .075
Fig. 13. Deviations from roughness (piece nr. 6312-10)

Analysis of correlation between the workpieces characteristics
after superfinishing process show that there is a significant
correlation between waviness and deviation of roundness, but
there is no correlation between roughness and parameters
characterizing the shape of the piece (Tables 1-2).
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TABLE I. CORRELATIONS BETWEEN WORKPIECE PARAMETERS AFTER
SUPERFINISHING (PIECE NR. 6209-10).
N Correlation Sig.
Pair 1 AB.CIRC2 & | 61 0295 0.021
OND2
Pair 2 AB.CIRC2 & | 58 0.040 0.763
RA2
Pair 3 OND2 & | 58 0.027 0.838
RA2
TABLE II. CORRELATIONS BETWEEN WORKPIECE PARAMETERS AFTER
SUPERFINISHING (PIECE NR. 6312-10).
N Correlation Sig.
Pair 1 AB.CIRC2 & | 50 0.1 0.992
OND2
Pair 2 AB.CIRC2 & | 50 0.135 0.348
RA2
Pair 3 OND2 & | 50 -0.245 0.086
RA2
TABLE IIl. DESCRIPTIVE STATISTICS
Parameter Characteristics’ 6209-10 6312-10
parameters
Deviation from | N 61 50
circularity of | The arithmetic mean 1.98 1.69
ball bearing ring | Standard deviation 0.62 0.42
groove
Waviness of ball | N 61 50
bearing ring | The arithmetic mean 0.06 0.08
groove Standard deviation 0.25 0.22
Roughness N 58 50
average of ball | The arithmetic mean 0.0298 0.056
bearing ring | Standard deviation 0 0.01
groove

In Table 3 were presented characteristic parameters of
dispersions deviation from circularity, waviness and roughness
for the two groups of pieces with humbers 6209-10 and 6312-
10 with the outer diameter of 95 mm and 120 mm
respectively.

It appears that there are not big differences between arithmetic
mean and standard deviations for circularity deviation,
waviness and roughness Ra average of the two groups of
rings.

I11. CONCLUSIONS

e Using the data processing program of data SPSS were
drawn frequency diagrams for surfaces of the bearing
rings after superfinishing process — deviation from
circularity, waviness and roughness average of two
groups of workpieces 6209-10 and 6312-10

e The characteristic sizes of descriptive statistics
(arithmetic mean, standard deviation) do not differ in a
much from those two groups of workpieces.

e The correlation tables show that there is a significant
correlation between the deviation of circularity and
waviness. One explanation would be that the waviness
and deviation from circularity are obtained by
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"smoothing" of measurement results forming the real
profile of the surface by applying different filters.

Tables of correlations showed that there is not a
significant correlation between the waviness and
deviation of circularity. This shows that, in the
circumstances of superfinishing, the rings are scratched
of loose abrasive grains of abrasive bars and unfiltered
properly by individual system of machine tool used.
Scratches cause an increase in roughness average.
Another limitation of the technological process is that
there is no perfect control of radius of the ring groove
obtained through grinding. The deviations from the
correct form of the radius of the ring groove lead to the
formation of "bumps" on this surface. Superfinishing
stone cannot penetrate into all these areas, and therefore
the area is insufficient superfinished and thus will have a
higher waviness.

ISBN: 978-1-61804-327-6

47

(1]
[2]
[3]

[4]
[5]

(6]
(71

References

D. M. Rosca, Abrasive tools used in machining, LUX LIBRIS
Publishing House, Brasov, 1995.

M. Cozmanca, S. Panait, and C. Constantinescu, Basics of cutting, ,,Gh.
Asachi” Publishing House, lasi, 1995.

C. Buzatu, A. Nedelcu, I. Piukovici, and B. Lepadatescu, Working
smoothing surfaces in mechanical engineering, LUX LIBRIS Publishing
House, Brasov, 1998.

G. Draghici, Manufacturing engineering, Technical Publishing House,
Bucuresti, 1983.

I. Sarbu, O. Pruteanu, and C. Carausu, “Static and dynamic stability
study in superfinishing process,” Paper presented to TMCR “99, lasi,
1999.

C. Picos, Manufacturing engineering,
Publishing House, Bucuresti, 1974.
J. Koehler, Randzonenbeeinflussung und Prozessueberwachung beim

Aussenrundschleifen, Schaeffler Technologieplattform Schleifen, May
20, 2008, Bucuresti.

Didactic and Pedagogic



Mathematics and Computers in Sciences and Industry

Software-Hardware Complex For Drill Core
Scanning

Dolgy K., Belashev B., Gorkovets V.

Abstract—A software-hardware complex, which forms a core
scan from the images of individual sites, had been developed. The
structure, circuit design and data processing algorithms, which
provide the functioning of the complex are described. Designed
complex within a reasonable time with a high space resolution forms
the lateral surface of the core samples, has a small size, weight and
consumption of energy. Scan of the core sample contains all the
visual information about the core sample, reduces the risk of loss,
mixing, chemical decomposition of the samples. It may duplicated
and does not require the cost of storage and shipment. 3D-model of
the scan of core sample allows submit a sample in a conventional
three-dimensional form. The database designed for storage of scans
of core samples uses the traditional core samples storage base scheme
with fast sampling for comparison of data.

software-

Keywords 3D-model, scan,

hardware complex.
L)ata on the character, composition, texture, fracturing,
mode of occurrence and relative position of rocks are
obtained by studying a core — a monolithic cylindrical column
extracted from a borehole while drilling [6]. To study the core
matter, some core samples are cut, one of its portions is
crushed and its substance is studied. The rest of the core is put
into boxes and placed in a core storage, where it is described
and analyzed. As the core occupies a large volume and the
physical condition and informative value of individual samples
are lost with time, the core is reduced later. If a core is stored
as described, loss can be avoided by obtaining a core scan — a
flat image of its lateral surface. As a digital model of a core, a
scan stores information, increases the speed and quality of
analysis, reduces the risks of loss, mixing and chemical
decomposition of samples. It can be duplicated and requires no
storage and mailing expenses. The goal of the project is to
develop a device for obtaining a core scan. A software-hardware
complex, which forms a core scan from the images of individual
sites, is presented. The structure, circuit design and data processing
algorithms, which provide the functioning of the complex, are
described.

core samples,

1. INTRODUCTION

Il. STRUCTURE AND FUNCTIONS OF COMPLEX
The complex (Fig.1) consists of an executive device, control and
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image processing units and the database of scan storage and
additional information. The executive organ of the complex
was designed by selecting immobile and mobile constituents.
A rotating sample and a video camera, which moves in step-
by-step manner, were used and a core was photographed the
way it is commonly done in geological prospecting [6]. The
complex, composed of an immobile sample and video cameras
mounted on its sides, is simpler in design. The models of the
devices designed for both approaches are shown in Figure 2. A
sample is supported and rotated (Fig.2a) by guides equipped
with friction linings. One of the guides is immobile, while
another is rotated by a reducer with gears and belt transmission
controlled by a step motor.

|
|

Executive [
device :

i;ﬁ\.\'-ﬂh ? -
Control unit

4 L

{
FTP-Server

Fig.1. Structural scheme of a complex for scanning the lateral core
surface.

The video camera, controlled by another step motor, moves
intermittently along the guides located above the sample and
gives the images of the sites below it. In the model shown in
Figure 2b, one end of the core sample is rigidly fixed. A ring
with four video cameras located on its sides is a mobile
element coaxial to the sample. The operation of the executive
organ is controlled by a mini-computer which works according
to the program or is remote-controlled by the user based on
SSH-protocol. In the model shown in Figure 2a, the camera,
which moves along the sample, scans it and on reaching the
end, returns to its original position. The sample rotates by the
preset angle, and the process is repeated until the core makes a
complete revolution. If the sample is immobile, the cameras
scan the lateral surface sites of the core simultaneously, and
the controller controls only the movement of the ring
movement. On completion of the work, the images are sent to
either a FTP-server or a computer, where they are “glued
together” are processed and are
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I1l. OPERATIONAL CHARACTERISTICS OF COMPLEX

The models of the complex were tested to assess their
characteristics and technical parameters. The advantage of the
device with a rotating core is stable illumination and other
factors that simplify the obtaining and processing of images.

~ The power and time consumption of the model depends on the

rotation of massive samples, the use of several motors and the
duration of transition processes. The power consumed by the

% model is 27 W, and the time taken by the production of a scan

Fig.2 Models for scanning a core with rotating “(a)” and immobile
sample “(b)”.

used to construct a 3D — model of core scan. In the course of
processing, the video images were corrected to form a scan
and a 3D-model showing the core in the normal form, the
mineral composition of the samples was estimated, and the
analytical results were either kept in the computer database or
mailed at preset addresses. Distortions, caused by
photographing cylindrical samples and varying illumination,
were removed by correction. A scan of the lateral surface of
the core was obtained by “gluing together” site images in
certain order. A 3D-model of the lateral surface of the sample
was formed by transferring the scan to the virtual cylindrical
surface. The mineral composition of the samples was assessed
from the areas covered by the minerals on the core scan. A
relational database, imitating the traditional core storage
system, which has divisions corresponding to site numbers,
borehole numbers and the depth of occurrence of the samples,
was used for storing samples scans. Data regarding the date of
scanning and the assess of the mineral composition of the
sample are entered together with the scan of sample.
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of a 0.5 m long sample is about 20 min. A model with an
immobile sample and a moving ring with cameras controlled
by one step motor is more simple and economic. In this
version, power and time consumption is reduced because the
core does not rotate and the cameras scan its lateral surface
sites simultaneously. The consumed power of the device so
designed is 16 W, and the time taken by scanning a sample,
about 1 m in length, is one minute. One disadvantage of this
method is that samples are changed manually. A  Raspberry
Pl mini-computer (model B+ manufactured by Raspberry Pl
Foundation) with 4 USB 2.0 connectors, an Ethernet
connector, 512M6 OZU and 40 user GPIO outputs was used as
a controller of the control unit. The minicomputer was
supplied with voltage from the USB - port of the computer or
from the supply unit with a rating of 5V. The maximum
allowable consumption current is 2.5A. The mini-computer is
connected via the GPIO ports to the drivers which control the
quantized step motors L293D [4]. Figure.3 shows the printed-
circuit board of the computer (a) and the microelectronic
circuit of the quantized step motor driver L293D with the
connection circuit (b). As Raspberry Pl is as small as a
banking card, the control unit was made smaller than its
counterparts [7]. Connection between Raspberry Pl and the
analytical unit and the aposterior processing of the image is
maintained via Ethernet.
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Fig.3. The microelectronic circuit of the quantized step motor driver
L293D with the connection circuit.

The blocks of the complex are connected within the Ethernet
network and have access to the Internet. The models are
controlled by scripts which use the procedures of the
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mporenypsl Raspbian operation system on the basis of the
official distributor Debian Linux and a Python language
interpreter, version 2.7 [3]. To form a scan of samples from
their images, the utility fgwebcam, called from command line
bash of the Linux shell, was used. To construct a 3D-model of
the core, the algorithm [5] was modified. To control the
model, the free database control system MySQL by the Oracle
Company was employed [1].

IV. RESULTS

The core samples of Kostomuksha iron ore deposite were
used for testing the functions of the designed complex. Core
samples rhyodacites, gneiss with quartz veins, ferruginous
quartzite, their scans and 3D - models of scans are shown in
Fig. 4. The fact that the core scan of ferruginous quartzites
consist from many separate images, reflects the way it was
received using the variant of executive device with rotating
sample. The mineral compositions of the samples were
assessed by segmenting scan pixels in color space and
estimating the area of the segments. The processing of a
rapakivi granite image by the K-mean method [2], used to
identify the pixel clusters of K-feldspar, quartz and oligoclase
is shown in Fig. 5. From figure it seen that oligoclase

crystallized after K-feldspar and quartz occupies intermediate
space between their grains.

V. CONCLUSIONS

The software - hardware complex is intended for automatical
registration of the scans of core samples. Storing all the visual
information about the core sample, scanning removes the
disadvantages associated with its storage and carriage of core
samples. 3D-model of the core scan allows us to describe and
explore the core sample in the usual way. Distinctive features
of the complex are low power consumption, simplicity, small
size and weight, effective control algorithms and data
processing. The ability to evaluate the mineral composition of
the rocks on scans of core samples allows you to obtain
detailed information on the results of drilling. However, it is
clear that for geologists working with a core samples, visual
information is incomplete. For reliable identification of rocks
and minerals they need a variety of characteristics of rocks,
such as for example hardness, magnetic and others features.
For this reason it is not yet possible to abandon the cutting,
crushing and other ways destroy the core samples.

Nevertheless, we believe that computer's methods have a big
potential and could improve the efficiency of technologies of
mining and mineral exploration.

Fig.4. Core samples of rhyodacite, gneiss with quartz veinlets, ferruginous quartzites, their scans and 3D-models of scans
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Fig. 5 Rapakivi granite image “(a)” and their clusters: K-feldspar “(b)”, quartz “(c)” and oligoclase “(d)” which cover the areas of

46, 26 and 28 %, respectively.
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Abstract—The discovery of the phenomenon of
electromagnetic induction and its scientific justification
are cues in the history of physics and electrical engineering
in particular. Its practical application through the
development of mass production of electrical transformers
and motors and generators led to one of the most
important economic sectors namely electrotechnical
industry.

Some important biographical highlights of
English physicist Michael Faraday's life and his first
experiments and conclusions on electromagnetic induction
are presented.

The principle of electromagnetic induction was
taken over some decades later by the Serbian engineer
Nikola Tesla who made a prototype of the induction
motor. Also, this article refers to Tesla's brilliant idea on
the possible development of wireless transmission of
electricity over long distances.

In the end are reminded a few solutions on the
inductive transmission of electricity to an electric vehicle
recharging or pacemaker

Keywords-electromagnetic induction, resonant circuit, wireless
transmision,

l. INTRODUCTION

The discovery of the phenomenon of electromagnetic
induction and its scientific justification are milestones in the
history of physics and electrical engineering in particular.

This article aims to present a brief history of the
discovery of this phenomenon and its use in the service of
scientific and technical progress of humanity (making
transformers, motors and electric generators, etc.) and current
and future uses in the wireless transmission of electricity.

First experiments and conclusions of M. Faraday on
electrical induction are presented.

Particular attention is shown to brilliant personality of
engineer N. Tesla and his tenacious, ambitious work which by
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the spectacular achievements and experiments conducted at
Wardenclyffe promoted the idea of the possibility of wireless
transmission of electricity over long distances.

Some current applications of wireless transmission of
electrical energy and important future uses such as wireless
power of laptops, charging batteries in electric cars and mobile
phones etc. are presented.

In conclusion are presented perspectives and technical
and economic advantages of future uses of wireless
transmission of electricity both for industrial purposes as well
as household uses.

Il. ELECTROMAGNETICAL INDUCTION

A.
engineering

Michael Faraday- father of electrotechnical

On September 22, 1791, in the house of a poor blacksmith
from Newington, near London, Michael Faraday saw daylight.
He had a difficult childhood, full of indigence. At the age of
twelve he is forced to abandon primary school, where he had
managed to learn to read and count at all, and works as a
bookbinder apprentice. In addition, he read books to the
bound, being interested in physics and chemistry books.

After completing his apprenticeship he works for a
traveling bookbinder.

Thus, by unknown destiny games, he gets to know the
famous Professor of Chemistry, Humphry Davy at the Royal
Institution. This impressed with young Faraday hires him in
1813, as laboratory — assistant at the Royal Institution.
Perseverance, dedication, thoroughness, diligence, desire to
know as many things as possible made young Faraday to be
noted not only by Davy but also by other teachers who needed
his services.

During 1813-1815 he accompanies the famous professor in
a course of lectures in the great European capitals.

Due to its scientific and experimental merit and qualities
faculty in 1815 at the Royal Institution unanimously agreed
that Michael Faraday to be employed as an university assistant
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In his brilliant scientific and teaching career that has lasted
over thirty years, he carried out many, varied and original
works. He developed extensive studies, meticulously prepared,
accompanied by convincing experiments in support of the
conclusions set [1].

Fig.1 Michael Faraday [2]

On August 29, 1831 Michael Faraday recorded in his
workbook notes on the experience that says “that a circuit
bathing in a variable magnetic flux, as long as the flow
variation lasts, became the seat of electromotive force. If the
circuit is closed in this phase of the magnetic flux change, it is
crossed by an electric current. If the circuit is open at its
terminals there is a potential difference.” He called this
phenomenon that produces an electromotive force and an
induction current, induction. [1] This day can be recorded as
a historic day, a memorable page of physics, can be
considered the birth date of discovery of the law of
electromagnetic induction and of electromagnetic induction.

Discovering induction is regarded by the entire world as
the highest academic achievement of Faraday, the
phenomenon that gave a new course to electromagnetism and
is the cornerstone of electrical engineering. Therefore,
Michael Faraday is considered the father of electrotechnical
engineering.
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Figure.2 1831 manuscript page in which are shown the results of the
“conversion of magnetism into electricity [1]

Scientific and laboratory experiments were doubled by a
distinguished teaching activity.

On 25 August 1867 after a simple and modest life
dedicated with passion and a strong spiritual dedication to
scientific discoveries, simple, clear conclusive experiments,
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understood by its auditor, although ill health forced at times to
stay away from his laboratory, Michael Faraday died.

B.

With tenacity, dedication and interest in the phenomena of
physics (with preference to electricity and magnetism) coupled
with a soul kindness and modesty recognized by colleagues

Faraday’s experiments

and collaborators, he managed through simple, clear,
persuasive experiments, understandable to everyone to
present and define electromagnetic induction law, the

fundamental law of electrical engineering.
Next we will briefly present Faraday's experiments.
Experiment 1

Consider a circular coil of conductive material on which is
mounted a galvanometer (fig.3).

Figure3 Figure explanatory for the first experiment

The coil is approaching a bar shaped magnet with the
North Pole toward the coil. As the magnet approaches the coil,
galvanometer needle deflects off indicating that an electrical
current is flowing through the coil. If the magnet does not
move relative to the coil galvanometer does not deviate.

When moving in reverse the magnet (the magnet remove
coil) galvanometer needle deflects off but in reverse than
before. If you repeat the experience but bringing close and
then removing the magnet with South Pole toward coil
galvanometer needle deflects off, but the direction of deviation
is opposite than in the first experiment.

The conclusion that emerged from this experience
extremely simple is that what matters is the relative
displacement of the magnet and the coil.

It doesn’t matter which is the element that is moving,
namely the magnet toward the coil or vice versa.

The current that occurs in the coil is called induction
current being determined by induced electromotive voltage
[31.

Experiment 2

Another simple demonstration made by Faraday to explain
the phenomenon of induction, he used a device similar to that
shown in fig.4 .

The experimental device is made up of two circuits. A
circuit is made up of a coil with a galvanometer mounted at
the ends (G). The second circuit is made up of a coil where
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there is a DC voltage source (E), a switch (K) and a resistor

(R).

Figure 4 Figure explanatory for the second experiment

The two coils are arranged side by side (face to face) and
in the rest one against the other, as shown in fig.4 When the
switch K is closed, in the circuit of the other coil is established
an electrical current notified by the galvanometer G through
its indicator needle deflection. Deflection is short as the needle
returns to zero.

If the switch K is open also it can be seen, for a short
period of time, the deflection of the galvanometer needle, but
in the opposite direction than before.

The experiment showed that in the coil with passive circuit
(who does not have power supply) occurs an induced
electromotive voltage whenever the current in the coil in the
circuit powered by the power supply E ranges (closes or opens
the switch K).

The conclusion that was drawn from this experiment is that
what is important in this phenomenon is the variation speed of
current and not its intensity [3].

C. Law of electromagnetic induction

Law of electromagnetic induction is an important and
fundamental law to electrical engineering showing how to
produce voltage always stating that the presence of a time-
varying magnetic field is accompanied by an electric field [4].

The statement of the law of electromagnetic induction
states that “u. electromotive voltage induced in a circuit is
equal to variation speed of magnetic flux taken with the
opposite sign.”

_do
U, =
dt

Integral form of the law, both for bodies at rest and bodies
in motion has the form:

1)

{E T——I d§+jrot(vx§)d§ @)
Zr Zr
And local form is:
B)

rotE = —% + rot(\7 x 3)
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In relation (2) :

- I—dS - represents the variation in magnetic flux

due to Iocal variation of magnetic induction, the contour is
assumed stationary and is called electromotive voltage
induced by transformation;

Jrot(Vx B)dS - corresponds to the variation of the
2:l"
magnetic flux due to the movement of contours with the body,
the magnetic induction is assumed invariable in time and
represents electromotive voltage induced by motion.

I1l. NIKOLA TESLA AND WIRELESS TRANSMISSION OF

ELECTRICITY
A. Nikola Tesla — engineering genius

Nikola Tesla saw the light of day on July 10, 1856 in the
small village Smilijan in the province of Lika in Croatia. He
was the fourth child of Milutin and Djouka Tesla. He was born
and raised in a family educated and devoted to the principles
of family and Orthodox faith, his father being an appreciated
priest.

Primary School classes begin in Gospic, where his father
received a new parish, proving to be a good student who likes
to read a lot, even obtaining a job in the school library.

Destiny makes that in Karlovac (Carlstad) where he
continued his studies at the village high school he knows
physics Martin Sekulic who stimulated and impressed him
with the experiments he made for the young students, opening
the way to the sciences.

Wanting to become an electrical engineer he enrolls at the
renowned Ecole Polytechnique Graz, where he meets famous
teachers such as: Rogner, Poeschl, who initiated him into the
mysteries of physics and superior mathematics. From financial
reasons is forced to abandon studies. He never graduated from
Ecole Polytechnique Graz and received no grade for last
semester spent there [5].

Fig.5 The young Tesla [2]

Later, in 1880, he manages to participate in some summer
courses of the University of Prague, one of the most famous
and important university in Europe with famous rector
Professor Ernst Mach.

After a spell in Budapest, where he works in the telephone
company, and then to Paris where he was employed at the
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newly founded company Continental Edison Company, in
1884 decides to go to America.

United States of America, a country growing economic,
industrial and financial, country where each newcomer saw
the Promised Land proved a fertile area for the development
and flourishing of the technical ideas ingenious and
courageous of young Nikola Tesla.

With the recommendation of the Director of Continental
Edison Company in Paris he gets to work for the company of
famous Thomas Edison, a personality that will mark much his
life and activity.

At one point Tesla said: “The meeting with Edison was a
memorable moment of my life. | was amazed by this
wonderful man who has achieved so much with no scientific
training.” [6]

In 1887, he built the first induction motor, brushless, AC
power, which he presented at the American Institute of
Electrical Engineers (now IEEE, Institute of Electrical and
Electronics Engineers) in 1888 [2].

As a child he was fascinated by the native water mills and
water power to move the mill wheel. Since then cornered in
small Nikola mind the idea of using flowing water energy for
the production of electricity.

Making the great project for the power plant at Niagara
Falls has raised many specialized issues constructively,
finding many ingenious technical solutions, but also created
great controversy, much publicized at the time, between
Thomas Alva Edison and Nikola Tesla, the American and
world’s electrical engineering titans at the time.

Fig.6 Nikola Tesla at maturity [2]

After five years of great human and technical endeavor,
points of renunciation and distrust, financial crisis and
millions of dollars invested in November 1886 Niagara Falls
hydropower plant project was completed. The first
hydropower plant in the world was now functional, the author
of this project, greeted by many with distrust and suspicion,
considered likely to fail, was Nikola Tesla.

Making the large hydropower plant from Niagara in the
last decade of the nineteenth century brings Tesla at no forty
years, a great victory and enhances the reputation and respect
in the world of engineering. He managed to defeat the
favorable trend of DC supported by Edison which was
financially supported by tycoon J.P.Morgan requiring
alternating current generators.
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Fig.7 Tesla in his laboratory [2]
B. Tesla's vision on wireless transmission of electricity

For instance, he understood that wireless power
transmission is possible, but did not know that there are limits
to the amount of energy transmitted in this way.

Towards the end of 1898 he begins a systematic research,
undertaken over several years in order to perfect a method for
transmitting electricity through the natural environment.

Thus, in 1899 Tesla moved to Colorado Springs. Colorado
Springs a plateau located at 2,000 m altitude above sea level
and covers an area of 1,000 km? Here he designed the new
laboratory to achieve his goals.

Atmosphere of Colorado Springs allowed him to make
some important scientific observations noting “Consequently,
lightning in the atmosphere are very frequent and sometimes
incredibly violent. Once occurred about twelve thousand
lightning in a span of two hours, all on distance less than fifty
miles around the laboratory. Many of them resembled giant
fire trees with trunks facing when upwards when downwards.
I have never seen ball lightning, but as compensation for my
disappointment | succeeded later to determine how they are
formed and | could produce them artificially” [6].

Publication of scientific observations made during the
period when he worked at his laboratory in Colorado has
attracted the attention of many scientists and interests of
businessmen. Morgan, initially taken by Tesla's ideas,
accepted such a giant project financing by providing the
scientist and his team a significant amount of money, namely
$ 150,000 to build a transmission tower and a power plant.

Full of energy, thoughts and brilliant ideas, surrounded by
a team of collaborators Tesla ventured may be into the most
deep, known and publicized scientific adventure
achievement of wireless transmission of electricity.

Fig.8 Tesla Wardenclyffe tower
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To implement his plan Tesla begins the construction of
the famous tower Wardenclyffe in Long Island. In September
1904 the tower had reached a maximum height of 55m.
Remaining with little money he failed to complete the dome
atop the tower. With reduced funding Tesla continued his
work and experiments.

J.P.Morgan was concerned, more obsessed with the
possibility that Tesla's achievements can provide the
transmission of “unlimited amounts of energy” wireless,
although Tesla ensured him that the plant at Wardenclyffe can
send only “small amounts” of energy.

A close friend of Morgan suggested him “Look, this
man has gone crazy. What he does is that he wants to give
them all free electricity and you do not have to put counters.
We'll go bankrupt if we support this man.*

This was the straw that broke the camel's back and
prompted tycoon J.P.Morgan to remain deaf to all Tesla's
attempts to continue its research and investments.

Lacking funds, preset by the lenders, Nikola Tesla was
forced to stop in 1904 the work on Wardenclyffe complex.

Thus due to more pragmatic than visionary thinking on
long term of potent American businessmen and bankers was
interrupted a brilliant idea that could have well changed the
lifestyle of mankind.

Tesla has lost a battle but happily continued to have a
brilliant mind and ideas that today amaze the scientific world
and are waiting to be applied to peaceful purposes.

IV. CURRENT AND FUTURE USES OF WIRELESS
TRANSMISSION OF ELECTRICITY

A. Electric vehicle battery charging system
supply station  embarked equipement

. |
wireless | transfer
|

=)

T@ ml 0 g@

\_/«rmelm
communications

feedback

Fig. 9 Block diagram of a system for wireless transfer of energy and data for
batterry charging of power electric vehicles

1) AC power converter (50Hz)-medium/high frequency AC;
2.)transmitter circuit; 3.) receiver circuit; 4.) medium/high frequency AC
converter—c.c.; 5.) storage battery; 6.) monitoring and control block;7.)
wireless communication

The schematic diagram in fig.9 [7] the energy transfer
takes place between the emitter circuit (2) or base station and
receiver circuit (3) or mobile station (located on the vehicle)
separated by a variable distance (d) of ground clearance time.
The transfer is one of the inductive type, such as that
described above, the power transmitted to the load (5) can be
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of the order of kW and provides charging the battery in a time
equivalent to the duration of the charging process using a
galvanic coupling type.

Variable frequency static converter (1) used in this scheme
is adaptive type to ensure, on the one hand, the resonance
conditions of the transmitter and receiver circuits, and on the
other hand can automatically compensate for variable load
caused disagreement. Converter (4) is designed to provide
battery charging regardless of its status (degree of discharge)
in an optimal regime. Status and battery charging system is
monitored and information about them is transmitted through
a wireless communication channel (7) to monitor and control
block (6) who has command over converters (1) and (4) so
that yield global transfer of the system to be maximum
regardless of battery status and power factor at the point of
power supply to the equal [7].

B.Pacemaker battery charging system.

A heart stimulator (pacemaker) is a medical device of
small size (3-4 cm) emitting electrical impulses, transmitted
by means of electrodes which are in contact with the heart
muscle in order to regulate the heartbeat. The miniaturized
electronic device delivers regular rhythm excitations to a heart
with physiological centers unable to provide normal heart
rhythm.

Implantation of a pacemaker is a minimally invasive
surgery under local anesthesia by which the boxy of
pacemaker is buried in a place specially prepared between the
chest skin and pectoralis major muscle. For power of
electronic circuits of this pacemaker, it is fitted with lithium
batteries which ensure a smooth operation for several years (5-
7 years) [8].

In fig.10 there is a block diagram of a wireless inductive
system of pacemakers power battery.

The system consists of an outer and an inner coil. Outer
coil is supplied by an external source of AC. Internal coil
takes over inductive power transmitted by the external coil and
adapts it to the needs imposed by electronic implants.

The system shown in fig.10 [9] is a series-parallel
resonator type. The outer member is composed of an inductor
Lex: and a capacitor connected in series Cs. The inner member
(mounted in the body with the pacemaker) is made up of a coil
Lin: and a capacitor mounted in parallel C,,.

Patient

Power
source

Parallel
resonance

‘{J_
ST

Series
resonance|

|

|

He [
3]

|

|

Implanted
electronics

Power
oscillator

|

Internal
coil

External
coil

Fig.10 Block diagram of a wireless inductive system of pacemakers power
battery.
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At resonance is satisfied the relationship known for
pulsation:

1
0, = ——
¢ JL-C

Optimum working frequency for such a resonator used for
medical purposes for cardiac implants is between 5 + 10 MHz
for both coil size reduction and compliance with rules imposed
by international medical bodies. For use in medical purposes
of such implants, an electronic device based on inductive
power transmission must release a power of around 10 mw

[9].

(4)

C. Supply of electronic devices equipped with
rechargeable batteries

The explosive development of electronics by
implementing new technologies that ensure miniaturization
increasingly sharper of circuits and electronic devices has led
to a technological revolution. Thus, both production and
market of “devices” portable is in permanent mobile content
diversification and full expansion. These products such as
mobile phones, laptops, tablet, camera, etc. heavily penetrated
everyday life, so for many people they have become virtually
indispensable.

Use of wired chargers, although widely used and available
today becomes thick, unsightly (wires across your office or
home, a possible danger of accidents, etc.).

Modern solutions, which are expected in the not too distant
future, to supply such low power consumers is the use of
wireless transfer of electricity

In fig.11 [10,11] are some aspects which appear to be
detached from a science fiction movie, on the use of wireless
transmission of electricity to power the equipment of an
apartment or office

Fig.11 Supply of electronic devices equipped with rechargeable batteries
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Modern solutions, which are expected in the not too
distant future, to supply such low power consumers is the use
of inductive transfer (wireless transfer) of electricity.

V CONCLUSIONS

Discovery and presentation of simple, clear, persuasive
experiments and understandable to anyone of the law of
electromagnetic induction by Michael Faraday was a moment
of crossroad in the evolution of the electromagnetic field
theory. Making electrical transformers and motors and
generators, whose operation is based on the phenomenon of
electromagnetic induction started a major industrial branch,
Electrotechnical Engineering Industry.

Nikola Tesla, a brilliant and visionary engineer, took the
principle of electromagnetic induction not only to improve
design and functionality of electric motors or generators but
also to achieve a larger project that foresees the possible
transmission of electricity over long distances wirelessly.
From financial reasons his experiments in the wireless
transmission of electricity could not be completed.

Today, over a century after this attempt of Tesla, the idea
acquires new meanings and more and more engineers and
researchers lean forward towards realizing it.

Modern technologies allow for electrical equipment to
perform wireless voltage supply of portable devices such as
mobile phones, tablets, laptops or electric road vehicles.

This paper presents several such proposals.

Future achievements in the field of wireless transmission
of electricity will materialize Tesla's unfulfilled dream.
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Abstract—The ribonucleoside analog ribavirin shows the
antiviral activity against a variety of DNA and RNA viruses.
Ribavirin, in combination with interferon, has predominantly been
applied in the treatment of hepatitis C virus infection and its potential
antitumor efficacy has recently become a point of interest. The
molecular structure of ribavirin was investigated by the
semiempirical AM1 method, which triggered two polymorphic
modifications of the antiviral drug also reported in the literature. The
interactions of two polymorphic modifications of ribavirin (V; and
V,) with nucleic acids by the molecular mechanic and semiempirical
AM1 methods were analysed. Previous experimental data pointed out
that in the ribavirin — nucleic acid complexes, the 1,2,4-triazole-3-
carboxamide chromophore is intercalated between the bases of the
nucleic acid helix, the carboxamidic group is set outside of the helix
toward the major groove and the 4-hydroxymethyl-tetrahydrofuran-
2,3-diol fragment is located in the minor groove. In order to evidence
the sequence specificity of the drug, some model mono- and double-
stranded nucleic acid containing the bases: adenine (A), thymine (T),
cytosine (C) and guanine (G) in AAAAAA, TTTTTT, CCCCCC,
GGGGGG, ATATAT, CGCGCG, ATCGAT and CGATCG
sequences were used. The results outline the differences in the
contributions of the electrostatic and van der Waals interactions to the
total binding energy and the preference of ribavirin for the binding at
the sequences of nucleic acids containing adenine and thymine bases.

Keywords—ribavirin; nucleic acids; molecular modeling

l. INTRODUCTION

Ribavirin is a purine nucleoside analogue that is active
against a number of DNA and RNA viruses [1]. There are
numbers of proposed mechanisms of action for ribavirin.
These include indirect effects such as inhibition of inosine
monophosphate and immunomodulatory effects and direct
effects such as polymerase inhibition and interference with
viral RNA capping. Recent studies use double or triple
combinations of ribavirin with other antiviral drugs, such as
oseltamivir or/and amantadine in order to increase the activity
against multiple virus strains in vitro [2, 3]. In addition, the
antiviral drugs, such as ribavirin, are used by our research
group in vitro chemotherapy to obtain of grapevine virus-free
and potato virus-free plants [3].

Ribavirin has a complex structure (figure 1), comprising an
1,2,4-triazole-3-carboxamide chromophore and a ribose
moiety, 2-hydroxymethyl-tetrahydro-furan-3,4-diol.

Ribavirin crystallises in two polymorphic forms V, and V..

This work was supported by a grant of the Romanian National
Authority for Scientific Research, CNDI-UEFISCDI, project number
104/2012 (PN-11-PT-PCCA-2011-3.1).
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The forms V; and V, were found in slightly different
conformations concerning the glycosyl bond, V; in ,,normal
anti” and V, in “high anti” [4]. The V; form exhibits a
glycosyl torsional angle y (Oy-C;-N;-Cs) of 10.4° denoted as
high syn and the ribose conformation is 3’-endo-2’-exo. The V,
form has a y value of 119.0° referred to as high anti and a 2’-
exo-1’-endo ribose conformation (Fig. 1) [5]. Some inactive
derivatives with substituents in 5-position (methyl, chloro)
which also exist in the high syn forms, an lack energy
minimum in the high anti region. Ribavirin does have a second
minimum energy corresponding to the high anti conformation
and it has been suggested that the active conformation of
ribavirin at the enzyme site is the high anti form.

Vi

\Z
Fig. 1. Chemical structure for ribavirin and
their two conformations V; (“high syn”) and V, (“high anti’’)

Our experimental studies for ribavirin-DNA system [6]
have pointed out a complex nature of the binding process.
Two binding processes were highlighted: a process of the
internal binding, that involve the drug intercalation between
the bases from nucleic acid and a process of the external
binding, that involve the drug binding to the grooves from the
nucleic acid structure. It was found that the external binding
prevails, the binding constant of this process being with an
order of magnitude greater than the binding constant of the
second process.
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In addition, the dependence of the binding constants on the
ionic strength of the medium allowed the dissection of the
binding free energy in electrostatic and non-electrostatic
contributions. It was found that the non-electrostatic
contribution prevails.

The purpose of this paper is to perform a theoretical
modeling of the interaction of ribavirin with some model
nucleic acids. We will focus on the following aspects:

i) The study of the electronic structure of the antiviral drug,
which involves the analysis of the possible conformers in
order to find the optimal conformations for the interaction
with the nucleic acids, the calculation of the charge
distribution and the electrostatic potential;

ii) The theoretical modeling of the drug - nucleic acid
complexes in order to estimate the relative contributions to the
interaction energy (van der Waals and electrostatic terms) and
to get an insight on the sequence selectivity of the drug.

Il. COMPUTATIONAL DETAILS

The structures of the ribavirin conformers and the
sequences of nucleic acids were built within the HyperChem
Release 7.5 program and optimized by the semiempirical AM1
method (parameters: SCF control of 0.01, RHF spin pairing,
Polak - Ribiere optimizer, RMS gradient of 0.01 kcal/mol'A
for the ribavirin conformers and the sequences of mono-
stranded nucleic acids, RMS gradient of 0.1 kcal/mol-A for the
sequences of double-stranded nucleic acids).

The calculations on the complexes of two ribavirin
conformers (noted V; and V,) with the sequences of mono- and
double-stranded nucleic acids were performed in vacuo by
both the Molecular Mechanics (MM+ force field) and the
semiempirical AM1 methods. The optimization criteria for the
drug — nucleic acids complexes were 0.01 kcal/mol A for the
MM method and 0.1 kcal/mol A for the AM1 method.

I1l. RESULTS AND DISCUSSION

A. Conformers of ribavirin

After the conformational analysis, we have obtained a
series of conformers presenting the features indicated in
literature for the polymorphic forms V; and V,. From all of the
conformers obtained, they were selected two optimum
conformations, with the minimum energy and corresponding
to the crystallographic data presented in literature.

Table 1 shows the values of torsions angles between the
binding atoms of the two rings from the ribavirin structure and
figure 2 shows the molecular structures of the ribavirin
conformers obtained by AM1 method.

TABLE 1. Values of torsion angles in ribavirin conformers

Torsion angles Ribavirin V; Ribavirin V,
N,-C,-0,-C/ 101.95° 113.08°
C,/-0/-C/-C/ 130.78° -115.76°
0,-C/-CJ-0d -67.83° 102.83°
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(a) Conformer V; (b) Conformer V,
Fig. 2. The molecular structures of the ribavirin conformers
obtained by AM1 method

The charge distribution in the two conformers of ribavirin
is similar, excepting the oxygen and nitrogen atoms from
carboxamide group, the N, and N, atoms from 1,2 4-triazole
group and the Os atom from ribose moiety. In the V,
conformer, the smallest charge density was found at the
nitrogen atom from carboxamide group and the Os’ atom from
ribose moiety while in the V, conformer, the nitrogen and
oxygen atoms on carboxamide group bears the smallest charge
density.

The frontier molecular orbitals (Figs. 3 and 4) are =«
orbitals.

Fig. 3. The HOMO (a) and LUMO (b) orbitals of ribavirin V;

Fig. 4. The HOMO (a) and LUMO (b) orbitals of ribavirin V,
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In both conformers of ribavirin, the highest occupied
molecular orbital (epome~-10.45eV) and the first wvacant
molecular orbital (eeme~-0.1eV) are preferentially localized on
the heterocyclic oxygen and 1,2,4-triazole-3-carboxamide
chromophore, ensuring a high superposition with the r-system
of the base pairs from the nucleic acids and explaining thus the
strong intercalating tendency of ribavirin conformers.

The electrostatic potential is a useful analytical tool in the
analysis of chemical reactive behaviour involving the
electrophilic and nucleophilic processes, as well as recognition
and hydrogen bonding interactions. The electrostatic potential
was calculated for each conformer of ribavirin and the
minimum and maximum values for these conformers are
presented in table 2.

TABLE 2. Results of AM1 calculations

Ribavirin
Parameter Vi V,
AHsormation, Kcal/mol -139.47 -141.25
Ehomos €V -10.42 -10.47
Elumo, €V -0.05 -0.13
Vimin, Kcal/mol -41.67 -36.39
Vinax, Kcal/mol 266.53 246.01

Due to the presence of the lone pair electrons, the oxygen
and nitrogen atoms are characterized by negative regions of
the electrostatic potential while the rings are characterized by
positive electrostatic potential. There are not significant
differences considering the extension of the positive and
negative regions of the electrostatic potential between the
conformers of ribavirin. However, the V, conformer is more
stable than the V, conformer, although the differences between
them are small.

The both ribavirin conformers were optimized by both
MM and AM1 methods. The optimized values of the ribavirin
conformers energies calculated by the MM method were used
to calculate the drug — nucleic acid interaction energy.

B. Sequences of nucleic acids

Nucleic acids are complex organic molecules that contain
the genetic code for the organism. Nucleic acids act as drugs
by different mechanisms, they may bind with the synthesized
proteins, and they can hybridize to a messenger RNA leading
to translation arrest or may induce degradation to target RNA.
In this way the nucleic acids act as drug for inhibiting gene
expression or protein synthesis.

A remarkable feature of the nucleic acids is that in these
macromolecules there are several reactive sites, uniquely
displayed on the surface of the helix, depending on the
nitrogenous bases succession in the nucleic acids sequences.
For instance, in the minor groove of deoxyribonucleic acid,
the exocyclic N2 amino group of guanine and the N3 atom of
both guanine and adenine bases are particularly susceptible to
the drugs action. In the major groove, the N7 atom of both
guanine and adenine bases is particularly susceptible to drug
action. Finally, the C4', C5', and C1' atoms of the deoxyribose
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in the backbone of nucleic acid double-helix are other reactive
sites from the nucleic acids sequences [7-9].

Because the literature data pointed out that the
intercalating drugs have a sequence selectivity for nucleic
acids that does not extend beyond two or three nitrogenous
base level [10-14], we have chosen some model mono- and
double-stranded nucleic acids containing the AAAAAA,
TTTTTT, CCCCCC, GGGGGG, ATATAT, CGCGCG,
ATCGAT and CGATCG sequences. The nucleic acids
sequences were constructed by the charge neutralization of
phosphate groups with hydrogen atoms. The nucleic acids
sequences were optimized by both MM and AM1 methods.

The results obtained by the optimization the nucleic acids
sequences using the AM1 method indicate a low net charge on
the nitrogen atoms and negative area for the electrostatic
potential on the oxygen and nitrogen atoms, which have lone
pair electrons.

The optimized values of the nucleic acids sequences
energies calculated by the MM method were used to calculate
the drug — nucleic acid interaction energy.

C. Complexes of ribavirin with sequences of nucleic acids

The optimized conformers of ribavirin and the optimized
sequences of mono- and double-stranded nucleic acids were
utilized in the optimization of the drug - nucleic acid
complexes. For the optimization of the drug - nucleic acid
complexes by both MM and AM1 methods, the solvent effect
was not considered.

The starting structures of the drug - nucleic acid complexes
were built by the docking procedure. Initially, several
restraints were imposed, so that the 1,24-triazole-3-
carboxamide chromophore to be oriented parallel to the
nitrogenous bases from the nucleic acid helix, the
carboxamidic group to be set outside of the helix toward the
major groove and the 4-hydroxymethyl-tetrahydrofuran-2,3-
diol moiety to be located in the minor groove of nucleic acids
structure. After optimization of the drug - nucleic acid
complexes until the required gradient, the restraints were
eliminated and the complexes were optimized again.

In Figs. 5 and 6 are presented the optimized geometries for
two complexes of the drug with the mono-stranded nucleic
acids sequences and in Figs. 7 and 8 are presented the
optimized geometries for two complexes of the drug with the
double-stranded nucleic acids sequences.

In all drug - nucleic acid complexes, the formation of some
intercalation complexes was observed. Initially, the nucleic
acid undergoes a conformational change that leads to the
obtaining of an intercalation site. In this step, the nitrogenous
bases from the nucleic acid structure were separated to form
the cavity in which the drug will intercalate. Then, in the
second step occurs an external binding of drug at the nucleic
acid sequence and in the third step occurs the drug
intercalating between the nitrogenous bases from the nucleic
acid structure.
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a)  The intercalation site b) a)  The intercalation site b)

Fig. 5. The optimized geometry of ribavirin V;-CGATCG complex (a). Fig. 8. The optimized geometries of ribavirin V,-ATATAT-TATATA
The intercalation site of the ribavirin V, complex (a). The intercalation site of the ribavirin V,
to mono-stranded nucleic acid sequence (b) to double-stranded nucleic acid sequence (b)

The energies of the drug — nucleic acid complexes were
used for the evaluation of the following quantities [10, 12, 15]:

- the interaction energy:

Einteraction = Ecomplex - (Edrug + EDNA)optimized (1)

- the binding energy:

Ebinding = Ecomplex - (Edrug + EDNA) frozen in complex (2)
- the perturbation energy:
Eperturbation = Einteraction - Ebinding @)

The values of the binding energies of the ribavirin
conformers at the mono- and double-stranded nucleic acids

a) The intercalation site sequences calculated by MM method are presented in table 3.
Fig. 6. The optimized geometries of ribavirin V,-GGGGGG complex (a). The van der Waals (VdW) contribution to the binding energy
The intercalation site of the ribavirin V, are also included in table 3.

to mono-stranded nucleic acid sequence (b) TABLE 3. MM results of drug — nucleic acid interaction

Ribavirin Vi Ribavirin V,

- Ebinding, % Ebinding, %

Nucleic acid Keallmol | Vaw | Keallmol | Vdw

AAAAAA 19,05 | 8631 | -17.85 | 6947

TTTTTT 21,24 | 7981 | -2437 | 7805

ATATAT 2375 | 71,98 | -2002 | 78,12

cccece 2026 | 77,84 | -1877 | 7373

GGGGGG 1525 | 9338 | -1639 | 8841

CGCGCG 1892 | 8161 | -1785 | 8863

ATCGAT 14,24 | 80,76 | -1512 | 74,67

CGATCG 1423 | 8391 | -1295 | 69,88

AAAAAA-TTTTTT 27,97 | 7848 | -2668 | 8658

ATATAT-TATATA 2391 | 82,93 | -2439 | 8381

CCCCCC-GGGGGG | -2514 | 7059 | -2827 | 72,56

CGCGCG-GCGCGC | -30,13 | 8095 | -27,11 | 86,09

ATCGAT-TAGCTA 2277 | 96,5 | -2324 | 8951

CGATCG-GCTAGC 2046 | 79,62 | -2274 | 7545
a)  Theintercalationsite  b) In all cases, the binding energies have negative values
Fig. 7. The optimized geometries of ribavirin V;-ATCGAT-TAGCTA reflecting the drug - nucleic acid interaction. The results
complex (2). The intercalation site of the ribavirin V, underline the significant van der Waals contribution (>70%) to

to double-stranded nucleic acid sequence (b) the binding energy and, consequently, the low percentage of

the electrostatic interactions, in agreement with our previous
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experimental data [6]. A slight preference for the sequences
containing adenine and/or thymine bases can be noticed for
both ribavirin conformers with both mono- and double-
stranded nucleic acids sequences.

In table 4 are presented the values for the interaction and
perturbation energies, characteristic for the inclusion processes
of the two ribavirin conformers in the nucleic acids structures.
It is noted that the intercalation of ribavirin conformers in the
nucleic acids helix causes a small disturbance in the drug
structure and a big disturbance in the structure of nucleic acids.

TABLE 4. MM results of drug — nucleic acid interaction

Ribavirin - nucleic acid Einteraction, E perturbation, KCal/mol
complexes kcal/mol total nucleic acid
AAAAAA -3,96 15,09 14,74
R TTTTTT -9,67 11,57 10,76
| ATATAT -16,19 7,56 6,79
B Cccccece -13,61 6,63 6,32
A GGGGGG -2,71 12,54 12,12
v CGCGCG -7,79 11,13 10,84
' ATCGAT -12,76 1,48 0,64
R CGATCG -13,41 0,82 0,73
:\l AAAAAA-TTTTTT -25,75 2,22 1,06
ATATAT-TATATA -22,54 1,37 0,22
Vv, CCCCCC-GGGGGG -20,32 4,82 3,59
CGCGCG-GCGCGC -11,87 18,26 17,52
ATCGAT-TAGCTA -11,81 10,96 10,21
CGATCG-GCTAGC -15,99 4,47 2,95
AAAAAA -3,78 14,07 13,59
R TTTTTT -15,88 8,49 7,81
| ATATAT -11.31 8,71 8,11
B Cccccee -5,9 12,87 9,73
A GGGGGG -2,7 13,69 12,84
v CGCGCG -9,96 7,89 7,33
| ATCGAT -9,67 5,45 4,61
R CGATCG -12,04 0,91 0,44
:\l AAAAAA-TTTTTT -24,39 2,29 0,55
ATATAT-TATATA -25,55 2,22 1,06
V, CCCCCC-GGGGGG -16,05 12,22 10,91
CGCGCG-GCGCGC -23,13 3,98 33
ATCGAT-TAGCTA -13,48 9,76 8,83
CGATCG-GCTAGC -11,38 11,36 10,34

The binding energies obtained by the AM1 method are
presented in table 5.

TABLE 5. Results of drug — nucleic acid interaction
obtained by AM1 method

Ebinding, kcal/mol
Nucleic acid Ribavirin V; Ribavirin V,
AAAAAA -119,15 -102,68
TTTTTT -21,89 -20,81
ATATAT -20,54 -24,96
CCCcCcCC -26,31 -8,31
GGGGGG -22,95 -23,64
CGCGCG -27,07 -13,54
ATCGAT -16,69 -10,01
CGATCG 0,94 2,44
AAAAAA-TTTTTT -98,73 -97,87
ATATAT-TATATA -18,03 -9,96
CCCCCC-GGGGGG -20,48 -16,66
CGCGCG-GCGCGC 7,96 -9,37
ATCGAT-TAGCTA 0,74 3,76
CGATCG-GCTAGC 16,11 -19,13
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A slight preference for the nucleic acids sequences
containing adenine and/or thymine bases can be noticed for
both ribavirin conformers.

They were found a lot of features of the dyes and drugs
intercalation [10-17] between the purine and pyrimidine bases
from the nucleic acids structure, namely: the distortion in
nucleic acid structure by the angle opening of the phosphate
groups for allowing the dyes/drug intercalation, the lengthening
of the helix by approximately 3.4 A which causes a
conformational change of some sugar moieties involved, the
increase in the distance between nitrogenous bases at the
intercalation site level.

Although some features of the intercalation are found in the
ribavirin - nucleic acid system, however there is a remarkable
difference, determined by the “accordion type” motion
(specified in the model Lerman [16]) that occurs with the
breaking of some hydrogen bonds between the purine and
pyrimidine bases from the nucleic acids structure. In addition,
the formation of new hydrogen bonds between ribavirin and
the nitrogenous bases from the nucleic acid sequence at the
intercalation site level was observed.
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Fig. 9. Hydrogen bonds in ribavirin V; (a), respectively ribavirin V; (b)
- ATCGAT-TAGCTA complexes

CONCLUSIONS

The results of the molecular modeling points out that the
complexes of ribavirin with nucleic acids are stabilized mainly
by van der Waals forces involving the 1,2,4-triazole-3-
carboxamide chromophore and the nitrogenous bases from the
nucleic acids structure and that the electrostatic term brings a
minimal contribution (<20%) to the binding energy. For both
ribavirin conformers, a slight preference for nucleic acids
sequences containing adenine and/or thymine bases was
found. As a result of the ribavirin — nucleic acid interaction,
only the nucleic acids structure is significantly perturbed, the
structure of the drug being practically unchanged.

The theoretical calculations in the ribavirin — nucleic acid
system predict an increase of the distance between the
adjacent nitrogenous bases at the intercalation site level.
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The turning of the polynucleotidic helix is produced and the
“accordion type” motion takes place determining a breaking in
the hydrogen bonds between base pairs from double-stranded
nucleic acid structure.
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Abstract— This paper presents a rheological model for producing
shape-memory thermoplastic polymers. Heat-shrinking occurs as a
result of internal rearrangement of the structural elements of a
polymer. A non-linear viscoelastic model was developed that allows
qualitative and quantitative prediction of the stress-strain behavior of
shape-memory polymers during heating. This research was done to
develop a technique to determine the maximum possible change in
size of heat-shrinkable products during heating. The rheological
model used in this work was particularly suitable for defining process
parameters and constructive parameters of the processing equipment.

Keywords—shape-memory  polymers;
Elastic deformation.

rheology; modeling;

I. INTRODUCTION

Shape-memory occurs as a result of internal rearrangement
of the structural elements of a polymer. The ability of a
polymer to shrink when it is subjected to heat is due to elastic
de-formation of the polymer. Heat-shrinkable polymeric
articles have wide-ranging industrial application such as in
heat-shrinkable tubing, packaging industry, insulating wires,
provision of abrasion resistance and environmental protection
for stranded and solid wire conductors, connections and joints
and terminals in electrical engineering. Heat shrinking can also
be used to repair the insulation on wire or to form bundles of
wires, to protect wires or small parts from minor abrasion and
to create cable entry seals for environmental protection [1-4].

Existing multi-stage manufacturing technology of
polymeric heat-shrinkable products requires several steps and
uses specialist kinds of equipment.

Disadvantages of this technology are that it requires several
steps, and specialist equipment and implementation of radiation
exposure or chemical crosslinking of the polymer, which
makes the technology low in efficiency, costly and
environmentally unsafe. Furthermore, the process of heat-
shrinking often uses the technique of applying various types of
adhesive to the surface of insulated or connected products,
which is undesirable because radiation or chemically modified
polymers usually lose their adhesive properties. As melted
polymer materials exhibit not only a viscous property, but also
elastic properties, this raises the following question: Is it
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possible when blow molding hollow tubular articles to suppress
viscous properties of the deformed polymer and translate it into
a state of forced elasticity [5-6].

Most of the earlier modeling research has introduced
rheological models consisting of spring, dash-pot, and
frictional elements in one-dimensional models, in order to
quantitatively describe the shrinkage behavior in amorphous
polymers. However, despite their simplicity, such models
usually lead to predictions agreeing only qualitatively with
experiments. This study was done because there is currently a
lack of appropriate constitutive rheological relations for the
production of hollow heat-shrinkable polymeric articles.

Il. RHEOLOGICAL MODELING

To describe the stress-strain behavior of the polymeric
tubular blank, inflated by compressed gas, using the following
rheological model.

&+ ps =2ew,-2c” 1w,

1
- 1 |1—3 wS - |17 s | -1 |27 s
g =—————explay=—-f——4|| C-—=0 (W’ -|C =45 |W
T gme, -1 TGy 3 ) 3 )2
ac (. S
\—+toc-Co-t\e-esl-\e-e,)c=0

at

o))

where & is the stress tensor, p is the Lagrange multiplier,

determined by the boundary condition, O s the identity tensor,

er

@ s the vortex tensor, € is the strain rate tensor, V78
dimensionless parameter (/=0 at @ =0 and Y =lat @ #

C s the Cauchy strain tensor, is the flow strain rate tensor,

is
0),

& is dimensionless parameter (& =1 at @ #* 0 and =0 at

= 0) that characterize the presence or absence of reversible
destruction of the structure of the polymer during deformation,
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,6’ is the flexibility of macromolecular chains, HO(T) is the

relaxation time , GO(T) is the tensile modulus, W is the strain

e
energy function W = W(ll, /2), I; and I, are the primary and

the secondary strain tensor invariants, t is the time, f(l5, 1) is the

dimensionless function that defines relaxation time,
W = W(IJ,IZ) +W(/2,/1)is the symmetric function

and

of

W. The strain energy function parameters can be shown by:

ow ow S GWS s ow S
Wiy=— Wo=—— Wy =—, =
olq ol o olq ol o

To describe the elastic properties of the polymer material in
the rheological model (1), the following elastic potential
which gives a fairly adequate results in a variety of kinematic

types of polymer media under loading °.
W=025G,(1;+1,-6) )
Given the fact that during inflation of the tubular blank
only increase its diameter (Figure 1), and its length is virtually
unchanged. Due to the fact that the upper and lower ends of
the blank clamped in the mold, we can assume that the
deformation of the blank is carried out by mechanism of pure
shear. In this case, the kinematic tensors and tensor of elastic
deformation in the rheological model (1) will have the
following form:

10 0) c 0 0
e=ilo o 0?0  oolo1 ol
00 -1 00 ¢!

ct 00
(3)
cll{o 10
detc
0 0 ¢
where 525@ is the rate of deformation of the tubular
A at

blank in its circumferential direction, c=42; A, ,A are the
elastic and total stretch ratio in the polymer, respectively.
Qo= e)gg(gf), 1 = exp(gH) where €" is the Hencky strain,

and & is the elastic Hencky strain.
The primary and secondary invariants of tensor C are
resulted from Equation (3) as:

l,=1,=c+1+c* @)
By utilizing Equations (2), (3), and (4), the following form
of Equation (1) can be developed.

c-c* 0 0
G+ps=05G,(T):] 0 0 0 ®)
0 0 c'-c
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where 57 is the flow strain tensor as defined in Hencky.

I11. RESULTS AND DISCUSSION

The following physical considerations were used to solve
the problem.

Firstly, it was noted that the normal stresses acting on the
thickness of a deformable blank can be neglected because of
the small gas overpressure that is installed in the cavity of the
inflated blank. This makes it possible from Equation (5), to
determine expression for the Lagrange multiplier:

P =05G,(T)-[c* -c) ®)
Secondly, by taking into account that the stretch ratio is
defined as ;_r()r . the rate of deformation can be

determined from Equation (3) as follows:
s)=_L 940 _ 1 dr(t
At) dt  r(t) dt
Relationship between the dimensionless current radius of
the deformable blank (I’(t)/ I'; ) and the process parameters
of inflating will be as follows:
r('[):\/l+(P0 +AP]%GM
r'0 Pu VO
where P, is the initial gas pressure within the blank, P is gas
pressure, AP is gas overpressure in cavity of blank, y is the

©)

¢ (10)

volume of the cavity of initial tubular blank, K is the adiabatic
sign of the blowing gas.
The value of the volumetric flow rate of gas (g ) through

an inflatable nipple can be determined from the following
equation *°:

G =

u

2k
Hun k—l
where L, is the coefficient of pneumatic consumption,
providing a supply of pressurized gas from the receiver,
SHW is the cross sectional area of openings of nipple,

(11)

UpS R, T,

R P ,TP are the universal gas constant and temperature of the

compressed gas in the receiver, respectively.
Considering expressions (10) and (11) the rate of
deformation of the inflated blank is determined as follows:
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£(0)

t)= —2L (12)
V=1, 2:(0)
K
where 8(0)58( :0):;[::3;)} %

Expression (12) allows determination of the values of all
components included in the first equation of the kinematic
tensors (3). Now, using this tensor and Equations (6-7) the
following scalar differential equation can be obtained that
describes kinetics of the process of elastic deformation in the
material in its circumferential direction:

de _
dt

E(0)

ZC{1+2E(0)T_(C_4C_1)’6Xp[_ﬁ ’(Hcl_z)]} -

Since, in initial extruded tubular blanks, any missing
deformation including elastic deformation allows formulation
of the following initial conditions for solutions of the
differential equation (13):

alft=0 ——=> c=1 (14)

Solution of Equation (13) with initial condition (14) for

different values of the dimensionless parameter of g(o) is

presented in figure 1.

20

Elastic deformation 0.5Inc,-

Dimensionless time, -

Figure 1. The Kinetics of elastic deformations of LDPE in the inflated
tubular blank at various modes of its deformation: m - E(0)=0.41; A
- E(0)=0.6, ® - E(0)=1.25; o - E(0)=8.6; points: experimental data;
curves: theoretical model; rheological parameters: £=0.38 and
6,=0.05 sec; T=423K.
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Analysis of solutions of Equation (13) is confirmed by the
experimental data, the comparison of which is represented in
figure 1. Figure 1 shows that under certain conditions the
deformation process of polymeric material goes into a state of
"forced" elasticity and practically ceases to flow, like a
deformed elastic medium. Data presented in Fig. 1 clearly
demonstrates realization modes corresponding to curves 1 and
2 and that elastic deformation of the material was developed
only in the initial moment of deformation of the blank, and
then it relaxed to zero. Implementation of the same modes
corresponding to curves 3 and 4, shows that elastic
deformation of the material developed during the deformation
time, and reached hundreds of percent or more. These results
indicate that under practical conditions, the level of
accumulated elastic deformation can be determined by
dimensionless initial rate of deformation of the material, g (o).

Consequently, for the production of heat-shrinkable articles
from conventional unmodified polymer, it is necessary that the
initial rate of deformation exceeds a certain critical value,
which is formalized as the following conditions:

E(Q0)=4(r=0)-6,>E,, (15)

Where E(0) is the initial rate of deformation, and £,, is the
critical value of rate of deformation.

IVV. CONCLUSIONS

From the obtained equations it is obvious that identically
sized heat shrinkable products may have completely different
heat-shrinking characteristics that will define the value
accumulated in the polymer material at the end of the
formation process. These results demonstrate that for the
practical implementation of the one-step production
technology of shape-memory products, we can use well-
known equipment commonly used for the extrusion blow-
molding of hollow articles subject to adjustment of certain
technological parameters of the formation process.
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Independence tests for financial variables

Sergio Ortobelli Lozza, Tommaso Lando

Abstract— This paper proposes an alternative method to evaluate
the independence between random variables. The new method is
particularly useful when the tested random variables are continuous,
because the most used tests for independence are not able to give
precise evaluations. In particular, we analyze and compare two
different methods to test the independence among financial variables.
The first is the classical chi-squared test generally used to evaluate
the independence of historical observations in the portfolio risk
valuation. The new alternative method is based on a conditional
expectation estimator. Thus, we can compare the results of the two
methods by evaluating the performance in terms of goodness-of-fit
tests.

Keywords—test of independence,
Kernel, Non Parametric test.

conditional expectation,

. INTRODUCTION

his paper discusses two different methods to test the

independence among random variables. On the one hand,

several well known methods test independence between
random variables by evaluating the independence between
their realizations. Clearly, if the events are not independent,
this criterion is sufficient to guarantee that the random
variables are not independent. Thus, these methods can be
properly used for discrete random variables. However, when
random variables are continuous, we cannot guarantee that the
random variables are independent only if a few events are
independent. Moreover, in several financial applications, tests
of these kinds are generally used although the financial
random variables are assumed to be continuous. For example,
when we evaluate the risk interval forecasts, with reference to
the information available at each time, we use the tests
proposed by [1], [2], and with a chi-squared test we also
evaluate the time independence. In this paper, we propose an
alternative method to test the independence among random
variables, based on the conditional expectation between
random variables. As observed by [3], the conditional
expectation between two random variables E(Y|X) can be
estimated using different methodologies: the Kernel method
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and the OLP method. On the one hand, the kernel non-
parametric regression (see [4] and [5]) allows to estimate
E(Y|X =x) as a locally weighted average, based on the
choice of an appropriate kernel function: the method yields
consistent estimators, provided that the kernel functions and
the random variable Y satisfy some conditions, described in
Section I1. On the other hand, an alternative methodology was
recently introduced by [6] for estimating the random variable
E(Y]X): this method has been proved to be consistent without
requiring any regularity assumption. In this paper we use both
methods to evaluate the difference between tests based on the
conditional expectation and the classic chi squared test for the
independence. In order to compare the effects of the two tests
we discuss and examine the case of some financial variables
using both alternative methodologies for estimating the
random variable E(Y|X). Then, we can perform a simulation
analysis, drawing a bivariate random sample from (X,Y), and
finally investigate which test better fits to the true case.

The paper is organized as follows: in Section Il we present
the different methodologies and their properties; in Section 111
we examine a method to compare the two tests; in Section IV
we briefly illustrate the financial interpretation and possible
application of the tests of independence.

Il. TESTS OF INDEPENDENCE

In this section, we describe two different procedures to
evaluate the independence among random variables. First, we
present the well know Pearson chi-square test, used to test
independence between random variables and events. Then, the
second alternative test is based on the conditional expectation
and thereby differs from several other tests which have been
proposed for continuous random variables (see [7],[8] and

[90):
The chi-squared independence test

Two random variables X and Y are independent if for any
couple of Borel sets A and B then

P(X €AY € B) = P(X € A)P(Y € B).
Therefore, if X =}/ ailjxeq) and Y = ZJ’-”zlbjI[YEBj] are
and {B; }jzl,...,m are partitions of the real line) we can easily

test independence using the chi squared test. As a matter of
fact, in order to prove the independence of X and Y it is
sufficient to show that, for any i=1,...,n and j=1,...,m, we have
that

p; =P(X€A,Y€B)=PXeA)P(Y €B) =p;.
Hence, we can use the statistic
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(Fii— ..)Z (pij i .)Z
X=X f”;” =NXi, Z}”:l A .pl.p] @)
ij piPj
where N is the sample size, p;,p;p; are the estimated
probabilities and similarly f; is the observed frequency count
of the events belonging to both the i-th category of X and j-th
category of Y, while e;; is the expected count when X and Y are
independent. Thus, the null hypothesis of the independence
assumption must be rejected when the p-value of the chi
squared statistic (1) (that is chi squared distributed with (m-
1)(n-1) degrees of freedom) is less than a given significance
level a. Observe that this statistic can also be used to test the
independence of continuous random variables. However, in
this case, the statistic cannot be applied in order to evaluate
whether the random variables are independent, indeed we can
only guarantee that the random variables are not independent
if the null hypothesis is rejected.

Independence test based on the conditional expected value

Let X:Q - Rand Y:Q — R be integrable random variables in
the probability space (Q, T, P). As observed by [3] when two
integrable random variables X and Y are independent, then
E(Y|X)=E(Y) and generally the converse is not true, except in
the case that Y is positive (negative). Thus, given a positive
non constant measurable function g such that E(g(Y)) < oo
we can easily test the independence of two integrable random
variables X and Y by considering the variance of E(g(Y)|X).
As a matter of fact, the variance of E(g(Y)|X) is equal to zero
if and only if Y is independent from X. Hence, assume that “Y
is independent from X” represents the null hypothesis of the
test. We reject the null hypothesis anytime the variance of
E(g(Y)|X) is significantly greater than a given positive
benchmark value. We call this test conditional test. Typically,
we consider the function a(x)=[x|. Let
(x1,¥1), (X2, ¥2), -y (%, v,) be a random sample of
independent observations from the bi-dimensional variable
(X,Y). Next, we need an estimator of E(|Y]|X). In particular
we recall that [3] proposed two alternative estimators of the
conditional expected value: the first one is based on the Kernel
non-parametric regression, and the other is based on the
approximation of the sigma algebra generated by X. Thus the
first procedure is aimed at estimating the conditional
expectation of |Y|given X = x, which is a mathematical
function of X; the second method yields an unbiased and
consistent estimator of the random variable E(|Y||X).

The kernel non-parametric regression. It is well known
that, if we know the form of the function f(x) =
E(|Y|IX = x) (e.g. polynomial, exponential, etc.), then we can
estimate the unknown parameters of f(x) with several
methods (e.g. least squares). In particular, if we do not know
the general form of f(x), except that it is a continuous and
smooth function, then we can approximate it with a non-
parametric method, as proposed by [4] and [5]. Thus, f(x) can
be estimated by:
R S lyilk ()
X) = —=~ 2
09 = ey @
where K(x) is a density function such that i) K(x) < C < oo;
i) limy_ 1, [xK(x)| = 0; iii) h(n) - 0 when n — co. The
function K(x) is denoted by kernel, observe that kernel
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functions are generally used for estimating probability
densities non-parametrically (see [10]). It was proved in [10]
that if |Y| is quadratically integrable then £, (x) is a consistent
estimator for f(x).

The OLP method. We now describe an alternative non-
parametric approach [6] for approximating the conditional
expectation, the method is denoted by “OLP”, which is an
acronym of the authors’ names. Define by Jy the o-algebra
generated by X (that is, Sy =0X)=X"1(B) =
{X~1(B):B € B}, where B is the Borel c-algebra on R).
Observe that the regression function is just a “pointwise”
realization of the random variable E(|Y]||Jx), which can
equivalently be denoted by E(|Y]]X). Iy can be
approximated by a c-algebra generated by a suitable partition
of Q. In particular, for any k € N, we consider the partition

k

{4 };’:1 = {4y, .., Ay} of Q in b* subsets, where b is an
integer number greater than 1 and:

_ -1 (1
4y = {w: X () < 7t ()},

_1 (h-1 _ h
A, = {(JJ:FX1 (b_k) <X(w) < Fxl (b_k)}' for h =
2,..,bF—1
bk—1

Ape = Q= UL 4 = {0: X (w) > Fi! (b—k)}

Starting with the trivial sigma algebra 3, = {@, 1}, we can
obtain a sequence of sigma algebras generated by these
partitions, for different values of k (k=1,...,m,...). For
instance, 3; = {0, Q, A4, ..., A, } is the sigma algebra
generated by A; = {w: X (w) < Fy'(1/b)}, A, =
{0:Fr" (2) < X() < ¢t ()} s=1....b-1and 4, =
{w:X(w) > Fy((b — 1)/b)}. Generally:

3, = a({Aj}j’il),k eN. 3)

Hence, it is possible to estimate the random variable E (Y [Jy)
by

b 1, ()
BINISO@ = ), Fers , iap =
TP EQY AL, (@), (4)

where 1, (w) = {é “ ;;‘1‘. Itis proved in [6] that E(|Y]|S,)

is a consistent estimator of the random variable E(|Y]]|X), that
is, limy o E(|Y]|S:) = E(JY]IX) as.

From a practical point of view, given n i.i.d. observations of
Y, if we know the probability p; corresponding to the i-th
outcome y; , we obtain:

E(|Y||Aj) = ZyieAj |yi|pi/P(Aj)- 5)

Otherwise, we can give uniform weight to each observation,
which yields the following consistent estimator of E(|Y||4;):

1
EzyieA, yil, (6)
J
where ny, is the number of elements of A;. Therefore, we are

always able to estimate E(|Y]|3,), which in turn is a
consistent estimator of the conditional expected value
E(|Y]1X).
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A simple proof of the potentiality of the test can be given
when we compare uncorrelated but dependent random
variables as in the following section.
I1l. ACOMPARISON AMONG TWO PORTFOLIOS

Let us consider two portfolios of daily returns X and Y,
taken from the NYSE, which are empirically uncorrelated.
Consider that we have about three years of historical daily
joint observations (750 trading days). First of all, we want to
test if the losses and gains of the two portfolios are
independent. Using the chi square test with one degree of
freedom we could not reject the independence of the two
portfolios at 95% significance level. Secondly we want to test
if the two portfolios are independent. Thus, we apply the
conditional test to the standardized random variables X and ¥
of X and Y. We get a variance of E(|¥|/X). equal to 0.0512
with the OLP estimator and 0.0445 with the Kernel estimator.
We observe that the joint distribution of the two standardized
portfolios can be well approximated by a bivariate t-student
with 5 degrees of freedom. Thus, with a bootstrap technique
based on bivariate t-student, we estimated the variance
obtained for a sample of the same dimension (750
observations) under two different hypotheses: X and Y are
independent t- distributed or X and Y are dependent but
uncorrelated. For independent t distributed random variables
we get an average variance of E(|V|/X) equal to 0.0082,
while for uncorrelated dependent t distributed random
variables we get an average variance of E(|Y|/X) equal to
0.0431. This simple observation suggests to reject the
independence hypothesis even if the two portfolio are
uncorrelated.

1 T T T ————— T

Estimated CDF with Independent r.v.

09r Estimated CDF with Uncarrelated rv. J|
Convergence CDF

o8-

07 - B

06 - b

0ar b

0.4r b

03r- B

02F ~

01r b

il L L L L L L L L L
22 2.4

26

FIG. 1 Distributions of E(|Y|/X) for uncorrelated or
independent t-student random variables.

One further example of this analysis is given in Fig. 1 where
we report the distributions of E(|¥|) and of E(|V|/X)
(estimated with the OLP method) assuming X and Y to be
uncorrelated or independent t distributed with 5 degrees of
freedom.

! The procedure to get portfolio uncorrelated is very simple and can be
useful in several practices for example in the PCA to reduce the
dimensionality of the problem.
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IV. CONCLUSION

In this paper, we deal with tests of independence among
random variables. In particular, we show that the well known
chi squared test for independence is not always able to
evaluate correctly the independence between random
variables. On the other hand, a newly proposed test is able to
capture the dependence of random variables even when they
are uncorrelated. In particular, we show that the new test could
be based on two different methodologies for estimating the
conditional expectation, namely the kernel method and the
OLP method recently proposed by [6].
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Time Difference Calculation based on Signal Starting Point
Detection

Wan-zhen Zhou, Yu Ling, Yong-giang Zhang, Wei-dong Wu

Abstract—The research of the high-precision sound source
localization system which is based on time difference of arrival
(TDOA) of different sensors positioning system has increasingly
become popular research. The outcome of the traditional
generalized cross-correlation function (GCC) time delay
estimation algorithm which is under the condition of the intense
noise, has an apparent error, therefore, we can’t guarantee the
accuracy of the positioning system. In this paper, we put
forward a spectral entropy-double threshold endpoint detection
algorithm, through obtaining the exactly starting time of source
sound to get a time difference, then improving it. Experiments
show that the algorithm has the characteristic of simple process,
small amount of computation and accuracy. It is much suitable
for DSP and small system time difference estimation module.

Index Terms—sound source localization; TDOA; GCC;
endpoint detection algorithm.

I. INTRODUCTION

DOA (Time Difference of Arrival) is a kind of
positioning technology [1][2] which is based on the time
delay difference of the simultaneous reception of the signal
time parameters of each sensor. Traditional time difference
algorithm [3][4][5] which delay difference is obtained by
signal correlation operation has the large amount of
computation and obvious delay difference errors because of
the overlay operation. Since the traditional dual threshold
endpoint detection algorithm [6][7] has been turned out
inaccurate in the case of intense noise, we propose an
improved spectral entropy-double threshold endpoint
detection method.
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Il. DOUBLE THRESHOLD ENDPOINT DETECTION

A. The traditional double threshold endpoint detection

Energy always as the parameters for audio process. Put
short-time energy as the judgement which is mean to
subframe the signal first, and then calculate the the energy for
each frame respectively. Average short-time energy of the
signal {x(n)} at thetime of nis defined as:

E = ZDO: x*(m)h(n — m)

m=—0

(1)

Where h(n) is the window frame, used to implement
subframe.

Short-time zero crossing rate means the count of the a
frame of signalwaveformthrough the horizontal axis ,defined
as:

3 [sgn [x, ()] - sen[x, (w - 1)] @)

m=0

1
-
! 2

Traditional double threshold endpoint detection method
through the product of short-time energy and zero-crossing
rate for detecting. The basic idea is to determine two
thresholds for the short-time energy and zero-crossing rate,
i.e. make the short-time energy as the primary judge, and
choose a higher threshold, and set the average zero-crossing
rate as a secondary judgment, on this basis, select a lower
threshold. It may not be the beginning of a valid signal when
the lower threshold is exceeded which is likely caused by
subtle noise. When the higher threshold is exceeded and the
lower threshold is exceeded during a period of time, it means
the beginning of effective signal. Although the calculation of
the traditional dual threshold endpoint detection algorithm is
simple, it usually can’t detect the starting point of a sound
signal accurately when the noise is large. Therefore, it can’t
get an accurate arrival time.

B. spectrum entropy of endpoint detection

Entropy is a measure of the degree of system chaos, which
is used to represent homogeneous degree of energy
distribution in the space. It has a certain robustness feature
cause of the small change of spectral entropy compared with
the energy characteristics. Spectral entropy sound endpoint
detection algorithm is mainly to detect flatness of spectrum.
The energy of the information section of sound signal which
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is mainly concentrated on certain frequency band compared
with the background noise changes clearly and it’s entropy
value is small. While, the distribution of noise is relatively

flat over the entire frequency band, with a large entropy value.

So we can use this difference to get the accurate signal arrival
time by distinguish the valid information segment with noise
segment.

Spectral entropy is obtained by first calculating a Fast
Fourier Transform (FFT) to get the frequency spectrum of
each frame signal, whose coefficients shows the distribution
in size of the frame signal at the frequency points, calculate
the proportion of each spectral component in the total energy
of each frame, which would be set as a signal energy
probability in a certain spectrum point. Its probability density
function defined as:

b - s(£)) ;
f > 8w

Where, s(f;) is the energy of fi, p; is the corresponding
probability density, and M is the points of the FFT frequency
components. The corresponding spectral entropy of each
frame is defined as:

L., M

M
H = —ZH p, log Pk

C. Improved spectral entropy - double threshold endpoint
detection

In order to get a more accurate time difference of the signal,
we need to reduce the signal noise by spectral subtraction
before detecting the endpoint. By using the spectral
subtraction, which needs to cut the noise spectrum from the
sound we can obtain a relatively pure signal spectrum. In
order to further increase the accuracy of the time difference, it
is necessary to divide the sound signal into several frequency
bands, the energy spectrumof frequency band is defined as:

1+5(n—1)+3
G(n, []]) _ Z+ n-1)+

k=1+5(n-m)

G(m) = > Bk, m)

Where N is the number of bands, every five points form a
band, then the probability density of G(n, m) is:

The multi-band spectral entropy is:

Hm) = =Y.' Pln, m) log Pn, m)
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Finally, we determine the double threshold T1 and T2
according to multi-band energy, and T1 > T2. During
detecting, we set that when status = 0 it represents the present
situation, status = 1 represents probably in an effective state,
status = 2 represents the beginning to enter the effective
information, status = 3 represents ending of the signal, count
is the timing length count according to the change of the
status, specific detection process is as follows:

Step 1. Initially, when it is in the silent period, we set the
status and count both as O, if the spectral entropy value
exceeds the low threshold T2, we begin to mark the starting
point, and then enter the transition stage, the status become
the value 1, and the count also has to add 1; when the
spectrum entropy is under the lower threshold T2 in this

Pretreatment

v

Calculate power spectrum

v

Use spectral subtraction denoising

v

Calculate spectral entropy of band

v

Determine the double threshold T1 and T2

v

Determine sound starting point

Fig. 1. flowchartof the improved spectrum entropy-double algorithm

section, we consider that the current situation is back to the
silent period, the status becomes 0, and then the count also is
back to the value 0.

Step 2. If in the transition section spectral entropy exceeds
the high threshold T1, it enters into the valid segment, status
becomes the value 2.

Step 3. When in effective information period, in case that
the spectrumentropy value is less than the lower threshold T2
and the totaltime length is less than the shortest length of time,
it is considered to be the noise.

To sum up, the flow chart of the improved spectral
entropy-double endpointalgorithm as shown in Fig. 1.

I1l. THE EXPERIMENT SIMULATION

A. The experimental environmentand parameter settings

In order to verify the performance of the algorithm, we use
the MATLAB software to do the simulation experiment.
Sound signal which is considered as a particular music is
recorded respectively in a quiet laboratory and outdoor with
large noise. We set the sampling frequency as 24KHz,
sampling accuracy for 16bit. By framing, we take the
hamming window, whose length is 256 points and shift is 90
points, and pre-emphasis by the filter with (1-0.95Z-1) filter.
Then we detect the endpoint by the traditional and the
improved double threshold algorithm respectively,
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Fig. 3. The improved double threshold endpoint detection map
when noise is small
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Fig. 4. The traditional double threshold endpoint detection map
when noise is bigger

comparing the results made from the two kinds of algorithm.
The contrast of the positioning results from the endpoint
detection between the results of the traditional
cross-correlation function, in [2][3][4] and the operation time
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Fig. 5. The improved double threshold endpoint detection map
when noise is bigger

of each algorithms.

B. Performance Analysis

This study adopts the traditional dual threshold endpoint
detection algorithm and the improved endpoint detection
algorithm to test the sound signal respectively, by which the
same special music signalunderthe different noise conditions
is detected. The results are shown in the figure below: the red
vertical lines represent sound starting point, and the green line
shows the end of the signal. From Fig. 2 and Fig. 3 it can be
seen that when the noise is small, the results of the traditional
double threshold endpoint detection algorithm and the
improved spectralentropy - double threshold detection results
are equally accurate. However, from the Fig. 4, with the
increase of noise, the accuracy of traditional double threshold
endpoint detection decreased, while the improved spectral
entropy - double threshold endpoint detection algorithm can
still be accurately detected under the same conditions, as
shownin Fig. 5.

C. Further Experiments

Further, we recorded 10 different sets of special music
signal, and respectively applied the traditional
cross-correlation function method in the literature [3][4][5],
and traditional endpoint detection algorithm in the literature
[6][7] and the improved spectral entropy algorithm to
calculate the time difference. The sound source TDOA
positioning systemas shown in Fig. 6.

The average operation time of each arithmetic, as shown in
TABLE 1. The average position obtained from time
difference results and system average operation time as
shownin TABLE 2.

Where r, R respectively represent the condition of small
and large noise, the actual two-dimensional coordinates of
sound is (7m, 3m). As we can see from the table, when the
noise is large we often can’t get the accurate time difference
data, which make the accuracy of the system positioning
failed, from the traditional cross-correlation method and the
traditional dual threshold endpoint detection method while
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TABLE 1. AVERAGE OPERATION TIME OF EACH ARITHMETIC
Traditional cross-correlation | traditional double threshold | the improved spectral entropy
function algorithm detectionalgorithm detectionalgorithm
560ms 280ms 410ms
TABLE 2. SYSTEM AVERAGE OPERATION TIME
position results ) ) Lo
. X coordinate (m) Y coordinate (m) Operation time (ms)
algorithm
traditional cross-correlation (r) 5.8 2.4
760
traditional cross-correlation (R) 13.2 37
traditional double threshold (r) 55 2.0
480
traditional double threshold (R) fail fail
the improved spectral entropy (r) 5.6 2.3
610
the improved spectral entropy (R) 5.3 2.0

the improved spectral entropy can still get a more accurate
data in a larger noise condition with the character of small
amount of computation and short operation time.

I\V. CONCLUSION
This paper puts forward an improved spectrumentropy —
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double threshold endpoint detection algorithm. And the time
difference between the sensors is obtained by the proposed
algorithm when it is applied to the TDOA localization system.
The experimental results show that the proposed algorithm is
not only steady and strong anti-noise performance, but the
amount of computation is small, compared with the
traditional cross-correlation function algorithm and the
double threshold endpoint algorithm. Thus it is better to meet
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real-time requirements for DSP and other small positioning
system.
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Discrete Event Simulation Robotic Technology of
Mining
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Abstract—The experience of discrete event simulation of robotic
technology of mining for comparison of conducting works on the
selected criteria is presented.

Keywords—discrete event simulation, queuing system, robotic
mining technology

Mining is carried out by drilling and blasting or by a
combine. The main works are carried out in the mine when
blasting and drilling are charging, rock mass loading and
support fixing.

The drill rig 1 first enters the heading face (Fig. 1.) and
bores a specified number of holes. After charging of holes and
blasting cargo transport vehicle 2 exports mountain range to
the distance depending on the distance of the face. Then
anchors installer 3 enters the face and fixes support by
anchors. Simultaneously ancillary works are performed
(installation of drainage, building ventilation pipes and

others).
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Fig. 1. Schemes of gallery driving by drilling and blasting.

The combine, simultaneously, (Fig. 2) drives in gallery
executing unit 1 for a given program, and loads the rock mass
when unit 2 is loaded with its transportation conveyer bridge 3
to haulage unit 4. After gallery driving to a predetermined
depth the combine is off and the support is installed by robotic
anchors installer 5, located on the frame of the combine. Then
gallery-driving cycle repeats.

A variety of proposals for robotics technology of mining
and its high cost, the difference between the conditions at
coalfield and mining, multivariate methods of work
organization are available at the design stage while comparing
the options of mining on computer models [1].
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Fig. 2. Schemes of gallery driving by combine.

Most of the operations during mining are discrete with a
finite number of variables. Such operations include the
beginning and ending of drilling, loading and unloading of
coal, the beginning and the end of a combine cycle.

It is exigent to use the mathematical apparatus of queuing
systems (QS) for the simulation of such works [2].

The models of robotic technology of mining in the form of
multi-channel multi-phase closed QS, where requests were the
moments the equipment was ready for the next cycle, were
developed.

Requests service implies their delay for the time of
duration of processes of the gallery driving execution in
devices that simulate the appropriate equipment. The duration
of the process of technological cycle is displayed by entering
random time delays in the devices QS. The length of the
ongoing gallery driving is specified in the QS by the amount
of the requests at the input of system (1)

m=LJ1 1)

where L - length of tunnel; | - face advance per cycle.

In actual practice equipment may start execution of the
next gallery driving after the previous cycle, the time interval
between the beginning and the end of the gallery driving
depends on the random cycle time process operations. This
feature is displayed in the model by the feedback input
through another request, which is input after the QS
application has been handled at the system output. Thus,
feedback forms the input stream requests. Speed of the
applications receipt is the speed of their services, therefore the
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queue on the entrance is not formed and the objectives of the
study are to assess the overall service time of the application
and utilization of the equipment.

The average duration of the gallery driving is defined in
the model as the sum of random variables (2)

ty = (B, ta + ElLo by + Bt )fm 2

where tg;, t;, t; - random values of the simulating equipment
service time for a request, where the equipment simulates the
devices for the destruction of the rock mass, rock mass load
and support at the i-th cycle.

For example, the robotic technology of gallery driving by
drilling and blasting method is presented in the form of a two-

channel polyphase closed queuing system (Fig. 3).
Counter

~t :“tni ~t
7 =l.n ,],
D:smct]onl—)l Loading H Supporting
ancillary
works

Fig. 3. Model of the robotic technology of production drilling and blasting as
QS.

m=L/(1-n;)

Request is the time when the equipment is ready for the
next driving cycle, and devices are tunnelling machines,
execution of requests for a random time; the rate of receipt of
requests in the system is determined by the speed of their
service. The request is served by robotic drilling rigs, loaders
and support installer using one channel. Another channel is to
perform ancillary works. At the end of the gallery driving the
serviced request changes the value in cycle counter and allows
unserved request to enter the system as an input. Service time
requests devices are presented as functional dependencies (3)

tg = f(ny. 1p.PY £, 5,n%)
tp = (5. flnnPnt kL V)

te = FU5 Lp M)

®)

where tg, t), ts - random variables of the time of destruction of
the rock mass, rock mass loading and supporting; S - cross-
section of heading; fs- coefficient of hardness of rocks; ny-
number of holes per cycle; I, - the length of the drill hole; 7 -
utilization of holes; k - coefficient of loosening rocks; Pd, p'-
performance drilling and loading machines; n%, n'- number of
drilling and loading machines; V - volume haulage unit; I, - the
length of the supported gallery driving during one cycle; n, -
number of miners busy in supporting.

To account for changes in trip times of haulage unit cycle
counter that increases the delivery time, depending on the
number of driving cycle (4) is mounted

ty = fllg)i=(1,m) (4)
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where |q - the length of the path for delivery of the rock mass;
m - the number of cycles required for gallery driving.

The current version of the simulation language GPSS -
GPSS World best fits as the means of software
implementation models of mining technology. GPSS language
is one of the most effective and common software tools for
modeling complex discrete systems on the computer and is
successfully used for the simulation of various branches of
industry [3, 4], including mining operations [5], formalized as
gueuing systems.

There are two basic types of objects: transacts and blocks,
- in GPSS World. Blocks define the operation logic of the
model and determine the path of transacts on it. Blocks
analogous are QS devices showing the combine, drilling
machines, loaders, and support installer. Transacts, moving
from block to block, simulate mining works: snapping-
distilled drilling rigs, load haulage unit, support etc. Transacts
are analogous of QS requests to perform operations of the
gallery-driving cycle. The modeling system transacts interact
with blocks, resulting in a change of their attributes, as well as
converted arithmetic or logical values. Such transformations
are called events.

Using GPSS World model, we have developed software
modules in order to build models of the excavation
technology, "cut with loading”, "drilling”, "charging",
"loading”, "supporting". Fig. 4 shows an example of the
module "loading."”

wr — launch cargo transport machine

determination of number of trips
— increasing the length of transportation
— determination of the time of the trip

— trip

all trips are made - if not, proceed to
the next trip

" —off cargo transport

Fig. 4. Block diagram of module “Loading”.

In block 2 (ASSIGN) is determined by the desired number
of trips for removal of separated rock mass (5).

@ = Slpk;
n=0Q/Vk 5)

where Q - separate volume of the rock mass; S - cross-section
of heading; I, - the length of the drill hole; k - coefficient of
softening; n - the number of required trips of haulage unit for
removal of the separated rock mass; V — capacity of haulage
unit; k; - fill factor.

Duration of cargo transporting is modeled by delay in
ADVANCE block (6).
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b= 2(2) + 1 4 8 (6)

where t.; — duration of the i-th cycle of loading; I; — length of
gallery driven at i-th cycle v — velocity of haulage unit; t, - the
time of filling; ty, - unloading time.

Increasing the distance of transportation of rock mass I; is
determined in block 4 (ASSIGN) the expression (7)

=1y +1 (7
where [; - length of gallery driven at i-th cycle; | - face advance
per cycle.

Turning off the cargo transport vehicle by block
RELEASE occurs when all the trips that are defined by a
block LOOP, which reduces the required number of flights per
unit and checks the condition n;=0, are performed. If not, it
repeats the cycle of loading.

The developed model can be used to select the optimal
volume of the loading and transport vehicles buckets; the
maximum length of the rock mass transportation when the
performance of the gallery driving is limited; the desired
volume of haulage vehicles; the effectiveness of robotic
technology and others evaluations.

For example, operating time for cargo transport machine
depends on the distance from the place of unloading to the
face. During the development, this distance increases with
each cycle the value of face advance. The problem arises of
assessing the impact of transport on the length of the key
indicators of the gallery driving.

1400
1200
1000
800
600
400
200
0

Q=1,8 cubic meter

fthe cycle,

Q=54 cubic meter

Q=7 5cubic meter

R RO R

Length of the gallery driving, m

®
o

Fig. 5. Effect of the length of output per cycle at different bucket capacity of
cargo transport machine.

In the mines several sizes of cargo transport vehicles with
different volumes of the bucket (1 to 7.5 m®) are used. To
select a machine it is necessary to determine the dependence
of the duration, the gallery driving on the capacity of cargo
transport machine. Fig. 5 is a graph of the cycle time of the
length of production for different bucket capacity of cargo
transport machine obtained from the results of simulation
experiments.

It was found during the development of robotic technology
of individual machines that average cycle time increases
linearly with the length of the production from 200 to 1800m.
A reduction of capacity bucket loading and transport vehicles
from 7.5 to 1,8m® increases the gallery driving to 24-56%
depending on the length of the driven working.
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CONCLUSION

Discrete event simulation displaying the mining
technology as the QS, followed by software implementation
on a specialized simulation language GPSS World allows
comparing various robotic technologies and justifying their
effective structure and parameters through the computer
experiments. This opens up new choices of technological
options and allows avoiding significant loss of investment
during the design stage of the mine.

References
[1]

V. Konyukh, "Simulation of mining in the future", in Proc. of the
IASTED International Conference on Automation, Control, and
Information Technology - Control, Diagnostics, and Automation, ACIT-

CDA, Novosibirsk, Russia, June 15-18, 2010, pp. 1-6.

Kleinrock L. "Queuing theory", Moscow, Russia, Mashinostroenie, 1979
(in Russian).

V.A. Poletayev, V.V. Sinoviev, A.N. Starodubov, LV. Chicherin,
"Design of the computer integrated production systems" / under the
editorship of V. A. Poletayev, Moscow, Russia, Mechanical engineering,
2011 (in Russian).

AN. Starodubov, V.V. Sinoviev, and M.U. Dorofeev "Simulation of the
technological complex for deep coal processing”, Ugol, 2010, Ne 2, pp.
8-12 (in Russian).

V. V. Sinoviev, “Modeling multi face gallery tunneling using a
simulation approach”, Mining Informational and Analytical Bulletin,
Moscow, Russia, 2013, vol. 6, pp. 138-144.

[2]
31

(41

[5]



Mathematics and Computers in Sciences and Industry

Simulation of Coal Mining in Flat-Lying Coal Seam
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Abstract—The article describes a new specialized library of
simulation models of mining machinery for coal mining in flat-lying
coal seam. This library is based on the visual interactive discrete
simulation system of technological processes. The article contains a
brief description of this simulation system. A number of models of
coal-mining in flat-lying coal seam developed with using of the
specialized library are presented.

Keywords—uvisual interactive simulation; coal mining; longwall
mining; highwall mining

l. INTRODUCTION

It is specified in different investigations, that situation in
different areas of underground mining that requires automatic
control (e.g. coal mining) is that resources become less
available, and harder to be extracted.

The technologies of coal mining are well-known. Today
mine uses mining machinery for mining, transportation, roof
support, etc. How exactly will these machines function? What
additional machines will they require? What is the cost of
machines installed in mine? Will big universal machines be
more appropriate rather than a lot of small, specialized
mechanisms? What will the cost of a final product be? These
tasks can be solved by methods of computer-based simulation
of coal mining process.

The problem of the particular mining installation is that it
is effective in terms of minimum costs and maximum
productivity only if it is correctly planned. Usually big layout
has many components from different vendors interconnected.
That makes it hard or, even, impossible to predict the exact
effectiveness. This situation gets worse if there is also a
requirement to create new components for management of a
part of such layout. In all these cases, computer-based
simulation can be used to solve these problems.

Because of the importance of these problems, there are a
large number of papers on the use of simulation in the
development and optimization of coal mining systems [1, 2, 3,
4, 5, 6]. There are also a large number of simulation tools both
universal simulation systems and specialized systems and
packages for simulation of coal mining systems.

A number of models for various technologies of coal
mining were developed with the help of own simulation
system. Technologies of coal mining are presented in
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section 2. Brief description of the simulation system is
presented in section 3. Sections 4, 5 contain description of a
specialized library and examples of the models.

These models are used for developing of process control
systems for underground coal mines in Kuznetsk Coal Basin
(Russia, Western Siberia).

Il.  TECHNOLOGIES OF COAL MINING
There are several well-known technologies of coal mining.

A. Longwall mining

Longwall mining system is a highly-automated, very
powerful and productive way to mine a product. It is most-
widely applied around the world. Its main advantage is that it
leaves almost no product inside mines. But it is limited with
the depth of the mine (measured from the surface). Also it is
applied in relatively flat areas of coal, from 0.8 up to 10
meters high, from 150 to 450 meters face, and up to 4
kilometers in depth.

Longwall system consists at least of armored face
conveyor (AFC), a shearer, and roof support sections. The
AFC is connected to outbound belt conveyor. The shearer cuts
the product from coal seam face, in a series of passes along the
AFC. The AFC delivers product to the belt conveyor
connected. The roof support moves itself and the AFC,
pushing it (and itself) forward with hydraulics. One of the
problems of longwall mining is roof caving. This can lead to
serious environmental problems. The other problem is that
longwall requires significant amount of work to be done
before its massive equipment will be installed in production.
This work also must be planned.

B. Highwall mining

In case when it is impossible to mine a product with
longwall or other systems, a relatively new technology can be
applied, named Highwall. This is a shearer tool, mounted on
the top of the chain of special sections. These sections can be
updated to each other, making a long (up to 300 meters)
support chain for a shearer. Each section can transport the
product developed by shearer to the end of a sections chain.

The shearer and the chain of sections cut the product (coal)
from the very thin and curved seams. This is the main
advantage of the Highwall technology.
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C. Coal mining of flat-laying coal seam

This approach uses a number of front-cutting mining
machines that cut a coal on a special scheme, and a number of
self-moving wagons that move a coal from mining machines
to the storage area. It solves the same problem as highwall
mining, but requires no specialized equipment. Also this
approach can be used in deep mining.

I1l. THE SIMULATION SYSTEM

A visual interactive Manufacturing and Transportation
Simulation System (MTSS) is developed at Design
Technological Institute of Digital Techniques of Siberian
Branch of the Russian Academy of Sciences (DTIDT) [7, 8].
It is a process-oriented discrete simulation system intended to
the development and execution of models of technological
processes.

MTSS is a set of program interfaces for creating
elementary models and for forming complex models from
them. The elementary model is a ready-to-use submodel of an
equipment unit with capability of low-level control for it.

The elementary model consists of the following parts:

e Two-dimensional and three-dimensional

images.

graphic

e Input and output parameters.

e Functionality algorithm
between parameters.

describing  dependence

e States which the elementary model can reach during
the simulation process.

e Control commands defining
between elementary models states.

switching  process

A model in MTSS is created by graphical connection of
images of elementary models.

MTSS is also a tool for running of complex models built
from elementary models. The running model performs the
movement of the model time and visualization. Statistics is
collected as well. Statistics are available as a short overview
when model runs, and more statistics are available after model
completion.

This simulation system is effective in solving the task for
the rapid creation of correct simulation model by mining
engineers. Usually engineers have not enough qualification to
create a simulation models in details, but they know how to
connect correctly elementary models to create the required
topology.

MTSS uses the 2D as the graphical editor and 2D, 3D for
the visualization of model running. Such approach seems more
natural for mining engineers, when all installations and
machines appear first on 2D plans. 3D is more useful for
visualizing complex vertical movement.

Process control systems often have two levels: the low
level of equipment and simple control logic and the upper
level of complex control of production. Therefore one of the
distinguishing features of MTSS is a separation of the logic of
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simulation model into two parts: low-level logic and an upper
level logic.

Such separation allows us not only to correspond to the
usual structure of the process control systems but to use such
models for embedding them into actual process control
systems in the following ways: to emulate equipment, to
simulate upper level logic, and to send commands to actual
process control system for debugging and testing. This
separation into upper and lower logics allows also organizing
a switch between various implementations of the
decomposition. It allows coexisting simulation of upper level
logic and a proxy that allows communicating with the upper
level logic of actual process control system.

The model of coal mining can communicate with a new
process control system developed in DTIDT, to be a source of
input signals, emulate equipment, test actual control program
with simultaneous visualization of overall process of mining.

This allows debugging and tuning of a new process control
system in accordance with behavior of simulated system, even
allows simulating various accidents. This allows minimizing
time and costs on site for commissioning.

IV. SIMULATION OF COAL MINING IN FLAT-LYING COAL SEAM

A specialized library of simulation models of mining
machines for coal mining was developed. This library is a part
of MTSS and its prime goal is to simulate interactively and
visualize various aspects of coal mining in flat-lying coal
seam. The library consists of new elementary models of:

¢ Highwall mining system.
e Longwall mining system.
e Coal seam.

e Mining machines.

e  Self-moving coal wagon.
e Storage area.

The library contains also a simulation model of a flat-lying
coal seam. This model is a source of the product in a
simulation model, while storage area is a consumer of a
product. The product itself is coal.

These new components can communicate with existing
libraries of MTSS [9, 10, 11, 12] which simulate mines
subsystems like:

e  Belt conveyor subsystem.
e  Power supply subsystem.
e Ventilation subsystem.

A simulation model of coal mining subsystem in a flat-
lying coal seam was developed using the library of mining
machines. Fig. 1 contains a sample layout in the simulation
model of the flat-lying coal seam (2D and 3D view combined
in different views).
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Fig. 1. Simulation model of coal mining in flat-lying coal seam (4 mining
machines and 4 self-moving coal wagon).

The simulation model built from the content of the library
will simulate movement of all mobile objects of the model.
Both 2D (top view) and 3D visualization are available.
Statistical data is also collected.

File Edit Add Layers Run QOptions Help

Fig. 2 shows a sample layout in another simulation model
of the flat-lying coal seam. Main window consists of 6 areas:

1) 2D top view. It contains: main mine, side mines. The
origin coordinates is at the left top corner of this view.

2) 3D view. On Fig. 2 there is a view from point 3).

3) Point of view for the 3D.

4) Parameters of a simulation model.

5) Specialized view for fast navigation in simulation
model.

6) Settings for the time start, time end and current model
time.

The model was created to visualize new technology of
coal-mining in flat-lying coal seam [13]. This simulation
model also allows receiving statistical results for usage of this
technology.

As patent describes, mining is done by frontal winning
machine, paired with self-moving coal wagons. Patent
describes the directions of cut of a flat-lying coal seam for the
frontal winning machine. Simulation model of this process
allows visualizing the process described.
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Fig. 2.

V. SIMULATION OF LONGWALL MINING

For detailed simulation of longwall mining system we
finished with next decomposition:

e Armored Face Conveyor (AFC).

e  Shearer.
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Main window of MTSS system while running of simulation model of coal mining in flat-lying coal seam.

e Roof support sections.

Simulation model for longwall mining system can function
only if it is connected (in terms of MTSS) with belt conveyor
simulation model.

The algorithm for longwall mining system simulation is
done closer to the control algorithms of the real longwall
mining system. The task will define the amount of time for the
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shearer to move to the state while it will allow one roof
support section to be free to move, and an amount of a product
to be mined. Then it will advance the simulation to the time
defined, and then simulate the roof support sections
movement. The amount of a product will be moved to the
AFC that will deliver it to the belt conveyor. Task will repeat
these steps until the “done” or “postpone” conditions will be
achieved.

Task is “done” when shearer reaches the end of an AFC
line. Task is “postponed” when belt conveyor is overloaded
and cannot accept the next portion of product or gas level is
not safe.

During any of these steps, the simulation model of flat-
lying coal seam will simulate roof fall (behind the roof
support) and gas level increasing. Also ventilation simulated
(remove gas from working area).

In most cases (as it is shown in our previous works), there
is no need to simulate in details any technology like longwall
or flat-lying coal mining, if it is used just as a source of a
product for belt conveyor system, for example. All that is
really needed in such cases are:

e To define that longwall or flat-lying coal mining is a
source of a product for a big mining system like
conveyor.

e To know the performance of the longwall coal mining
during some time period (working day, 8-hours time
interval, 1-hour time interval). Note that the
emergency stops (like gas or coal dust) are already
included in this statistical data.

But if the goals of simulation are:

e To predict how longwall or flat-lying coal seam
mining automation will behave in details (i.e.
movement of its parts depending on various situations
in mines).

e To make a detailed visualization of mining process.

e To define how this mining will impact to the overall
performance of the mines.

e To define scenarios of broken or temporarily
inaccessible parts interactively.

Then achieving these goals will require detailed
decomposition of common longwall (or highwall) mining
system and a detailed visualization of all its parts.

In our work both detailed and statistical approaches are
presented.

VI. FUTURE WORK

Detailed simulation of longwall system, connected with
detailed simulation of flat-lying coal seam (or multiple flat-
lying coal seams), will allow creating of simulation that will
not only predict the behavior of big underground mining
system, but also simulation of land subsidence while using
longwall, especially with very heavy longwall systems that
can cut 10-meters-high coal seams.
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Simulation system MTSS can be used not only for
simulation of existing coal mining techniques but also for
perspective robotized techniques.
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Abstract— This research uses Neural Networks to determine two
dimensional airfoil geometry using Bezier-PARSEC
parameterization. Earlier, Ant Colony Optimization (ACO)
techniques have been used to solve combinatorial optimization
problems like TSP. This work extends ACO method from TSP
problem to design parameters for estimating unknown
Bezier-PARSEC parameters that define upper and lower curves of
the airfoil. The efficiency and the performance of ACO technique
was compared to that of GA. The work established that ACO
exhibited improved performance than the GA in terms of
optimization time and level of precision achieved. In the next phase,
Neural Network is implemented using Cp as input in terms of C,, C4
and C,, for learning and targeting the corresponding Bezier-PARSEC
parameters. Neural Networks including Feed-forward back
propagation, Generalized Regression and Radial Basis were
implemented and were compared to evaluate their performance.
Similar to earlier work with GA and Neural Nets, this work also
established Feed-forward back propagation Neural Network as a
preferred method for determining the design of airfoil since the
technique presented better approximation results than other neural
nets.

Keywords— Airfoil Optimization; Ant Colony Optimization;
Bezier-PARSEC; C,; Neural Network

I. INTRODUCTION

Airfoil design is one of the most challenging processes [1]
in development of aircraft aerodynamic surfaces as it affects
various aircraft performance parameters like lift, drag,
spin-stall, cruise and turning radius [2]. Studies indicate that
selecting the right design of airfoil with required
characteristics reduces overall cost and improves the
performance of air vehicle. Airfoil design largely depends on
desire for high lift to drag ratio that is in conflict with the
performance requirements [3].

There are two major techniques for designing an airfoil;
direct and inverse [4]. First method involves designing a new
or modifying an existing airfoil (UIUC Airfoil Database [5]
and computing pressure distribution across the surface to
achieve desired set of parameters. This approach may limit the
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approximation for desired specifications due to inherent
limitations in airfoil’s  aerodynamics. For faster
approximations, reduced degrees of freedoms are required but
such reduction results in computational errors like round off,
truncation and discretization error. In fact, determining the
airfoil geometry should be based on requirements for
aircraft’s performance. Thus later method involves using
desired operational characteristics and performance
parameters unless the airfoil geometry so generated meets the
desired criteria. To reduce the computational time and meet
the required design criteria various techniques including CFD,
fuzzy logic, neural networks [6] and heuristics based
algorithms like PSO [7] and GA [8] have been implemented to
advantage the aerodynamic design process.

This research, largely inspired by Saleem and Kharal [9],
uses neural network based approach for airfoil generation
exploiting Bezier-PARSEC 3434 parameterization rather than
full coordinates for a given Cp. However, this research
implements ACO to optimize Bezier-PARSEC unknown
parameters instead of GA as in earlier work.

Il. ARTIFICIAL NEURAL NETWORK

In machine learning and data mining, Artificial Neural
Network is a set of learning algorithms modeled after neural
network structure of the cerebral cortex and is used to
approximate functions involving a larger number of the
unknown input variables [10] Each neuron receives input
from external sources or neighbors in the network, computes
output and propagates to other neurons. Another function is
the weight adjustments in the connections between neurons.
Incremental learning is the technique by gathering
information on cumulative error and consequently adjusting
weight coefficients, w;;. Mathematically, a Neural Network
can be defined as a triple (N, C, w) where N is the set of
neurons, C {(i, j)|i, j € N} is a set of connections, and function
w((i, j)), shortened as w;; is called weights between neurons i
and j. For every neuron, there is an external input 9; and an
activation function F; to establish the new activation level

based on effective input of a neuron S; and is determined by
following propagation rule in “(1)”.
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S=DwOnO+6®
i
Besides, a threshold is also introduced as linear, non-linear
or sigmoidal function [11] that helps avoid the situation when
training is not successful at ||c|>0. A threshold function for
each neuron is given by “(2)”

1 )
Fg, = —
SiT1+4e7S

A. Feed-forward Back propagation Neural Network

A feed forward Back Propagation Neural Network (FFBP)
contains a multi layered interconnected feed forward structure
where every layer gets input from below and gives output to
layer above it. Back propagation is a learning technique where
output values are compared to a desired value to calculate the
error using a pre-determined error function. This value of
error is then fed back through the network repeatedly for
minimizing through neural network algorithm by adjusting
weights for each network connection until the network
converges to a bare minimum acceptable level of error [12]
Generally, a non-linear optimization method called gradient
descent is implemented where derivative of the error function
is determined w.r.t. weights, that are adjusted till the reduction
of error.

B. Radial Basis Function Neural Network

A Radial Basis Function Neural Network (RBF) consists
of an input layer, a hidden layer with non-linear Radial Basis
activation function and an output layer. For Radial Basis
Neural Network, the input is modeled as vector of real
numbers (R") while output is a scalar function ¢, given in
“(3)” by [13]

0@ = ) ap(ix-clp)
i=1

where n is number of neurons, a; is weight of neuron and ¢;
is center vector.

(3)

In Radial Basis Neural Networks, neurons respond to
inputs close to their center in contrast with other neural
networks. Although Radial Basis Neural Network requires
more neurons for high dimensional input spaces, it can be
trained faster than standard multi layered neural networks and
have proven efficiency in regression and classification
problems.

C. Generalized Regression Neural Network

A Generalized Regression Neural Network (GRNN)
consists of one each input layer, pattern layer, summation
layer and output layer. Training patterns are presented by
neurons in pattern layer. In GRNN, pattern layer is connected
to summation layer. Sum of weighted responses and
un-weighted responses of pattern neurons are computed by
two neurons in summation layers [9] The summation layer
consists of both summation and single division units.
Normalization of output is performed together both by
summation and output layers. GRNN exhibit single pass
learning algorithm with high parallel structure for estimating
continuous variables and do not require iterative process as in

* Corresponding author. Tel.: +92 322-4362442
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aimen1173@hotmail.com (A. Saleem)
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multi-layered networks. GRNN converges to optimal
regression even in noisy environments given a large number
of sample data is available. Generalized Regression Neural
Network is particularly advantageous with sparse data but as
the training data increase, the error converges to zero.

I1l. PARSEC PARAMETERIZATION & BEZIER CURVES

PARSEC parameterization has the capability to describe
the airfoil shape and its flow using engineering parameters
[10] On the other hand, a Bezier curve is a parametric curve of
degree n defined by polygon of n+1 vertex points called
control points of nth order Bezier curve and is given by “(4)”

P(t) = i P () ek — o @

k=0

where Py is the kth control point while parameter t ranges
from 0 to 1 with O at the zeroth control point and 1 at the nth
control point. Eq. (5) gives Third order Bezier Curve

{x = x, (1 —1t)%+3x,(1 — )%t + 3x,(1 — t)t? + x,t3
y=y,(1=t)2+3y,(1—t)*t +3y(1 — t)t? + y,t3
(5)

Eq. (6) present fourth order Bezier Curve

{x = x, (1 —t)*+ 4x,(1 — )3t + 6x.(1 — t)?t% + 4x,(1 — t)t3
y=7y, 1=0)*+4y,(1 —t)3t + 6y.(1 — t)?t* + 4y, (1 — t)t3

IV. BEZIER-PARSEC PARAMETERIZATION (6)

Bezier-PARSEC parameterization is a technique in which
Bezier  Curves are  described using PARSEC
parameterizations [14] and is further subdivided into BP3333
and BP3434.

A. BP3333 Parameterization

BP3333 Parameterization employs third order Bezier
Curves for camber shape and thickness of airfoil [15] Twelve
PARSEC parameters represent Bezier control points as shown
in Fig 1.

(1.2)

Camber profile

Fig 1 : BP3333 Bezier PARSEC Control Points and
Respective Airfoil Geometry

Main advantages of BP3333 include close relevance to
airfoil aerodynamics parameters, faster optimization,
continuity characteristics, reduced deviation of design process
and avoidance of sharp leading edges. Disadvantage of this
technique is reduced degree of freedom resulting in failure to
parameterize airfoils having radical camber trailing edge
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B. BP3434 Parameterization

BP3434 Parameterization depends on 10 PARSEC
parameters and 5 Bezier parameters for airfoil shape
representation. Here, camber and thickness leading edge of
airfoil is defined by third order Bezier Curves while fourth
order Bezier Curves are used to define camber and thickness
trailing edge of airfoil shape [15] This allows increased degree
of freedom for trailing edge parameterization of airfoil as
shown in Fig 2.

'\'r (-‘:‘.“!)

Camber profile

I
T
2

by b

Fig 2 : BP3434 Bezier PARSEC Control Points and
Respective Airfoil Geometry

BP3434 proves to be efficient than BP3333 when airfoil
camber becomes negative along any part of the chord length.
However, the convergence speed for this method reduces due
to greater number of variables as compared to BP3333. In
presence of high computing numerical computers, the
convergence speed of BP3434 can be compensated for
effective application of the method.

V. ANT COLONY OPTIMIZATION

Ant Colony Optimization (ACO) is the meta-heuristic
motivated from the working of natural ants that suggests that
ants follow different paths to reach food source initially. Thus
the ants with shortest path would reach the source in least time
than the longer paths [16] Ant Colony Optimization is an
algorithm where artificial ants are used to probabilistically
construct solutions guided by higher pheromone trails and
promising heuristic information [17] In actual, ants implement
a randomized construction heuristics that differ from greedy
heuristics by adding a probabilistic component to partial
solution than a deterministic one. Generally, ACO algorithm
consists of two phases. In first phase, artificial ants construct a
solution where in second phase, pheromone trail is updated by
first reducing by an evaporation factor to avoid unlimited
accumulation followed by adding pheromone proportionate to
quality of their solutions [18]. Thus most important is to
update pheromone for generating quality solutions in future
iterations of algorithm. ACO algorithms can be considered as
competitive solution technique where previous solutions
known to be part of good solutions are used to generate even
better solutions in future cycles [19].

VI. METHODOLOGY

In this research work, our methodology was quite similar
to earlier work; however, ACO was preferred as a choice for
optimization technique instead of GA to determine unknown
Bezier-PARSEC parameters.

ISBN: 978-1-61804-327-6

A. Airfoil Representation

A vector of 71 points is used to represent x-y coordinates
of an airfoil where x; ranges from 1 to O for upper airfoil curve
and lower airfoil curve, thus only values for y change which
determine the shape of both curves.

Mean Camber Line is a line at equal distance from both
upper and lower surfaces of airfoil. Therefore, camber curve y
points were obtained by taking average of upper and lower
coordinates corresponding to the same x coordinate. These
upper and lower coordinates were divided by chord length for
non-dimensionalizing. The camber profile of an airfoil is
calculated by “(7)”, “(8)”, “(9)” and *“(10)”

C-|X1-X36| for i=1 to 36 and j=36 to 71
(7) & (8)

u _ Yi

i L=
yi == and y; ==

u 1
e 20
t 2

X

c 1
xi__
c

and y (9) & (10)
Thickness curve used to define the airfoil thickness is the

difference between the camber curve and upper curve of the

. airfoil i.e.

yi =y =y (11)
Next a two dimensional analysis of airfoil was carried out
using Panel Method to obtain values for lift coefficient C;
quarter-chord pitching moment coefficient C,, and drag
coefficient C; at ten angles of attack a. Thus the airfoil would
be represented by x7, y{, C;, Cy4, C,,, and «a.

B. Calculating Bezier-PARSEC Parameterization

Table 1 presents the required parameters for
Bezier-PARSEC
TABLE | : KNOWN BEZIER-PARSEC PARAMETERS
Parameters Calculations
Maximum A oqdct 3
Thickness Point ye=¢ ({xt dx; =0p
Xi—X¢
Maximum . ace
Camber Point ye=¢C (yxf dx; s =0p)
Trailing  Edge Zie = C*(O)x=
Vertical and
Displacement
P Ze = C*(X) |y
Trailing Camber _, ace
Line Angle %o = —tan™ (— = lx=1)
Trailing Wedge _, dct
Angle Bre = —tan (Elx:l)
Leading Edge _, ace
Direction Vie = tan™ (——lx=0)
Leading Edge ;
Radius le
While ten parameters are calculated  using

Bezier-PARSEC equations, there is no specific mathematical
expression for finding remaining five parameters i.e., by, b,,
bg, bys and by; and therefore are calculated by curve fitting.
Since actual airfoil is known, Bezier Curves with correct five
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control points would suffice given a smallest
Sum-of-Least-Square Error. Table 1l shows the four curves
and corresponding unknown Bezier points.

TABLE Il : UNKNOWN BEZIER-PARSEC PARAMETERS

Unknown
Curve Bezier Curve | Order | Bezier Control
Points
Leading Edge | 3™ bo, b,
Camber _ ;
Trailing Edge 4 b7
Leading Edge | 3™ bg
Thickness _ s
Trailing Edge | 4" bg, b1s

C. Optimization of Unknown Bezier Control Points Using
ACO

To determine optimal value of these unknown parameters,
Ant Colony Optimization was implemented requiring fitness
functions for each Bezier Curve that was equal to the
difference between Bezier generated and actual airfoil. For
this a Simple ACO code was written to determine each of
these parameters i.e., by, by, bg, bis and by;, In ACO, 6 ants
were used to determine the optimal path to the destination and
since the destination point was unknown; therefore, SSE for
each curve was calculated for each generated point. Thus, a
decrease in SSE over the path indicates that the ant is close to
the destination point and vice versa. The pheromone is
inversely proportional to the distance so the path with least
distance or least SSE would have maximum pheromone. For
each value of by, a corresponding value of b, is calculated
through ACO. Thus a number of combinations (pair of b, and
b, values) are made where pair with the least SSE is finally
chosen. Same approach was used for bg and b5 while value of
b,; was calculated separately. Fig 3 present flow charts for the
method used.

D. Error Calculation

All 15 BP3434 parameters determined are used for
generation of airfoil geometry. The error is calculated by
comparing Bezier generated airfoil with actual airfoil. To
calculate this error, at a certain x-value, y-value from
parameterized and actual airfoils should relate to this x-value.
The main challenge was to determine y-values of Bezier
parameterized airfoil corresponding to these x-values. After
generating x and y values of trailing and leading edge of
thickness curve, these are arranged into a single set of x-y
array in which first element corresponds to leading edge
followed by trailing edge. Then cubic spline interpolation is
used to fit a curve in the vector of x and y values which is then
evaluated for 36 x-values of actual airfoil. Same procedure
was followed for camber curve. These thickness and camber
curves can be used to determine the shape of airfoil. The
airfoil geometries of parameterized and actual airfoils are then
plotted against same axis for comparison.

ISBN: 978-1-61804-327-6

| Airfoil Name and
Leading Edge Radius |

1. Airfoil Data
2. Ten PARSEC Parameters

4

~,

| Unknown Bezier Parameters
(b0, b2, b8, b15, b17)

4% Initialize Ants |

‘ Initialize Pheromone |

y

“

}

‘ Calculate
_Unknown Parameter |

| Calculate SSE for |
Unknown |
Parameter

No -~
~"8SE within™_
S limits

Update
Pheromone |

A

Yes

‘ Generate
\ Unknown Parameter |

Fig 3 : Ant Colony Optimization Methodology

Fig 4 shows flow chart for SSE calculations while Fig 5
presents results for Eppler 433 sailplane parameterized airfoil.

E. Neural Networks Estimations

Neural Networks of three types as discussed in Section 2
were implemented in this research work. A 10X4 matrix of Cl,
Cd, Cm at ten angles of attack for 500 heterogeneous airfoils
was input to neural network while target was 15
Bezier-PARSEC parameters for airfoil generation.

[ Calculate Known Bezier |
Paramters using Bezier
Curve Equations |

Calculate unknown Bezier
Paramters using ACO

Generate Bezier

| Parametric Polynomial
[x(u) & y(u)]

.

| Calculate SSE

SSE within
limits

| Generate Bezier
PARSEC parameters |

y

| Load actual airfoil |
‘ ooordmales |

._7

No

Fig 4 : SSE Calculations for Bezier-PARSEC Parameters
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Fig 5 : Bezier Parameterization Results for Eppler 433 Sailplane Airfoil

VIL.

RESULTS AND DISCUSSIONS

A. Comparison of ACO Results with GA

Implementation of ACO for finding unknown Bezier
Curve parameters proved to be more efficient than Genetic
Algorithm. We were able to achieve a precision level of
<1X10° as compared to GA based version of the program.
Also time to optimize the missing BP3434 parameters was
greatly reduced. For example, Eppler 433 Sailplane airfoil
took 30.905144 seconds to optimize BP3434 missing
parameters using ACO as compared to GA that took
87.869966 seconds for optimization of said airfoil using
2.7GHz Processor and 4GB RAM. Table Ill gives a
comparison of ACO and GA optimizations for few airfoils for

reference.

TABLE I1l : COMPARISON OF ACO AND GA OPTIMIZATION RESULTS

Eppler

5 -4
s 05389505 <IX10° |109.694796 >1X10
Gottingen ) 189000 <1x10° | 82.250080  <1x10*
GOE426 ™ = : S
Eppler oo heos3s  <1x10° | 94.445729  <1x10*
E399
From Table Ill, we see that optimization time has

Ant Colony . .
Optimization Genetic Algorithm
Airfoil
Time Time
(Seconds) e (Seconds) L
Eppler 5 4
£433 30.905144 <1X10 87.869966 <1X10
NACA 5 4
65(4)-421 55.187357 <1X10 90.952194 >1X10
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remarkably been reduced to almost half for above airfoils.

B. Results of Neural Networks

As discussed above, three types of neural networks were
implemented and tested against 500 airfoils for training and
200 airfoils unknown to the neural nets. Consolidated results
for these airfoils is shown in Table IV.

The results from Table 1V show that Feed Forward and
Back Propagation has proved to be more promising in terms of
better performance as indicated by increased fraction of both
known and unknown airfoils within acceptable MSE values.
On the other hand, GRNN and RBF showed improved
efficiency with known airfoils than for the unknown airfoils.
Comparison of Results for a known to network airfoil (Eppler
399 airfoil) and an unknown to network airfoil (Gottingen 426
airfoil) to the three types of neural networks is shown in Fig 6
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The plots for Gottingen 426 airfoil and Eppler 399 airfoil
support application of Feed Forward Back Propagation Neural
Network for solving this problem. However, results from RBF
and GRNN largely favour known to network airfoils than
unknown airfoils as is evident from RBF and GRNN plots for
Gottingen 426 airfoil. Results for 200 airfoils unknown to
network also support similar findings. MSE for GRNN and
RBF is higher than FFBP with RBF performing the worst with
a high MSE.

TABLE IV : ComPARISON OF TEST RESULTS FOR THREE NEURAL NETS

<1X10° >1X10°

Artificial Neural

Network

Count 9%age Count %age

Feed Forward and Back Propagation

500 Known Airfoils 273 54.6 227 454
200 Unknown Airfoils 113 56.5 87 43.4
Radial Basis Neural Network
500 Known Airfoils 394 78.8 106 21.2
200 Unknown Airfoils 47 235 153 76.5
Generalized Regression Neural Network
500 Known Airfoils 363 72.6 137 27.4
200 Unknown Airfoils 78 39.0 122 61.0

C. Regression Analysis

A post training regression analysis was performed to
analyze the neural networks. In this analysis, the output of

012

T T T
O Actual airf oil
Me ural network generated sirfoil

[IRN S

T T T T
O dctual airfoil
Me ural hetwork generat ed airf oil

(a) Feed Forward and Back Propagation Neural Network

neural networks for known targets was compared. Thus neural
network output would match the target values and would
ideally be a straight line with 45° slope passing through the
origin as shown in Fig 7. Fig 7 shows that performance of
Feed Forward and Back Propagation is better than other two
types of neural nets as indicated by the high regression values
and low training R-values. On the other hand, both
Generalized Regression Neural Network and Radial Basis
Neural Network have higher R-values but shown poor results
with test and validation data. The main reason is their
architecture as both determine distance between input and
weight vectors, which are incrementally multiplied by biased
vectors. This would lead an input close to weight vector,
produce an output close to unity while output would be close
to zero if input is different from weight vector.

VIIl. CONCLUSION

This work determines airfoil geometry for a given C, using
Neural Network and Bezier-PARSEC parameters. The main
consideration of this paper is to use Ant Colony Optimization
technique to optimize missing BP3434 parameters instead of
complete set of airfoil coordinates. Further, three types of
Neural Networks; Feed Forward and Back Propagation,
Radial Basis and Generalized Regression were employed.
Similar to earlier findings with GA based code, we proved that
Feed-forward and Back Propagation exhibited greater
efficiency than the other two types of Neural Networks.
However, we were able to achieve higher precision with
reduced time for optimization using ACO to determine
missing BP3434 parameters. Besides, percentage of known
and unknown airfoils with precision <1X10® has shown a
slight increase.
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(b) Generalized Regression Neural Network
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IX. FUTURE WORK

We have implemented Simple ACO in this research work.
Future works may consider implementation of other
extensions of ACO techniques like Elitist AS, Ant-Q,
Max-Min As, Hyper-cube AS and etc to achieve high
performance in order to further reduce the optimization level
and attain higher level of precision.
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Multiple Choice Question Tests — Advantages and
Disadvantages
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Abstract— In this paper we shall describe situations in which the
multiple choice question tests are better than the standard tests. On
the other hand, there are situations in which classical tests are more
convenient. As an example we shall use tests in mathematics at the
Faculty of Finance and Accounting at University of Economics in
Prague. We shall consider the tests in mathematics in entrance
examinations and the tests in the basic course of mathematics for the
first year. For this analysis we shall use some probability methods.

Keywords— Multiple choice question tests, tests in mathematics,
probability methods.

. INTRODUCTION

ULTIPLE QUESTION TESTS are widely used in
IVI testing knowledge of students. One of the advantages

of such type of test is that the results can be evaluated
quite easily even for large number of students. On the other
hand, a student can obtain certain number of points in the test
purely by guessing the right answers and this fact affects
reliability of the test and should be considered in
interpretation of test scores. This problem is addressed in
education research — see Premadasa (1993), Klufa (2012).

An analysis of a multiple choice question test from
probability point of view is provided in this paper. This test is
for example used for entrance examinations at University of
Economics — see Klufa (2011). Note that standard (no
multiple choice questions) tests are used for checking
knowledge of students in mathematics courses at University
of Economics — for analysis of such test see (Otavova and
Sykorova, 2014), but regarding entrance examination,
multiple choice questions are preferred so that the results of
tests can be obtained quickly and there is clearly no impact of
any subjective factor in evaluation. Similar problems are in
Moravec, Stépanek and Valenta (2014), Brozova and Rydval
(2013).

Entrance examinations at the Faculty of Finance and
Accounting at University of Economics in Prague include
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mathematics and English. Test in mathematics has 10
questions for 5 points and 5 questions for 10 points (100
points total). Each question has 5 answers. Test in English has
50 questions for 2 points (100 points total). Each question has
4 answers. Questions are independent (one answer is correct),
wrong answer is not penalized. We provide an answer to the
following questions (under assumption of random choice of
answers): what is probability that number of right answers
exceeds given number, what is expected number of right
answers, what is standard deviation, and finally what is a risk
of success of students with lower performance levels.

Multiple choice question tests (the test has n questions,
each question has m answers) are applied for the entrance
examinations at the Faculty of Finance and Accounting
at University of Economics in Prague. Therefore a model of
binomial distribution can be wused for the entrance
examinations. From probability point of view a multiple
choice question test means:

METHODS

Let us consider n independent random trials having two
possible outcomes, say “success” (right answer) and “failure”
(wrong answer) with probabilities p and (1-p) respectively.
Probability of correctly answered question p  (under
assumption that each of m answers in particular question has
the same probability and one answer just is correct) is
p=1/m.

Let us denote X as number of successes (right answers) that
occur in n independent random trials. X is random variable
distributed according to the binomial law with parameters n
and p. Probability that number of successes is k (k=0, 1, 2,
...,n) is (see e.g. Marek (2012))

Px=k)=(,) p* (1—p)"* 0
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The expected value and the standard deviation of random
variable X distributed according the binomial law with
parameters n and p is

E(X)=mnp, o(X)=DX)=\np(1-p) (2

where D(X) is dispersion of random variable X.

The distribution function of random variable X distributed
according to the binomial law with parameters n and p is
2]
F(x)=0,x <0, F(x)=;{:]pk(1—p)“_k,x20 3)

where [X] is integer part of x.

I1l.  ENTRANCE EXAMINATIONS IN MATHEMATICS

Entrance examinations in mathematics have 10 questions
for 5 points and 5 questions for 10 points (100 points total).
Questions are independent. Each question has 5 answers; the
wrong answer is not penalized. Under assumption that each
answer has a same probability, probability of right answer is
p=1/5.

Example 1. Under assumption of random choice of answers
we shall find probability that number of points in the test in
mathematics is 15.

Let us denote
Y = number of points in the test in mathematics
X1 = number of right answers in the first 10 issues
X, = number of right answers in 10-points tasks

It holds

P(Y=15) = P[ (X,=1NX;=1) U (X;=3NX,=0) ] =
=P[ (X;=1NX,=1) ] +P[ (X;=3NX>=0) ]

Random variables X;, X, are independent, therefore we
have - see e.g. Rényi (1972)

P(Y=15) = P (X;=1) P(X,=1) + P (X;=3) P(X,=0)
Random variable X; has binomial distribution with
parameters n=10 and p=0,2. Random variable X, has

binomial distribution with parameters n=5 and p=0,2.
According to (1) we obtain

10 g [? o 10\ o (B :
P(¥=15)= ( 1 )0,2 0,8 (1) 0208+ ( 5 )0,2 048 (0) 0,8° =0,175922
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Analogously, we can calculate the probability P(Y=k) for
other k=0, 5, 10, 15, ..., 95,100 (see Table 1 and Figure 1).
For this calculation we used software Mathematica (Statistics
‘Discrete Distributions’) — see Wolfram (1996).

Points Probability Points Probability
in the test in the test
0 0,035184 55 0,002890
5 0,087961 60 0,000957
10 0,142937 65 0,000275
15 0,175922 70 0,000067
20 0,174547 75 0,000014
25 0,146098 80 0,000002
30 0,105227 85 3 x 107
35 0,066057 90 2 x 10
40 0,036467 95 1 x 107
45 0,017761 100 3 x 10"
50 0,007634 Sum 1,000000

Tab. 1 Distribution of number of points in the test in
mathematics

Probablity

e - - - P
n I il B0 100

Fig. 1 Distribution of number of points in the test
in mathematics (polygon)
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Example 2. Under assumption of random choice of answers
we shall find probability that number of points in the test in
mathematics is

(@  30and more,
(b) 40 and more,
(c) 50 and more.

(a) Using notation from example 1 we have - see e.g. Rao
(1973)

P(Y>30)=1-P(Y<30)=1-

P[(Y=0) U (Y=5) U (Y=10) U (Y=15) U (Y=20) U
(Y=25)]=

=1-[ P(Y=0)+ P(Y=5)+ P(Y=10)+ P(Y=15)+ P(Y=20)+
P(Y=25)]

Finally from Tab.1 we obtain
P(Y>30) =1-0,762649 = 0,237351.

Under assumption of random choice of answers almost a
quarter of students get the test score 30 or more points.

(b) Analogously, we obtain

P(Y>40) = 1 - P(Y<40) =
= 1 - [ P(Y=0)+ P(Y=5)+ P(Y=10)+ P(Y=15)+ P(Y=20)+
P(Y=25) + P(Y=30) + P(Y=35) ]
Finally from Tab.1
P(Y>40) =1-0,933933 = 0,066067.

Under assumption of random choice of answers
approximately 6,6% of students get the test score 40 or more
points.

(c) Finally

P(Y>50)=1-0,988161 = 0,011839.

Under assumption of random choice of answers
approximately 1,2% of students get the test score 50 or more
points.

Example 3. Under assumption of random choice of answers
we shall find expected number of points in the test in
mathematics and mode.

Using notation from example 1 we have

Y:5X1+10X2
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Therefore - see e.g. Andél (1978)

E(Y) = E(5X; + 10X;) = 5 E(X;) +10 E(Xy)
According to (2) we obtain (e.g. E(X;) =10.0,2=2)
E(Y)=5.2+10.1=20.

Expected number of points in the test is 20. The mode is
the most probable number of points. From Tab.1 is

¥ = 15.

l. IV. CONCLUSION

Entrance examinations at the Faculty of Finance and
Accounting at University of Economics in Prague include
mathematics and English. Probability that number of points
from test in mathematics is 50 and more is 0,011839 (see
example 2). Analogously, we can calculate this probability for
test in English. We obtain 0,000122. That means (both tests
are independent: 0,011839 x 0,000122 0,000001) that
approximately one student from million (under assumption of
random choice of answers and using 50 points as a cut-off
value for successful completion in each test) successfully
makes the entrance examinations at the Faculty of Finance
and Accounting at University of Economics by pure guessing
the answers.

Multiple choice question tests are optimal for entrance
examinations at University of Economics. These tests are
objective (there is clearly no impact of any subjective factor in
evaluation). Moreover, results can be evaluated quite easily
for large number of students. From results of this paper
follows that risk of acceptance students with lower
performance levels is negligible.

On the other hand, number of students in the basic course
of mathematics is not large. In this case is better use the
standard tests. These tests (the solution of concrete examples)
examine the students' knowledge of mathematics better than
the multiple choice question tests.
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Abstract—this paper report on the thermal analysis carried
out on switched reluctance motor (SRM) by finite element (FE)
methods. Thermal calculation, especially in non-conventional
machine in which there is only limited information about heat
dissipation, is an important stage in machine design. SRM is such
a machine hence necessitating a defined methodology to carry out
thermal analysis; this paper intensely attempts and provides
simulation method for thermal analysis. The thermal flux plot,
the isothermal distribution, thermal gradient in different part of
SRM at its different rotor position and the respective governing
equation are presented.

Keywords— Switched Reluctance Motor; finite Element

Analysis; Thermal analysis.

l. INTRODUCTION

Electric motors play an important role in consumer and
manufacturing industries. Among all different kinds of electric
motors, Switched Reluctance Motors (SRMs) have a special
place. That is because of their simple construction, high speeds
and their very low cost comparing with the other Motors . In
these motors, the rotor does not have any permanent magnet or
windings, in contrast with other motors .This reduces the rotor
weight and consequently, with a precise commutation, makes it
possible to reach much higher speeds. Variable reluctance in
the air gap between rotor and stator poles provides torque in
SRMs. In other words, the motion system tends to retain its
energy in the minimum state, so the rotor poles, rotate in such a
way to face the stator poles. However, the different angles
between the rotor and stator poles cause some of them to be out
of phase and with a proper commutation a smooth motion can
be achieved. Another advantage of SRMs is their reliability,
which is the result of a high independency in the physical and
electrical phases. On the other hand, in SRMs, not only do we
need a commutator, but also a complex control system is
required, Because of the nonlinearity of the magnetic
characteristics.

Il. SWITCHED RELUCTANCE MOTOR

The cross-section of SRM under study [2] is shown in Fig
1. There are six salient stator poles; the winding-less simple
solid laminated lot or has four salient poles (“doubly-salient™).
The DC excitable windings on the stator are of particularly
simple form and concentrated type (“singly excited”);

ISBN: 978-1-61804-327-6

95

Mina GHOORCHIAN
Research Department of
Hirbodan Ariana Professional Engineering Training
Tehran,Iran
m.ghoorchian@gmail.com

Two diametrically opposite stator windings are connected
in series and exited together providing Ns/2 ‘pinases’ for an
SRM of Ns number of stator poles. The production of torque
lies with the rotor to get aligned with the magnetic field
produced by the excitation current (DC) [1] in the windings on
the stator.

Currents in the subsequent stator windings are processes
switched ON and OFF in accordance with the rotor-positions
and, with this simplest form of control, SRM develops a wide
range of torque-speed characteristics of a best DC series rotor.
By proper design of switching the phases [3] a wide variety of
applications can derive from SRM.

Fig. 1. CAD model of SRM 12/10

I1l.  ESTIMATION OF LOSSES
Losses of SR motor are divided into three parts:
A. Copper losses

current passing through the stator windings generates the
heat and temperature rise of the motor . If the current
waveform of each phase is taken to be a rectangular wave ,
then the copper loss can be obtained as follows:

I=iy/\m Pg=mRI*
B. Core losses

)

Complicated magnetic circuit of SRM , makes it difficult to
calculate the core losses analytically. These losses depend on
the shape of current waveform , angle and period of switching
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and the operation of drive. An experimental equation for core
losses in SR machines is expressed as:

Pc=afb (v/f)c
in this case , values of a,b,c are:
a=5.3*10"° b=1.466,c=2.159

where 84% of these losses are in the stator yoke ,8% in the
stator teeth, 3.3%in the rotor teeth and 4.7% in the rotor core.

2

C. Friction losses

They are results of relative motion in bearings as well as
the viscous flow over the rotor because of its rotation. These
losses can be written as:

P=aN+bN?
a=0.0118,b=0.1434*10"

These losses will be shared between different parts of
motors as sources of heat flow.

3)

IV. THERMAL ANALYSIS

FE analysis is a more detailed. Structured and equipped
modeling tool for numerical study of SRM, A detailed FE
analysis enhances the performance prediction as well as
provides a conventional platform for further detailed analysis

[4].

The governing equation in the usual format as given in (1),

d(u)%—v. (C(U)Vu) + A(u)u = f (u) @

Where a,c,d,f and u are the unknown complex time-
varying functions on boundary problem domain , u, on the
boundary behave as the boundary condition (Dirtchlet)and
also as the

aT
por = V.(VT) 4, 5T -T)=Q )

Normal derivative of u on the boundary (Neumann).
Equation (4) for thermal analysis becomes equation (5).

In this equation T is the unknown temperature distribution,
hcv is the specific heat (heat transfer co-efficient), K is the
heat conductivity, Q is the heat source, s is the outer surface of
dissipation and T is the ambient temperature ; candp the
material properties.

In (5) the individual three terms are the heat dissipation
terms, respectively by radiation conduction and convection
processes. The heat production (hot sport) is dissipation by
radiation in such a closed case as it’s and [6]. Equation (5), to
be solved by FE method for thermal analysis thus reduces to
the form of equation (6); however, the dissipation of heat
considerably takes place by other two

—V.(kVT)+h,,s(t—-t)=Q (6)
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Had the heat been transferred by thermal conduction it is
enough to consider the boundary for analysis; but heat
dissipation by convection too plays a vital role. It can be taken
that thermal regions on the boundary can be considered as
made up of several thermal nodes. These nodes on the
boundary are connected to the thermal nodes in the several
layers of the inner heat region and in this way the heat is
dissipated amongst several layers. Thermal flow takes place
between the nodes in the layers as there will certainly be
temperature difference between the regions. This flow occurs
against the thermal resistance which is a material property.
Thus there is thermal energy exchange (‘thermal gradient’)
which has convective heat transfer with surroundings. Heat
dissipation by this convective heat transfer is given by second
term of the (6), which is hcvs.(t-t).For naturally convicted
cooling which is the east with SRM, the hcv value is
emphatically given by,

hcv=1.08(T-T)1/3 @)

The above discussion is in analogy with electric circuits
where an electric current flows when a potential difference
exists between two nodes, against the resistance of the path.
The thermal analysis is carried out exactly adopting these basic
electrical fundamentals; in order to estimate the temperature
difference the surface and the surroundings the which motor is
considered as a single volume element from which the heat
dissipates into the surroundings. One current source is
considered for each node injecting current (‘heat’) into the
node, considering the ambient temperature as the source
voltage and the node voltages as the different potential points
(Fig2)

Such formed non-linear equation (6) is solved by FE
methods by the numerical R-K approach.

The operating case for thermal simulation is shown in Fig3.
A finite element heat run simulated whose results are presented
in the next section. Note that the value of Q (watts/m3) which
is the main heat source is to be calculated for different parts
like stator core, rotor core, coils etc., form the core and copper
losses of the machine.

The working conditions of the ¢ considered SRM [2] is
simulated rigorously though the finite element analysis; the
power of 2D-Maxwell electromagnetic field simulator
(ANSOFT) was used by the authors. Improved stages to fine-
time the simulated results, originally dictated by the authors
[4], were carefully implemented. For this simulated working
conditions as appearing in Fig .3. I, finite element thermal
analysis using ANSYS and FAST. THERMAL toll was carried
out.

Fig.2. Electric equivalent thermal network
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Fig.3. Nominal flux plots for full load

Fig.4. Torque profile

V. RESULTS OF SIMULASION

The results obtained by the simulated thermal analysis are
presented in this section. The foot-notes in the figs5 are (color
plots shown monochromatically) are the simulation
descriptions of the respective plots.
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Fig.5. Simulated thermal analysis results-color plot

VI. CONCLUSIONS

A useful simulation method used to analyze the thermal
characteristics of switched reluctance motor based on finite
element method has been presented. The key points in

determining the thermal gradients at the different parts of the
machine.

The hot spot temperature is : 70c.

VII.  VII.REFERENCES

P.J.Lawrenson, ‘Switched reluctance motor motor drives’ , LEE
proceeding, fed 1983, pp:144-147

[1]

[2] T.J.E. Miller, ‘Brushless permanent magnet and reluctance motor
drives’ ,calerendon press, Oxford, 1989.

[3] Mike Barnes, power electronic circuits for witched reluctancedrives’ ,
IEEE Transactions on power Electronics, November 1991, pp;1100-
1111.

[4] K.N.srinivas and R. Arumumgam, ‘Improved finite element
analysis for switched reluctance motor’ , Proceedings on SASESC-
2000 National conference, Dayalbagh educational institute,Agra
,pp:128-133.

[5] M. Jakob, ‘Elements of heat transfr’ ,John Wiley, 1957.

[6] J.P.Holman, ‘Heat Transfer’ , Mc-Graw Hill, USA,1976.

[7] Yifan Tang, ‘characterization and numerical analysis of Switche

reluctance motor’ , LEEE Transactions on Industrial Applications,
Vol:33 pp:1545-1552



Mathematics and Computers in Sciences and Industry

Introduction to the IDL application in the Weather

Wan-zhen Zhou, Quan-bing Hou

Abstract—It mainly introduce a ideal tool that the IDL as the
meteorological data analysis, visualization expression of
meteorological data set and weather data analysis platform for cross-
platform application in the field of climate science data(measured
rainfall isoline,4D meteorological data platform, two and three-
dimensional isoline, doppler radar).It has an advanced and integrated
development environment which involves multitudinous weather data
analysis toolkits and application of high-speed meteorological three-
dimensional graphics display technology, large sets of visualization,
interactive data analysis. In a word, the meteorological department
scientific research becomes fast and effective in meteorology data
processing because of IDL’s application.

data

Keywords— IDL;Meteorological

visualization;

Data component;
Data interaction

l. INTRODUCTION

IDL "*’ is a programming language of data analysis and
visualization application which invented by the American
company ITT. At first the original intention is to help climate
scientists analysis the data from meteorological satellite. It can
converts the vast meteorological data to graphics
in the late 1970s , then IDL is widely used in weather forecast
and complex weather statistics. As the fourth generation of
scientific computing visualization language ' , it not only help
the user to establish the IDE development environment of
visual programming environment but also to provide plenty of
programming tools and the built-in math library meteorological
forecast ' analysis function, moreover it greatly reduce the
workload of meteorological data image visualization
development. the program wrote by IDL can run in other
platforms with change infrequently, which  makes
meteorological data monitoring system flexible involuntary.

Il. IDL’S ADVANTAGE IN THE FIELD OF WEATHER SCIENCE
DATA
A.  Support luxurious meteorological data format
A large number of data in different formats will be used in
meteorological science research, IDL can storage these data

Wan-zhen Zhou is from the School of Information Science & Engineering,
Hebei University of Science and Technology, China. He received his doctor’s
degree from China people’s Liberation Army Ordnance Engineering college
in 2006. His main research interests include the search on Atrtificial
intelligence, data mining and 10T. Email: zhou_wanzhen@163.com.
Quan-bing Hou is from the School of Information Science & Engineering,
Hebei University of Science and Technology, China. His main research
interests include the weather three dimensional image processing . Email:
hou596678352@163.com.
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effectively and express corresponding meteorological data
graphical visualization to developers exactly.IDL provides a
mass of meteorological data tools which can be readed and
wrote, supports common data format reading and writing
directly, such as general image data format (DCM, JPEG2000,
TIFF/Geo , TIFF , etc.).It also support some scientific
meteorological data format(HDF, CDF, NCDF, etc) that widely
used in the US national oceanic and atmospheric administration
institutions

B. Meteorological data analysis, the weather chart data
statistics

IDL integrates perfect meteorological data analysis, data
statistics, image processing software package. it provides the
intelligent tool--iTools which combine a series of interactive
graphics display high quality tools with data analysis and
visualization function. Futhermore using the iTools intelligence
tool can interactively display image and contour data of
meteorological information. The project using the traditional C
or Fortran language needed for days or weeks can be done in a
matter of hours if we use IDL.
C.Capabilities of advanced meteorological contour 2D and 3D
data interactive image visualization

From simple two-dimensional chart (drawing from multi-
dimensional surface,contour image display) to the use of
OpenGL ' * ! hardware acceleration for interactive
meteorological satellite cloud three-dimensional image
browsing. Moreover, it can support the multiprocessor render
body data rapidly. Luxuriant meteorological data visualization
effect got easily because of using IDL.Considering the heavy
and complicated of meteorological data, IDL adopt process
design and give full play to the multiple processing functions
on the processor system.In addition its built-in meteorological
data processing support powerful scientific computing with
very few lines of IDL code, however other language do barely
about the meteorological data of image visual function "° .
So as a powerful tool,it has been used for analysising the meteo
rological satellitedata for a long time. And it becomes the most
preferred language used by climate
scientists ,which is known as the "milestones NASA" in recent
40 years .Meteorological satellite is equipped with multi-
channel high resolution radiometer, infrared spectrometer and
microwave radiometer meteorological remote sensors. It can
measure the global cloud cover, wind, parameters such as
pressure, temperature and humidity. What’s more, it obtain
global meteorological data for providing a global
meteorological information.The second generation of polar
orbit meteorological satellite—FY — 3 weather satellite *°

! make a great step on the basis of the FY- 1 meteorological
satellite. The specific requirement is to solve three-dimensional
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atmospheric detection, improving the global information
obtaining ability greatly and further improving the cloud area
remote sensing ability thus they can obtain global, all-weather,
three-dimensional, quantitative and multispectral atmospheric
parameters. The application of FY - 3 meteorological satellite
mainly includes three aspects:

1) . Providing global uniform resolution of meteorological
parameters for medium-term numerical weather prediction

2) . Providing various meteorological and geophysical
parameters for climate prediction through researching the
relation between global change and climate change

3). Providing meteorological information in any areas of the
world For a variety of professional activities

111.IDL APPLICATION IN THE WEATHER

A. The IDL application in scientists measured the global
precipitation

Global precipitation observation is an international satellite
network which cooperated by the Japan aerospace exploration
agency and NASA together. it provides the next generation of
rain and snow observed. The concept of global precipitation
observation center deployed on a core satellite which carry
advanced satellite/radiometer system. The system can measure
space and also can be used as a reference standard. The
purpose is to merge all of space and ground-based
measurement information available to develop high resolution,
near real-time global precipitation data of the product with a
series of research and the business of the satellite rainfall
observation as a standard. Through these improved
measurement, GPM tasks will help us to advance our
understanding of the earth's water and energy cycle, Through
improving the extreme events of natural risk and hazard
prediction, we can use accurate and timely rainfall information
ability to benefit society.
GPM will provide a complete coverage of higher precision
and the dynamic range of global precipitation measurement
for studying the rainfall, at the same time, the IDL module
build tools such as the structure of language libraries, file
access, data analysis and visualization toolkit library which
could help scientists to study it .GPM improve weather and
rainfall forecast by the instantaneous rainfall data
assimilation.GPM will provide more advanced scientific
contribution and social benefits compared to the TRMM. It
can improve the understanding of the earth's hydrologic cycle
and related to climate change as well as the full understanding
of climate sensitivity, At the same time its expanded the
monitoring and the ability to predict extreme weather events
such as hurricane.

B. 4 D meteorological data visualization platform

1) . The development purpose of 4D meteorological data
visualization platform

With the increase of the meteorological data redundancy
and data explosion,today the existing tools rarely to fusing,
processing and interpreting meteorological data. The amount
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of data collected by satellites and other means is huge
including meteorological data'”? in any fields of science.
NOAA successfully launched a polar orbit satellite on October
28, 2011.1t continue to increase the meteorological data
sources. Related meteorological researchers worry about the
weather forecasters and their forecast tool can carry such a
large amount of data especially when the major weather events
occurs. In order to applicate IDL more effectively and
mitigate large pressure of meteorological data derived from
meteorological data explosion ,4 D meteorological data
visualization platform is developed by NWS.
2) . The formation of 4 D meteorological data sets and
applications

A study is conducting from the national weather service to
the federal aviation administration government offices in the
United States. They hope to merge various meteorological
data to set up an integrated meteorological data warehouse
management platform in order to strengthen the cooperation of
distributed meteorological information based on network,
moreover they also make meteorological monitoring dynamic
decisions. Visibility cause disorder of some factors ( cloud,
rain and snow) and meteorological characteristics (convection,
ice, snow, cloud screen visibility, wind speed and direction,
etc.) " will be described in 3 D space. Time is joined the
meteorological data in the model as the fourth dimension
which forms the 4D meteorological data sets, meteorological
data demonstrate diagram as shown in figure 1, it makes the
original characteristic parameters with time characteristics.4D
data set " which be stored in the server can set out through a

service oriented architecture distributed system. In this way,
the meteorology experts provide technical support for federal
aviation administration through determinating each cycle of
meteorological data.

1-24 hrs

Fig. 1.4D weather simulation data show

Three-dimensicnal aviation meteerclogical data

C. IDL meteorological contour data of 2- 3D visualization

The platform get the weather data (mainly isoline under
different height) multidimensional visual image display, the
figure 2 is provided by the meteorological department the
contour of the two-dimensional figure which is 500 pa and
1000 pa on July 30, 2003, 8 pm. We can from the top, low,
before, after, left, right, six view direction to watch visual
images at the control modules of this platform, the figure 3 is
different height field contour of two 3 D display which equips
any highly and angle off the meteorological data of 3D
simulation at the same time. We can use the mouse control
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casual observation images from any angle, so that we could
analyze weather data visualization and make an accurate
prediction of weather through the integration of two 3 D GIS
technology. The program language of IDL realize the GIS 3D

drawing of contour map, and then put the existing
meteorological data (3D contour) loaded into the
meteorological and display in the form of graphical

visualization. Finally it achieved the integration of two 3 D
GIS meteorological data ™% .

L AN ESSS NS

Fig.3. The meteorological data of 3d simulation
meteorological data

D.IDL read date and visualization of the new generation
doppler weather radar data

CINRAD/CC weather radar is a new generation of C band
coherent doppler weather radar that China meteorological
administration use it for domestic meteorological operational
network detection .It monitor the scope of the heavy rain and
tropical cyclones within 400 km. And it can also monitor
dragon volume, strong hail cloud, hail and other medium and
small scale weather phenomena in the distance of greater than
200 km. The scope of the radial velocity measurement to
achieve + 36 m/s. CINRAD/CC type weather radar body scan
data finished nine times nine elevation scanning in 5 minutes.
Each layer including the echo intensity (Z) and radial velocity
(V), velocity spectrum width (W), there are 512 radial, each
radial store 500 Z, 500 V, 500 W when radar scanning each
layer.IDL include data display and analysis function through
reading echo intensity 9 layer, and then 3D interpolation.
radar three-dimensional data display as shown in figure 5.1DL
read and display radar data simply and quickly what’s more
it also analysis radar data. the body of data display as shown in
figure 4, it uses function(OPENR READU) read binary files
2013081416.02 V, the first reads a header file which stored in
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a binary file for acquiring CINRAD/CC type weather radar
data description information "™ such as radar's longitude
and latitude, observation starting time, echo types, the antenna
elevation Angle, whether correction, etc.

B B e o e T A T

Fig.4. Radar scanning way (cone)

Fig. 5. Radar three-dimensional data show the
graphic results

Part of the code as follows:
PRO coor_trans,array, vdata, e,hdata,volumndata
r_numda = lon*!P1/180.0; r_phy = lat*!P1/180.0;
r_h =h*0.001;
res=300;//lon lat h Radar station of longitude and latitude and
high elevation
dNdz=40;// linear gradient is 40
y0=0
EarthRadius=6371.1
r_res =res*0.001 ;
ry=y0;
Km = 1/(1-EarthRadius*dNdz*0.000001) ;Km=4.0/3.0
e=0.5;//elevation degree

IV .CONCLUSION

This article mainly introduce the IDL application in the
weather especially in scientists measured the global
precipitation, the application of 4D meteorological data
visualization platform, doppler weather radar and 3D
visualization.IDL can be wused in the field of 2D
meteorological and multidimensional meteorological data
visualization,3D cloud meteorological graphical modeling,
scientific data read meteorological cloud data because of the
IDL powerful meteorological data analysis,which makes tens
of thousands of meteorological data researchers, engineers and
programmers quicken the process of meteorological research.
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Abstract—Recently, in the game market, new kinds of peripheral
devices in the controller and display area are being developed and
games using them are being produced. Controllers diversely utilized
in recent times are motion recognition controllers such as Kinect and
Leap Motion, and as a display there is head mounted display (HMD).
There have been various games and contents utilizing such peripheral
devices but development of games and contents using them in
combination is low. This paper designed and embodied virtual reality
contents using Kinect, a motion recognition controller most actively
used recently, and Oculus Lift, an HMD.

Keywords—VR contents; HMD; oculus lift; kinect

I. INTRODUCTION

Recently, motion recognition controllers and relevant
controllers are being developed and sold through many home
console game devices and personal computers (PCs) [1].
Among them, Kinect supports both Xbox and PCs and is
utilized in diverse areas such as medicine and education as
well as the game area. However, they are not being actively
developed yet in other than the game area owing to the low
recognition rate and level of awareness.

In the case of HMDs, at an early stage, wearing them was
uncomfortable because of their size and weight and they had
many problems such as low resolution and expensive price of
displays, but thanks to the development of displays and
improvement in their performance, diverse HMDs such as
Sony's HMD, Oculus' Oculus Lift, and Samsung's Gear VR
have been developed and the growth of the relevant market
has been continuing [2].

This paper designed and embodied virtual reality contents
using together Kinect, a motion recognition controller, and
Oculus Lift, an HMD. The contents were to embody
prototypes which moved characters utilizing Kinect and made
display with Oculus Lift using C++ and DirectX11. Through
this, developing the virtual reality game and contents proposed
in the paper is expected to be possible.

Il. THE RELATED RESEARCH

When the motion of the user is recognized using Kinect,
the location information values of the user's skeleton may be
derived. Information on the skeleton is composed of a total of
20 joints including humans' hands, feet, and head [3]. We
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utilized location information values of these joints and used
them in order to move characters.

AY
HAND RIGHT HEAD SHOULDIR CENTER  HAND LEFT
o, ®
WRIST RIGHT = 4 o = wst Lot
Eusow riGHT & ssow LeFr
SHOULDER RIGHT % () SHOULDER LEFT
SPINE
v HIP_CENTER
%%
HIP_ RIGHT  Hip LT
KNEE RIGHT () & wnee et
Sensor Direction
o Davarmon | A T g A

FOOT RIGHT FOOT LEFT

Fig. 1. Skeleton and Joint of Kinect

Although countless HMDs have been developed since the
1990s until now, the unique characteristics of Lift are wide
field of view and rapid response speed [4]. There are two
methods to create a game supporting Oculus Lift. When
developing a game, the rendering screen of framework is set
as Oculus Lift, and View Matrix and Projection Matrix,
corresponding with the left and right eyes, are calculated, and
fish eye rendering is made for each of the left and right
screens, and there is a method of rendering by porting the
existing game to be suitable for the Oculus Lift. vorpX is not
supported for all games and in order to utilize it, the relevant
program should be purchased separately. Here, fish eye
rendering is to distort the screen and perform rendering in
order to express as if one looks with the eyes, and wide field
of view may be obtained through the convex lens. However,
owning to the problem of pixel density by fish eye rendering,
the pixel of the center area has relatively small image quality
decline but the periphery has degraded image quality and
during rendering the calculation ability to make fish eye
rendering of the screen is needed [5].
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Fig. 2. Fish Eye Rendering

Another function of the Oculus Lift is head tracking,
which is a function of applying changes in field of vision
within the game and contents by sensing the head's rotation
and forward and backward and up and down movements by
the Oculus Lift.

I1l. FUNCTION AND IMPLEMENTATION

A. Function Analysis

The functions of the program are divided into three in
order to perceive a user's motions through this Kinect and
utilize the perceived motions as data to move characters. First,
Kinect has a function of perceiving a user's motions and
manipulating characters of the game and is divided into head
tracking of Oculus Lift, display, and game and contents. The
figure 3 below is the perspective plan of virtual reality
contents utilizing the Oculus Lift and Kinect.

USER

Body Motion
Input

Display

ead Motion
Input

Head Motion

Output
Display E A’y Motion
MARBLE Output
Query T lSave
USERDB

(Problem, Record)

Fig. 3. DFD Structure_perspective plan

In the perspective plan of Figure 3, E Marble is the name
of contents this paper designed and embodied. It is a main
function of the game which is to bring information on the
skeleton of the Kinect, manipulate characters and the game,
bring information on head tracking from the Oculus Lift,
calculate View Matrix and Projection Matrix, and perform
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rendering them to the Oculus Lift. Owing to the characteristics
of the controller and the display, each function has high degree
of mutual coupling.

B. Kinect Implementation

In order to move characters in the same way as the
movements of the user, information on skeleton joints read
from the Kinect should be applied to the character mesh's
bones by calculating rotational matrix of each joint based on
the information on the skeleton's joints. The Figure 4 below
represents composition to correspond the character's bones
with the Kinect's joints, and Kinect Tutorial and Avaterring
Sample Source were referred to in order to derive the formula
to calculate each joint's rotational matrix with information on
joints.

KINECT

Fig. 4. Screen of Avateering C# Sample
(Left) Skeleton & Joint, (Middle) Character, (Right) Player

The Figure 5 below represents Kinect Skeleton Joint and
Implementation Character Bone. Bone matrix calculated in
such a way may be applied to character mesh through
Skinning Animations.

HEAD SHOULDER CENTER  HAND. LEFF

5
e m.mg

Fig. 5. Kinect Skeleton Joint and Implementation Character Bone
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C. Event Handling

The game embodied in this paper enabled virtual reality
experience by using Kinect and Oculus Lift, but it is
impossible to employ a mouse or keyboard for game
manipulation. Therefore, manipulation should be made using
Kinect as well. Such event was processed by setting a collider
on the hands in the character's mesh and composing an object
for manipulation and then detecting mutual collision.

Ul Event : Click the button if collision ball
in the character hand and UI crash during given time.

After collision — Button Click

Before collision

Fig. 6. Ul Event Handling

Figure 6 above shows establishment of OBB(Oriented
Bounding Box) aimed at event processing to the plan for Ul
output and event processing by testing collision with the
sphere in the hands of the characters. The relevant character
moves to the movement of a user and it was embodied for the
user to click the button by extending the hand in order to
trigger an event.
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Ul Event : Click the button if collision ball

in the character hand and UI crash during given time.

After collision — Button Click

Before collision

Fig. 7. Ul Event Handling2 : View from Side

1V. CONCLUSION

At present, HMD and motion recognition controller have
grown enough to produce games and contents, but still they
have problems of high prices, low performance, and lack of
key contents. Nonetheless, research and development on the
area of virtual reality is continuously being made and
performance of peripheral devices is being improved day by
day and therefore they are good enough to be established as
future new contents. In addition to the combination of Kinect
and Oculus Lift proposed in this paper, utilization of other
controllers will be possible to produce various virtual reality
games and contents.
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Abstract—E-education at higher education establishments helps
cut the costs and its importance will continue growing in the future.
Study methods for data analyses have been employed in the article.
The monographic method has been used to obtain and collect
theoretical information, whereas the qualitative study method —
interviewing — has been used to find out the stakeholders' views.
The quantitative study method — surveying — has been used to
obtain information from stakeholders. The authors of the article
distinguished between eight of the possible types of communications
of stakeholders involved in e-education, as well as identified the tools
used in the virtual environment in each of these types. The conceptual
scheme of interaction between key players involved in the
communication within e-education has been developed. Based on
expert interviews, the most suitable areas of the e-education training
process have been identified. Fundamental scientific research, laws of
the Republic of Latvia and government decisions, general and special
literature, national and EU statistical data, periodicals, public
materials of organisations, and internet resources have been used to
form the theoretical basis of the article.

Keywords—e-education, stakeholders, information technology,
communication, business.

I. INTRODUCTION

Education is a tool for gaining success, as it offers
opportunities of not only self-development, but also a more
successful career growth. Increasingly, knowledge and skills
acquired specifically thanks to the offer of education
establishments are what make an employee more competitive
and consequently better appreciated on the labour market.

The labour market directly depends on the graduates and
their competencies; therefore there should be long-term plans
to ensure a sufficient number of specialists, bearing in mind
that many professions take many years to master. Nowadays,
when not only the competition on the labour market increases,
but also the demand for qualified specialists rises, the
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education and acquired knowledge of an individual play a
decisive part.

The education system is undergoing continuous changes,
because it is under the direct influence of multiple factors, such
as the overall global tendencies, development of technologies,
changes in the national economy, falling demographic
tendencies, increasing immigration, and accordingly changes in
the labour market, which undeniably affect also the education
system and force education establishments to introduce
changes in the educational work. Overall, the number of
students in Latvia over the last ten years has decreased from
130,706 to 89,671 [1], which is a reduction of more than 31 %.
Higher education establishments are organisations the main
aim of which is not to gain profit, however, the strategic plan is
of great importance as there is competition also amongst
universities— private and public universities alike are
competing — because they must be able to present themselves
to attract as many aspiring students as possible, who would
appreciate the gained education, which in turn would be
appreciated by employers and society on the whole. As the
education system becomes ever more international, there is a
range of new challenges that must be faced in the daily
operations of universities; the simplest example would be a
university's ability to ensure free communication of the
teaching staff with international students, therefore it is very
important to understand, how much the university can do.
Owing to the rapid development of internet technologies over
the last years, the e-education study methods at higher
education establishments have gained an ever increasing
popularity. One of the broadly recognised definitions has it that
e-education is the use of information and communication
technologies in the learning and teaching process [2]. Seeing as
there is a lot of talk about specialists, who are in demand on the
labour market, then the employer's opinions and evaluation
must be taken into account, because occasionally stereotypes
have been voiced claiming that e-education cannot replace
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traditional study methods. E-education provides access to
education irrespective of the location, which is important for
the modern global society, and it is also a way of implementing
the currently very topical lifelong learning. "The development
of e-training has resulted in increased importance of lifelong
learning. Accordingly, the necessity originates from this
movement to update knowledge and skills, requalify, because
one job for a lifetime is no longer a relevant concept" [3].
Distance learning offered by universities, employing various e-
education tools, is gaining ground around the world, ensuring
studies in an international environment, which additionally
ensures an exchange of experience and knowledge of students
from various countries.

The authors of the article draw attention specifically to e-
education trends in the higher education, in particular to the
methods employed and the views of stakeholders. The
objective of the article is, based on a study of scientific
literature and practical research, to assess the e-education
methods used by universities and their development trends in
the view of the stakeholders.

Il. THE MOST RECENT HIGHER EDUCATION SYSTEM TRENDS IN

E-EDUCATION

A. Trends in the application of e-education in the higher
education

Influenced by globalisation processes, the higher education
is undergoing major changes triggered by new technologies,
especially by internet. According to statistics, during the period
from 2000 until 2014, the number of internet users around the
globe has increased by 741% [4]. The development of
communications and IT allow continuous education
establishments to consolidate their positions in the area of
education. It also ensures a future focus on lifelong learning for
all, as it simultaneously spreads in conventional universities,
which are increasingly employing distance learning methods in
its work, thus, the differences between two types of
establishments are almost irrelevant [5]. The availability of
electronic education is gaining importance nowadays, and it is
also facilitated by the development of various e-education tools
and, accordingly, the environment, in which knowledge can be
acquired. E-education, according to Oblinger and Hawkins, is
defined as "course teaching and communication between
teachers and students online" [6]. E-education is electronic
delivery of learning, practice, or an education programme,
which always involves the use of a computer or another
electronic device [7]. On the European and international scope,
education in a knowledge-based society becomes a strategic
element for sustainable economic growth. The education
environment must actively respond to external challenges, by
demonstrating flexibility and openness to the new [8].
Electronic education has given an opportunity to the educators
to reach out to an increasing number of students from all
countries of the world, which otherwise would not even be
possible [9].

The conventional higher education model has not changed
for centuries. Establishment costs keep increasing due to the
expensive investments in technologies, teaching staff's salaries
and ever growing administrative costs. At the same time, the
technological revolution is an important part of the higher
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education model. Online training is often free of charge, which
implies that knowledge can be acquired by anybody, who has a
smart phone or a computer. Universities are responsible for
staff training and requalification throughout their career.
However, will universities manage the ever increasing
popularity of e-education and, if not, who will replace them?
The demand for requalification and continuous education
increases among the employed in all age groups around the
globe. Globalisation and automatization have reduced the
number of jobs, which require an average education level.
Employees are investing every effort to top up their education
thus trying to outpace the labour force demand curve. In the
USA, higher education enrolment for students aged 35 and
older increased by 314,000 in 1990-ties, whereas in 2000's, by
899,000. It is expected that 47 % of professions can be
automatized over the upcoming decades [10]. According to The
Economist, The future of universities is obtaining a degree in a
digital environment [10]. However, this judgment can be
disputed, because obtaining a degree in a digital environment
has many cons. As the demand for education increases, online
courses known as massive open online courses (MOOC) are
becoming available as competition to universities. Clayton
Christensen from the Harvard Business School believes that the
strong technologies of MOOC can eliminate ineffective
universities. "Within fifteen years, more than a half of
universities [USA] will be on the brink of bankruptcy", he
forecast in 2013. The first MOOC originated in Canada in 2008
as an online computing course. Online education has its
shortcomings: only about 10 % of first time MOOC applicants
complete the course. It is a problem when students involve
somebody else to perform the tests online in their stead. Most
universities and employers still regard online education as an
additional option besides the conventional study courses and
not as a replacement [10].

There are also several myths related to electronised
education, such as that it bears practically no cost and is
available to all who wish to have it. It requires careful planning
for the part of the student and the university alike, because it
can be checked in the system at any time whether the student
has performed the specific task or not [11]. There is no single
principle of operations for all universities— it should be
developed. In an article published in The Economist, e-
education is analysed and criticised, as well as referred to as
the destructor of creativity. The revolution has started owing to
three forces: the increasing cost, variable demand, and high
technologies. MOOC is trying to bring down universities in
various ways. However, the universities of Oxford and Harvard
might even benefit. The most popular universities will be able
to sell their MOOC around the globe, but average universities
might experience a collapse. It is estimated that revenues of
universities might decrease by more than one half, and
employment in the sphere might reduce by nearly 30 %. In
some ways MOOC will increase inequality among students (it
will be more convenient for a more talented student rather than
a weaker student outside the structured university environment)
and among the faculty alike [12]. Last year, the Harvard
Business School introduced HBX — an online training
platform [13]. Since June 2014, within the framework of HBX,
the following programmes are offered: financial accounting,
business analysis and economics. The target group of these
courses are bachelor level students and initially the training is
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available to students of Massachusetts. It is planned to enrol
500-1000 students, and the learning duration is generally 60—
90 hours. Before admission, the student's knowledge level is
evaluated as there can be situations when a student has been
working for 4 years at a bank, but does not know the difference
between revenues and profits. In these situations, it is offered
to choose the training programme online. They emphasise that,
irrespective of our basic knowledge, these courses will help us
understand business terminology and feel confident on the
labour market [13].

The teaching approach is based on 2 conditions: firstly, not
only hearing lectures, but also active learning and discussion.
At the beginning of each lesson, the teacher is seen. First, the
topic of the lecture is announced. During the learning process,
videos shot by various professors are used. After the teacher's
speech, students are urged to answer questions, a minute is
given to explain the answer, and later it is commented and
evaluated by other students. This course costs 1500 $, and it is
currently coordinated by a team of 32 people [13]. It must be
concluded that electronised education gives universities an
opportunity to develop, and Harvard is aware of the fact that
under the modern circumstances of competition something new
must be created and it must be better and more competitive. E-
online education has great future prospects in acquiring the
humanities, whereas in exact sciences this type of training will
not be as effective. The introduction of this type of training
also requires sufficiently extensive financial investments,
especially upon commencing a new course of lectures. Only
recently, greater attention was paid to the impact of IT on
learning and teaching at the higher education level, therefore
the European University Association came to a decision to
conduct a broad survey to better understand the current
situation and to be able to support its members in their attempts
to improve and foster innovation when learning and teaching.
The survey results showed that, apart from several exceptions,
nearly all institutions are involved in various e-learning forms
[14].

The aim of the study was to find out the opinion of broader
circles and to encourage discussions on further development in
e-learning matters. Altogether, 249 answers were received
from universities in 38 (the EU and elsewhere in Europe)
countries. In surveys, it was asked about the application of e-
learning in the functioning of establishments, about the
experience in this area and future points of view. The most
important study data indicate that mostly, out of the surveyed
institutions, 91 % use mixed learning, by integrating e-learning
in conventional teaching, 82 % of institutions also mentioned
that they offer online learning courses. Less often, however
with an increasing tendency, interinstitutional co-operation and
online degree courses were mentioned. It was concluded that,
besides the educational and economic motive, institutions refer
to increasing needs for flexible timing and space, by using
resources, which offer benefits to students, professional and
other lifelong learning trainees alike [14]. In the EU university
survey, institutions were also asked about the possible
motivation of students to participate in online learning. As a
result, 69 % of respondents said that combining work with
education was an important motivational aspect. Furthermore,
63 % emphasised the remoteness of residence and 55%
emphasised continuing education. Familial and social-
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economic situation has been mentioned by nearly three quarters
of respondents [14]. Thus, the modern dynamic lifestyle does
not always permit full dedication to the study process and the
student’s life.

B. Advantages and challenges of e-education

E-education offers extensive opportunities for aspiring
students, however, to be able to evaluate what it can give,
advantages must be identified, along with challenges. Having
conducted studies, when senior level managers were surveyed,
it is suggested that organisations classify benefits of e-
education according to different features.

TABLE I. E-EDUCATION BENEFITS [15]
Feature E-education benefit
By improving | savings on travel/commute time and accommodation

resource use costs when the student has to attend the training in
person; cost-effective training courses; less time
needed to introduce improvements, updates; better
use of available technologies; possible bulk financial
savings when the number of trainees is large; 24-
hour availability

flexibility — the course can be mastered anywhere at
any time; people from remote areas are ensured
access; faster transfer of knowledge; several
simultaneous training courses.

achieving best performance offered by technologies;
support to employees at places of employment —
(just-in-time) learning improves problem-solving
abilities; demonstrate the actual employee
development;  profitable benefit  within  the
framework of continuing education.

self-instruction; increasing individual management
abilities; options of individual choice, ensuring
alternative approaches to learning and development.

Geographic
reach

Organisational
benefits

Improved
learning

Mostly, all of the aforementioned benefits can also be
referred to higher education organisations, however, there are
also properties aimed specifically at the academic environment.

Scientists have identified several strengths of e-education:
it ensures student-focused learning; learning at any time and
place; facilitates interaction between the student and contents
of the study subject; facilitates and encourages communication
and co-operation; facilitates course administration; helps keep
track of time that the student spends to perform the task; helps
keep track of the time that the student spends to complete a
task; can reduce costs related to delivering instructions; adds a
global dimension to the course [16]; students can have an
option to choose the learning materials according to their level
of knowledge and of interest; self-instruction allows a student
to learn at his/her own pace; flexible approach at any time to
discussion forums to communicate with course mates and
teachers; additionally, skills will be improved when learning
with the intermediation of internet and computer; an option to
choose the educational establishment, accordingly, if only few
are nearby geographically, then e-education ensures access to
any establishment, and only the desired area is then chosen; e-
education is also mentioned as a solution for specific national
problems: too many students in a class, excessive conventional
education fee [18].
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Many organisations are using e-education learning as they
can be as effective as conventional learning, at lower costs. To
create e-education learning is significantly more expensive than
preparing material for a classroom and to train lecturers,
especially if multimedia or high interactivity methods are
employed. Nevertheless, the overall e-learning costs, including
servers and technical support, are much lower than to purchase
equipment for classrooms, the time of lecturers, the students'
travel time and missing work to attend classes [19]. Even
though there are many positive aspects to acquiring e-
education, a range of problems can still arise. For instance,
dependence on technologies — students will need access with
minimum specifications as determined by the creator of e-
education training; material incompatibility — possibly, what
works in one browser, does not in another; not applicable in all
educational sciences — what is learnt in classroom, can be
supplemented with e-education learning; not suitable for all
students, learning in the electronic environment demands a
high level of self-discipline, as well as must be very self-
motivated [20], students having low motivation or poor habits
can lag behind; without a structured schedule and coming to
lectures, the student can be confused as regards the course
activities and deadlines of final assignments; students cannot
ask questions right away, answers are given only after some
time, when the teacher has received it in their e-mail or
elsewhere; not possible to identify the person, who is mastering
the course, and it is possible that the tasks are performed by
somebody else; the student can feel isolated from the course
teacher/instructor and course mates, insufficient contact with
the teacher [21]; slow internet or older computers can
encumber access to course materials; laboratory and practical
work is difficult to simulate in a virtual environment [17];
limited English and IT knowledge can hinder engagement in e-
learning courses [22]; not all employers recognise degrees
obtained in an electronic environment [23]. Likewise, the
course language is of importance, since not all programmes are
available in a languages we understand, and e-training can
simply be unsuitable for various psychological types of people.

I1l. E-EDUCATION METHODS AND THEIR CLASSIFICATION

The beginnings of e-learning are linked to creating such
approaches, which are intended to adapt distance learning [24].
E-learning means that learning is no longer a passive
experience, where students are sitting opposite the teacher and
learning by telling; e-training is an active acquisition of
experience. E-training has the possibility of using a custom and
individual learning approach of sorts, because we all learn at
different paces: when reading, watching, investigating,
discovering, doing, discussing, co-operating, sharing our
knowledge, accordingly the students involved in e-training
have an access to extensive learning resources. The co-
operation tools that are used in e-training can be classified
depending on whether or not synchronous or asynchronous co-
operation is ensured. Synchronous communication, also
referred to as a real-time conference, is possible when all
participants are online simultaneously. Means to communicate
synchronously: chatting, sharing software, using an interactive
board, audio conferences, video conferences. Asynchronous
communication does not require all participants to be online
simultaneously. By using asynchronous communication, a
participant sends a message at a time convenient for him/her.
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E-mails and discussion forums are used in asynchronous
communication [24]. Synchronous communication ensures
quick support to the student by other students or teachers,
whereas asynchronous communication allows time flexibility,
however time must be planned and it must be taken into
account that the addressee also works by the same principle
and, accordingly, a longer time can pass until a reply is
received. Classification of e-education learning methods
according to the presence of a teacher: physical presence (face-
to-face, use of additional visual aids in front of the
classroom — presentations, images, videos, etc.); virtual
presence (e-learning— online learning, computer-based
learning, internet-based learning, audio learning, video
learning, distance learning, online courses MOOC;) Physical,
virtual presence (blended learning).Not one and the same
training model can be applied to all, hoping to achieve equally
good results. Therefore, it is important for everybody to know,
which type of perception we represent, as well as for
educational establishments to take that into account and adapt
the acquisition of the learning process insofar as possible to all
types of perception.

Authors have distinguished between 8 types of stakeholder
communication, based on four units, and have identified
them — an individual, a robot, a group, a teacher — involved
in e-learning An individual — a single person, who wishes to
acquire e-education at a time and place suitable for them; peer
(artificial intelligence) — a set of information prepared in
advance, which is mastered with the intermediation of
technologies by a group or an individual, or, in other words, a
university, which ensures communication with the interaction
of the teaching staff and artificial intelligence; a group — a
community of several people, who wish to acquire e-education,
they are not restricted by geographical conditions, but are
restricted by time limitations, the dates of starting and
completing e-learning; the lecturer — a person, with whom
synchronous or asynchronous communication besides the robot
is possible.

Eight such types of stakeholder communication were
identified: 1. Person to Peer — the person, who wishes to
acquire e-education, has access to the necessary technologies to
master the topic, and he/she can access the contents of the
study programme from any place at any time convenient for
them. Acquisition of e-education by employing this type does
not restrict the individual to time or space. 2. Group to
Peer — several people with computers and an internet
connection start the acquisition of e-education in a specific
period, and a scope of contents is determined, or deadlines that
are integrated in the programme, which must be completed at a
specific time. In a group, restrictions in time, but not space,
apply. 3. Person to Teacher — the individual has the
necessary technologies, the material prepared in advance to
master the topic, however, synchronous or asynchronous
communication with the teacher is possible to ensure a more
in-depth understanding of the topic to be mastered. 4. Group
to Teacher — several people are ensured with material
prepared in advance and with technologies, as well as
additionally synchronous or asynchronous communication
process is occurring with the lecturer to improve the
knowledge, in which not all group members must participate.
5. Person to Person — an individual learning the material at a
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time convenient for him/her, is given an opportunity to
communicate with another individual, who already has
acquired the topic or is still in the process of acquisition. 6.
Person to Group — an individual learning the material at a
time convenient for him/her, an opportunity is given to
communicate with a group of individuals, who already have
acquired the topic or are still in the process of acquisition. 7.
Person to Person in the group — one person, who is learning
the topic together with other group members, communicates
with another individual, who is also a group member, who is
acquiring the same topic and who is subject to a performance
deadline. 8. Person to group — a single individual, who is
mastering the topic within a group, communicates with other
group members, who are united by the acquisition of the same
topic or an opinion, as well as are subject to deadlines.

TABLE II. TYPES OF PARTIES INVOLVED IN THE PROCESS OF E-LEARNING
COMMUNICATION AND THE TYPES OF USED E-LEARNING TOOLS [AUTHOR'S
ORIGINAL]

1123|4567

Tests with immediate results X | x

Tests with the option of inserting a
textual or visual material for
assessment

Web tour — introduce with a web
(A

x
xX | X

Use of software to show activities (A)

3D game simulation and model-based
learning

Study materials placed on intranet

Online surveys and quizzes

Submitting assignments online

X |IX [ X | X [X

E-books

X [X X [ X |[X |X

MOOCS

Open-ended questions in assessment

E-mail (A)

Chatrooms (S)**

Video conferences (S)

X [ X |X [X
X [ X |IX [X

Audio conferences (S)

X [X | X [ X |X [X

Use of an interactive board (S)

X |IX X | X [X |X [X|X[X

Discussion forums X X

Blog and wiki sites X X X

Notes: A —asynchronous, S — synchronous, numbers 1-8 correspond to the
classification of types of communication of stakeholders.

It must be emphasised that in the individual-peer and
group-peer types of communication, initially, the teacher is
also involved, who prepares in advance and places the learning
contents in the relevant environment, which the students must
later present to peers, if the students do not have an access to
the individual-teacher ~or  group-teacher types of
communication, then they completely lack communication
with the teacher. On rare occasions, the teacher is not involved
at all in the course development — they are prepared by
companies specifically trained for that. The uneven distribution
seen in Table Il between the use of methods points to that
different methods are used in the communication between the
peer and teacher with another student. The classification also
portrays the fact that many e-learning tools overlap in a number
of communication types. Out of the mentioned 8 types, the
authors propose the first option as the most suitable for e-
training — when an individual and a peer are involved in the
communication, as this situation most accurately corresponds
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to when a student himself/herself makes a decision as to when,
where and what he/she will be learning. It must be mentioned
that discipline and motivation are required to organise the daily
schedule in this way. The group-peer type of communication
restricts the student in time, however other types of
communication are rather a supplement to the already existing
e-learning. In order for the student not only acquire the
prepared content, but also to gain an in-depth understanding
and to communicate with others, for whom the specific matters
are important, communication with the teacher and group
mates, who have already started or start learning the specific
topic, is possible. Practical applicability of the classification:
allows the higher education establishments to clearly determine
which types of communication are implemented and which are
not, and such classification offers diversification of the
methods used in the learning process, as different experiences
are ensured for the student. The uneven distribution of
communication tools points to the need of using various tools
so that the learning content is acquired in the virtual
environment and it would enable discussions with other
students and the teacher.

IV. STAKEHOLDERS IN THE HIGHER EDUCATION AND
DETERMINATION OF THEIR EXPECTATIONS

Nowadays, companies and society determine that the
success of an organisation depends on the stakeholder
evaluation. The organisation's approach to human resources
management plays an important role in meeting the needs of all
stakeholders [26]. This also applies to higher education
establishments.  Stakeholders are benefiting from the
organisation's success or, on the contrary, suffer from failures
and errors. The organisation is generally interested in
maintaining good relations with the key stakeholders. If some
of the stakeholders end relations, the organisation might suffer
[26]. It is important for the organisation to always be aware of
the stakeholders' interests to maintain good relations, which
means further co-operation and development. It is concluded
that it is important to identify all stakeholders and their
concerns in various matters.

A university is a complex structure consisting of several
stakeholders: the administration, faculty, students, graduates,
parents and the organisation itself. Each of them promotes
university culture and can affect the consumption decision-
making [27]. According to the Law on Institutions of Higher
Education [28], the identified stakeholders are the academic
staff, scientific staff, and the student. The activity of the
scientific staff is regulated according to the Law on Scientific
Activity [29]. Within the article, the stakeholders of the higher
education will be considered from the market perspective,
taking into account the perspective of the law. Classification of
stakeholders of the higher education entails two categories:
primary and secondary. The basic group consists of
stakeholders, which ensure the performance of key tasks: the
government, the Ministry of Education and Science, study
departments, society. The second group: students, staff,
competition, agency for the education and training of faculty
[30]. Another option of distinguishing between various
stakeholder categories could be: internal and external
stakeholders of higher education establishments. Internal
stakeholders are those, who are participating in the daily
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activities of an establishment: academic and administrative
staff, students. External stakeholders or involved persons are
those, who are interested in higher education, even though they
are not members of the higher education community. They are
parents, tax payers, employers, the State and even international
organisations. It is important to define two different categories
of stakeholders because changes in the higher education point
to reduced influence of internal stakeholders, thus external
stakeholders' role is ever increasing [31]. The increased
importance and role of external stakeholders is mentioned by
many authors [32]. Academics are losing their former
dominant power over universities [33]. This is directly linked
to the increasing control of the State and the market in the
higher education.  Stakeholders of higher education
establishments can also be classified according to four
dimensions: firstly, by determining whether the stakeholders
are internal or external; a second aspect is to what extent the
stakeholder group is active or passive with regard to the
establishment or a specific project, such as, integration of e-
learning in a university; thirdly, to what extent the stakeholder
is co-operating with the establishment and supporting the
initiative or a project; and, finally, matters on the extent of
threats that the stakeholder can cause to the initiative or the
project [34]. Based on the stakeholder classification, it is easier
to prepare further development models, being aware of the
influence, needs, and expectations of each stakeholder. To
achieve success, it is not only sufficient to introduce
technologies — changes are necessary in the educational
approach. In this process, universities are subject to changing
economic circumstances and university budgets are affected by
economic fluctuations. Even though there are institutions
which have introduced e-learning as a new source of income, it
is, nevertheless, difficult for them to successfully gain revenues
due to the high competition and the global market [35].
Although there are some important similarities between
companies and universities, there are also important
differences. Companies are trying to increase profits, while
universities, with some exceptions, are trying to improve
something completely different — prestige. Everybody, who is
affiliated to the university either as a student, a faculty
member, an administrator, or a graduate, is important as
regards the prestige of the university [36]. Universities, just
like companies, are making a range of products that are in
demand in various market segments. It is clear that the product
of universities is education for its graduates. In case of
companies, value is added to raw materials, however, in case of
universities; a significant difference is that they add value for
its clients.

In the last decade, an important point of discussion has
been the co-operation between the higher education and the
market, by stimulating the development of new sectors, as well
as maintaining a qualified people/social capital [37]. This
situation has originated due to overproduction of students in
one sector, but a significant deficiency in another. Most
stakeholders agree that the teacher education must change in
the face of students and challenges in a digital era in
technology-based society. However, obstacles are presented by
the lack of a different policy or vision in co-operation with the
stakeholders [38].
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Students' expectations with regard to the higher education
have increased over the past few years. The academic staff
expects a certain level of student engagement in the studies and
a high academic standard in the students' course work
performance. Nevertheless, the university staff must
understand that conventional evaluation, such as A levels in the
UK, SATS and ACTS in the USA, etc., is no longer the
primary qualification indicator when enrolling in a university,
thus, there might be students with differing academic abilities
in a single course [39]. The lack of skills in important labour
force areas (contrary to unemployment in others), as well as the
employers' expectations concerning the graduates' skills makes
governments (and employers) set higher requirements to the
higher education establishments. Furthermore, while the
willingness to be employed in the future does not always serve
as the grounds for acquiring university education, it is the
desirable educational outcome among most students. It is
expected that the graduates will acquire the necessary
knowledge and skills to be able to adapt to the labour market
thus taking into account the students' wishes, labour market
demands, government plans, as well as the employers' and
general public's expectations [40]. Students' motivation to
choose e-learning is most often based on convenience and
availability [41]. Motivation regarding the e-learning will
increase once they feel that efforts are invested to meet their
expectations and the added value as individuals [42]. Students
appreciate access and support from the e-learning instructor or
teacher [43]. A suitable and pleasant learning environment is
expected from the study department [44]. Employers need
graduates, who can contribute by immediately starting to work.
However, employers appreciate the university graduates' ability
to quickly acquire new information [45]. In various ways, the
employers' influence on higher education programmes is ever
increasing: dissatisfaction is voiced with graduates as ‘a
product’; there are specific expectations concerning the skills
and attitude; they become the higher education providers by
spotting differences in the regular higher education system
[46].

State
(diploma,
accreditation)

!

University
(technology, academics,
programms administration)

t

Business
(employers)

Person
(student)

v

<

Education quality

A

Fig.1. A conceptual scheme of interaction between e-education key
stakeholders [authors' original]

The conceptual scheme is based on interaction between the
stakeholders. The most important aspect is that the
communication process for an individual can be only virtual,
whereas, in the types of communication 'State-university-
employers', physical and virtual communication exists.
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Therefore, it is important to assess the students’ opinion of the
received educational content, the process, acquired knowledge
and other aspects, because he/she is the main consumer of
studies.

Entrepreneurs are interested to hire specialists who are as
qualified as possible and who could, within the job duties, use
their theoretical and practical knowledge, therefore
entrepreneurs communicate with educational establishments on
the programme contents and their correspondence to the actual
labour environment, to increase the quality of the labour
process, which can be done, by engaging professionals who
better meet the requirements. The task of the university is to
hear out the employers, the state, and the students, to maintain
its prestige and gain profits. The State, for its part, is
responsible for ensuring that the university is operating in line
with all educational requirements and in compliance with all
regulatory enactments, so that the State could accredit the
university and recognise its issued diploma.

V. ASSESSMENT OF E-EDUCATION RELEVANCE IN

LATVIA
To find out the opinion about e-education, a questionnaire
survey was conducted for two respondent groups:

1. individuals, 2. employers (managers, company employees
related to staff matters). Survey period: April 2015.
Respondent base: 50 companies and 70 individuals (students).
The questionnaire consisted of 10 questions for employers and
9 questions for individuals.

78 % of employers and 85 % individuals recognised that e-
education is very relevant or relevant. For the most part,
employers and individuals alike recognised that e-learning in a
virtual environment in future could not fully replace
conventional on-site education (only 14 % of employers and
21 % of individuals answered rather yes than no), which could
be explained with companies being a part of different sectors.
The most important advantages: learning at any time and place,
lower costs; student-focused learning and the possibility of
learning at your own pace; e-learning can be better combined
with other educational programmes and work. If comparing the
assessment by employers and individuals concerning the e-
education advantages, it was concluded that the time and place
is of the essence, and that can be ensured by learning in a
virtual environment. It is important for an employer, who hires
an educated employee, as well as for an individual, who,
without losing a job, can continue studying at a high level,
likewise, the financial aspect is important, because the
acquisition of conventional education demands extensive
resources throughout the study process, whereas in the case of
e-education, most resources are spent during the programme
development stage. Among shortcomings pointed out by
employers, there are the requirement for a high self-discipline
of the student and insufficient communication with the teacher.
The most important shortcoming indicated in the survey of
individuals was the language barrier. The second most
important shortcoming is the unsuitability for all educational
sciences, which leads to a conclusion that, no matter how
motivated the student, there are sectors, in which e-education
acquisition opportunities simply will not be available. Among
other important shortcomings, there are the need of a high
student self-discipline and lack of communication with the
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teacher, no immediate feedback from the teacher/lecturer, who
could help correct errors, which could constitute problems of
the lack of development of socialisation skills, which prevents
developing such skills as team work, a shared project, public
presentation, as well as improving practical skills. For
examples, how could doctors learn to perform a surgery
without professional supervision? There are rather many
respondents, who believe that unsuitability for all students or
all sciences is a minor deficiency. 70 % of employers
recognised that there is an opinion of e-education as incapable
of ensuring the same as conventional education. This proves
that these methods of acquiring education due to stereotypes
are assessed negatively or there has been negative experience
with educational establishments, which have provided this
educational service, accordingly not meeting the quality or
requirements. Job duties are different when learning about
science and practically working in the sphere. Therefore, the
graduate receives training in the practical work and specifics at
the company, which could be applicable to 20% of
respondents, who answered not, or rather not than yes. Most
managers admit that they are rather appreciated or rather yes
than not. However a large share of respondents, 28 % of all, are
not informed, possibly, about the acquired employees' skills or
are not informed due to other reasons. General tendencies show
that e-education is topical among employers and individuals,
that it has equal number of advantages and disadvantages,
which suggest that in the nearest future it will still serve as a
supplement to the conventional education approach.

CONCLUSION

There is no single system regarding the models of presenting
e-learning. In line with the authors' developed classification,
by combining several types of stakeholders involved in the e-
learning process, a very extensive use of tools used in the
virtual environment can be achieved, ensuring versatility of
the learning process and allowing the student to choose study
contents that are more convenient to grasp (video, audio, text,
etc.). The conceptual scheme of ensuring the quality of e-
education which is based on interaction between stakeholders
proves that for an individual the communication process can
be purely virtual, however in the communication types 'the
State-university-employers', physical and virtual
communication exists, which points to the need for the higher
education establishment to assess the student's opinion of the
received study contents, process, acquired knowledge and
other aspects, because it is the student, who is the main
consumer of studies, whereas the university is the main
provider of education quality.
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I. INTRODUCTION

Let X be a Banach space, let B(X) be the algebra of
all linear bounded operators on X and let C be the field of
complex numbers. In what follows, by subspace of X we
understand a closed linear manifold of X. If T € B(X)
and Y is a linear subspace of X, let us denote by T'|Y the
restriction of 7 to Y. An operator 7' € B(X) is said to have the
single-valued extension property if for any analytic function
g: G = X (where G C C open) with (AI —T)g(A) = 0,
it results that g(A) = 0 ([2] [8]). For an operator T € B(X)
having the single-valued extension property and for x € X,
we consider the set pr(x) of all elements \g € C such that
there is a X -valued analytic function A — z7 () defined on a
neighborhood of Ao which verifies (A —T)xz7(\) = x; 27 (N\)
is unique, pr(x) is open and p(T') C pr(x). We also denote
or(x) = Cpr(z) = €\ pr(z) and

Xr(F)={z € X;or(z) C F,F C C}.

pr(x) is called the local resolvent set of x with respect to T
and or(x) is the local spectrum of = with respect to T.

A subspace Y C X is called spectral maximal space of T €
B(X) if it is invariant to T" and for any other subspace Z C X,
also invariant to T, the inclusion o(T|Z) C o(T|Y") implies
the inclusion Z C Y ([2], [8]).

Definition I.1. An operator 7' € B(X) is called weakly
decomposable if

(i) T has the single-valued extension property and
Xr(F) is closed, for any F' C C closed;

(ii)  for any finite open covering {G;}?_, of o(T), there
is a system {Y;} , of spectral maximal spaces of T’

such that
) o(TY;) CG; (1<i<n)
) X = Z Y;.
=1
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Examples of weakly decomposable operators are weakly
contractions (”almost unitary contractions”) (see [3], [8], Cap.
VIII) and the adjoins of decomposable operators (see [6], [10]).

Remark I.1. From Proposition 1.3.8. and Theorem II.1.5. ([2],
[10]), it results that if " € B(X) is weakly decomposable, then
Xr(F) is spectral maximal space of T, for any F' C C closed
and o(T|X7(F)) C F No(T); moreover, we have that any
spectral maximal space Y of 7' can be defined by the relation
Y = Xr(o(T|Y)).

II. WEAKLY DECOMPOSABLE OPERATORS AND
ANALYTIC FUNCTIONS

In this section we present several results of the theory of
weakly decomposable operators which are related to functional
calculus with analytic functions on spectrum.

Theorem IL.1. Let T € B(X) be weakly decomposable and
let f: G — € (G D o(T) open and connected) be an analytic
Sunction. Then f(T) is also weakly decomposable.

Proof: Obviously, if f is constant, then f(T") is weakly
decomposable. Let us suppose that f is not constant and let
F C o(T) be a closed set.

It is easily shown that Xz (f(F)) is spectral maximal
space of f(T') (see [11]) and

o(f(D)|X¢(r)(f(F))) € a(f(T)) N f(F). (IL1)
Let {G;}", be a finite open covering of o(f(T)) =
f(e(T)). Then

Urt@)=rs" <U Gi) > fTH(f(e(T))) > o(T)

= (IL.2)
and hence {f~!(G;)}™, is a covering of o(T). T being
weakly decomposable, there is a system {Y;}? , of spec-
tral maximal spaces of T defined by the relation Y; =
Xr(o(T]Y;)) such that

o(TIY;) € f7H(Gy) (1<i<n) (IL.3)

and

(1.4)

If we denote

Xi= Xy (a(f(T)]Y2)),
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then X; is spectral maximal space of f(7') (because X; =
Xr(f~Ho(f(T)|Y;))) is closed) and we obtain

Xi = Xy (F(o(T]Y)) > Xe(o(TIV)) = Yie  (L3)

From the relations (I1.2)-(I.5), it follows that

and

o(f(T)1X:) = o(f(D)| X pery (o (F(T)Y2) € F(f71(GA)) € Gi

hence the operator f(T") is weakly decomposable. ]

Corollary IL1. Ler T € B(X) be weakly decomposable and
let f: G — C (G D o(T) arbitrary and open) be an analytic
function. Then f(T) is also weakly decomposable.

Proof: o(T) being compact, there is only a finite number
of connected components of G which intersecting o (7). Let
G1, Ga,..., G, be these connected components and let us
denote f; = f|G; (i = 1,2,...,n). The sets o; = G; No(T)

n

are separated parts of o(7T'). From o(T) = U o, it follows

i=1
that

X = éE(ai,T)X
=1

and
n

T = P(T|E(0;, T)X).

=1

According to previous theorem and from Proposi-
tion ?? and Corollary ?? , it results that the operators
T|\E(o;,T)X, f(D)|E(c;,T)X = [fi(T|E(0;,T)X) and

n
f(r) = @(f(TﬂE(ai,T)X) are weakly decomposable. M
i=1
Proposition IL1. Ler T € B(X) and let f: G — C (G D
o(T) open) be an analytic function such that f(A\1) # f(A2),
if A1 # A2, A1, Ao € o(T) (ice. f injective). If f(T') is weakly
decomposable, then T is also weakly decomposable.

Proof: Let F be a closed set of o(T"). Then f(F) = F'is
a closed subset of f(o(T)) = o(f(T)) and f~1(F")No(T) =
F.

From Theorem 1.1.6. ([2]), we deduce that
Xypery(F') = Xp(f7H(F) = Xo(f 7 (F)No(T)) = Xz (F)
hence Xy (F) is spectral maximal space of T

Let now {G;}"_; be a finite open covering of o(T"). We
may assume that G; C G. The function f being analytic, then
it is an open map, thus H; = f(G;) is open and { H;}}_; is an
open covering of o(f(T)). f(T') being weakly decomposable,
there is a system {Y;}7_; of spectral maximal spaces of f(T)

such that o(f(T)|Y;) = F/ C H; and X = Y;.
i=1
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But
Yi = Xy(r)(F)) = Xo(f 7 (F]) = Xr(F)

(where F; = f~Y(F]) N o(T)), hence Y; is also spectral
maximal space of T. From o(T|Y;) C F; C Gy, it results
that T" is weakly decomposable. ]

III. QUASI-NILPOTENT EQUIVALENCE OF
WEAKLY DECOMPOSABLE OPERATORS

Definition III.1. We say that the operator T3, T» € B(X)
(not necessarily commutable) are quasi-nilpotent equivalent
(or spectral equivalent) and write T} ~ Ts, if

1 1
=0 and lim |7 - )" =0,

n— oo

lim H(T1 — )l

n—oo

where

(11 -1 = v () T,

k=0
Definition ITI.2. We consider the following notations

1
psp(T1, Tp) = limsup ||(Ty — To)™ || and

n—oo
p(Tla TQ) = max{psp(Tla TZ)v psp(TQa Tl)}

p defines on B(X) a topology called the disturbing topology
(or p-topology) ([25], [26]). Moreover, we denote

D(F, p) = {p;inf [\ — pu| < p} and D({A},p) = D(A, p).

where F' C C closed and p > 0.
In particular, D({\}, p) = D(\,p) is the disc with center A
and radius p.

Theorem IIL.1. Let Ty, To € B(X). If T} is weakly decom-
posable and Ty ~ T, then Ty weakly decomposable and

XTI(F) = XTz(F)
for any F C C closed.

Proof: Because T; and T, are weakly decomposable,
then Xp, (F) and Xrp,(F) are spectral maximal spaces of
T4, respectively 15, for any F' C C closed and any spectral
maximal space of T (respectively T») is defined by the identity
Y1 = X1, (0(T1]Y1)) (respectively Yo = X1, (0(T3|Y32))). It
is easily seen that the spectral maximal spaces of 7} are also
spectral maximal spaces of 75 (this assertion follows from
the equalities Y = Xp, (0(T1]Y)) = X1, (c(T1]Y)), because
oT, (:E) =0T, (1’) if T1 ~ TQ)

Let {G;}, be a finite open covering of o(7%), which is
also a covering of o(T1) = o(T3) (1.3.8., [2]). T7 being weakly
decomposable, there is a system {Y;}7; of spectral maximal

spaces of T3 such that o(T1]Y;) C G; and X = ZY;. But

i=1
Y; (1 <14 < n) are also spectral maximal spaces of 75 and by
relation

o(T2lYi) = o(T2| X1, (0 (T1]Y3))) C o(T1|Y:) No(T2) C Gy,

it results that 75 is weakly decomposable.
The equality X1, (F) = X1, (F), F C C, is obvious. [ |
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Proposition IIL.1. The set of all weakly decomposable oper-
ators is closed in p-topology.

Proof: The set of all operators of B(X) having the single-
valued extension property is closed in p-topology of B(X).
([141)

Let {T}52, C B(X) be a sequence of weakly decompos-
able operators and 7' € B(X) such that li_>m p(T,,T) = 0.

Then T has the single-valued extension property. From Corol-
lary 2.5. ([10]), it results that

XT(F) - XT,L (D(F>p(Tn’T))> C XT(D(Fa 2p(Tn7T)))

and since X1, (D(F,p(T,,T))) is closed, we have

Xr(F) C X7(D(F,2p(T,,T))).

Let 2 € X7(F); then o (x) C D(F,2p(T,, T)), for every
n > 1, hence or(xz) C F, ie. Xp(F) is closed.

Let {G;}?_, be an open covering of o(T). Thsre are the
compact sets o;, o; C G; (1 < i < n) such that U Into; DO
U(T).nAccording to Proposition 2.2. ([10]), we carilztlake 1o SO

that | J Into; > o(T,), for n > ng. We take n > 0, with

i=1
G; D D(o;,p(Ty,T)) and according to Corollary 2.5. ([10])
we have

Xr, (01) € X (D(04, p(Ty, T)))-

But T, is weakly decomposable and {Into;}? ; being a

covering of o(T,,), we deduce that X = ZXT" (0;). If we

i=1
denote

X, = XT(D(Uzvp(Tan)))

n

we obtain X = ZX,, with X; spectral maximal spaces of

i=1
T and o(T|X;) C D(o;,p(T,T)) C Gy, hence T is weakly
decomposable. [ |

Corollary IIL1. Let {T'}22; C B(X) be a sequence of weakly
decomposable operators which commute with T € B(X).
If lim |T,, —T||sp = O, then T is weakly decomposable
operator.

Proof: Since pg, (T, T) = p(T,,,T) = [T, — T||sp» by
previous proposition, it results that 7" is weakly decomposable
operator. ]

IV. CONCLUSIONS

This article generalizes properties of decomposable opera-
tors emphasizing on quasi-nilpotent equivalence of weakly de-
composable operators. It represents a starting point for defining
the commutator of two weakly decomposable operators and
studying its properties.
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Abstract — The impact of introducing and testing of cross-
disciplinary methodology for development of entrepreneurial skills
within study process becomes more and more important. This paper
describes cross-disciplinary methodology and main results of the
testing phase.
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methodology, skill development

cross-disciplinary

I.  INTRODUCTION

Many scientists have identified the importance of cross-
disciplinary approach in education. Some of scientists stress
that we even do live in a cross-disciplinary age [1]. A lot of
researches are devoted to cross-disciplinary collaboration,
culture, learning, experiments, programs etc., but just a few of

them towards cross-disciplinary methodology of the
entrepreneurial education.
When  higher education institutions deal with

entrepreneurship education often in reality it becomes cross-
disciplinary. There are a lot of different definitions of
entrepreneurship, but most of them are about development of a
business from the ground up, developing of an idea and turning
it into business, about getting profit from this idea.

Entrepreneurship education usually is oriented towards
ensuring entrepreneurial success by providing students with
motivation, knowledge and skills needed for particular field of
business, but today’s innovative and technologically oriented
society requires new approaches to cross-disciplinary
education.

Il. ON CROSS-DISCIPLINARY METHODOLOGY IN

EDUCATION AND HOLISTIC APPROACH

Cross-disciplinary approach in education is described by
many authors like Koke, Lace, Oganisjana, [2] who in their
researches stress that entrepreneurship is a dynamic system of
the components determined in mixed method research. In this
article elaborated holistic functional-structural model of
entrepreneurship illustrates that entrepreneurship can be
developed holistically as a system when students identify,
generate and realize opportunities into new personal, social or
economic values not only in the context of specialized
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entrepreneurial disciplines, but within a wide range of
disciplines in the unity of theory and practice [2].

Previous research by Caune, Lapina, Gaile-Sarkane,
Ozolins, Borkus [3] on managers competences and capabilities
confirmed specific competencies that are the most important
for successful management of a company. These competences
were grouped in four groups: professional, social and
communication, personal and responsibility, leadership and
innovative and learning competencies, with detailed
description of each [4]. Very good analysis of competences that
are essential for new entrepreneurs is described by E. Frank, in
“The UK’s Management Charter Initiative: the first three
years” [6].

In order to achieve better results in development of
methodology, there are many other factors that are important,
for example — strategic orientation, strategic background, voice
of customer, possibility to apply integrated management
systems etc. [4,5,6].

Cross-disciplinary methodology was based on:

Open innovation concept developed by Chesbrouh in
2003;

the value model;
holistic functional-structural model;

skills and competences that should be developed during
the study process.

For testing purposes of developed methodology, step by
step approach to testing process form successfully completed
Leonardo Da Vinci Innovation Transfer project Nr. LLP-LdV-
Tol-12-CY-1671210 ,,YOUNG LEADERS: Developing and
enhancing leadership skills for young managers in times of
crisis: an innovative training package for European young
professionals, 2012.-2014. were taken. Project results assured
that methodology can be tested within study process.

A. Open innovation concept

Open innovation concept has been discussed since
beginning of the 21st century and becomes very attractive in
many areas. Firstly it was announced by Henry W. Chesbrough
in 2003 and up to now many scientists have discussed open
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innovation paradigm and concepts in their researches. Eelko
K.R.E. Huizingh in his article ,,Open innovation: State of the
art and future perspectives” has mentioned ,,Many open
innovation studies focus on specific industries, such as
consumer electronics (Christensen et al., 2005), food (Sarkar
and Costa, 2008), financial services (Fasnacht, 2009),
automotive (Ili et al., 2010), and biotechnology (Fetterhoff and
Voelkel, 2006; Bianchi et al., this issue). Other studies
confirmed that there are minor differences in adoption rate
between industries (e.g., Chesbrough and Crowther, 2006;
Keupp and Gassmann, 2009; Lichtenthaler, 2008; Lichtenthaler
and Ernst, 2009; Van de Vrande et al., 2009), whereas
Gassman (2006) suggests the nuclear and military industries as
typical examples of closed innovation industries” [9]. There are
a lot of different researches published on this topic in
manufacturing, service industries, education and other areas.

Basically open innovation is defined as the use of
knowledge that exists inside and outside of organizations and
can increase or create significant value for innovation, usually
by exploiting ideas, intellectual property and technologies that
drive a company towards better business model than
competitors have [8].

In his book ”Open innovation: the new imperative for
creating and profiting from technology” Henry W. Chesbrough
claims: “If you were trying to develop mechanisms to access
useful knowledge today, you would start by surveying the
surrounding knowledge landscape. The factors that promote
knowledge diffusion create new opportunities. Knowledge
diffusion rewards focused execution: You need not invent the
most new knowledge or the best new knowledge to win.
Instead, you win by making the best use of internal and
external knowledge in a timely way, creatively combining that
knowledge in new and different ways to create new products or
services.” [8].

Trott and Hartmann claim: ,If open innovation is in essence
nothing new, why then has this concept been so readily
embraced by firms and the R&D community? Much of this
surely is due to its simplicity (it is appealing because it is
simple and retains the linear notion of science to marketplace)
and the partial deception which was created by describing
something which is undoubtedly true in itself (the limitations of
closed innovation principles), but false in conveying the wrong
impression that firms today still follow these principles.” [10]

B. The value model

The value model — value for customers’ creation approach
described by Lindstedt, Burenius [7] is a holistic model on
theory of how to create customer value in products (including
systems and services). The model explains how customer
value works and how customer value is made. The model
describes entrepreneurial approach of developing an idea and
turning it into value that can be turned into a profitable
business. The model deals with agile product development
approach in a multi project environment [7].
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Value is a fundamental term in management and is used in
several meanings. One of them, immaterial values, Schwartz
defines as *“desirable transsituational goals, varying in
importance, that serve as guiding principles in the life of a
person or other social entity... Values are the criteria people
use to evaluate actions, people, and events” [11], [12].
Stakeholders’ values play important role in different stages of
product development. Each group of stakeholders have
dominant values that influence their decisions, interests and
actions. Also perception of products’ material value. At each
stage of the process, it is essential for all stakeholders to be
aware of the value divergence and have an internal agreement
on it to ensure most effective results.

C. Holistic functional-structural model

Holistic functional-structural model describes
entrepreneurship as a holistic system where participants
identify, generate and realize opportunities into new personal,
social or economic values. Model emphasizes the unity of
theory and practice. The successful results are ensured by
personal interest and involvement in the process. The model
suggests active involvement of students in the process of
product development in all phases of the course where
professor performs as a coach [2].

D. Methodology for cross-disciplinary education

Inspired by thoughts of Chesbrough, simplicity of open
innovation concept, holistic functional-structural model of
entrepreneurship, and value creation model that is essential for
delivering value to customers, group or Riga Technical
university researchers have developed methodology for cross-
disciplinary education.

Methodology consists of 8 different steps and matrix-type
structure for competence development. Main steps are

following:
1)  Idea/ problem development
2)  ldentification of customer needs;
3) ldentification of potential functions of the product

(system or service);

4)  Development of concepts;

5)  Analysing of concepts;

6)  Prototyping and testing;

7)  Development of sales plan;

8)  Economic justification of the project.

Ideas form Lindstedt and Burenius value model have been
adapted for graphical description of cross-disciplinary
methodology for development of entrepreneurial and
innovation skills.
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Figure 1 Methodological Model of Cross-Disciplinary
Methodology in Education and Holistic Approach in
study process.

Methodology was tested in academic year 2014./2015. in
Riga Technical University, faculty of Engineering Economics.
For testing purposes two groups of 30 students in each were
involved. Both groups were part time postgraduate students,
typically employed. Testing phase was done within one study
semester.

I1l. TESTING OF THE METHODOLOGY

Survey was performed on a representative sample — 57
students who studied Entrepreneurial and Innovation Skill
Development course (thereinafter — ESID). Test results have
good internal consistency — Cronbach’s alpha 0,83.

Students were tested with 360 degree test before starting
ESID course. Students had to rate their own skills, scale 1 to 5
(self-assessment). Scores above 4 are considered strengths, 3-
3.5 are considered moderate and can be further improved.
Scores below 2.5 are considered weaknesses and need
improvement. Test uses [4] classification of management
skills:

e Self-management skills (self-confidence, optimism,
trustworthiness);
e Business management skills (making analytical

decision, strategic thinking and planning, creative
problem solving);

e People management skills (collaboration and team
work, interpersonal communication, building networks
and connections, motivating others).

Same test was given to student’s friend, manager and
colleague to rate the skills of particular student — i.e. each
person has three external evaluations and as external test result
is used mean of all three results.

Test results show that for all students self-evaluation is
always lower than external evaluation except male students’
self-evaluation of interpersonal communication. There are
certain tendencies depending on the gender of the student. Men
rate themselves quite close to external evaluation, women are
more critical of themselves. Men rate themselves higher than
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women in all questions. Women rate themselves lower than 4
in all questions. Also employers and friends evaluate men
higher than women in all positions except building networks
and connections. Though external rating of women is close to
the one of men except strategic thinking and planning where
women are rated significantly lower.

Self management skills

F_I'I
(=]

A\SRGAN

s 52l COnfidence s Optimism
Figure 2 Variety of self-management skills rating
before ESID course

Trustworthiness

Both, men and women, give highest rating to self-
confidence. And all students rate highest following skills: self-
confidence, interpersonal communication, creative problem
solving, motivating others. External evaluation gives highest
rating of following skills: self-confidence, motivating others,
trustworthiness, collaboration and teamwork. Self-evaluation
does not match with external evaluation except for self-
confidence.

Business management skills
5.0

(=)
in

m— Naking analytical decision
— STrategic thinking and planning

Creative problem solving
Figure 3 Business management skills before ESID course
Both genders rate low following skills (these skills will be

trained in ESID course): building networks and connections
(team management), strategic thinking and planning (enterprise
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economics), making analytical decisions  (enterprise
economics.), optimism. Colleagues and friends rate low
following skills: building networks and connections, strategic
thinking and planning, making analytical decisions,
interpersonal communication. Self-evaluation coincides with
external evaluation.

Largest gap between self-evaluation and external evaluation
(external evaluation is higher) is for following skills:
trustworthiness, strategic thinking and planning, building
networks and connections.

People management skills

\J

[*]
Ln

Pt
LA

m—— COllaboration and team work
s [ter personal communication
Building networks and connections

0 tvating others

Figure 4 Evaluation of people management skills before
ESD course.

After finishing ESID course students were tested again by
asking them to evaluate themselves by answering same
questions as before starting the course. From 57 students after
finishing this testing module we received 52 filled
questionnaires.

External evaluation of students was not performed since the
course lasts for one semester. Students’ skills and behavior
may change at the end of semester, close to the moment of
testing. Even if students’ friends, managers and colleagues
would have noticed changes in students’ skills and behavior,
they might not recognize it or might not perceive it as stable
results. Thus, as a future work, 360 degree test will be
performed one year after students’ finished the course and the
results will contain also external evaluation and describe how
permanent are the new skills.

Self-evaluation showed improvement of results in most of
the areas. Out of all tested self-management skills most
improved were self-confidence and optimism. Trustworthiness
had not changed.

Business management skills need long-term practice and
experience. Test results show that skills “making analytical
decision” and “strategic thinking and planning” have minor
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improvement. On contrary self-evaluation of “creative problem
solving” improves significantly since methodology gives both
theoretical basis and practice of different creativity
techniques throughout the course.

Most improving people management skills are
“collaboration and  teamwork” and  “interpersonal
communication” since both are practiced constantly within the
group of course participants. Skill “building networks and
connections” improve although less than the other two. This
skill improves because students apply it within the group but
for significant improvement they need long-term practice
outside the group boundaries. Skill “motivating others”
improves for few students since it depends on the person’s role
in the group or the company. Team leaders train the skill while
others stay on the same level.

Feedback from participants in testing methodology was
positive. Most of the participants agreed that participation in
ESID course has broadened their knowledge on the topics
covered, improved their skills, increased their competitiveness
in the business environment, helped them to adopt new and
modern ways of communication, increased their self-
confidence and stimulated to recognize their strength and
weaknesses.

I\VV. CONCLUSIONS

The Cross-Disciplinary Methodology for Entrepreneurial
and Innovation Skill Development, based on open innovation
concept developed, the value model and holistic functional-
structural model has good success in first stages of its’ testing.
Results approved that main skills and competences can be
developed by applying this methodology in education process
of higher education institutions. At the same time there are a
lot of fundamental points for improving, testing and verifying
in the future.

First test results confirmed that methodology should be
modified for graduate students since they have no work
experience and thus need to improve basic skills. Differences
in skill development also can be tested in multicultural
environment.

Holistic approach requires change of didactic approach
starting from teaching theory issues and content of teaching up
to organizational forms and methods, that should be changed
towards coaching.
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Abstract—ICT is a part of modern life. It provides us with an
instant access to information, materials and services and provides a
new opportunity for equality in education. The structure and didactic
guidelines of i-textbooks are based on the knowledge of many
subject-specific didactics and didactics of technology use in teaching.
This paper highlights the role of higher level of interactivity in i-
textbooks. We believe that i-textbooks will contribute to the
deepening of knowledge and we hope we set an example of good
practice in ICT driven didactics, which is still developing in Slovenia.

Keywords— i-textbook, interactivity, ICT

. INTRODUCTION

The use of information and communication technology
(ICT) for teaching in Slovenia has been a constant for twenty
years. A teacher was predominantly a direct user of this
technology in the initial period, but over the last few years,
students have also turned into direct ICT users. Students
actively apply all available options of use:

a) simplest, such as electronic communications between
teachers and students (e.g., e-mail, social networking

sites, online classrooms),

b) simple, the use of software tools (e.g., Geogebra,

Mathematica, Wolfram Alpha in mathematics, etc.),

¢) use of didactic-substantive quality collections of e-
materials (e.g., http://www.e-um.si) and i-textbooks

(http://iucbeniki.si/) through various electronic media.

The subject of e-materials in Slovenia has been evolving
through several projects since the introduction of the Internet,
but a real revolution, from the viewpoint of use in Slovenia,
was achieved with the project “E-um”, which has followed
(later set) guidelines for i-textbooks development since its
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concept design. In the last period, the growing trend of ICT use
in education has seen more and more e-textbooks in digitised
form of conventional (printed) textbooks, which exploit the
new media only as compensation. This is why we introduced
the concept of i-textbook for interactive e-textbooks and started
a so-called ivolution of textbooks into i-textbooks (e-textbooks,
which exploit new media to upgrade interaction with users,
enabled by the new technology).

Today, the use of ICT in teaching and learning has become
indispensable. Not only does it help us optimize time and spice
up learning and teaching, it allows us to reach a common
objective of teachers and students — to achieve an in-depth
understanding and useful knowledge in many subjects.

Il.  |-TEXTBOOK AS A RESOURCE FOR LEARNING

I-textbook brings new experience in the Slovenian school
environment for a teacher and a student. We can leave aside
some of the electronic learning materials, which are a welcome
support in the teaching environment, but do not have a wide
technical background as collections of worksheets, texts and
examples and they cannot be equated with the quality of an i-
textbook. We define i-textbook as an e-textbook, which is
dominated by (reasonably included) i-learning building blocks
with high degree of interactivity. The prevalence means that
the core concepts are mainly introduced by highly interactive
learning building blocks. As an example of such an interactive
widget, interactive conceptual applets are proposed. The applet
is relatively small software application that is built around pre-
designed graphic representation. Conceptual applets are applets
that allow the detection of relationships of key concept or
relations between several concepts of the topic. The ability of
visualization of mathematical concepts and processes, and
interactive nature of the interactive applet can be a powerful
conceptual teaching tool.

In preparation stage of e-textbook and confirmation of its
suitability, following basic axioms define content-didactical
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requirements: axiom of curriculum coverage, axiom of
interactivity, axiom of multimedia, axiom of inductive
approach, axiom of developing profound knowledge, axiom of
developmental suitability (for more details see [1]). I-textbooks
encourage students to be more active and discourage from
learning without understanding the topic. In the i-textbook, the
content is presented with audio-visual and interactive elements,
which enable impressive acquisition of knowledge. It is
recommended that each unit contain summary that allows the
user to repeat the acquired knowledge with its integrated
content. The content is split into content sections and is
accessible in tree structure of menu and. Basic elements present
closed learning units, combined in chapters and content
sections. Each web page (screen image) includes closed
activity, acquisition or repetition of knowledge without the
need to navigate between other web pages and may contain
content in whole or just a part of it. The content is freely
accessible without required registration the content can be
simply modified and adjusted.

Slovenian  i-textbooks that can be found on
http://iucbeniki.si/ and http://itextbooks.eu/ offer a lot of
options for use inside and outside of a classroom is easily
accessible and can function with or without a web access. The
purpose of application dictates the manner of i-textbook use.
An i-textbook for a specific class is designed linearly, but the
curriculum in a spiral: each next class builds new contents
based on known topics from previous classes. Students revise
and consolidate known facts, concepts, properties and
procedures and then upgrade an existing knowledge network
with new experiences and new knowledge. The basic elements
of an i-textbook are student-centered activities. Students
implement these activities directly with an i-textbook (applets,
demonstrations, spreadsheets, images) or in their own
environment (working with material, pictures and sketches in a
notebook, observing phenomena, monitoring of events,
browsing the Internet, use of ICT, etc.).

I u¢beniki

Spletno mesto interaktivnih utbenikov

I1l.  SOME KINDS OF USE OF I-TEXBOOKS

Interactive elements from i-textbooks are very suitable for
independent learning and research. Interactive elements with
high degree of interactivity allow students to repeatedly do the
activity but on the different sets of input data. With that student
could find and learn the new relations between the known
objects. New i-textbooks contain a lot of interactive elements,
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much more than existing collections of the old e-learning
materials. These elements are a didactical challenge for the
teacher and his main task is to properly focus and train students
to correctly work with them. The main advantages and great
didactical value of interactive elements could be lost if a
teacher used them just for his own interpretations.

Lessons could be very interesting and very effective if the
teacher motivates students to use content in the i-textbooks in
an appropriate way, but using i-textbooks also hides some
potential traps. Students’ motivation may be lost because using
computers and tablets provides access to other online non-
educational content. This risk decreases when the teacher
clearly defines the work instructions and expectations at the
start of lesson. Another problem is related to the student’s
individual speed of learning. To overcome this gap, teachers
must continuously use effective differentiation in the
classroom, more precisely; teachers must build various learning
pathways for different groups with the aim of the best
acquisition of new content.

Different levels of interactivity, parameterized
exercises and various content Imake i-textbooks revolutionary.
Students now have much more options for learning at home,
content plays a very active role in learning and it encourages
the student’s learning activities. I-textbook is not just a
textbook - it is some kind of virtual tutor, who helps both
weaker and better students. I-textbooks are of great help to
students who miss a lot of lessons in schools, but they also
could be a very helpful tool for students with special needs,
mainly due to the visualization of the content.

I-textbook has an index structured content covering each
learning set that contains learning units with meaningful
content covering one and up to three teaching lessons.
Development of an i-textbook included an incorporated
targeted approach, with a pre-formatted index table, which
included the objectives of the curriculum
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E-learning units encourage active self-learning, which is
optimally achieved by solving problems with reactive
cooperation instead of passive reading. That is why they must
offer a sufficient amount of interactive and dynamic elements
provided by the modern technology (graphics, audio
sequences, video projections, animations, slides simulations
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and applets). They also include drawings with a high level of
educational usability that introduce the essence of a problem,
which enables understanding or provides a solution to a
problem. A hyperlink is not considered as an interactive
element.

A. Independent learning of students at home

Classic home learning has, just a few years ago, been
carried out mostly by the use of printed textbooks. Textbooks
are otherwise substantially correct, but dull in form and
especially difficult to understand for weaker students. Different
interactivity levels, generated tasks and text placed under the
buttons have made many improvements in new i-textbooks.
High school students have much more opportunities when
studying at home, to take on a more active learner role when
dealing with content, because the interactive units encourage
them to be more active. On the introduction page of every unit,
which encompasses motivation or content contextualisation
and repetition of needed prior knowledge, the student already
has to engage in active learning.

B. Use of i-textbooks in class

For independent research in class, the most appropriate
applets are those with high levels of interactivity, which are
defined and described in [2]. With these applets student may
learn independently by repeating activities and diverse data sets
and discover new connections between already known
concepts. New i-textbooks contain significantly more of these
applets than existing collections of e-materials. These applets
are an educational challenge for a teacher, because they must
motivate their students to work with them. However, they can
lose their value, if a teacher uses them only as enrichment to
their own interpretations. A teacher can use an applet with
frontal instruction, but it would be even better to encourage
students to investigate the applet by themselves, especially in
classes equipped with computers or tablets.

Lessons, where a teacher directs students to reading already
developed e-materials and individual units of an i-textbook, are
interesting for students however, this method has a few traps.
Students' motivation can deteriorate rapidly and the use of
computers or tablets offers many opportunities for other forms
of entertainment (non-educational). This risk is reduced if a
teacher clearly defines work instructions and expectations at
completion of work. We must also be aware of great
advantages, particularly in developing effective differentiation
in classroom, as students may adjust the speed of learning and
a teacher may offer various paths to adoption of new content.
Differentiation is a problem due to different levels of students'
prior knowledge. Teachers have been working to solve this
problem for a long time, but it seems that it is extremely
difficult to solve [3]. Technology can most likely offer great
help in solving this problem.

Modern interactive and dynamic elements can play a
constructive as well as a destructive role in the learning
process.
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They can be a useful tool in ensuring active participation of
a student, with a better presentation of the facts and a deeper
understanding of the material. Misused elements can cause
student to lose focus of the essential objective. Dynamism and
interactivity therefore should not be only a means by itself.
They must be used to achieve constructive goals [4,5,6].

Even though a teacher will be able to use certain parts of an
e-learning unit, it is in its entirety designed to encourage
individual work. It should therefore be designed to lead a user
throughout the whole unit. It must be unambiguous,
motivational, encourage curiosity and creativity and should
enable clear understanding of its contents. It should also
encourage activities like reading, writing, designing,
troubleshooting, research, cooperation, etc. and ensure
feedback. E-learning units are not by any means theoretical
didactic preparations for a teacher, but a stimulating and
productive environment for learning. That is why hyperlinks
must be avoided, except at the end of a unit, where we can cite
and link literature for broadening and deepening of knowledge.
This is one of the ways to ensure that students focus on the unit
and do not lose themselves on the Internet, where one click
quickly leads to another.

IV. CONCLUSION

We want to point out that modern interactive and dynamic
elements in i-textbooks can play a constructive or a destructive
role in the learning process. They can be a useful tool in
ensuring active participation of a student, with a better
presentation of the facts and a deeper understanding of the
material. Misused elements can cause a student to loose focus
of the essential objective. Dynamism and interactivity should
therefore not only be a means by itself [5].

Advantages of i-textbooks in learning at home are
numerous. With a more active learner’s role and a new
textbook design we developed a virtual instructor who helps
weaker and also more curious students. I-textbooks also help
students with special needs, especially because of the content
visualisations, and students with a specific status, who are often
absent form school. Because i-textbooks are freely available
online they can accompany us everywhere with no additional

luggage.
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Abstract— Modern e-businesses are developing rapidly as new
modern enterprises, e-business management is an important topic
across contemporary management and modern information
technology. This paper investigates e-recruitment based on Business
Model Ontology framework, to provide useful implication of e-
recruitment as a business model.
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I. INTRODUCTION

Under conditions of globalisation the boundaries of labour
market continue to expand generating new opportunities and
challenges. Workforce became more geographically mobile
searching for well paid job and better life circumstances. The
increasing migration of workforce creates a surplus of available
labour in developed countries, and the shortages of labour in
less prosperous countries. Also, organisations look for
developmental possibilities expanding their market. These
organisations’ activities include the expansion or relocation of
business aboard, the utilisation of cost efficient forms of labour
(e.g. flexible types of employment) etc. In majority of cases,
organisations encounter the matter of personnel recruitment. As
Deloitte’s survey “Global Human Capital Trends 2015~
demonstrates, the organisations’ need for talent and contingent
workers will continue to grow [1], thereby recruitment process
must be extensive and high calibrated simultaneously. The
Boston Consulting Group’s survey “Creating people advantage
2014-2015" reveals that the future importance, urgency and
invested effort of recruiting processes and strategy are higher in
high performance organisations than in low performance
organisations [2].

The rapid electronic environment development over the last
decade has fostered the e-recruitment growth and has provided
companies with opportunities that they previously did not have.
By employing advantages offered by the e-recruitment,
entrepreneurs can  ensure  expedient and  effective
communication with the target audience, by promoting their
services on the global market. The performed scientific studies
show that proper and skilful use of modern technologies can
contribute to significant development of companies. Up to
now, no unequivocal studies have been performed about the
use of the electronic environment in ensuring development of
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micro, small, and medium enterprises. Ph. Kotler, D. Tapscott,
P. Drucker, and J. A. Pearce [3] maintain that two parallel
markets exist and are developing — the traditional and the
electronic environment. The electronic environment is used for
various needs — for trade, marketing, advertisement, studies,
communication, training, etc. Simultaneously, there is an
opinion claiming that in future, the majority of businesses will
be performed on the electronic market, hence advancing the
dominant position of the e-environment in achieving
entrepreneurship competitiveness. In recent years, companies’
intellectual capital (IC) has gained increased attention due to
globalisation and integration of capital markets, greater
mobility of monetary and actual goods, tougher competition,
new dominating industries, and developments in information
and communication technology (ICT).

Scientists [4; 5; 6; 7] have argued that demand for
information (external communication) on knowledge-based
resources is growing as companies increasingly base their
competitive strength in the value of know-how, patents, skilled
employees and other intangibles. The electronic environment
already now offers companies practically all the necessary
marketing and communication tools for ensuring company
development by creating competitive advantages, nevertheless,
not all companies can employ the opportunities rendered by the
e-environment, in order to increase company competitiveness
and productivity. These trends promotes e-recruitment as a new
form of business that has changed conventional re-cruiting to a
more efficient “continuous mode” [8] and has reduced hiring
costs compared to traditional recruiting through newspapers
and magazines [9]. Competitive advantages provided by e-
recruitment methods and value creation process principles
should be better explained in order to create effective business
model. Recent findings stated that more than 20% of job
seekers have rejected job opportunities simply based on poorly
designed websites [10] and that company-designed websites
are so complicated that about three-quarters of all job seekers
are unable to use them successfully [11]. Conventional
management studies of employee e-recruitment methods have
failed to provide managers with a theory-based understanding
of how e-recruitment contribute to recruiting success [12, 13]
or explain “not only what happens, but why it happens” [14].

Considering challenges coming from using e-recruitment
methods, this article develops an e-recruitment evaluation
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system framework based on Business Model Ontology (BMO).
New model is created to identify crucial e-recruitment factors.
This model is based on statement that conventional evaluation
system is not suitable for the recruiting process and should be
developed. From this perspective, the model presents e-
recruitment as an e-business and evaluates in BMO context.
The model is aimed to create sustainable e-business by
identifying value creation process and significant factors.

Il. E—RECRUITMENT BUSINESS REQUIREMENTS

In general, e-recruitment (or online recruitment, internet
recruitment, web-based recruitment) is the process of human
resource (HR) recruitment exploiting electronic resources. The
majority of the definitions of e-recruitment are derived from
view of human resource management theory and practice, so
focused to e-recruitment as instrument or process by which
organisation’s needs for workforce is ensured. For example,
Armstrong defines e-recruitment as the use of the internet to
advertise or ‘post’ vacancies, provide information about jobs
and the organization and enable e-mail communication to take
place between employers and candidates; the latter can apply
for jobs online and can e-mail application forms and their CVs
to employers or agencies [15]. Some HR specialists interpret e-
recruitment not only as the using internet for hiring, but also
emphasize the application of HR software [16]. The academic
works examining e-recruitment are increasing, but many
studies analyse this subject from human resource management,
psychological or information and communication technology
perspectives. Searching relevant articles in database Scopus,
applying keywords “e-recruitment”, or “e-recruiting”, “online
recruitment”, “internet recruitment”, and “business” and
“model” for document’s title, abstract or keywords, only fifteen
results were obtained. Approximately half of this search results
could be referred to the theme of e-business.

The typical forms of e-recruitment are corporate websites,
commercial job boards and recruitment agencies’ sites [15].
The last two represent e-business. According to usual
sequences of staffing process, commercial job board is
relatively narrow form of e-business, where main source of
revenue is advertisement of vacancies. In contrast, recruitment
agencies offer much more services and its completions — from
investigation of pool of potential candidates to support for
hired employee. The vacancies market handled by job boards
and recruitment agencies is divided by location, economy
sector, job types and level [17].

There are different types of recruitment agencies that
provide external recruiting services for organisations including
retained search, contingency search, full-scale recruitment
process outsourcing (RPO), on-demand RPO, and staff
augmentation/placing consultants [18]. Retained search
agencies, or executive search firms, provide search services for
senior, executive, or other highly compensated positions.
Retained search agencies work exclusively with clients, require
an upfront retainer, and typically charge 30 to 35 percent of the
salary of the position. Payments are made according to
milestones in the recruitment process, so at least some fees will
be paid regardless of whether a hire is actually made.
Contingency search agencies search for candidates for their
clients and get paid when a candidate they present is hired.
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Their search fees are typically 20 percent of the candidate
salary when hired. Full-scale RPO agencies acts as a
company’s internal recruitment function for a portion or all of
its jobs. RPO is utilized when a company experiences high
volume staffing needs that internal HR can’t cost-effectively
handle along with their core responsibilities, or when there is
no HR function in the company. On-demand RPO agencies
provides recruiting, sourcing, and coordination on as requested
basis rather than with long-term contracts. The agencies can
also provide companies with own consultants for project or
high-demand business objective.

To provide effective and efficient services, all types of
recruitment agencies have to use e-recruitment advantages,
which are associated with wider access, faster processes,
reduced costs, corporate image promotion and reinforcement
[17]. As Kelly Outsourcing and Consulting Group’s survey
“Global Trends in RPO and Talent Recruitment 2014”
demonstrates, organisations are very interested in recruitment
service outsourcing [19], so there are favourable conditions to
develop commercial side of e-recruitment.

I1l1. VALUE CREATION PROCESS IN A BUSINESS

The most important aspect of value creation process is e-
recruitment revenue streams that the source for business model.
(e.g., advantages over other products, website design, attitude
elevant information, user friendly interface and etc.). In
practice, these main advantages in e-recruitment environment
are promoting intensive knowledge (information) interactions
between employers and applicants (i.e., its interactive
characteristics), and the degree to which it provides necessary
information. The goal of e-recruitment business is to influence
job seeker attitudes toward job application and that the ability
to accomplish this goal is affected by ability to manage key
indicators. Management decisions should promote these key
indicators that affecting job seeker decisions.

Various theories were developed many years ago, when the
electronic market was not yet developed, and hence are suitable
for the conventional market. Due to this reason, the authors of
the article suggest that companies use the Alexander
Osterwalder’s value proposition concept [20] or the approach
that is a constituent element of the author’s developed business
model canvas. (see Fig. 2). The Osterwalder’s business model
was formed based on Freeman’s stakeholder theory [21]. The
model is adapted to today’s market needs and conditions, and
the importance of the electronic environment, i.e. of the
electronic market, in entrepreneurship is taken into account.
Osterwalder distinguishes between “value proposition” and
“elementary value proposition”, which is an element of value
proposition. The authors wish to draw attention to
Osterwalder’s “value life cycle” consisting of five stages: value
creation, appropriation, consumption, renewal, and transfer
[20].

All life cycle stages are linked to value consumption, using
the electronic environment: value creation process (based on
ICT) — adaptation of various products for the needs of an
individual consumer. Value appropriation — “a one click
purchase” at an internet shop. Value consumption — listening to
music, watching a movie and etc. Value renewal — various
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software updates, value transfer — disposal of old computers
and other machinery, giving away unnecessary books and
equipment for further use, etc.

Upon combining analysed models, it can be seen that the
information and communication technologies (in the
Osterwalder’s model) or the information communication
technology bear great importance in creating value for
consumers and that they undoubtedly affect the company’s
image. The value concept is broadly used in various business
models, including e-business models. The value forms the basis
of several business models. The e-business model is based on
mutual integration of key flows and values and implementation
thereof between e-market participants, through the use of the e-
environment. Three main e-business model elements can be
distinguished: flows, participants, value. The term e-business
model describes a broad spectrum of informal and formal
models, which may be used in companies to depict various
business aspects, such as operational processes, organisational
structures, and financial forecasts [22].

The conceptual business models enable companies to
analyse the current condition more broadly and to evaluate the
already existing business. By employing this analysis,
companies can develop new business development directions
or improve the existing ones, because a modern market
demands that companies change and are aware of their global
condition. Entering the global market allows companies to
reduce their dependency on local market fluctuations. The use
of ICT promotes communication (Fig. 1); moreover, ICT is at
the basis of the first stage “value creation” of the value life
cycle.

Competitive Communication ICT is the base of
advantage depends of stakeholders ,Vvalue creation”
on effective = | promotes by ICT | = | in value’s life-
communication with cycle
stakeholders

The value is the key element Value is an integral

of different corporate-level part of the
= | management strategies and competitive
business models advantage

Fig. 1. Competitive advantage, ICT and value intermediation [23]

Based on the authors’ performed study about the use of e-
environment in e-business companies [24], having studied
value formation theories, having analysed the types and
theories of business models, the authors have drawn a
conclusion that the most suitable course of action would be to
base further development on the Osterwalder’s Business Model
Canvas [11]. Forbes has referred to this business model canvas
as a simple instrument for creating innovative business models
[3]. The model is based on active use of the e-environment in
entrepreneurship. There are nine stakeholder groups at the basis
of the model. Meanwhile, reciprocal and effective interaction
and communication between the stakeholders promotes a
company’s competitiveness [25].

At the same time, value is an intrinsic part of a competitive
advantage. It can be concluded that a competitive advantage
depends on effective communication with stakeholders and
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customers. The previous study done by the authors about
competitiveness of companies’ shows that it is the use of
communications networks, being a constituent element of
competitiveness of companies, that the companies are using the
least [3]. Thus, the authors of the paper assume that by
increasing e-environment element as part of IC system, the
competitiveness companies will also increase.

For the practical use of the quantitative evaluation model in
e-business authors of the paper develop BMO [20]. The
BMO’s roots are found in management science and
information systems research. Its four basic areas of
preoccupation of a business model, the value proposition, the
customer interface, the infrastructure management and the
financial aspects stem from management literature [26; 27; 28].
The proposed business model elements providing practical
contribution for business users. Its scientific roots originate in
so-called design science [29] and its recent upsurge in
Information Systems research [30; 31; 32; 33].
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. 2. SENA business model [34]

Authors of the paper see business model as a conceptual
tool that contains a set of elements and their relationships that
allows expressing the business logic of a company. It is a
description of the what, the who, the how and the how much in
a company [26; 27; 28] In other words it describes the value a
company offers (what?) to one or several segments of
customers (who?) and the architecture of the firm and its
network of partners for creating, marketing and delivering this
value and relationship capital (how?), in order to generate
profitable and sustainable revenue streams (how much?). This
business model has a good visualization, allowing
understanding value creation logic.

In human resource management sources, many indicators
for recruitment evaluation can be found allowing to measure
some quantitative and qualitative aspects of this process (Table
1).
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EXAMPLES OF TRADITIONAL INDICATORS FOR RECRUITMENT

[35]

Quantitative indicators

Qualitative indicators

Number of applicants attracted per

method

Ratio of qualified to unqualified
applicants attracted

Number of candidates interviewed

Job performance of employee attracted
by method

Costs per applicant

attracted [Tenure of employee attracted by

method

Total recruiting cost per employee

hired

Proportion of those interviewed who
receive invitations to visit

[Time from start to hiring of applicant

Organisation’s or Applicants’
satisfaction with recruitment process

Obviously, the traditional indicators for recruitment are not

sufficient to

evaluate e-recruitment as business. Using

discussed above approach authors propose an additional set of
indicators to evaluate e-recruitment (Table 2).

TABLE II.

NON-FINANCIAL INDICATORS FOR E-RECRUITMENT

COMPANY’S DEVELOPMENT DETERMINATION [3]

Indicator name

Explanation

Market share by
purchased units

Market share by purchased units (%) = (Purchased units
(%)) / (Total units of Purchased units (%))

Market share by
revenue

Market share by revenue (%) = (Revenue from sales) /
(Total revenue from market sales) x 100%

Relative market
share

Relative market share (%) = (Brand market share) /
(Biggest competitors market share) x 100%

development index

Market IShows which a relatively small number of companies
concentration laccount for a large market share.
Brand Brand development index = ((Brand sales for a

group)/(Household in a group)) / ((Total brand
sales)/(Total household))

Penetration
(market or brand)

Market penetration (%) = (Customers who bought
product) / (Total population) x 100%

Penetration share

Penetration share (%) = (Brand penetration) / (Market
penetration) x 100%

IAwareness

IAwareness scale with point grading system.

'The total number
of active
consumers

Percentage of consumers who at least once certain periods
of time have bought a brand or product.

Desire to search

Percentage of the number of consumers who want to
postpone purchase, changes stores or reduce purchases
olume, focuses on other brands

Trial rate

Trial rate (%) = (Applied first time in period t) / (Total
population (number of customers)) x 100%

Penetration t

Penetration = (Penetration t x Replicates rate (%)) x first
purchased in period t

Sales forecast

Sales forecast = Penetration x The average purchase
frequency x Average number of sold units

Repeated
purchases

Number of repeated number of buyers = Trial number x

Repetitions rate (%)
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Sales forecast

Sales forecast = Penetration x The average purchase
frequency x Average number of sold units

purchases volume

Repeated Number of repeated number of buyers = Trial number x
purchases Repetitions rate (%)

Trial volume Trial volume = Trial number x Number of appliances
Repeated Repeated appliances volume = Repeated buyers number x

Number of appliances made by one customer x Repeat
times

Numerical Numerical distribution (%) = (Number of brand banners) /
distribution (Total number of banners) x 100%

|All products IAll products distribution (%) = (Total sales volume of all
distribution brand’s sales places ) / (Total sales volume of sales places

(banners)) x 100%

Distribution of
particular type of
product (PTP)

Distribution of PTP (%) = (Total PTP brand’s sales places
sales volume ) / (Total sales volume of sales places
(banners)) x 100%

Premium price

Premium price (%) = (Revenue market share )/(Product
market share) x 100%

Impressions,
Opportunities-to-
See, Exposures

Impressions = Network Reach x Frequency

Network Reach — the percentage of reach of the certain
laudience through the media; Frequency — certain ad or
others activity views number, which done by one user.

Clickthrough Rate

Clickthrough rate = Clicks / Effect

\Visits indicators

\Visits, Sessions —a particular company's website first-time
attendance of users.

\Visitors, Unique Visitors — the number of users who visit a|
particular website of the company for a given period.

Clickstream — the way, how user find website.

IAbandonment Rate — the percentage of abandoned number
of websites.

Cookie — the small visitor’s file, which recorded by
\website and helps identify user next on visiting time.

\Website traffic
statistics dynamics

How many internet users visited a given site during a
given period.

characterization

\Web site visit IAverage time which users spent on the site.
duration
Site visitors Behaviour: new and repeated visitors, frequency etc.

Demographic data: language, location, gender, etc.

'Technologies

[Technologies used in site attendance: device, from which
the attendance made; browser and operating system, with
hich help made attendance; provider used for site
isiting; visitors flow (what content were visited on the
site); in what way was visited site - directly or via link|
land/or divert from other sites.

Business Model focuses on the design of a company's value
creation model, visualization of value creation in BMO is
highly relevant, and such visualisations are used to explain a
model to stakeholders. Additionally, it proposes specific
diagrams, for instance for distribution channel strategies or
activity configurations.

IV. THE CONCEPT OF E-RECRUITMENT AS A BUSINESS MODEL

Authors see e-recruitment business model advantages in e-
recruitment methods, transferring knowledge for job seeker
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through automated processes creating the ability to accomplish
these processes in a shorter time. These advantages are the
main technical feature of the e-recruitment business.
Particularly it is interaction with job seeker in e-environment,
thus reducing cost associated with first phase (Socialisation,
Fig. 3).

The impact of information was noted long ago by Behling,
Labovitz, and Gainer (1968), who observed that job choice
decisions are based on thoughtful assessment of key
information concerning objectively measurable job attributes
such as pay and working conditions [36].

Information interaction is suggested by authors to be central
point as soon as job seeker's interaction process is very
important. The importance of knowledge is found in
information processing studies, which have demonstrated that
prior knowledge of product characteristics greatly affects the
way in which consumers investigate, process, and organize
product related information [37].

This phase (Externalisation, Fig. 3) is analysed in
management studies showing interaction experience create
substantially different variations in the ways that job seekers
gather and use labour market information [38]. Experienced
customers are better able to extract and analyse important
central information [39].
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Fig. 3. E-recruitment as a business model (framework) [40]

The implication of these findings for e-recruitment is that e-
recruitment business model potentially could neglect these
shortcomings by using only last two phases (Combination and
Internalisation). The advance of modern ICT has launched the
Industry 4.0, to take up a leader role in industrial IT which is
currently revolutionizing the manufacturing engineering sector
[41].

Technology breakthrough is allowing to increase the level
of automation for interaction with job-seekers and labour cost
decreased. These trends will is more focused on intangible
assets (associated with IC) managing company data flow,
plantspecific software and the “hardware” of manufacturing
technology.
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Since ICT is only one part of the Industry 4.0, the other is
its use in the industrial sector and the utilization of the benefits
that it brings to the value chain (Fig. 4).

ath industrial revolution

On the basis of cyber-phys
ial production systems
{CPPS). merging of real
and virtual workds

Industry 4.0

3rd industrial revolution
Theaugh application of
electronics and IT 1o
further automate
production

Industry 3.0

Degree of com

Y

Endl of 18th century

Fig. 4. The evolution of embedded systems into the internet of things, data

and services [42]

“Industry 4.0” (sometime referred as Smart industry)
advantages are coming from the technological evolution from
embedded systems to cyber-physical systems. Industry 4.0
connects embedded system production technologies and smart
production processes associated with the new technological age
advantages (Fig. 4). Decentralized intelligence helps create
intelligent object networking and independent process
management, with the interaction of the real and virtual worlds
representing a significant new aspect of the manufacturing and
production process. Industry 4.0 creates the vision (Fig. 4) of
an entirely networked production, in which orders managed
automatically throughout entire value chains, order processing
machines and material and organize their delivery to the
customer [43].

Vision: Internet of Things, Data and Services
(e.g. smart server)

Cyber-Physical Systems
(e.g. intelligent networked job appliance)

Networked Embedded Systems
(e.g. autonomous evaluation)

Embedded Systems
(e.g. web application)

Fig. 5. The evolution of embedded systems into the internet of things, data
and services [44]

Using these data efficiently provides a considerable
competitive advantage (reducing downtimes, accurate
planning, reducing unit costs and etc.).



Mathematics and Computers in Sciences and Industry

New Industrial revolution (Industry 4.0) is also called
Internet of Things, Data and Services (Fig. 5). Cyber-physical
systems provide the basis for the creation of an Internet of
Things, which combines with the Internet of Services to make
Industry 4.0 possible.

New Industrial revolution (Industry 4.0) is also called
Internet of Things, Data and Services (Fig. 5). Cyber-physical
systems provide the basis for the creation of an Internet of
Things, which combines with the Internet of Services to make
Industry 4.0 possible.

The widespread adoption by e-recruitment automatic
operations of ICT is increasingly blurring the boundaries
between the real world and the virtual world in what are known
as cyber-physical production systems (CPPSs) [45].

In contrary to e-recruitment, studies of interviewers as
recruiting sources have found that such factors as interviewer
personableness, competence, empathy, interest in the applicant,
communication skills, and enthusiasm often play significant
roles in applicant interest in a job and intention to accept a job
offer [46; 47; 48]. E-recruitment lacks these advantages and
these findings show that motivation of job seeker will be
affected [49] and decreasing their motivation [50]. These
findings emphasize that search motivation is a key element of a
job-seeker, and that e-recruitment must carefully consider
negative effects.

Nonetheless, the authors see E-recruitment as a business
model is concentrated in “Combination” phase efficiency due
to business requirements and new trends.

Vision: Internet of Things, Data and Services
(e.g. smart server)

Cyber-Physical Systems
(e.g. intelligent networked job appliance)

Networked Embedded Systems
(e.g. autonomous evaluation)

Embedded Systems
(e.g. web application)

Combination
indicators providing
information content
interaction efficiency

iy o g

Internet of Things

Fig. 6. E-recruitment as a business model (framework) [created by the
authors based on Federal Ministry of Education and Research [44]]

V. CONCLUSION

The contemporary cornerstone advantage of e-recruitment
methods lies in labour cost. E-recruitment methods represent a
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growing and high potential opportunity for business to reduce
recruiting costs [51]. Hence the goal of e-recruitment is to
satisfy job-seekers needs by providing competitive virtual
environment to traditional one. The ability to manage value
creation process as interaction effect’s efficiency is of the main
goals, meeting job-seeker needs and web applications
capabilities.

Controversially the problems discussed here about
socialisation affect toward motivation and the effort needed to
attract a job offer should be taken in consideration. E-
recruitment focus only on outcomes such as job acceptance
decisions or application attractiveness should be carefully
evaluated. Thus e-recruitment’s effect on initial job-seeker
interest is limited, decreasing the potential possibility to attract
a job-seeker and receive positive feedback. Information
interaction playing a certain role for a job seeker's attitude and
job acceptance decisions, but the motivation enhancing
possibilities are likely to be less effective than traditional ones.

Such our findings provide e-recruitment with
contemporary approach in value creation.

a

Based on our business model approach, e-recruitment
should create a virtual recruiting environment that effectively
interacts with job-seeker partially motivating his decision
process. E-recruitment as a business model should be based on
indicators providing effective (user friendly) information
content required to affect job seekers™ positive decision,
besides labour cost efficiency advantages. Offering modern
“Internet of Things” concept to e-recruitment provides new
business models with efficient framework for indicators
identification. To contribute to this process, authors present
their indicators to evaluate important issues associated with
information interaction in order to develop effective e-
recruitment business model.
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Design and Implementation Unified Model for
Testing Object-Oriented Application Development
Tools

Pavel P. Oleynik, Russia, Rostov-on-Don, xsl@list.ru

Abstract— The paper presents a unified model for testing tools
for object-oriented application development. Based the available
papers were identified shortcomings of existing work and identified
the following optimal criteria, which shall comply the resulting
model:

. To deep inheritance hierarchies

. To presents of multiple inheritance hierarchies

. To presents of abstract classes in the hierarchy

. To presents of multiple (n-ary) associations

. To presents of associations with attributes

. To presents of a composition between classes

. To presents of recursive associations

. To presents of associations between classes belonging to the
same inheritance hierarchy

9. To presents of association classes

10. To presents between the association class and other classes

11 To presents enumerations in model

With a unified graphical language UML class diagram unified
model testing. The paper we verified compliance with the resulting
implementation of the selected criteria was presented.

Currentlythe implementation of applications using object-oriented
programming languages and relational databases. To overcome the
object-relational mismatch it is necessary to implement object-related
mapping patterns presents. The paper presents three methods used to
represent the class hierarchy highlighted the advantages and
disadvantages of each method.

For test the feasibility a unified model chosen development
environment SharpArchitect RAD Studio which is designed object
applications in C# and are implementing a relational database. The
paper presents the developed object model in the form a class
diagram showing the interfaces and inheritance relations diagram
containing all the tables and columns the resulting database.

In the conclusion recommendations on the areas for further
development work and identified the need of implement a unified
model with other approaches proposed by the authors was used.

o~NO O WNBE

Keywords — UML,; Object modeling; Design of Information
Systems; Databases; Object-oriented design; Object-Relational
Mapping Patterns; Impedance Mismatch

I. INTRODUCTION

At the moment there are many tools provide object
approach to application development. Despite the existence of
their own advantages and disadvantages the main goal is
provide the advantages of the developer of object-oriented
paradigm. The paper are describes in detail the unified model
test tools development of object-oriented applications for
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demonstration, graphical Unified Modeling Language which
used. The practical implementation of the model is
demonstrated by the use of classical methods (patterns) object-
relational mapping (ORM) in the tool, developed the author.
The object model is put into a relational database
environment. This approach is most justified from the point of
view the author, because the RDBMS is the most popular type
of database management systems now.

Il. DESIGN UNIFIED MODEL TESTING

When designing a unified testing model used the same
approach as in the description of the design patterns in [1].
This approach is involves the description of reusable solutions
widespread problems in software development without
reference to particular domain. The main task of this section —
is a description of the model and the structural elements
(classes and associations), and not the correctness of the
model and the accuracy of its fitness for a particular domain
area.

Standard graphical language modeling various aspects of
object systems is the language UML. This language is namely
structural class diagrams will be discussed in this paper. As a
result under the unified model test tools development of
object-oriented applications we mean a class diagram,
consisting of classes and attributes and containing common
practice relationship classes.

The idea of the article is not new and there are works of
similar subjects. In [2] has attempted to construct a unified
model testing. However, there were no multiple (n-ary)
associations and association with attributes that are an integral
part of any complex information system.

In [3] presented test model to study the design of object-
oriented databases. But the model is relatively simple, which
is justified by its purpose. This article used dignity previously
existing works and corrected drawbacks of them.

Before designing a unified model testing were nominated
optimality criteria (OC) is representing the requirement of a
certain structural elements in the class diagram, and which
must comply with the finished implementation. Have been put
forward the following requirements for the unified model test
tools development of object-oriented applications:

1. Must have deep inheritance hierarchies. In realworld

applications, very often there are deep hierarchy, is the
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relational of inheritance and combining transitive least
three classes.

To presents of multiple inheritance hierarchies. This
will show a variety of options and modes available in
the development tool.

To presents of abstract classes in the hierarchy.
Abstract classes cannot have instances in the system
and described as a container for attributes and
methods used in the inherited (instantiated) classes.

To presents of multiple (n-ary) associations. In
applications that automate realworld domains, often
an association involving three or more classes. Such a
relationship is called multiple or n-ary associations.

To presents of associations with attributes. Many
domains contain attributes that do not belong to
certain entities (classes), and their values appear only
in the organization of associations between instances
of classes. The designing unified model should have
associations with attributes.

To presents of a composition between classes.
Composition - an association between the classes
which are Part and Whole. The peculiarity is that the
class represents a Part can belong to only one instance
of the class that represents the Whole. In this class
represents the Whole manages the life cycle is a class
represents a Part. When removing the Whole all Parts
also deleted. This peculiarity of behavior is very
important for many application domains.

To presents of recursive associations. Recursive call
the association, the ends of which bind the same class.

These relationships allow you to
hierarchy of subordination.

implement a

To presents of associations between classes belonging
to the same inheritance hierarchy. In terms of
implementation is necessary to provide the
implementation of the association, the edges of which
are associated classes belonging to the same
inheritance hierarchy, are represents the base class and
the child together.

To presents of association classes. Association class -
an association which at the same time a class.
Especially the use of that class association represents a
unigue association, i.e. combination of instances of
classes in this association is unique.

10. To associationed between the association class and
other classes. From a theoretical point of view, the
association class is a class, so it can participate in
other associations. From the point of view of the
implementation of the class association presents a
class that contains the attributes (fields or properties of
the programming language) that refer to other classes.
In turn, for the organization of the association with the
class association necessary depending class to create
an attribute whose type supports class association.

11. To presents enumerations in model. From a theoretical
point of view, enumeration is a set of predefined
constants, and the user can not extend this set by

adding new values.

In accordance with the selected criteria was implemented
hierarchy shown in Fig. 1.

Post Department Contragent le 5 Telephone Address
Name 0.. Name Name 1.1 " |Number Country
i) : City
T T 0.1 M Street
0.* Include <<gnumeration=>> BUI'dIﬂg
“7 Worker || Company[g_* [TelephoneKind Office
DateOfBirth gome
ExperiencePost "Tl“ 0.7] ‘1,.1 Wec:rskonal
MinExperMonth Rate Employee |0+ . 1CDI'TI;2)2![‘!3,"}‘1"J:1drE‘SS
1 0 EID 0.
Sala'r-y ? 0.+ EmployeeAddress
ScientificPost Dato Manager -
AcademicRank Value . IsRegistered

Fig. 1 - Unified model for testing object-oriented applications development tools

Consider the appointment of the main classes of diagrams
are presented. As mentioned earlier this class diagram is a
fictional and is not intended to describe a particular domain
therefore contains some illogical (fictional) classes and
associations.

For representation of employees and organizations
assigned to the base abstract class Contragent. Inherited
Company class is present organizations and the class Worker
is the base for the employee of organization. Inherited
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Employee class is an employee and an attribute EID,
representing the employee unique number. Class Manager is
the staff who are heads of other workers.

Post an abstract class is a position that can be occupied by
staff. Inherited class ExperiencePost is a position that requires
a minimum amount of experience of the applicant, expressed
as number of months (attribute MinExperMonth). The second
class is implemented ScientificRank describes the position of
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the applicant, which requires the presence of a scientific
degree, whose name is value in the attribute AcademicRank.

For presentation departments of organizations and entering
into an n-ary association a class of Department was
introduced. Salary class is paid wages, accrued to employees
occupying positions represented by a complex association
which called Position.

Class Telephone allows saving the number of phone of
company. Phone type (like Home, Personal, Work)
represented by enumeration TelephoneKind. For presentation
address used by the base abstract class Address. Two derived
class CompanyAddress and EmployeeAddress used to
represent the address of the organization and address of the
employee, respectively.

Check the conformity of the model presented previously
selected criteria of optimality. The need for a deep class
hierarchy, represented by at least three transitive inherited
classes, described OC; and implement a class Contragent,
Worker, Employee, Manager. In addition to this, there are two
hierarchies: 1) Post, ExperiencePost (ScientificPost); 2)
Address, CompanyAddress (EmployeeAddress). 1.e. the model
contains multiple inheritance hierarchies, therefore, the
condition OC,. The presence of abstract classes in the
hierarchy due OC; and holds classes Post, Contragent and
Address.

OC, requirements are also performed as there are n-ary
association Position, combining classes Post, Department,
Worker, Company. Described association has an attribute
Rate, which implemented class association and binary
association between Employee and EmployeeAddress classes
also contains an attribute (IsRegistered) it can be argued that
the requirement OC; fulfilled.

Each contractor represented derived from Contragent
classes, a list of telephone numbers represented instances of
Telephone, and both classes related with composition, OCg
requirement is satisfied. Unified model allows you to store
information about a group of companies, organize the tree
structure using a recursive association connects Company
class with a same. The presence of recursive association
dictated OC;.

In OCg written requirement for associations between
classes belonging to the same inheritance hierarchy. Figure 1
between classes Employee and Manager provides this
association satisfying OCg. As previously noted, the models
have a association class Position, which corresponds OC,.
Described association class is linked with addition association
with Salary class. This is a consequence of the implementation
OCy. The presence of the models listed due to the
implementation of OCy;. Of the present disclosure can be seen
that the unified model is fully consistent with all previously
selected criteria of optimality. Therefore we can move on to
the implementation of the unified model.

I11. THE CLASSICAL OBJECT-RELATIONAL MAPPING PATTERNS

To implement of this model development environment
software systems based on the organization of the metamodel
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object system presented in [4-5] was used. This development
environment is called SharpArchitect RAD Studio and as
storage of information uses a relational DBMS. Because
information system is designed in terms of object-oriented
paradigm, and implemented in a relational database
environment, there is a so-called "object-relational impedance
mismatch" to overcome the consequences of which object-
relational mapping patterns are used. The most commonly
used patterns for represent the class hierarchy.

In SharpArchitect RAD Studio implemented three classic
patterns for implementing object-oriented inheritance
relationships of classes in a relational structure (relational
tables), presented in Fig. 2 [2, 4].

Consider the basic patterns is presented in more detail.
Single Table Inheritance pattern physically represents an
inheritance hierarchy of classes in a single relational database
table whose columns correspond to the attributes of all classes
within the hierarchy and allows you to display the structure of
inheritance and to minimize the number of joins that must be
performed to extract information. In this pattern each instance
of the class represented by one row of the table. When you
create the object values are entered only in the columns of the
table that match the attributes of the class, and all the rest are
empty (have a null-value).

The pattern has advantages:

e In the structure of the database contains only one table

are representing all classes of whole hierarchy.

To selection of instances of classes hierarchy do not
need to make the joins of tables.

Move fields from a base class to a derived (as well
from the derivative in the base) does not require
changes to the structure of the tables.

The pattern has disadvantages:

e In the study of the structure of the database tables can
cause problems, because not all the columns in the
table are intended to describe each domain class. This
complicates the process of refining the system in the

future.

If you have a deep inheritance hierarchy with a large
number of attributes, many columns can have empty
values (null-values). This leads to inefficient use of
the available space in the database. However, modern
DBMS can compress strings containing a large
number of null-values.

Table may be too large and contain a huge number of
columns. The main way to optimize the query (to
reduce the execution time) is created a covering index.
However, the index set and a large number of queries
to a single table can lead to frequent blockages that
will have a negative impact on the performance of
software applications.
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Single Table Inheritance pattern

BaseClass TableBase
(abstract class) (table)
Attribute . CEEE R R L | Field1
‘f‘ P ' TableChild1
' ' (table)
[ : ] . -
ChildClass1 ¢ |ChildClass2 £ - pf Field?
(concrete class) ' (concrete class)
. TableChild2
Attribute? g - - - - - - Attribute3 - - - -, (table)
? Lo Field3
SubChildClass21 TableSubChild21
[concrete class) (table)
Altributed o - - - | Fieldd

Class Table Inheritance
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{concrete class) + = Field1
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Concrete Table Inheritance
Fig. 2 - Classical object-relational mapping patterns which used to represent the class inheritance in the form of a relational structure (relational tables)

An alternative pattern is called Class Table Inheritance,
representing a hierarchy of classes for one table for each class
(as an abstract and concrete). Class attributes are mapped
directly on the columns of the corresponding table. With this
method, the key is the task of joins the respective rows of
several database tables that represent a single object of
domain.

The pattern has the following advantages:

e Each table contains a field, the corresponding attribute
of a certain class. The therefore tables are easy to
understand and take up little space on your hard drive.

e The relationship between the object model and
relational database schema is simple and clear.

However, there are disadvantages:

e When you are create an instance of a particular class
you want to upload data from several tables, which
requires either their natural joins or a plurality of
database calls followed by join results in memory.

e Move the fields in the derived class or base class
requires changes in the structure of several relational
tables.

e Base class table can become weaknesses in
performance, since access to such tables will be
carried out too often, leading to a variety of locks.
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e High degree of normalization can be an obstacle to the
implementation of unplanned advance queries.

The Concrete Table Inheritance pattern present is an
inheritance hierarchy of classes using one table for each
concrete (non-abstract) class of the hierarchy. From a practical
perspective, this pattern assumes that each instance of the
class (object), which is in memory, will be shown on a
separate row in the table. In addition, each table in our case
contains columns corresponding to attributes as a particular
class, so all of his ancestors.

The advantages are that:

e Each table not contains extra fields, so that it is
convenient to use in other applications that do not use
object-relational mapping tools.

e When creating objects of a certain class in the
application memory and retrieve data from a relational
database sample is made of a single table, i.e. is not
required to perform relational joins.

e Access to the table is carried out only in the case of
access to a particular class, thus reducing the number
of locks imposed on the table and spread the load on
the system.

There are disadvantages:

e Primary keys can be inconvenient by handling.
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There is no ability to model relationships (association)
between abstract classes.

If the class attributes are moved between base classes
and derived classes needed to change the structure of
several tables. These changes are not as often as in the
case of Class Table Inheritance pattern, but they
cannot be ignored (as opposed Single Table
Inheritance pattern in which these changes are absent).

If in base class to change the definition of at least one
attribute (for example, change the data type), it will
require to change the structure of each table
representing a derived class because a superclass
fields are duplicated in all tables of its derived classes.

In implementing the method of searching for data in
the abstract class is required to view all the tables
represents an instance of the derived classes. This
requires a large number of database calls.

Selection of an required ORM-pattern depends on the
initial logical model, i.e. from the class hierarchy of the
domain. At the same time can be used two or more ORM-
patterns, which is associated with the need to optimize the
structure of a relational database and reduce the number of
tables used, which will increase the speed of data retrieval
queries.

After describing SharpArchitect RAD Studio object-
relational mapping patterns which are available to the
developer we can start implementing the unified model for
testing tools.

IV. IMPLEMENTATION OF THE UNIFIED TESTING MODEL

In order to simplify the implementation of the three
existing class hierarchies in Figure 1 will separate in available
ORM-patterns. The result is shown in Fig. 3.

Post Department| Contragent |e 0 Telephone Address
Name 0. Name Name 1.1 [ Number Country
i) : 0 ; City
: T T o : v Street
0 * Include <<gnumeration=>  |; Building
— Worker Company [o_+ :|TelephoneKind|: Office
DateOfBirth Egome | ' T
. . * rjrFersona
|ExperiencePost fl?‘ 0.7 1.1 [ Work _
. | MinExperMonth Rate Employee |0.* : = CompanyAddress
: 1.1 .- EDD 0 :
SalaFy ? 0 EmployeeAddress| :
ScientificPost Date Manager - :
AcademicRank Value 0.1 IsRegistered

Single Table Inheritance

Class Table Inheritance

Concrete Table Inheritance :

Fig. 3 - The use of the classical ORM-patterns for the implementation of the unified model for testing object-oriented applications development tools

The Single Table Inheritance for the class hierarchy Post,
ExperiencePost (ScientificPost) was used. As a result, it is
assumed that in the RDB will create one single table
(relational table), which will be retained instances of all listed
non-abstract classes. For the class hierarchy with classes
Contragent, Worker (Company), Employee, Manager uses the
Class Table Inheritance pattern. l.e. for all classes regardless
of whether he or abstract concrete will create a separate table
in RDB. Address class is abstract and has no association with
other classes in model, so it will not create a separate table in
the RDB. And for child classes will be created two tables (one
for each heir). l.e. in hierarchy Address, CompanyAddress
(EmployeeAddress) was used Concrete Table Inheritance. For
other classes outside the hierarchy described, will be created
on a separate relation table.

One of the main features of SharpArchitect RAD Studio
support multiple inheritance is implemented by means of
interfaces C# language construction, as described in detail in
[4]. Used C# language does not support this syntax as an
association. To represent the binary associations, regardless of
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the multiplicity was used properties (property construction),
containing a single value or collection of values.

Multiple n-ary association are represents a separate class,
the attributes of these associations (as well as the attributes of
binary associations) are converted into property of classes. To
simplify information searching and extraction of all the
associations are bidirectional both ends of the relevant classes
there are properties whose type corresponds to the opposite
end of the class association. All of the above arguments are
presented graphically in Fig. 4.

In implementing the interfaces used language C#, so it is
impossible italics abstract classes. Bidirectional associations
are shown corresponding arrows connecting classes. In
implementing the association used the following approach.
From the "one" was declared property, which is a type of list
(C# type IList<>), containing the elements, which is a type of
class, located on the side "to-many". From the "to-many" is
declared in the class property whose type is a class, located on
the side "one". Association of the "many-to-many" (without
attributes) can be represented by two lists is declared in class
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antagonisms. In a SharpArchitect RAD Studio development
environment has a number of base classes that implement the
most common functionality. For example, the class
IBaseRunTimeDomainClass is the root of all domain classes.
To implement the tree structure will enough inherited from
IBaseRunTimeTreeNodeDomainClass. At the time code
generation will automatically generate additional attributes

Nodes and Owner, allow you to save a reference to the parent
and subnodes, respectively. It is implemented in such a way
recursive association. For submission to the transfers and sets
used syntax construction "enum".

Applying the classical ORM-patterns was obtained
relational database schema of the unified model now. Fig. 5 is
depicts the result.
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Fig. 4 - Unified model for testing object-oriented application development tools, implemented in SharpArchitect RAD Studio in C#
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Fig. 5 - A relational database schema of the implementation of the unified model testing in SharpArchitect RAD Studio

Figure requires is explanation. For all posts submitted by
three classes of Post, ExperiencePost and ScientificPost,
created one single table Post, which has all the attributes of
classes. Additionally, there is a column in the table OID,
representing an object identifier (primary key in a relational
model). ObjectType column contains the identifier of the class
whose objects are stored in the form of table rows. This value

ISBN: 978-1-61804-327-6

by the application to create a class of object-oriented
programming language and to load the attribute values is used.

In implementing Class Table Inheritance pattern have been
created for the table Contragent for abstract class and table
Worker, Company, Employee, Manager for the concrete
classes. Instances of classes are physically stored in multiple
database tables. A copy of the Manager class is stored in all
tables.
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In implementing the Concrete Table Inheritance pattern is
applicable for classes Address, CompanyAddress and
EmployeeAddress, was created two tables: CompanyAddress
and EmployeeAddress, because CompanyAddress class is
abstract. All abstract class attributes stored in tables physically
specific classes.

For an n-ary association Position create a separate table as
well as for the binary association linking the Employee class
and EmployeeAddress, for that created the table
EmployeeEmployeeAddress, containing foreign keys.

Note that for the enumeration Telephone-Kind separate
table is not created. An approach representations enumeration
values as a bit mask and store it in the form of an integer
value, where appropriate attributes are used. So the table has a
column Telephone TelephoneKind, SQL-type is Integer.

After analyzing of the above it can be argued that shown in
Fig. 5 implementation, created in a development environment
SharpArchitect RAD Studio, fully consistent with the unified
model for testing object-oriented application development
tools, presented in Fig. 1.

V. CONCLUSION

Further development of the unified model is to test the
feasibility of a variety of application development
environments. In this alternative implementation is planned
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and using the approach presented by other authors dealing
with similar scientific problems.
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Abstract—The purpose of this paper is to investigate the role of
human resource management practices for employee turnover
reducing in small business organizations. This investigation is based
on the analysis of employee turnover models. The results of content
analysis show that job and organizational factors are frequently
mentioned in employee turnover models, and among these factors the
issues of job content, rewards, control and trust are highlighted.
Taking into account the human resource management context of
small business organizations, the appropriate practices are proposed
for employee turnover reducing.

Keywords—human resource management; small business;
voluntary employee turnover; employee turnover model; content
analysis

I.  INTRODUCTION

Employee turnover reflects the employees voluntary or
involuntary leaving the organization. As recent reviews of
employee turnover studies show [1-3], these studies mostly are
focused on voluntary employee turnover, i.e. on movement
initiated by the employee. The involuntary turnover as layoffs
and discharges are initiated by the employer, therefore this
process is more controllable and forecastable. There are many
empirical studies confirmed the negative effect of the high rate
of voluntary employee turnover on organization’s productivity
and profitability [4, 5], workforce performance [6],
instrumental communication and behavioral commitment [7],
social capital [8] and organizational capital [9]. Since high rate
of voluntary employee turnover has negative impact to
organization’s economic and social processes, the issues of
employee turnover management are important for both
researchers and practitioners in human resource management,
organizational behavior and labor economics field.

The strategy, practices and climate of organization’s
human resource management have the essential impact on
employee turnover. In contemporary scientific studies, the
effect of human resource management on employee turnover
is investigated by various ways:

e measuring the correlations between organizational
performance, including the variables characterized the
employee turnover, and human resource management
effectiveness or human resource management systems,
expressed as a set of specific practices or techniques,

e.g. [10-12];

ISBN: 978-1-61804-327-6

139

similarly to previously mentioned but focusing directly
to the connections of employee turnover with human
resource management systems, e.g. [13];

measuring the employee turnover correlations with the
specific human resource management practice, e.g.
[14], or with the specific technique of some practice,
e.g. [15];

presenting the results of review or meta-analysis of
studies on employee turnover, e.g. [2];

developing the employee turnover models, e.g. [16];

discovering the non-managerial causes of employee
turnover that could be avoided by the human resource
management measures, e.g. [17].

Considering the abundance of employee turnover studies,
nevertheless there is a lack of the narrow review of human
resource management function in employee turnover models.
Such review could be useful to create a framework for
analyzing of human resource management impact on
employee turnover in systematic way. In this regard, the
following research question is posed: what practices of human
resource management are viewed as essential in employee
turnover models?

The next focus of author’s interest is the features of human
resource management to influence employee turnover in small
business organizations. This theme is not sufficiently explored
in academic literature. For example, the recent reviews of
studies on employee turnover [2, 3] do not present details
concerning the employee turnover factors dependence from
the size of organization. However, it is obvious that some
human resource management practices recommended as
effective tools to reduce or prevent high rate of employee
turnover are unusual or hardly implemented in small business.
Therefore, the second research question is what practices of
human resource management are applicable to influence
employee turnover in small business organizations?

Consequently, the purpose of paper is to investigate the
role of human resource management practices for employee
turnover reducing in small business organizations. The
principal tasks of this study were:

1) to find, review and select for further exploration
employee turnover models;
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2) to explore selected models and extract the bands of
employee turnover’s factors;

3) to identify the role of human resource management in
employee turnover models;

4) based on the previous analysis, to propose the certain
human resource management practices for employee
turnover reducing in small business organizations.

The deliberate review of employee turnover models in the
context mentioned above could contributes to better
theoretical understanding of human resource management
impact on employee turnover in small organizations.

Il. PREVIOUS RESEARCH

Since the early 20th century, a lot of studies had been
conducted on employee turnover in psychology, sociology,
management and economics. The recent reviews of studies on
employee turnover are presented by Allen et al. [1], Steel and
Lounsbury [3], and Holtom et al. [2]. According to Steel and
Lounsbury, there are at least 24 conceptual models of
employee turnover including variations and refinements.
Despite of the existence of such models variety, a few
attempts were realized to compare these models in detail. The
well known academic works devoted to the synthesis of
employee turnover models are performed by Maertz and
Campion [18], Steel and Lounsbury [3].

Currently, there are not certain reports exploring the role
of human resource management in employee turnover models.
Implicitly this issue is highlighted in Steel and Lounsbury’s
review [3], where conceptual analysis of 16 employee
turnover models is presented. According to authors’ opinion,
all analyzed models are constructed around the same three
core turnover mechanisms attitudinal variables (job
satisfaction and organizational commitment), job-search
mechanisms (whether perceptual or market-based), and
turnover intentions or stay-quit intentions. The similarities
were also observed in the secondary mechanisms, or
additional dimensions, of employee turnover models.
Respectively, the authors sorted these dimensions into five
broad topic areas:

e personal factors (personal traits, values, age, tenure,

skill, training, professionalism, family responsibilities);

job and organizational factors (job-related perceptions,
expectations of present job, job rewards, costs of
quitting, job stress, role conflict, organizational size);

mechanisms of external and internal change
(desirability of movement, expectations of future job,
efforts to change situation, intra-organizational transfer
possibility, promotion possibility, demotion possibility,
alternative forms of withdrawal);

consequences of quitting or
consequences, job performance);

staying (non-work

decision process mechanisms (system shocks, thoughts
of quitting).
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The closest topic area mentioned above to human resource
management practices is “job and organizational factors”. As
it is seen, Steel and Lounsbury define job and organizational
factors as a set of objective and subjective variables.
Nevertheless, in their “integrative map of the turnover-theory
concept map” the job and organizational factors are placed
with strict dependence on personal factors and attitudinal
variables. Such explanation of job and organizational factors
function is discussable because of some personnel
characteristics, e.g. skill, training, job satisfaction etc., can be
controlled or influenced by purposive human resource
management. In other words, there is an interaction between
job or organizational factors and employee’s characteristics.

Among the objective variables of job and organizational
factors, was organizational size. However, this variable was
observed only in two employee turnover models [3]. It could
be explained not so much by ignorance of organizational size
effect, but rather by anticipation of this effect in other, more
proximal to employee turnover process, variables.

The concepts of human resource management are also
noted in topic area “mechanisms of external and internal
change” such as possibility of intra-organizational transfer,
promotion or demotion. In overall, Steel and Lounsbury’s
description of employee turnover secondary mechanisms is
quit general, and there is a necessity to conduct an in-depth
analysis for accurate understanding of the role of human
resource management in employee turnover models.

I1l. METHODS

The study was formed of three stages. In the first stage, the
models of employee turnover were found, reviewed and
selected for further exploration. As main sources of
information on employee turnover models were peer-reviewed
articles, including its references, obtained from electronic
databases as Scopus, EBSCOhost Web, Google Scholar,
ScienceDirect, Springer Link. For searching of relevant
articles the keywords “employee turnover”, “personnel
turnover”, “labor turnover”, “job turnover” were applied in
electronic databases. The models for further exploration were
selected by four criteria:

1) comprehension (does the conceptual description of
employee turnover comprehends the whole process of
employee turnover?);

2) level of analysis (does the conceptual description of
employee turnover concentrates on the individual level of
analysis?);

3) originality (does the conceptual description of
employee turnover contains the principal novelty?);

4) significance for development of employee turnover
research.

The articles proposed some model of employee turnover
were analyzed primary in qualitative mode. To be sure about
significance of each model, the ranking of corresponding
articles was additionally made on the base of articles’ citation
data acquired from Scopus and Google Scholar.
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In the second stage of study, applying content analysis
method, the variables of employee turnover models were
grouped into thematic bands, or categories, and the
frequencies (f) of these categories were calculated. The scale
of category occurrence was dichotomous assuming “1”, if
description of employee turnover model contained at least one
code of category, and “0”, if description of model has not any
relevant code. The codes of categories were composed without
preliminary list, but concurrently reviewing descriptions of
employee turnover models. The content analysis was also
applied to determine presence and frequency of the
subcategories of job and organizational factors. For this
procedure the created list of codes was exploited. The
technique of subcategories’ frequencies calculation was
similar to previously mentioned.

In the third stage of study, revealed job and organizational
factors were linked with appropriate human resource
management practices in small business organizations.

IV. RESULTS AND DISCUSSIONS

Based on the search results of publications, at least 50
articles, proposed some theory or model of employee turnover,
were found. Evaluating these articles by four criteria, stated
above, 16 employee turnover models were selected. It should
be noted that the list of selected models slightly differs from
Steel and Lounsbury’s list. All selected models describe
voluntary turnover process, except Jackofsky’s employee
turnover model [19], because it integrates involuntary turnover
as well.

The analysis of employee turnover models shown that
variables of these models, excluding “employee turnover”, or
“quitting” and similar terms, can be grouped into ten thematic
bands, or categories (Tab. ). Commonly, employee turnover
is explained by employee attitude towards job (by job
satisfaction or organizational commitment or by both these
attitudes). In the majority of models, these attitudes towards
work are linked with formation of employee intention to stay
or leave. The employee attitudes towards job, in turn, are often
explained as consequences of other individual factors
(demographic, professional, socio-economic and
psychological factors) interaction with job and organizational
factors. The role of external alternatives is also accepted in
employee turnover models, in which employee perceived
opportunities are more emphasized than such objective
variables of labor market as unemployment rate.

The content analysis of employee turnover models
revealed that variables related to job and organizational factors
are included as often as the employee job satisfaction (Tab. I).
Both categories are the most frequent categories presented in
employee turnover models. The least presented category is
employee’s demographic factors. It could be explained by
assumption that impact of these factors on individual decision
to leave or stay is distal. For example, the more proximal
factors to such decision is employee attitude towards job or
work situation than employee age [23].

TABLE I. FREQUENCIES OF CATEGORIES IN EMPLOYEE TURNOVER MODELS
o
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S — o — - o, (7] b k<]
E|l3|E SRR RN g | g
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ol|ls|lEeE|lHB|lu|s|s|o |l S|l |58 |w | & |& 14
Intention to leave or stay 1 1 1 1 1 0 1 0 0 1 1 1 1 1 1 1 13 | 081
Job satisfaction 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 15 0.94
Organizational commitment 0 0 0 1 0 1 1 1 1 0 0 1 1 1 1 1 10 | 0.63
Job search activities 1 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 14 | 0.88
Labor market 1 0 0 0 1 1 1 0 0 1 1 1 1 0 0 0 8 0.50
Job and organizational factors 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 15 | 094
Employee’s demographic factors 1 1 0 0 1 1 1 0 0 1 0 0 0 0 0 0 6 0.38
Employee’s professional factors 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 13 | 081
Employee’s social-economic factors 1 1 1 1 1 1 1 0 1 0 0 0 1 1 1 1 12 | 0.75
Employee’s psychological factors 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 1 13 | 081
ISBN: 978-1-61804-327-6 141




Mathematics and Computers in Sciences and Industry

Among job and organizational factors the pay, peer group
interaction and supervision are the most pointed out in
employee turnover models (Fig. 1). The size of organization is
mentioned in four models, i.e. in 25% of cases.
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Fig. 1. The frequencies of job and organizational factors’ subcategories (with
f at least four)

The detected subcategories were consolidated into
thematic groups, i.e. into higher level of subcategories:

1) job content (f=24): job content in general, person-job
congruence, task variety, workload, status, job stress in
general;

2) pay and benefits (f=17): pay, benefits, perceived equity
of pay;

3) control and trust (f=17): supervision, job autonomy and
responsibility, opportunities for participation, feedback
and recognition;

TABLE I1.

4) work group (f=12): size of work group, peer group
interaction;

5) organizational culture and climate (f=9): organizational
values and practices in general, procedural and
distributive justice;

6) promotion (f=8): available promotion, perceived equity
of promotion;

7) job related information (f=7): available information
about the job and organization, role clarity.

The frequencies of the rest thematic groups were lower:
hardly controlled organizational variables (f=6), work time
(f=4), employee expectation for keeping job (f=3),
organizational critical events (f=1), and organizational
reputation (f=1).

Summarizing the results of presented above thematic
groups’ analysis, it could be concluded that the greater focus is
put on the adjustment of job content, rewards system and
management-subordinate relationships. The improvement of
peer-group interaction, the employee involvement in decision-
making process, and adherence to principles of justice and
fairness are also highlighted in employee turnover models.

The majority of job and organizational factors, described
in employee turnover models, are realizable in small business
organizations. However, there are some restrictions for
ensuring the employee promotion or transfer, task variation
and employment security. The restrictions covered these and
other possibilities to reduce employee turnover could be
determined not only and so much by small size of
organization, but by insufficiency of professional expertise in
human resource management. Usually, small organizations do
not have human resource units or specialists, therefore the
quality of human resource management is often depended on
owner competencies.

EXAMPLES OF HUMAN RESOURCE MANAGEMENT PRACTICES FOR EMPLOYEE TURNOVER REDUCING IN SMALL BUSINESS ORGANIZATIONS

Subcategories

Examples of human resource management practices

Job content

Task assignment considering employee motivation and abilities; preventing high-level stress by workload optimization.

Pay and benefits

Clear and fair system of reward; performance or tenure related reward contingencies; competitive level of wage; fringe benefits.

Control and trust - - S .
involvement in decision-making.

Control practices confirming to employee’s independence level; supportive supervisory style; recognition expressing; employee

Work group Regular collective events; constructive conflict solving; feedback about performance of firm and unit.
((:)Ili’g]a;:?zatlonal culture  and Suitable candidates selection; distributive and procedural justice keeping; clear communication; work conditions improvement.
Promotion Employee assignment to higher position or status (if it is possible).

Job related information

Realistic job preview; new employee induction; training; clear and timely feedback on performance; regular meetings.

Work time Holidays and vacation scheduling with respect to employee wishes; flexible work schedule.
Eézg:%ej%b expectation  for Clear and fair rules of sanctions and dismissals; clear and timely informing about essential changes.

Organizational critical events
future employment.

Clear and timely informing about organizational changes in future; employee involvement in decision-making determining their

Organizational reputation Fair employment practices.
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As results of content analysis show, the job and
organizational factors of employee turnover are formulated in
quit general terms that do not communicate to employer what
specific practices or tools is effective to manage employee
turnover. Therefore, it is necessary to operationalize these
factors into specific human resource management practices
(Tab. II).

To reduce employee turnover in effective way, the bundles
of human resource management practices should be selected.
Besides objective activities, initiating by owner or manager to
reduce employee turnover, employee perception of these
activities is crucial. For that reason, owners and managers
should pay attention to communication with subordinates
receiving their opinions and forming their understandings.

V. CONCLUSIONS

The high rate of employee turnover is costly for all
organizations. The resources and methods for employee
turnover reducing in small organizations differ from those in
larger organizations. As critical factor in small organization’s
employee turnover processes is owner competencies and
attitude towards subordinates.

There are few investigations on small organization’s
employee turnover management in academic literature. The
analysis of employee turnover models allows to provide a
general comprehension of human resource management
impact on employee turnover in small organizations.

Factors described in employee turnover models could be
grouped into ten thematic bands: employee intention to leave,
job satisfaction, organizational commitment, job search
activities, labor market, job and organizational factors,
employee’s demographic, professional, socio-economical and
psychological factors. As results of content analysis show, job
and organizational factors are one of the most frequent
category presented in employee turnover models. These
factors are often mentioned as determinants of job satisfaction.

Content analysis also revealed that among job and
organizational factors the issues of job content, rewards,
control and trust are highlighted. Operationalization of these
factors into specific practices of human resource management
could contributes to development of employee turnover theory
and its practical application.
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Abstract— This paper describe the development of a reliable
product that enable to measuring the industrial processes performance
by framework management methods. It briefly describes the Witness
simulation system and three Excel tools built and used to modeling
and simulating a complex assembly line known as AML (Assembly
Main Line). Also, it describes typical problems that call for use of
modeling and simulation process and then explains how the relevant
data are collected. Validation of the AML model is carried out
through a significant case study that describes and analyzes the
impact and effect of rejection rate (measured by first time through,
FTT) on throughput of the assembly line, and the use of simulation as
a method and supporting tool used to improve the industrial processes
performance. By validating the AML model, it's confirming that it
was properly built, provided that the input data are correct and
correspond with reality.
overall

Keywords—assembly line;

evaluation; rejection rate

throughput; performance

I. INTRODUCTION

Many papers in the specialty literature highlights the fact
that, to succeed with high-quality products in today’s highly
competitive world markets, companies have a great demand to
highly adaptive management and plays a significant role in
improving their industrial processes performance in order to
fulfill the customers’ needs and sustain their competitive
advantage [1, 2]. Due to the customer’s needs and
expectations, the modern companies are facing a higher
pressure to identify and implement management methods to
improve their responsiveness in 21st century market dynamics
[3]. One of the most important advances of implemented
management methods in industrial processes have opened up
the research possibility of optimizing the modeling and
simulation process [4]. The global trends on software
development allow processes to be developed in a large area
which require several changes and reliable software’s [5-7].

Due to the emergence and improvement of electronic
computers, simulation is now widely used in scientific
research and design. The simulation process is a technique that
involves the use of mathematical and logical models that
describe the behavior of a real system over a period of time
and requires the use of electronic computer. Modeling
complex systems such as industrial process is a difficult task
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and as such, requires a simple and effective way to facilitate
the simulation process [6]. Simulation has an important role in
guiding the processes understanding and development without
requiring costly manufacturing trials [8] and accordingly, the
computer-aided techniques are found mainly in modeling and
simulation process [9].

To characterize the impact of changing the values and
parameters to measuring the industrial processes performance,
simulation has been widely used as a support decision in
modeling and analysis the processes. Thus, when the direct
measurement of parameters isn't easy and trusted, modeling
and simulation process provides efficient methods of
observing the behavior over time of a process [6], [10].
Simulation is a rewarding tool for industrial processes
performance, especially in the system design and launching
phases and a model is a conceptual or mathematical
representation of a system or process [11]. Mainly, the
modeling and simulation process includes specific techniques
and methods of computer-aided applications [9].

Il. THE ASSEMBLY MAIN LINE (AML) MODEL AND

SIMULATION TOOLS

An assembly line has different sub assembly lines or
process flows, defining a process flow as any set of operations
that feed another line that would stop the line from working,
because of slow or varying cycles, breakdowns, quality issues
etc. Simulation is one of the techniques available to study
large and complex systems, is a collection of methods and
applications designed to mimic the actual behavior of
industrial processes. Today, there are many simulation tools
available that can model all kinds of systems, regardless of
their complexity [6].

To build the AML model as a complex line composed by
eleven production zones (areas) was used the Witness
simulation system. Although Witness is quite efficient and
allows modeling and simulation of complex production
systems, however, in certain circumstances, it cannot cover
their versatility. In this case, to simplify and ease the
simulation experiments of the AML model was developed
three Excel tools (Fig. 1), named as Database Centralization
(DC), Orders Generator (OG) and Collector of Results (CR):
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Fig. 1. Tools used to simulate the AML Line [12]

e Database Centralization (DC) - contains all the needed ,T’E"t"“ e e

BT

data and worksheets with information on the R S = e LT
functioning line, input and output data, areas sl | | —
description of that make up the assembly line, transport
means used in the production process, processed parts,
the check points, data on the production capacity of
machines, their cycle time, areas of repairs or improve
parts, data on quality rules and standards, storage areas,
waiting times etc. (Fig.1.a);

B8 0L Rt =]

e Orders Generator (OG) — allow the possibility to
generate a number of ,,n” simulation experiments and
sets up the experimental scenarios using the Witness
command lines (Fig.1.b);

e Collector of Results (CR) — is responsible to display
and analyze the simulation experiments results
(Fig.1.c).

The AML model built and simulated in Witness system Connection between tools created in Excel and Witness
and a detail of its operation and components, are shown in Fig. ~ simulation system is possible because, inside of Excel were
2. Studies and data presented are part of the PhD experimental ~ created macros which automatically generated the ,,simulation

research performed by the first author of this paper. codes” of assembly line (Fig. 3). These codes make the
connection with a so-called ,library modules” designed for

Witness and this library is made up of elements and existing
equipment in an automated assembly line (manual or

Fig. 2. The AML modeled in Witness
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I11. VALIDATION OF THE AML MODEL

The issue of testing and validation of a model is an
essential element of all credible modeling and simulation
processes [13-15]. The AML model built using the Excel tools
(DC, OG and CR) and Witness simulation system, is
accurately represented provided that the input data from Excel
are accurate and the conversion is carried out automatically
with help of the verified modules. Any building error can also
be visually identified from the way that the elements are
constructed in Witness.

The main verification and validation process, therefore, is
the running of the AML model for a specified period of time
(plus the warming up time) and checking that the simulation
throughput is consistent with the expected cyclic throughput.
This is done by first disabling all causes of losses including
breakdowns, over cycles and first time through (FTT) prior to
running. The simulation is then run and the output in JPH
compared with the cyclic JPH which is calculated as 60
divided by the longest cycle time (in minutes) of the AML line
operations. If the two values are the same, then it can safely be
said that there are no logical errors in the model. If the result
between theoretical JPH and real JPH is the same, the model is
valid. Otherwise, the model is check. In this case, the
theoretical JPH is equal to real JPH.

Once the model has been verified, it is reset to include all
the relevant data (including the losses) and is it rerun. The
simulation output is then compared with the real data from the
manufacturing floor. The acceptable variation to validate the
model is generally 1 JPH or 5% on the average JPH.

The simulation outputs are discussed with manufacturing
personnel and experimenting decisions set out. The
fundamental consideration is how the causes of the bottleneck
could be alleviated. The normalized average JPH profile
analysis is valid only for a model with at least 100 data points.
By data points is understood the provided data by a single
transfer (change) in one day.

IV. THE AML SIMULATION AND REJECTION RATE ANALYSIS

For the AML model a lot of experiments have been done
on production losses caused by machine breakdown,
overcome, lack of balancing, but not much attention was given
to the quality issues (rejection rate) that directly affect the first
time through (FTT) and the job per hour (JPH). The effect of
FTT (rejection rate) on individual, zonal and overall
throughput is more obvious when rework is involved and the
rework items have different entry points, as in the assembly
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line this case study is based on. The experiments consist in
performing a number of ,,n” different simulations of the AML
model by making several changes on the values of product
quality, in order to determine the JPH percentage in order to
achieve the rejects rate analysis.

For the first experiment, in the Database Centralization
(DC) were made changes on the rejection percentage of
operations from zones 1, 2 and 4. After saving the changes and
running the model in Witness, it opens the Orders Generator
(OG) program and it activates with ,,1” the input factor of the
quality problems FTT (first time trough or quality). After
conducting the first simulation experiments of AML model, it
has found that the most significant differences on the rejection
rate, is recorded at the operation 1000 (OP1000) from zone 4
(Z4), the largest cycle time is recorded to the operation 860
(OP860) from zone 4 (Z4) and the bottleneck is recorded also
in zone 4 (Z4). Based on these first results, was insisted on
making changes in zones 1, 2 and 4, zone 3 is outside of the
line.

Another experiments consisted in making changes on the
rejection rate of OP1000 and OP860 from Z4, by activating in
OG all the input factors: CT, FTT, ZO, OP and TC. Based on
the simulation results, was done another experiment where
were made changes on the rejection rate of OP1000 only, by
activating again all the input factors: CT, FTT, ZO, OP and
TC.

Another set of simulation experiments was consisted in
making changes on the rejection rate of OP1000 and OP860
from Z4. After making changes in DC and running the AML
model in Witness simulation system, is activated in OG the
CT only. The last simulation experiments consist in changing
the rejection rate of OP1000 and OP860 from Z4 and
activation in OG the input factors CT and FTT.

As the first step to analyses the effect of FTT, the AML
model has already been verified and validated. Variation of
the FTT values of OP1000 from the existing 2.68% to as low
as 0.5% and as high as 4.0% has the results shown in Fig. 4.
The throughput improved when the rejection rate was reduced
from 2.68% to 0.5%, and when the rejection rate deteriorates
to 4.0% the throughput dropped.

Experiments were also carried out with changes on the
FTT of OP860, combinations of OP860 and OP1000, and
changes in zone 3 and zone 5. The results did not significantly
improve the overall throughput when compared to the output
of FTT changes on OP1000. For instance, a combined
reduction on FTT of OP860 from 1.3% to 0.5% and that of



Mathematics and Computers in Sciences and Industry

OP1000 from 2.68% to 1.5% resulted in an overall throughput
of 106 JPH. This is the same as the throughput obtained by
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Fig. 4. Effect of the rejection rate on the overall throughput [12]

V. CONCLUSION

To describing and observing the behavior of a real
assembly line in a certain period of time, is resorted to
computer-aided simulation which allows identifying,
analyzing and implementing the management methods to
industrial processes performance. The main objective followed
by modeling an assembly line submissive to the simulation
experiments, is to actually restore and reproduce the essential
elements and basic activities of its. A model subjected to the
simulation process is able to cope with a system containing
more than one hundred sequential operations and adopt the
philosophy of continuous improvement and change after each
improved version. These models help managers in making
decisions on improving and extending the existing lines or to
build new assembly lines.

In any simulation process, the quality of provided data has
a paramount importance. For the AML simulation process,
data to model building are mainly gathered from the assembly
line layout plan (layout drawing), the work standard, and the
real-time computer monitoring system. The layout gives a
scaled drawing of the assembly plant layout and includes
information such as loading/ unloading area, operation
numbers, relative sizes of stations, repair areas, team sections
and, in some cases, line cycle times.

Modeling and simulation of the AML assembly lines was
carried out by using the Database Centralization (DC) which is
an Excel based on front-end user interface to the Witness
simulation system, outputs are generated using the Orders
Generator (OG), and the results analysis is carried out by
using the Collector of Results (CR) tool. The AML model
building was also enhanced by the use of specialized sub
modules (Witness modules). The DC is a component-based
simulation system that enables engineers and non-simulation
experts to develop models easily and quickly. It is designed to
make model construction of assembly lines easier, with an
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interface that is readily understood by end users. The OG is
used to setup experimental scenarios, run the model based on
the scenarios and generate resu