
  
Abstract— In Intensive Care Units most of the admitted 

patients are mechanically ventilated. The process of ventilator 
weaning is delicate and it is conducted by following a set of 
steps. Normally a weaning tentative is executed based in the 
patient condition (by analyzing ventilation parameters) and 
physician’s knowledge. In some cases this process fails and it 
causes long term injuries to the patients. The main goal of this 
work it is to detect patterns to non-successful weaning in order 
to avoid a wrong tentative and consequently improve patient 
condition. Clustering data mining was used to select and 
identify the features and the patterns associated to failures. As 
result an Index-Davies Bouldin of 0.9819 was achieved. This 
result represents the better variables symmetric among the 
clusters created. 
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I. INTRODUCTION 

R espiratory failure is one of the most common causes of 

Intensive Care Unit (ICU) admission. 75% of the patients 
admitted in an ICU require mechanical ventilation. Despite its 
benefits, these procedures might have some serious drawbacks 
contributing to promote lungs injury.  

Mechanical Ventilation (MV) is one of the most delicate 
processes in Intensive Medicine. Although MV had an 
important role in patient life support, a wrong procedures or 
configuration can provoke long injuries to the patients. 

Mechanical ventilation can have negative effects and its 
mortality rate ranges is from 41% to 65% [1]. The number of 
re-intubations vary from 2% to 25% [2].  

Automatic control of mechanical ventilation can 
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significantly improve patient care in the ICUs, reduce the 
mortality and morbidity rates associated with provision of 
inappropriate ventilator treatments and reduce healthcare 
costs.  

The main goal of this work it is characterize patients whom 
it is not advised to make a weaning. In this work the objective 
is not to predict if a patient can be or not extubated but create 
patterns of patients that should not be put in a weaning 
process. 

This work was supported by the use of Clustering Data 
Mining techniques (K-Means and K-Medoids) to create patters 
of weaning failures. Clustering is considered a task of 
grouping a set of data in such a way that objects in the same 
group (called a cluster) are more similar. 

The work is framed in INTCare project and it used real data 
collected in real-time from the ICU of Hospital Santo António, 
Centro Hospitalar do Porto (CHP), Portugal. 

As result it was possible to make a feature selection and 
identify a set of patient characteristics associated to weaning 
failures. The Index-Davies Bouldin achieved a symmetry 
inter-clusters of 0.9819. The features with most impact and 
identified by the better cluster were: CDYN, CSTAT, Flow 
and Support Pressure. 

The paper is divided in seven sections after introduce the 
work a set of related concepts are presented in the second 
section. In the third section is presented the work context. 
Section four present the work developed following CRISP-
DM methodology. In section five the results achieved are 
analyzed having in consideration the main target. Finally some 
conclusion are written and future work defined. 

II. BACKGROUND 

A. Intensive Care Units 
The patients who are admitted to Intensive Care Units 

(ICU) are constantly monitored. They have a set of sensors 
connected from the body to the bedside monitors. The most 
common monitoring process is patient vital signs and 
mechanical ventilation.  In fact these patients need intensive 
care and typically they are in a risk-life condition, being their 
life condition supported by ventilators.  

The main goal of intensive medicine it is use the artefacts 
available in ICU and the intensivists knowledge to diagnose 
and treat patients with serious illnesses, restoring them to their 
previous health condition [3].  

Most recently became more difficult to make decision in 
ICU taking in attention all the data collected from the patient. 
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The existence of vital signs monitors and ventilators allow a 
continuous data streaming. This situation difficult the data 
analysis in a short period of time due to a high number of data 
collected. ICU is a potential source of implicit knowledge. 
This knowledge can be used to improve the decision making 
process. 

B. Mechanical Ventilation and Weaning 
Respiratory failure is a syndrome in which the respiratory 

system fails in one or both of its gas exchange functions: 
oxygenation and carbon dioxide elimination [4].  

The goal is to reduce lung injury due to over distention. 
However, the efficacy of this approach has not been 
established [5]. To overcome this problem the patients are 
ventilated using artificial ventilation.  

Nowadays mechanical ventilator, are only used by the 
clinicians to consult the patient values. The data observed are 
not stored in a database. This situation results in a wasting of 
data that could be transformed in knowledge and it could be 
very useful to the decision-making process.  

In addition, the process of ventilator weaning is based in a 
medical assumption [6] and in a tentative-error procedure, 
which sometimes seriously compromises the patient condition. 

Mechanical ventilation is commonly used in ICU and it is 
very important to treat many different illnesses, however is 
relatively costly [2].  

Weaning is a gradual process of liberation from, or 
discontinuation of, mechanical ventilator support resulting in 
an extubation. In Intensive Medicine an extubation process is 
considered successful when a patient can breathe from himself 
for a period upper than one hour. 

The Intelligent Decision Support Systems (IDSS) for 
mechanical ventilation can be grouped in two types: an expert 
advisory systems or an automatic control of ventilation or 
weaning [7]. In the ICUs there is a set of IDSS system to 
ventilators, however, most of them are rule-based system. 
They are not adaptive and they do not use the results obtained 
to improve the models.  

After an overview [7] it is also possible to verify that most 
of the existing systems is not using data mining to predict the 
results. The most far as they can go it is in the input data that 
can be based in clinical rules and guidelines. Many of its rules 
can be adaptive and can be derived on the basis of 
physiological models. 

C. INTCare 
In the ICU of CHP was deployed a Pervasive Intelligent 

Decision Support System (PIDSS). This PIDSS is in a 
continuous developing and test and it is a result of INTCare 
project [8]. 

INTCare system is able to monitoring the patient condition 
in real-time by collecting, processing and displaying the 
information collected from the bedside monitors and other 
hospital sources in an intuitive and easy way.  

It also has a module to support the decision process through 
Data Mining models. This module can induce in real-time and 
using online learning several models able to predict clinical 

events, as is for example patient outcome [9], organ failure 
[9], length of stay [10], readmission [11, 12] and barotrauma 
[13], among others.  

INTCare uses intelligent agents [15, 16] to perform their 
tasks automatically and without human intervention. 

This work is inserted in the second phase of the project 
where the main concern is the respiratory system.  

After make a first research to predict barotrauma [13, 14] 
now it is time to explore a new field: weaning and extubation. 

D. Data Mining 
Data Mining is the process of using artificial intelligence 

techniques and statistical and mathematical functions to 
extract knowledge from the data stored in the database. The 
achieved knowledge can be presented in multiple forms: 
business rules, similarities, patterns or correlations [17]. 
Clustering is inserted in the group of Data Mining problems.  

Clustering has as main goal divides the data collected in 
datasets with similar values. The groups created by the 
clusters represents a natural catchment of the data and data 
aggregations. The groups created should make sense, be 
helpful or both. Clustering rules are not pre-defined. They are 
discovered along the clustering process. The clusters are 
characterized by a great internal homogeneity and external 
heterogeneity [18]. 

The use of cluster to identify groups of variables is an 
important asset in many areas like psychology and social 
sciences, biology, statistical, pattern recognition, information 
recovery, machine learning and data mining [19, 20].  

Clustering offers a high number of algorithms. The choice 
of the best algorithm to use it is depending from the data 
collected and project goal. The majority of the clustering 
methods are grouped into five categories. 

The hierarchical methods execute a hierarchical 
decomposition of the data. These methods can be divisive or 
agglomerative.  

Divisive methods behave the other way. The density-based 
methods are useful to filter outliers or discovering data with 
arbitrary form.   

The agglomerative methods start with singular objects to 
create an isolated group. Then the groups or objects are 
successively merged until a group is missing. 

The Partition Methods build a set of partitions on the data, 
where each partition represents a cluster.   

Grid-based methods restrict the space of objects to a finite 
number of cells forming a grid structure. The Model-based 
methods formulate a model hypothesis for each cluster and 
find the best fit the data to the model [21].  

Clustering assessment can be done by laying on two factors: 
compactness and separability. The compactness expresses how 
much the cluster elements are near. How lesser the variance 
value it is, greater it will be the cluster compactness. The 
calculation of the intra cluster distance is very useful to assess 
this characteristic. The separability evaluates how diverse the 
clusters are. This can be evaluated by the inter-cluster 
distance. How higher the distance is better the clusters are 
[22].  
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III. MATERIAL AND METHODS 
Cross Industry Standard Process for Data Mining (CRISP-

DM) was the methodology chosen to conduct this work. 
CRIS-DM is a cycle process divided in six steps: Business 
Understanding, Data Understanding, Data preparation, 
Modelling, Evaluation and Deployment. These steps provide a 
structured approach to planning a data mining project. In this 
work only the last phase was not performed. 

To do this work R tool were used. R is presented as an 
environment of statistical programming language for 
development [23]. The library "cluster" was used primarily to 
implement the k-means algorithms and Partitioning Around 
Medoids (PAM) and then for graphing. For optimum number 
of cluster number it was used the library "fpc". To evaluate the 
clusters the library "clusterSim" and the Davies-Bouldin Index 
were used. 

IV. KNOWLEDGE DISCOVERING PROCESS 
The process of knowledge discovery using DM techniques 

is very complex. As mentioned the Cross Industry Standard 
Process for Data Mining (CRISP-DM) methodology was 
followed to guide the present study. 

A. Business Understanding 
To identify the patient ventilation variables (feature 

selection) which interfered in a non-successful weaning / 
extubation is the main goal of this work. The goal is not to 
predict if a patient is prepared to be weaned but to identify 
patterns and clusters of data associated to weaning failures. 
The clusters were designed using only data monitored by 
ventilators; the values used were numeric and they were from 
discrete quantitative type. 

Clinically it is expected to create new knowledge to the 
intensivists helping them to take the better decision in the 
moment of weaning a patient. 

B. Data Understanding 
The data used to conduct this study were exclusively 

collected from ventilators in the ICU of CHP. This data 
corresponds to 50 patients comprising a period between 2014-
09-19 and 2015-02-03 in a total of 15325 records. Each record 
contains thirteen fields:  

• CDYN – (F_1): Dynamic compliance in mL/ 
cm𝐻𝐻2O; 

• CSTAT – (F_2): Static compliance from inspiratory 
pause measured in mL/ cm𝐻𝐻2O; 

• FIO2 – (F_3): Fraction of inspired oxygen (%); 
• Flow – (F_4): Peak flow setting in litters per minute; 
• RR – (F_5): Respiratory rate setting in berths per 

minute; 
• PEEP – (F_6): Positive End-Expiratory Pressure in 

cm𝐻𝐻2O; 
• PMVA – (F_7): Mean airway pressure in cm𝐻𝐻2O; 
• Plateau pressure –(F_8): End inspiratory pressure in 

cm𝐻𝐻2O; 
• Peak pressure – (F_9): Maximum circuit pressure in 

cm𝐻𝐻2O; 

• RSTAT – (F_10): Static resistance from inspiratory 
pause measured in cm𝐻𝐻2O/L/s; 

• Volume EXP – (F_11): Exhaled tidal volume in 
litters; 

• Volume INS – (F_12): Tidal volume settings in 
litters; 

• Support Pressure – (F_13): Exhaled minute volume 
litters; 

 
The values obtained with the coefficient of variation show 

that the distributions of most fields are mixed. Only the fields: 
Plateau Pressure, PMVA, Peak Pressure and FIO2 have a 
coefficient of variation lower than 20%. This measure of 
dispersion is the ratio between the standard deviation and the 
average. 

Table 1 provides a statistical analysis of the fields used in 
this study. For each of the numerical values it was analyzed 
their minimum (MIN) and maximum (MAX), average (AVG), 
standard deviation (SD) and coefficient of variation (CV). 

Table 1 – Distribution of variables 

 
MAX MIN AVG SD CV 

Plateau Pressure 36 6.2 19.98 3.83 19.18 
CDYN 200 0 46.31 40.45 87.34 
CSTAT 71 0 20.88 20.93 100.22 
PMVA 18 3.1 10.52 1.84 17.48 
Peak Pressure 40 9 20.53 3.85 18.75 
RSTAT 29 0 8.89 8.60 96.74 
FIO2 100 35 49.68 7.43 14.96 
FLOW 60 0 23.83 23.61 99.06 
RR 24 0 1.69 5.50 324.73 
PEEP 10 3 5.09 1.04 20.45 
Volume EXP 2.46 0 0.53 0.17 31.83 
Volume INS 0.56 0 0.26 0.25 98.06 
Support Pressure 27 4 14.1 3.56 25.24 

C. Data Preparation 
To carry out this study it was necessary to identify the 

patients who were not able to be submitted to the extubation 
process, even though they were very close to being subjected 
to the process.  

In order to identify these occurrences it was necessary to 
determinate the respective scenario. Patients who were not 
submitted to extubation process were patients who had 
mechanical ventilation variations or the support pressure level 
was continuous for more than one hour but they never were an 
attempt to extubation under this scenario. In this process five 
levels were identified: 

• -2: Support pressure is constantly changing (less than 3 
minutes); 

• -1: Support pressure is continuous between 4 minutes 
and 30 minutes; 

• 0: Support pressure is constant from 30 minutes to 60 
minutes 

• 1: Maintains the same support pressure for more than 
60 minutes but the patient is not extubated; 
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• 2: Maintains the same support pressure for more than 
60 minutes and the patient is extubated; 

To this work only the patient with level equal to 1 were 
considered. After this first selection the records which 
presented at least one null value were deleted. This operation 
was of utmost importance, because the models cannot be 
induced if the dataset has null values. At same time clinical 
ranges were used to validate the values collected. Based in 
those information it was possible to consider only correct 
values (after be validated by an intelligent agent). In this 
process the records without quality and inconsistences (null 
values and values out of the normal range) were eliminated. 

After all the changes are applied to the initial dataset, the 
number of records decreased to 13135 records, which is 
associated to 28 patients.  

D. Modelling 
The algorithms used to create clusters were: k-means and 

K-medoids. The choice of these two algorithms was 
fundamentally based on two characteristics: the principle of 
partition method and the difference in sensitivity to outliers. 

K-means is a simple iterative clustering algorithm which 
partitions the dataset into a priori number. The algorithm is 
simple to implement and run, being their implementation 
faster [25]. The K-means is sensitive to outlier, because the 
objects are far from the majority, which it can significantly 
influence the average value of the set. This inadvertently 
affects the allocation of other objects to the clusters. This 
effect is particularly exacerbated by the use of the squared 
error function [24]. 

On the other hand the k-medoids instead of using the value 
of a cluster object as a reference point, takes on real objects 
and represents the clusters, dare one object at a cluster. The 
remaining objects are assigned to the most similar cluster. The 
partitioning method is then performed based on the principle 
teaches the sum of the differences between each of p and its 
corresponding object representative object [24]. K-medoids 
algorithm is similar to the K-means, except that the centroids 
must belong to the set of data that are grouped [25]. 

The implementation of the algorithms required some 
settings. The identification of the appropriate number of 𝐾𝐾 
was achieved by implementing the calculation of Square Error 
Sum (SSE). The SSE determines the squared distances 
between each member of the cluster and the cluster centroid. 

𝑆𝑆𝑆𝑆𝑆𝑆(𝑜𝑜𝑖𝑖) =  ��𝑤𝑤𝑗𝑗𝑗𝑗
𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑜𝑜𝑖𝑖 , 𝑐𝑐𝑗𝑗 )2

𝑘𝑘

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

 

 
In general, when the number of clusters increases SSE value 

decreases. When it is identified a dramatic decrease in the SEE 
value, the number of K can be considered as being great [24]. 

There were ten plays for each dataset used for each model. 
The metric used to calculate the dissimilarity being the 
observations was "Euclidean". The developed models can be 
represented by the following expression: 

 𝑀𝑀𝑛𝑛 = {𝐴𝐴𝑓𝑓 ;  𝐹𝐹𝑖𝑖 ;  𝐷𝐷𝑥𝑥 ;  𝐴𝐴𝐴𝐴𝑦𝑦}. 
The model 𝑀𝑀𝑛𝑛  belongs to an approach (A) and it is 

composed by a set of fields (F), a type of variable (TV) and an 
algorithm (AG): 

𝐴𝐴𝑓𝑓 = {𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒)1} 
𝐹𝐹𝑖𝑖  = {𝐹𝐹_11,𝐹𝐹_22,𝐹𝐹_33,𝐹𝐹_44,𝐹𝐹_55,𝐹𝐹_66,𝐹𝐹_77,𝐹𝐹_88, 

𝐹𝐹_99,𝐹𝐹_1010 ,𝐹𝐹_1111,𝐹𝐹_1212,𝐹𝐹_1313} 
𝑇𝑇𝑇𝑇𝑥𝑥 = {𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1} 
𝐴𝐴𝐴𝐴𝑦𝑦 = {𝐾𝐾 −𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚1,𝐾𝐾 −𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑃𝑃𝑃𝑃𝑃𝑃)2} 

E. Evaluation 
In this phase, the Davies-Bouldin Index (DBI) was used to 

evaluate the models generated.  
Among the algorithms used the one which presented the 

most satisfactory results was the K-means algorithm.  
Some of the models developed had interesting results but 

only one appears to present satisfactory results (DBI). Table 2 
shows the most relevant models. 

Table 2 – Models for clustering 

Model Fields Number 
Clusters Algorithm DBI 

𝑀𝑀1 
𝐹𝐹{1,2,3,4,5,6,7,8 

, 9,10,11,12,13} 
8 𝐴𝐴𝐴𝐴2 1.31 

𝑀𝑀2 𝐹𝐹{2,3,4,5,6,13} 5 𝐴𝐴𝐴𝐴2 1.10 
𝑀𝑀3 𝐹𝐹{1,2,4,13} 7 𝐴𝐴𝐴𝐴1 0.98 
𝑀𝑀4 𝐹𝐹{1,2,3,4,13} 10 𝐴𝐴𝐴𝐴1 1.10 
𝑀𝑀5 𝐹𝐹{1,2,3,4,11,13} 10 𝐴𝐴𝐴𝐴1 1.20 

 
Analyzing Table 2 it is possible to identify that the model 

𝑀𝑀3 is best model generated. The Davies Bouldin Index tends 
to +∝ however 𝑀𝑀3 model has an index of 0.98. This is not the 
ideal case but it is the model closest to 0.  

In order to present a representation of the data segments 
generated by the best model, the figure 1 was designed. 

 
Figure 1: Graphical representation of the clusters presented in table 2 
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Since the goal is select and identify patient features which 

were not capable of being subjected to extubation process, it 
was necessary to identify the cluster that best characterizes 
these patients. 

In order to identify the cluster that best identifies such 
patients, it was necessary to find the cluster which presented 
the lowest variability. 

Cluster 3 was identified as being the best cluster. It has the 
lowest sum of squares with a ratio of 1247.02. This cluster 
contains about 2382 occurrences. Thus cluster 3 has the lowest 
average of the sum of the squares value: 0.52.  

Table 3 shows the patient characteristics / features of 
Cluster 3. For example in the case of CDYN (F1) the 
minimum value is 13 and the maximum values is 20.  

When a patient presents a value for each one of the four 
fields between the minimum and the maximum values of the 
cluster, he is associated to cluster 3. 

Table 3 – Distributions of cluster 3 

Cluster Fields MIN MAX MEAN SD CFV 

Cluster 3 
 

𝐹𝐹{1} 13 20 16.49 1.27 7.73% 

𝐹𝐹{2} 0 48 7.61 14.47 190.30% 

𝐹𝐹{4} 6.9 12 9.14 0.73 7.94% 

𝐹𝐹{13} 8 14 10.72 1.28 11.88% 

V. DISCUSSION 
The best model 𝑀𝑀3 created 7 clusters. Cluster 3 is the only 

able to properly identify the properties of the patients that 
should not be weaned / extubated.  

The amount of Cluster 3 registers corresponds to 18.13% of 
the dataset used. The third cluster presents a significant 
amount of records and it displays relevant characteristics of 
the distribution of its variables. 

There is great heterogeneity in the variables that make up 
the Cluster 3. 𝐹𝐹{2} is the variable that demonstrates to have 
more homogeneous values. In general the cluster presents 
variables with a little dispersion.  

Although the clusters generated by the 𝑀𝑀3 model have at 
least one interception with another cluster, cluster 3 is better 
prepared to target the patients who do not meet the conditions 
to be extubated. Since it has an average of sum of squares 
lesser than all the other clusters, presenting a value of 0.52. 

VI. CONCLUSION 
After conclude this study it was possible to identify a set of 

patient features / variables that have great similarity on 
weaning / extubation failures. 

The most satisfactory result is attained by the model M3 
obtaining a Davies-Bouldin Index of 0.98. 

M3 is the model which presented results closest to the 
optimum value: zero. It should be noted that most of the 
variables used in cluster 3 has an acceptable dispersion, since 
its value is 13.47. This result was obtained with the 
implementation of the k-means algorithm, thus demonstrating 

to be the most suitable algorithm to carry out the data 
segmentation. 

The achieved results gives confidence in continues this 
research work in order to make a better feature selection of the 
variables associated to a wrong weaning.  

The better cluster Davies Bouldin Index is acceptable being 
it above to the maximum acceptable level (1). It presents a 
result of 0.98 which means that there is similarities in the 
clusters created.  

Presenting the cluster in an intuitive way and easy to 
understand and combining it with the clinical experts it is 
possible to provide best care to the patients.  

This work is a starting point to avoid wrong extubation and 
avoid long injuries associated to respiratory system (e.g. lungs 
injuries). 

VII. FUTURE WORK 
Having in consideration the achieved results it is expected 

to improve these results by adding other variables and explore 
other clustering techniques.  

At same time it will try induce data mining models to 
predict the probability of a patient have a weaning and 
extubation. 

In the future all the results achieved will be included in 
INTCare system in order to give more options to the 
intensivist in the moment of deciding. 
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