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Plenary Lecture 1 
 

Error Estimation in the Decoupling of Ill‐Defined and/or Perturbed Nonlinear Processes 
 

 
 

Professor Pierre Borne (IEEE Fellow) 
Co‐authors Amira Gharbi, Mohamed Benrejeb 

Centre de Recherche en Informatique Signal et Automatique de Lille, CRIStAL 
Ecole Centrale de Lille 

France 
E‐mail: pierre.borne@ec‐lille.fr 

 
Abstract: This lecture deals with the definition of the attractors characterizing the precision of 
decoupling control  laws  for a nonlinear process  in presence of uncertainties and/or bounded 
perturbations. This approach  is based on the use of aggregation techniques and the definition 
of a comparison system of the controlled process. 

 

  
Brief Biography of the Speaker: Pierre BORNE received the Master degree of Physics  in 1967 
and the Master of Electrical Engineering, the Master of Mechanics and the Master of Applied 
Mathematics  in  1968.  The  same  year  he  obtained  the  Diploma  of  "Ingenieur  IDN"  (French 
"Grande Ecole"). He obtained the PhD in Automatic Control of the University of Lille in 1970 and 
the DSc in physics of the same University in 1976. Dr BORNE is author or co‐author of about 200 
Publications and book chapters and of about 300 communications in international conferences. 
He is author of 18 books in Automatic Control, co‐author of an english‐french, french‐english « 
Systems and Control » dictionary and co‐editor of the "Concise Encyclopedia of Modelling and 
Simulation" published with Pergamon Press. He  is Editor of two book series  in French and co‐
editor  of  a  book  series  in  English.  He  has  been  invited  speaker  for  40  plenary  lectures  or 
tutorials in International Conferences. He has been supervisor of 76 PhD Thesis and member of 
the committee for about 300 doctoral thesis . He has participated to the editorial board of 20 
International  Journals  including  the  IEEE,  SMC  Transactions,  and  of  the  Concise  Subject 
Encyclopedia  .  Dr  BORNE  has  organized  15  international  conferences  and  symposia,  among 
them  the  12th  and  the  17  th  IMACS  World  Congresses  in  1988  and  2005,  the  IEEE/SMC 
Conferences  of  1993  (Le  Touquet  –  France)  and  of  2002  (Hammamet  ‐  Tunisia)  ,  the  CESA 
IMACS/IEEE‐SMC multiconferences of 1996 (Lille – France) , of 1998 (Hammamet – Tunisia) , of 
2003 (Lille‐France ) and of 2006 (Beijing, China) and the 12th IFAC LSS symposium (Lille France, 
2010)  He  was  chairman  or  co‐chairman  of  the  IPCs  of  34  international  conferences  (IEEE, 
IMACS, IFAC) and member of the IPCs of more than 200 international conferences. He was the 
editor  of  many  volumes  and  CDROMs  of  proceedings  of  conferences.  Dr  BORNE  has 
participated  to  the  creation  and  development  of  two  groups  of  research  and  two  doctoral 
formations (in Casablanca, Morocco and in Tunis, Tunisia). twenty of his previous PhD students 
are now  full Professors  (in France, Morocco, Tunisia, and Poland).  In the  IEEE/SMC Society Dr 
BORNE  has  been  AdCom member  (1991‐1993  ;  1996‐1998),  Vice  President  for membership 
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(1992‐1993) and Vice President for conferences and meetings (1994‐1995, 1998‐1999). He has 
been associate editor of  the  IEEE Transactions on Systems Man and Cybernetics  (1992‐2001). 
Founder of the SMC Technical committee « Mathematical Modelling » he has been president of 
this  committee  from  1993  to  1997  and  has  been  president  of  the  «  System  area  »  SMC 
committee  from 1997  to 2000. He has been President of  the SMC Society  in 2000 and 2001, 
President  of  the  SMC‐nomination  committee  in  2002  and  2003  and  President  of  the  SMC‐
Awards and Fellows committee  in 2004 and 2005. He  is member of the Advisory Board of the 
“IEEE Systems Journal” . Dr. Borne received  in 1994, 1998 and 2002 Outstanding Awards from 
the  IEEE/SMC  Society  and  has  been  nominated  IEEE  Fellow  the  first  of  January  1996.  He 
received  the Norbert Wiener Award  from  IEEE/SMC  in 1998,  the Third Millennium Medal of 
IEEE in 2000 and the IEEE/SMC Joseph G. Wohl Outstanding Career Award in 2003. He has been 
vice president of  the “IEEE France Section”  (2002‐2010) and  is president of  this section since 
2011. He has been appointed in 2007 representative of the Division 10 of IEEE for the Region 8 
Chapter  Coordination  sub‐committee  (2007‐2008) He  has  been member  of  the  IEEE  Fellows 
Committee (2008‐ 2010) Dr BORNE has been  IMACS Vice President  (1988‐1994). He has been 
co‐chairman of the IMACS Technical Committee on "Robotics and Control Systems" from 1988 
to 2005 and in August 1997 he has been nominated Honorary Member of the IMACS Board of 
Directors.  He  is  since  2008  vice‐president  of  the  IFAC  technical  committee  on  Large  Scale 
Systems.  Dr  BORNE  is  Professor  "de  Classe  Exceptionnelle"  at  the  "Ecole  Centrale  de  Lille" 
where he has been Head of Research  from 1982  to 2005 and Head of  the Automatic Control 
Department  from  1982  to  2009. His  activities  concern  automatic  control  and  robust  control 
including  implementation  of  soft  computing  techniques  and  applications  to  large  scale  and 
manufacturing systems. He was  the principal  investigator of many contracts of  research with 
industry and army (for more than three millions € ) Dr BORNE is "Commandeur dans l'Ordre des 
Palmes Acad?miques" since 2007. He obtained in 1994 the french “ Kulman Prize”. Since 1996, 
he is Fellow of the Russian Academy of Non‐Linear Sciences and Permanent Guest Professor of 
the Tianjin University  (China).  In  July 1997, he has been nominated at  the "Tunisian National 
Order of Merit in Education" by the Republic of Tunisia. In June 1999 he has been nominated « 
Professor Honoris Causa » of the National Institute of Electronics and Mathematics of Moscow 
(Russia) and Doctor Honoris Causa of the same Institute in October 1999. In 2006 he has been 
nominated Doctor Honoris Causa of  the University of Waterloo  (Canada) and  in 2007 Doctor 
Honoris Causa of the Polytechnic University of Bucharest (Romania). He  is “Honorary Member 
of the Senate” of the AGORA University of Romania since May 2008 He has been Vice President 
of the SEE (French Society of Electrical and Electronics Engineers) from 2000 to 2006 in charge 
of the technical committees. He his the director of publication of the SEE electronic Journal e‐
STA and chair the publication committee of the REE Dr BORNE has been Member of the CNU 
(French National Council of Universities,  in  charge of nominations and promotions of French 
Professors and Associate Professors) 1976‐1979, 1992‐1999, 2004‐2007 He has been Director of 
the French Group of Research (GDR) of the CNRS in Automatic Control from 2002 to 2005 and 
of  a  “plan  pluriformations”  from  2006  to  2009.  Dr  BORNE  has  been  member  of  the 
Multidisciplinary Assessment Committee  of  the  “Canada  Foundation  for  Innovation”  in  2004 
and 2009. He has been referee for the nominations of 24 professors in USA and Singapore. He is 
listed in the "Who is Who in the World" since 1999. 
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Plenary Lecture 2 
 

Applications of Linear Algebra in Signal Processing, Wireless Communications and 
Bioinformatics 

 

 
 

Professor Erchin Serpedin 
Department of Electrical and Computer Engineering 

Texas A&M University 
USA 

E‐mail: serpedin@ece.tamu.edu 
 

Abstract: In this talk, we will review some of the most important applications of linear algebra 
in signal processing, wireless communications and bioinformatics, and then outline some of the 
major open problems which might benefit by the usage of linear algebra concepts and tools. 
  
Brief Biography of the Speaker: Dr. Erchin Serpedin is currently a professor in the Department 
of Electrical and Computer Engineering at Texas A&M University  in College Station. He  is  the 
author of 2  research monographs, 1  textbook, 9 book  chapters, 105  journal papers and 175 
conference  papers.  Dr.  Serpedin  serves  currently  as  associate  editor  for  the  Physical 
Communications Journal (Elsevier) and EURASIP Journal on Advances  in Signal Processing, and 
as Editor‐in‐Chief of the journal EURASIP Journal on Bioinformatics and Systems Biology edited 
by Springer. He is an IEEE Fellow and his research interests include signal processing, biomedical 
engineering, bioinformatics, and machine learning. 
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Plenary Lecture 3 
 

Reliability Life Cycle Management for Engineered Systems 
 

 
 

Professor George Vachtsevanos 
Professor Emeritus 

Georgia Institute of Technology 
USA 

E‐mail: george.vachtsevanos@ece.gatech.edu 
 

Abstract: Engineered  systems are becoming more  complex and by necessity more unreliable 
resulting  in  detrimental  events  for  the  system  itself  and  its  operator.  There  is  evidence  to 
support  the  contention  that  industrial  and  manufacturing  processes,  transportation  and 
aerospace systems, among many others, are subjected to severe stresses, external and internal, 
that contribute to  increased cost, operator workload,  frequent and catastrophic mishaps that 
require  the  development  and  application  of  new  and  innovative  technologies  to  improve 
system reliability, safety, availability and maintainability. These requirements are not true only 
for  strictly  engineered  systems  but  are  often  discussed  in  business  and  finance,  biological 
systems and social networks. We introduce in this talk a systematic and verifiable methodology 
to  improve  system  reliability,  reduce  operating  costs  and  optimize  system  design  or 
maintenance  practices.  The  enabling  technologies  build  upon  modeling  tools  to  represent 
critical  system  functions,  a prognostic  strategy  to predict  the  long‐term behavior of  systems 
under  stress,  reliability  analysis methods  exploiting  concepts  of  probabilistic  design  and  an 
optimization  algorithm  to  arrive  at  optimum  system  design  for  improved  reliability.  We 
demonstrate the efficacy of the approach with examples from the engineering domain. 

 

  
Brief  Biography  of  the  Speaker:  Dr.  George  Vachtsevanos  is  currently  serving  as  Professor 
Emeritus  at  the  Georgia  Institute  of  Technology.  He  served  as  Professor  of  Electrical  and 
Computer Engineering at the Georgia Institute of Technology from 1984 until September, 2007. 
Dr  Vachtsevanos  directs  at  Georgia  Tech  the  Intelligent  Control  Systems  laboratory  where 
faculty  and  students  began  research  in  diagnostics  in  1985  with  a  series  of  projects  in 
collaboration with Boeing Aerospace Company funded by NASA and aimed at the development 
of  fuzzy  logic  based  algorithms  for  fault  diagnosis  and  control  of  major  space  station 
subsystems. His work  in Unmanned  Aerial  Vehicles  dates  back  to  1994 with major  projects 
funded by the U.S. Army and DARPA. He has served as the Co‐PI for DARPA’s Software Enabled 
Control  program  over  the  past  six  years  and  directed  the  development  and  flight  testing  of 
novel  fault‐tolerant  control  algorithms  for  Unmanned  Aerial  Vehicles.  He  has  represented 
Georgia  Tech  at  DARPA’s  HURT  program  where  multiple  UAVs  performed  surveillance, 
reconnaissance and tracking missions in an urban environment. Under AFOSR sponsorship, the 
Impact/Georgia  Team  is  developing  a  biologically‐inspired micro  aerial  vehicle.  His  research 
work  has  been  supported  over  the  years  by  ONR,  NSWC,  the MURI  Integrated  Diagnostic 
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program  at Georgia  Tech,  the U,S. Army’s Advanced Diagnostic program, General Dynamics, 
General Motors Corporation, the Academic Consortium for Aging Aircraft program, the U.S. Air 
Force Space Command, Bell Helicopter, Fairchild Controls, among others. He has published over 
300  technical  papers  and  is  the  recipient  of  the  2002‐2003  Georgia  Tech  School  of  ECE 
Distinguished Professor Award and the 2003‐2004 Georgia Institute of Technology Outstanding 
Interdisciplinary Activities Award. He is the lead author of a book on Intelligent Fault Diagnosis 
and Prognosis for Engineering Systems published by Wiley in 2006. 
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Plenary Lecture 4 
 

Augmented Reality: The Emerging Trend in Education 
 

 
 

Professor Minjuan Wang 
San Diego State University 

USA 
E‐mail: mwang@mail.sdsu.edu 

 
Abstract: Augmented Reality (AR) is the layering of virtual information over the real, 3‐D world 
to produce a blended reality. AR has been considered a significant tool  in education for many 
years.  It  adds  new  layers  of  interactivity,  context,  and  information  for  learners  which  can 
deepen  and  enrich  the  learning  experience.  The  combination  of  real  and  virtual  allows  the 
student  to  engage  in  learning  about  a  topic  from multiple perspectives  and data  sources  at 
levels that are not always available in traditional classroom settings and interactions. 
As the usage of mobile devices in formal settings continues to rise, so does the opportunity to 
harness  the  power  of  augmented  reality  (AR)  to  enhance  teaching  and  learning.  Many 
educators have experimented with AR, but has  it proven to  improve what students grasp and 
retain?  Is AR  just another  fun way to engage students, with  little  transformation of  learning? 
This  plenary  speaking will  introduce  augmented  reality  as  an  emerging  trend  in  education, 
provide an overview of  its current development, explore examples of curriculum  integration, 
and also suggest approaches for success. 
  
Brief Biography of  the  Speaker: Dr. Minjuan Wang  (Professor of San Diego State University; 
Distinguished Research Professor of Shanghai International Studies University) 
Homepage: http://www.tinyurl.com/minjuan 
Minjuan  is  Professor  of  Learning,  Design,  and  Technology  at  San  Diego  State  University 
(California,  USA),  and  distinguished  professor  of  Shanghai  International  Studies  University 
(Shanghai,  China).  She  was  recently  selected  as  the  “Oriental  Scholar”  by  the  Municipal 
Educational Committee of Shanghai). In addition, she and her American colleagues obtained a 
four‐year 1.3 million grant to study environment protection (including the Golden monkeys) in 
Fanjingshan, Guizhou province. 
Minjuan’s work has been highly  interdisciplinary, covering  the  field of education,  technology, 
computer  science,  geography,  and  communication.  In  her  14  years  at  SDSU,  she  teaches 
Designing  and Developing  Learning  for  the Global  Audience, Mobile  Learning Development, 
Technologies  for Course Delivery,  and Methods of  Inquiry. Her  research  specialties  focus on 
online  learning,  mobile  learning,  Cloud  Learning,  and  intelligent  learning  (as  part  of  the 
Intelligent  Camps  initiative  launched  by  British  Telecom). Minjuan  is  the  Editor‐in‐Chief  of  a 
newly  established  journal‐‐  EAI  Transactions  on  Future  Intelligent  Educational  Environments. 
She  also  serves on  the editorial boards  for  four  indexed  journals: Open Education Research, 
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International  Journal  on  E‐Learning  (IJEL),  the  Open  Education  Journal,  and  Journal  of 
Information Technology Application in Education. 
As  a  winner  of  several  research  awards, Minjuan  is  recognized  as  one  of  the  high  impact 
authors in blended and mobile learning. She has more than 80 peer‐reviewed articles published 
in  indexed  journals,  such  as  Educational  Technology  Research  and  Development,  IEEE 
Transactions on Education, and British  Journal of Educational Technology. She was a keynote 
and  invited  speaker  to 11  international conferences.  In addition,  she  is also an accomplished 
creative writer and an amateur  flamenco dancer. Her  recent Novel‐‐Walking  in  this Beautiful 
World—has inspired many young people around the world. 
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Plenary Lecture 5 
 

Application of Multivariate Empirical Mode Decomposition in EEG Signals for Subject 
Independent Affective States Classification 

 

 
 

Prof. Konstantinos N. Plataniotis 
Department of Electrical and Computer Engineering 

University of Toronto 
CANADA 

E‐mail: kostas@ece.utoronto.ca 
 

Abstract: Physiological signals, EEG  in particular, are  inherently noisy and non‐linear  in nature 
which are challenging to work with using conventional linear signal processing methods. In this 
paper,  we  are  adopting  a  new  signal  processing  method,  Multivariate  Empirical  Mode 
Decomposition,  as  a  preprocessing  method  to  reconstruct  EEG  signals  according  to  its 
instantaneous  frequencies.  To  test  its  effectiveness,  we  applied  this  signal  reconstruction 
technique to analyze EEG signals for a 2‐dimensional affect states classification application. To 
evaluated  the proposed EEG  signal processing  system, a  three‐class  classification experiment 
were  carried  out  on  the  “Emobrain”  dataset  from  eNTERFACE'06 with  K‐nearest  neighbors 
(KNN)  and  Linear  Discriminate  Analysis  (LDA)  as  classifiers.  A  leave‐one‐subject  out  cross 
validation  process  were  used  and  an  averaged  correct  classification  rate  of  90.77%  were 
achieved. Another main contribution of this paper was  inspired by the growth of non‐medical 
grade EEG headsets and its potential in advanced human‐computer interface design. However, 
to  reduce  cost  and  invasiveness,  consumer  grade  EEG  headsets  have  far  less  number  of 
electrodes.  In  this paper, we used emotion  recognition as a  case  study, and applied Genetic 
Algorithm to systematically select the critical channels (or sensor locations) for this application. 
The results of this study will shed  lights on the sensor configuration challenges faced by most 
consumer‐grade EEG headset design projects. 
  
Brief Biography of the Speaker: Konstantinos N. (Kostas) Plataniotis received his B. Eng. degree 
in Computer Engineering  from University of Patras, Greece and his M.S. and Ph.D. degrees  in 
Electrical Engineering from Florida Institute of Technology Melbourne, Florida. He was with the 
Computer Science Department at Ryerson University, Ontario, Canada from July 1997 to June 
1999.  Dr.  Plataniotis  is  currently  a  Professor with  The  Edward  S.  Rogers  Sr.  Department  of 
Electrical and Computer Engineering at the University of Toronto  in Toronto, Ontario, Canada, 
where  he  directs  the Multimedia  Laboratory.  He  is  a  founding member  and  the  inaugural 
Director – Research of the Identity, Privacy and Security Institute, IPSI, (www.ipsi.utoronto.ca). 
Kostas was  the Director  (January 2010‐  June 2012) of  the Knowledge Media Design  Institute, 
KMDI, (www.kmdi.utoronto.ca ) at the University of Toronto. 

 

Dr. Plataniotis was the Guest Editor for the March 2005 IEEE Signal Processing Magazine special 
issue on “Surveillance Networks and Services”, and  the Guest Editor  for  the EURASIP Applied 
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Signal Processing Journal’s special issue on “Advanced Signal Processing & Pattern Recognition 
Methods  for  Biometrics”.  He  is  a  member  of  the  IEEE  Periodicals  Review  and  Advisory 
Committee  (2011‐2013); he has  served  as  a member of  the 2008  IEEE  Educational Activities 
Board; he chaired of the IEEE EAB Continuing Professional Education Committee, and he served 
as  the  2008  representative  of  the  Computational  Intelligence  Society  to  the  IEEE Biometrics 
Council.  Dr.  Plataniotis  chaired  the  2009  Examination  Committee  for  the  IEEE  Certified 
Biometrics Professional (CBP) Program (www.ieeebiometricscertification.org) and he served on 
the  Nominations  Committee  for  the  IEEE  Council  on  Biometrics.  He was  a member  of  the 
Steering Committee for the IEEE Transaction on Mobile Computing, an Associate Editor for the 
IEEE Signal Processing Letters as well as the IEEE Transactions on Neural Networks and Adaptive 
Systems and he has  served as  the Editor‐in‐Chief  for  the  IEEE  Signal Processing  Letters  from 
January  1,  2009  to  December  31,  2011.  Dr.  Plataniotis  chaired  the  IEEE  Toronto  Signal 
Processing and Applications Toronto Chapter from 2000 to 2002, he was the 2004‐05 Chair of 
the  IEEE  Toronto  Section  and  a  member  of  the  2006  as  well  as  2007  IEEE  Admissions  & 
Advancement Committees. He  served  as  the  Technical  Program Committee Co‐Chair  for  the 
2013  IEEE  International Conference on Acoustics, Speech and Signal Processing  (ICASSP 2013) 
and he is the Vice President – Membership for the IEEE Signal Processing Society (2014‐2016). 
Dr. Plataniotis  is a Fellow of  IEEE, Fellow of  the Engineering  Institute of Canada, a  registered 
professional engineer  in the province of Ontario, and a member of the Technical Chamber of 
Greece. 
The recipient of numerous grants and research contracts as the principal investigator, he speaks 
internationally and writes extensively in his field and he has been a consultant to a number of 
companies. He has served as lecturer in 12 short courses to industry and continuing education 
programs; he is a contributor to seventeen books, the co‐author of “Color Image Processing and 
Applications”,  Springer  Verlag,  2000,  (ISBN‐3‐540‐66953‐1)  and  “WLAN  Positioning  Systems: 
Principles & applications  in Location‐based Services”, Cambridge University Press, 2012  (ISBN 
978‐0‐521‐9185‐2), “Multi‐linear Subspace Learning: Reduction of multi‐dimensional data}, CRC 
Press,  2013,  (ISBN:  978‐14398557243).  He  is  the  co‐editor  of  “Color  Imaging: Methods  and 
Applications”,  CRC  Press,  September  2006,  (ISBN  084939774X)  and  the  Guest  Editor  of  the 
IEEE/Wiley  Press  volume  on  “Biometrics:  Theory,  Methods  and  Applications”  published  in 
October 2009  (ISBN: 9780470247822). Dr. Plataniotis has published more  than 400 papers  in 
refereed  journals  and  conference proceedings.  In  2005 he became  the  recipient of  the  IEEE 
Canada  Engineering  Educator  Award  for  “contributions  to  engineering  education  and 
inspirational guidance of graduate students”. Dr. Plataniotis  is the  joint recipient of the “2006 
IEEE  Trans.  on Neural Networks Outstanding  Paper Award”  for  the  published  in  2003  “Face 
recognition  using  kernel  direct  discriminant  analysis  algorithms”,  IEEE  Trans.  on  Neural 
Networks, Vol. 14, No 1, 2003. 
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Plenary Lecture 6 
 

State of the Art and Recent Progress in Uncertainty Quantification for Electronic Systems (i.e. 
Variation‐Aware or Stochastic Simulation) 

 

 
 

Professor Luca Daniel 
Electrical Engin. & Computer Science 

Massachusetts Institute of Technology (MIT) 
Cambridge, MA, USA 
E‐mail: luca@mit.edu 

 
Abstract: On‐chip and off chip fabrication process variations have become a major concern  in 
today’s electronic  systems design  since  they  can  significantly degrade  systems’ performance. 
Existing commercial circuit and MEMS simulators mostly rely on the well known Monte Carlo 
algorithm in order to predict and quantify such performance degradation. However during the 
last  decade  a  large  variety  of more  sophisticated  and  efficient  alternative  approaches  have 
been proposed to accelerate such critical task. This talk will first review the state of the art of 
most  modern  uncertainty  quantification  techniques  including  intrusive  and  sampling‐based 
ones.  It will be  shown  in particular how parameterized model order  reduction, and  low‐rank 
tensor based representations can be used  to accelerate most uncertainty quantification  tools 
and  to  handle  the  curse  of  dimensionality.  Examples will  be  presented  including  amplifiers, 
mixers,  voltage  controlled  oscillators  with  tunable  micro‐electro‐mechanical  capacitors  and 
phase locked loops. 
  
Brief  Biography  of  the  Speaker:  Luca  Daniel  is  an  Associate  Professor  in  the  Electrical 
Engineering and Computer Science Department of  the Massachusetts  Institute of Technology 
(MIT). Prof. Daniel  received  the Ph.D. degree  in Electrical Engineering  from  the University of 
California, Berkeley, in 2003. In 1998, he was with HP Research Labs, Palo Alto. In 2001, he was 
with Cadence Berkeley Labs. 
Dr. Daniel  research  interests  include development of  integral equation  solvers  for  very  large 
complex  systems,  stochastic  field  solvers  for  large  number  of  uncertainties,  and  automatic 
generation  of  parameterized  stable  compact  models  for  linear  and  nonlinear  dynamical 
systems.  Applications  of  interest  include  simulation, modeling  and  optimization  for mixed‐
signal/RF/mm‐wave circuits, power electronics, MEMs, nanotechnologies, materials, MRI, and 
the human cardiovascular system. 

 

Prof. Daniel has received the 1999 IEEE Trans. on Power Electronics best paper award; the 2003 
best PhD thesis awards from both the Electrical Engineering and the Applied Math departments 
at  UC  Berkeley;  the  2003  ACM  Outstanding  Ph.D.  Dissertation  Award  in  Electronic  Design 
Automation;  5 best paper  awards  in  international  conferences,  8  additional nominations  for 
best paper award;  the 2009  IBM Corporation Faculty Award; and  the 2010  IEEE Early Career 
Award in Electronic Design Automation. 
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Abstract – Paper presents the evolution of Customer 
Relationship Management Systems from the classical solutions, 
through e-CRM systems, to social CRM. The aim of this article is to 
demonstrate that social CRM systems are an effective support in 
managing the relationships with customers, especially in the areas of 
customer information management and customer communication.  
 

Keywords— CRM, e-CRM, s-CRM, customer communication, 
customer information management   

I. INTRODUCTION 
trategies oriented on the customer and strengthening 
customer relationships allow modern enterprises to get a 

competitive advantage on the market and make a bigger profit. 
This means that companies should develop their skills in terms 
of identification of customer needs and expectations and then 
provide customers with more and more benefits and 
satisfaction resulting therefrom. The role of customer is 
showed in the concepts of co-creating value with customers 
discussed by Prahalad i Ramaswamy [1], P. Kotler and K. 
Keller [2], P.F. Drucker [3] and in the concepts of innovation 
co-creation e.g. open innovations Chesbrough [4], Jelonek [5], 
collective intelligence Glenn [6] or crowdsourcing Howe [7].  

Creation and evolution of customer relationships are a 
condition for cooperation.  

Customer Relationship Management (CRM) is both a 
business strategy and information system, which will increase 
the effectiveness of the implementation of the strategy. 
Enterprises leverage the latest information technology 
achievements in the development of their long-term 
relationships with customers [8], [9]. 

The model and functionality of the CRM system changes 
with the development of ICT, especially with the development 
of the internet. Model e-CRM can be as activities to manage 
customer relationships by using the internet, web browsers or 
other electronic touch points. The popularity of social media 
has caused the CRM systems to evolve towards social CRM 
systems (s-CRM). s-CRM uses social media to develop and 
sustain interaction between customers and company.  

 
 The purpose of this paper is to demonstrate that social CRM 
systems are an effective support in managing the relationships 

 
D. Jelonek  is with the Faculty of Management, Czestochowa University of 

Technology, Czestochowa, Poland (+48343250846; e-mail: 
jelonek@zim.pcz.pl).  

 

with customers, especially in the areas of customer 
information management and customer communication. 
 The following paragraphs present the essence of CRM 
systems, e-CRM and s-CRM models as well as the role of s-
CRM in customer information management and customer 
communication.  

II. THE ESSENCE AND FUNCTIONS OF CRM SYSTEM 
Customer Relationship Management in the literature of the 

subject is considered as a strategy [10], process [11], 
philosophy [12], skill [13] or system [14]. Thus, the essence of 
CRM was well-defined by Greenberg [15]: „CRM (…) is not 
only technology. It is a strategy and/or a set of business 
processes. A methodology. It is all of the above or whichever 
you choose”. 

CRM may be defined as the cross-functional integration of 
processes, people, operations, and marketing capabilities that 
is enabled through information, technology and applications 
[16].  

Due to the CRM functions it can be divided into three basic 
types [17]: 

- operational CRM, 
- analytical CRM, 
- collaborative CRM. 
Figure 1 shows the model of CRM system that includes 

operational, analytical and collaborative modules.  
Operational CRM, often referred to as front-office CRM, 

covers most areas of customer - company contact. CRM 
applications collect, process and store data about customers, 
so that later this data can be used in analytical CRM [18]. 
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Fig. 1. The model of CRM  
 

Analytical CRM, also known as back-office CRM, uses 
data from operational CRM and any other sources of data such 
as transaction systems or enterprise environment. Most of 
today’s CRM vendors develop their own analytical CRM 
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modules or collaborates with producers of  specialized 
information processing systems of the Business Intelligence 
type.  

Collaborative CRM, also called the interactive CRM, are 
applications, that support various forms of contact with 
customers, especially by using modern technologies of 
electronic communication. The usage of ICT supports the 
work of employees who contact directly with customers, 
allowing for partial automation of these contacts. 

The usage of internet in business and changes in the virtual 
environment made it necessary to modify  CRM system. 
Network CRM, referred to as e-CRM, uses internet 
technologies, and like traditional CRM it implements 
processes of acquiring, storing and processing information 
about e-customers as well as sharing them with managers.  

The possibilities of e-CRM, in terms of broadly understood 
customer service, may include [19]: building lasting 
relationships with e-customers, increasing the level of e-
customer satisfaction, boosting sales, identification of those e-
customers who generate highest or lowest revenues, 
minimizing costs of e-customer services, benefits from retail, 
decreasing costs of customer management, acquiring new e-
customers, more efficient customer service resulting from 
personalization of service, providing e-customers with full 
information, creation of possibilities to choose, understanding 
e-customer needs, effective marketing communication with e-
customers and  quicker access to new markets.  

III. MODEL OF S-CRM SYSTEM 
The evolution of Web 2.0 and social media have 

significantly changed the customer relationship management 
model towards social CRM.  

Social Media can be defined as a group of internet-based 
applications that build on the ideological and technological 
foundations of Web 2.0, and that allow the creation and 
exchange of user generated content [20]. They are the 
technical enabler for an online-based exchange of digital 
contents and operationalize the principles and practices of 
Web 2.0. As the front-end to the user they represent something 
tangible compared to the intangible concept of Web 2.0. [21]. 
Customers want to talk about their consumption experience, 
new ideas, however they have various preferences on where, 
what and how to communicate. s-CRM system should allow 
for a full dialogue with customers using the communication 
channels of their preference. Moreover, web-user integration 
and participation becomes critical to establish trust and 
commitment in buyer-seller relationships. 

Social CRM system may be defined from varoius 
perspectives. Social CRM is a philosophy and a business 
strategy, supported by a technology platform, business rules, 
processes and social characteristics, designed to engage the 
customer in a collaborative conversation in order to provide 
mutually beneficial value in a reliable and transparent 
business. It's the company response to the customer’s property 
on the conversation [22]. 

According to Mohan [23], a social CRM system combines 
the “Web 2.0 features and social networking with current 

CRM system.” However, Social CRM is not just a set of 
technologies, but rather a company strategy, specific to boost 
customer engagement and building strong relationships with 
them. Askool and Nakata [24] describe SCRM to be even a 
new paradigm for creating high value relationships. 

s-CRM definitions point out that s-CRM is more than an 
extension of traditional CRM by means of new 
communication channels and about a new mode of managing 
relationships in a public environment that builds on and 
integrating the principles and practices of Web 2.  

 New dimension of social CRM add to the traditional 
aspects of customer relationship management was presented in 
Figure 2. 
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Figure 2. CRM v. s-CRM approach [25] 
 

There were showed tree important processes: 
- Converting content into conversation. 
- Extending conversation into calloborative experience. 
- Transforming experience into meaningful relationship. 
The main social media are clearly Facebook, Twitter, 

YouTube, LinkedIn and now Instagram and Pinterest [26]. 
However, the nature of the Internet through Web 2.0, is that 
almost all websites are becoming “social”; that is that they 
allow interaction [27]. Customers can post comments, ratings, 
reviews, and share all these across their own social networks. 
Thus, sites like Amazon, TripAdvisor, Urbanspoon, Yelp, the 
entire Google network and many other peer-to-peer websites 
such as blogs, micro blogs, wikis, podcasts, photo sharing, 
video sharing and social bookmarking can be viewed as social 
media technologies and thus as potential CRM tools [27], [28].  

How an organization can use social channels to support s-
CRM processes was presented on table 1. 
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Table 1. How an organization can use social channels to 
support s-CRM processes 

Social 
channels 

CRM and entity process 
marketing  sales service 

Blog -blog focused 
on building 
reputation 
written by a 
senior executive  
-focus on 
leadership 

deals with members 
of a community, for 
acquisition of 
products and 
services 

-capture of 
comments in the 
executive blog 
regarding claims 
or requests by 
customers, and to 
act accordingly 

Internal 
Wiki 

platform to 
share market 
knowledge that 
has been 
collected from 
conversations 
with customers 

shared presentations 
on sales and 
common knowledge 
about new sales 
leads 

creation of a 
knowledge base 
of customer 
service 
procedures 

Video 
Sites/ 
YouTube 

viral advertising 
propagated only 
on-line 
encouraging 
word-of-mouth 
references 

point of contact to 
create sales 
opportunity in 
another channel 

publication of 
educational 
videos on how to 
use certain 
product, 
extending the 
user manual on-
line 

Micro 
Blogging/ 
Twitter 

-messages to 
announce 
special offers 
and discounts  
-spreading of 
viral marketing 
campaigns, 
integration with 
channels like 
YouTube 

-launching of 
exclusive product 
offers for Twitter 
followers, as a way 
of looking for new 
sales opportunities  
-focus on the current 
follower  
base 

-response to 
support inquires 
and product 
complaints, 
monitored by an 
exclusive team  
-focus on all 
digital customers 

Personal 
Social 
Networks/ 
(Facebook) 

-spreading of 
advertising 
campaigns 
within the 
communities of 
clients 

-launch of new 
product and benefit 
campaigns for 
community 
members only  
-focus on the current 
follower base 

-resolution of 
enquires among 
community 
members  
-opinion 
gathering 
regarding  
products and 
services 

Source: [29]  
 
The comparison of key differences between CRM and s-

CRM in terms of their functions and features was presented in 
the Table 2. 

 
Table 2. CRM v. social CRM. Featres and Functions 

CRM  
Features/Functions 

s-CRM  
Features/Functions 

Definition: CRM is a 
philosophy & a business 
strategy, supported by a system 
and a technology, designed to 
improve human interactions in a 
business environment 
  

Definition: s-CRM (CRM 2.0) is a 
philosophy & a business strategy, 
supported by a system and a 
technology, designed to engage the 
customer in a collaborative 
interaction that provides mutually 
beneficial value in a trusted & 
transparent business environment  

Tactical and operational: 
Customer strategy is part of 
corporate strategy 

Strategic: Customer strategy IS 
corporate strategy 

Relationship between the 
company and the customer was 
seen as enterprise managing 

Relationship between the company 
and the customer are seen as a 
collaborative effort. And yet, the 

customer - parent to child to a 
large extent 
  

company must still be an enterprise 
in all other aspects 

Focus on Company Customer 
Relationship 
  

Focus on all iterations of the 
relationships (among company, 
business partners, customers) and 
specifically focus on identifying, 
engaging and enabling the 
"influential" nodes 

The company seeks to lead and 
shape customer opinions about 
products, services, and the 
company-customer relationship. 

The customer is seen as a partner 
from the beginning in the 
development and improvement of 
products, services, and the 
company-customer relationship 

Business focus on products and 
services that satisfy customers 
  

Business focus on environments & 
experiences that engage customer 

Customer facing features - 
sales, marketing & support. 
  

Customer facing both features 
and  the people who's in charge of 
developing and delivering those 
features  

Marketing focused on processes 
that sent improved, targeted, 
highly specific corporate 
messages to customer 

Marketing focused on building 
relationship with customer - 
engaging customer in activity and 
discussion, observing and re-
directing conversations and 
activities among customers 
  

Intellectual Property protected 
with all legal might available 

Intellectual property created and 
owned together with the customer, 
partner, supplier, problem solver 
  

Insights and effectiveness were 
optimally achieved by the single 
view of the customer (data) 
across all channels by those 
who needed to know. Based on 
"complete" customer record and 
data integration 

Insights are a considerably more 
dynamic issue and are based on 1) 
customer data 2) customer personal 
profiles on the web and the social 
characteristics associated with them 
3) customer participation in the 
activity acquisition of those insights 

Resided in a customer-focused 
business ecosystem 

Resides in a customer ecosystem 
  

Technology focused around 
operational aspects of sales, 
marketing, support 

Technology focused on both the 
operational and social aspects of the 
interaction 

Tools are associated with 
automating functions 

Integrates social media tools into 
apps/services: blogs, wikis, 
podcasts, social networking tools, 
content sharing tools, user 
communities, tools are associated 
with communicating 
 

Utilitarian, functional, 
operational 

Style and design also matter 

Mostly uni-directional Always bi-directional 
Based on a toolset (software) Based on a strategy (corporate 

culture) 
Source: [30] 
 

IV. THE ROLE OF S-CRM IN CUSTOMER INFORMATION 
MANAGEMENT  

In order to meet the needs of customers effectively 
companies must maintain a level of engagement with 
customers, but they must also be able to acquire and manage 
information on their customers [31]. Information management 
includes the following activities: information capture; 
information integration; information access, and information 
use. Social media and virtual communities collect a lot of data, 
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that can be captured. Data can indicate market trends, 
customer preferences, customer satisfaction, customer 
influence and value, and competitor information [28], [26].  

Information integration requires the assimilation of 
customer information from all touch points, from different 
data sources, not just social media, to create a coherent picture 
of the customers, develop a single view of the customer and 
collect information about their interaction with the 
organization. 

s-CRM system supports decision-making process only 
when delivered analysis are based on information resources of 
all data=collecting systems that are used in enterprise.  The 
format and way of sharing information is also very important. 
It should be adjusted, so that a company can use information 
as quickly as possible.  

CRM relies on the historical data based on previous buying 
cycles and experiences of clients. In traditional CRM approach 
data is logged by third party, usually with some time gap after 
the event has occurred. Whereas, s-CRM approach 
incorporates real-time data for real time information (ability to 
capture unforeseen sales opportunities) and data is generated 
directly by customers (better reliability of information). 

With every engagement with customers on social media, 
more data is created [32].  

In general, Social Media offers five different resources for 
s-CRM [33]: 
1. The content of a posting (Posting Body) can be analysed 

for key words, opinions, topics, etc. 
2. The meta data of postings (Posting Envelope) can provide 

details about authors, topics, sources, etc. 
3. Provided data in profiles (Profile Body) contains 

information about emails, phone numbers, hobbies, 
interests, etc. 

4. Meta data of profiles (Profile Envelope) contains 
information about friends, activities, other profiles, etc. 

5. Interconnections between postings and profiles (Links) 
can provide insight into a person role, influence or 
relations. 

Profile body and envelope, Posting envelope and Links are 
often available as structured data that may be integrated with 
CRM data by existing functionalities of CRM systems. 
Posting bodies and implicit links are unstructured data that 
needs to be transformed by data or text-mining (TM) before 
they can be integrated with CRM systems [33]. Data listed 
above is being used by the analytical module of s-CRM.  

s-CRM support process of information management 
ensuring high quality customer information. Various customer 
information sources are well integrated and the customer 
information provided by system is useful. Moreover, the 
customer scoring and segmentation information are supported 
by CRM system.  

V. THE ROLE OF S-CRM IN CUSTOMER COMMUNICATION 
PROCESS  

Companies strengthen customer relationships by adjusting 
the communication system to clients expectations. Customer 
are increasingly using communication possibilities of Web 2.0 

and Social Media, therefore they expect companies to do the 
same. Instead of pursuing a traditional one-way push 
communication, organizations are expected to foster a two-
way interaction. At present, consumer expectations are likely 
not to be fulfilled and there is a perception gap on intentions to 
use Social Media [21].  

CRM has traditionally consisted of one-way communication 
between company and the customer. s-CRM system assumes 
continuous exchange of experiences, not only between 
company and client, but also between individual clients.  

Changes in the communication model were presented on the 
Figure 3. Instead of one-way communication companies 
should conduct dialog with clients and collaborate with them.  

 

Communication
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Communication
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Communication
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Communication
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One-
directional

Bi-
directional

Multi-
directional

Informational Communicational Dialogical

Direction of 
communication

 
Fig. 3.  Web 2.0 communication matrix [34] 
 
Communication “to” the target groups is characterized by 

pushing persuasive messages of promotion, selling 
propositions towards a mass market (e.g. online ads). 

Communication “for” is a target group approach planned 
persuasive messages with augmented offerings (e.g. a discount 
due to a membership anniversary). 

Communication “with” rests on bi-directional interactions 
between an organization and its target groups and emphasizes 
an exchange of planned and spontaneous messages which is 
product and service focused [21].  

Communication “between” emphasizes dialogue including 
an organization and multiple consumers.  

s-CRM enables businesses to interact with customers in real 
time using variety of social media platforms in a cost effective 
way. Companies can use blogs, internal Wiki, video sites, 
micro blogging, personal social networks and effectively 
conduct their activities connected with sales, marketing, and 
customer services. 

Social media as a platform for communication offers 
customers the role of promoters, commentators or co-creators. 
In other words, customers can become the primary actors in 
the process of creating the proposals.  

VI. CONCLUSION 
As more and more consumers are active on social media, 

marketers’ use of these tools is also increasing. 21 % of 
marketers say that social media has become more important to 
their company over the past six months [35]. Marketers have 
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found a customers via Facebook (52%), LinkedIn (43%), 
Twitter (36%) [35]. Social media technologies as the element 
of CRM have the capability to bring company and customers 
closer together through two-way interactions and dialog.  

It was showed that s-CRM systems may effectively support 
customer relations and usage of its potential. It is important to 
perceive s-CRM system from the perspective of: supporting 
customer information management and improving dialogue 
with customers by using new channels of communication. 
Newly acquired customers can become in the future: the 
ambassadors of the brand, reviewers, innovators or 
consultants. Social media creates new behaviors of community 
members, such as sharing of experiences and emotions. 
Companies can later use those behaviors in order to build and 
strengthen relationships with customers. 
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Abstract— Opinions are key influencers of human behavior. 

Before buying a new car or a camera people, often ask the opinions 
of friends or acquaintances. In the past years, the Internet has become 
a major source of information about products and services and for 
reviews and experience reports. Since the advent of Web 2.0 
technologies the Internet has seen an unprecedented amount of 
opinionated content in forums, blogs and Social Media such as 
Twitter and Facebook that people increasingly consult before making 
purchasing decisions or choosing travel destinations. Companies 
have realized the potential of Social Media data for personalized 
marketing, for getting user opinions on their products and services, 
for detecting new trends and business opportunities and for making 
predictions about market developments. Analyzing Social Media 
content has become a very active area of research and poses many 
interesting research questions. It has the potential of changing the 
way companies do business. However, there are challenges due to the 
large volumes of data and the velocity at which they are created, and 
Big Data technologies are required to process them efficiently. There 
are also challenges in using Social Media data due to the peculiarities 
of these media such as fake opinions and spam, jargon and slang used 
in posts or special characters and emoticons that are widely in use. 
This paper describes the state-of-the-art techniques that have been 
used in recent research to analyze Social Media content for opinion 
mining and for making predictions and proposes an approach for 
Social Media mining based on machine learning techniques. 
 

Keywords— Machine learning, opinion mining, predictive 
analytics, Social Media 

I. INTRODUCTION 
INCE the advent of Web 2.0 technologies, the Web has 
seen a shift from publisher created to user created content 

[1]. Web 2.0 and Social Media (SM) facilitated the publishing 
of content by omitting the need to be able to program. 
Everyone can now post opinions, views, ideas and interests on 
any topic and they are accessible in real time from anywhere in 
the world. Facebooks’ data volume grows by more than 500 
TB every day [2]. On Twitter, more than 500 million Tweets 
are sent per day by Twitters own account [3]. This resulted in 
an unprecedented amount of opinionated data globally 
accessible for anyone from anywhere. Not surprisingly 
analyzing SM data has become a very active area of research 
since mining people’s opinions can reveal relevant market 
research information that result in more targeted business 
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decisions. SM analysis has also been used for making 
predictions on the development of financial markets [4], box 
office sales [5] or disease outbreaks [6] to name a few. To 
effectively analyze the large volumes of data, Big Data 
techniques have to be applied. First the SM data has to be 
analyzed for its opinion polarity. Opinion mining techniques 
are often adopted using Machine Learning (ML) techniques. 
ML is a growing area of data analysis. ML schemes are trained 
using historic data mimicking human learning. Once trained 
the ML scheme is applied to new, unseen data to make 
predictions. For instance, an ML algorithm can learn from past 
customers who switched to a new company to predict which 
customers are likely to change in the future.  

Opinion mining, also called sentiment analysis, is a type of 
natural language processing (NLP). It analyses people’s 
opinions, appraisals, attitudes, and emotions toward entities, 
individuals, issues, events, topics and their attributes [21]. The 
emerging research area of opinion mining deals with 
computational methods in order to find, extract and 
systematically analyze people’s opinions, attitudes and 
emotions towards certain topics [7]. Its aim is to classify 
documents, SM posts, according to their sentiment polarity. 
The classification can be binary, for instance positive or 
negative user reviews, or multiclass, where posts such as 
Tweets are divided according to mood states such as “excited”, 
“skeptical” or “angry”. Opinions can be expressed at the entity 
level, a product as a whole, for instance “the new Tesla is 
excellent”, or at the aspect level, for instance “the voice 
quality of the new iPhone is good but battery life time is 
short”, where individual features of an entity are evaluated. 
Opinion mining on SM has not only been used in academia, 
there is a growing interest from the industry to find out what 
users think of their products or services, to detect trends and 
find new business opportunities. In the past companies had to 
conduct surveys to collect and assess customer satisfaction. 
Using SM, there is no need to issue questionnaires to a sample 
set of users since all data can be analyzed. This process is also 
called SM listening.  

ML is an area of Artificial Intelligence (AI). ML techniques 
detect patterns in data and can adapt when exposed to new 
data. For instance spam filters often use ML algorithms since 
they can adapt when new types of spam appear. Opinion 
mining combined with ML techniques has been used in many 
domains. A prominent success story was the football finals in 
Brazil, where Google correctly predicted the winner of 11 out 
of the 12 final games using ML techniques [13]. Microsoft’s 
Cortana even correctly predicted the winners of all finals [14], 
however less is known about their predictive model.  

ML is a well-studied area, and ML techniques have been 
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applied to many Big Data analysis problems. However applied 
to SM there are challenges due to the large volumes and the 
variety of the data and due to the peculiarities of SM such as 
slang and jargon used in posts. This paper describes the state-
of-the-art Big Data analysis techniques that have been adopted 
in recent studies to mine opinions in SM and make predictions 
based on historic SM data. It proposes a four phase approach 
for collecting and analyzing SM data and to make predictions 
based on ensemble learning. 

II. PREVIOUS WORK 
SM analysis has been used in many domains. Sentiment 

analysis is a growing area of SM mining. Nowadays social 
media services such as Twitter and Facebook are increasingly 
used by online users to share and exchange opinions, 
providing rich resources to understand public opinions [15]. 
Social correlation theories have been proposed for sentiment 
analysis by some authors [15]. Other studies have used 
computational approaches for opinion mining. Different 
opinion mining algorithms have been analyzed and 
investigated for their effectiveness [7]. Sentence splitting, 
stemming, part of speech tagger and parsing algorithms were 
applied. The researchers concluded that extensive text 
preprocessing and using algorithms that can effectively 
process noisy content performed best. Machine learning (ML) 
techniques such as supervised methods based on naïve 
Bayesian and Support Vector Machine classification as well as 
unsupervised methods using part of speech tagging have been 
proposed for political opinion mining on SM [16]. ML 
techniques have also been used for target oriented opinion 
mining using a bag-of-words supervised classifier [17]. The 
researchers achieved a classification accuracy of 0.69 for 
classifying Tweets. Other approaches used Latent Dirichlet 
Allocation (LDA) [18]. LDA characterizes every document by 
a Dirichlet distribution. The similarity between documents is 
then calculated using a distance measure. The authors 
concluded that the best results were achieved using a Jaccard 
index.  

A very active area of research is predictive analysis using 
SM data. Twitter Tweets have been analyzed to make 
predictions of financial indicators based on public mood states 
[4]. The authors investigated if there is a correlation between 
certain public moods on Twitter and the development for the 
Dow Jones Industrial Average (DJIA) using time series 
analysis. They concluded that certain mood states do correlate 
with the development of the DJIA. Other studies analyzed 
whether box-office revenue could be predicted [5]. They 
concluded that there is a correlation between the number of 
positive Tweets and box-office revenue. They also found a 
correlation between the number of Tweets about a movie and 
the number of spectators. Similar results for stock price and 
movie box office revenue were obtained by other studies [12] 
correlating Twitter based time series.  

Sentiments can be expressed with emoticons, they have been 
used for sentiment analysis [8]. Emoticons have been treated 

similarly to sentiment words to determine the sentiment 
polarity of SM posts replacing facial expression in person to 
person interaction. 

An important step in SM analysis is data pre-processing. 
Bitter experience shows that real data is often disappointingly 
low in quality [9]. Text quality can have a significant impact 
on the opinion mining process and has been analyzed for 
several algorithms [7]. Several studies developed improved 
techniques for purifying SM data from noise and irrelevant 
content. LDA has been used for relevance filtering [12]. LDA 
is based on Latent Semantic Indexing [11]. It creates a latent 
description of relevant posts that is used to filter out irrelevant 
content. This paper builds on previous studies and proposes a 
methodology described in the next chapter. 

III. RESEARCH METHODOLOGY 
SM mining encompasses four phases, a data collection 

phase, a data pre-processing phase, a data mining phase and a 
post-processing phase. The first two phases comprise the data 
conditioning tasks where the data is collected and 
preprocessed for analysis. In the analysis phase, the data is 
mined for actionable patterns and correlations are searched 
for [11]. In the post-processing phase, the data is often 
visualized, or reports are generated. In this phase sometimes 
predictive analysis is performed, it is also called the predictive 
phase. It is executed when data is not only mined to 
understand the underlying structure and detect patterns, but 
when projections of future events are seeked for. Each phase 
can go through several iterations. Data mining typically goes 
through many iterations until satisfactory results are achieved. 
The four phases are described in the next chapters. 

A. Data collection 
Data of the big SM sites such as Facebook or Google+ can 

be accessed through Application Programming Interfaces 
(API). The data can thus be accessed programmatically using 
Java, Python or any other programming or script language. For 
instance, Facebook has a Graph API that can be used for 
posting and retrieving data. Twitter has a query API to access 
historic tweets. Twitter also provides a streaming API to 
access real-time data. The “firehose” API gives access to 
100%, the “gardenhose” API to 10% and the “spritzer” API to 
1% of real-time Tweets. Recently Facebook has also added a 
streaming API to its interfaces. However on many SM sites 
free access is usually limited. Full access such as Twitters 
“firehose” API is usually very costly, only the “gardenhose” 
and “spritzer” API are free. Also, SM sites have often changed 
access to their data through APIs for instance by introducing 
quotas. Some SM sites such as LinkedIn have almost 
completely shut down access through APIs. 

A data mining task usually begins with understanding the 
domain. Opinions are expressed differently depending on if 
they are about political events, products or holiday 
destinations. So in the data collection phase not only the 
access methods have to be evaluated, but also the search terms 
have to be defined. 
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B. Data pre-processing 
Raw data is seldom in a form that is useful for data mining. 

SM data is noisy, full of irrelevant information for analysis and 
contains a lot of spam. The data has thus to be cleaned, and 
relevance filtered first. Data cleaning is a time-consuming and 
labor-intensive procedure, but one that is absolutely necessary 
for successful data mining [9]. For opinion mining, only the 
phrases expressing the sentiment have to be extracted. Opinion 
mining is highly domain specific, and the first task is to define 
the sentiment words to look for. For instance an opinion can be 
expressed using sentiment word such as “great”, “excellent”, 
“awful”, using verbs such as “like”, “love”, for instance “the 
new iPhone is great” or “I like this car”. Sentiments can also 
be expressed using idioms such as “this car cost me an arm and 
a leg” or words that don’t hold a sentiment, for instance “this 
beer is flat”. Other common tasks in opinion mining are stop 
words removal, finding word stems using stemming algorithms 
and grouping the different inflected forms of a word so it can 
be analyzed as a single item using lemmatization algorithms. 
Once the sentiment words or phrases have been defined for a 
specific domain, the SM posts can be analyzed for their 
sentiment polarity. A list of sentiment words is called a 
sentiment lexicon, and these approaches are called sentiment 
lexicon based opinion mining. 

ML algorithms usually don’t process text as input, they need 
a feature vector. Texts have to be represented in the vector 
space based on Vector Space Modeling (VSM). Feature 
vectors can be word frequencies of sentiment words, part of 
speech (POS) or sentiment polarity shifters, or word weights. 
Term Frequency and Inverse Document Frequency (TF-IDF) 
is one of the best known term weighting methods [23]. It is 
defined as: 

  )log(,,
t

dtdt df
Ntfw ×=               (1) 

where tft,d is the number of occurrences of term t in the 
document d, N is the number of document in the collection and 
dft, is the number of documents, in which term t appears [23]. 
The posts are then classified according to their sentiment 
polarity based on their similarity using a distance measure such 
as the Euclidian distance, the Manhattan distance or the 
Chebyshev distance. 

Another approach to creating inputs for ML algorithms is 
creating bag-of-words. A bag-of-words is a list of all the words 
in a text disregarding grammar or word order. They are often 
used when mining news articles for opinions, but can be 
applied to SM data too. Bag-of-words based approaches model 
news articles by vector space model which translates each 
news piece into a vector of word statistical measurements, 
such as the number of occurrences, etc. [22]. Bag-of-words are 
suitable as inputs for ML algorithms. They have the advantage 
that some of the data cleaning steps such as stemming or 
lemmatization can be omitted, however, they tend to perform 
less well when a lot of slang terms or special characters such 
as emoticons are used in posts. 

C. Data mining 
Data is mined to understand the underlying structure of the 

data and to make predictions based on historic data. It is the 
process of finding useful, actionable patterns in data and 
transform the raw data into knowledge. Opinion mining of SM 
posts is a text classification problem where posts are classified 
according to their sentiment polarity. SM posts can also be 
categorized using clustering techniques [24]. ML techniques 
are a suitable way for classification as well as clustering. 

There are many ML learning techniques. They fall into three 
categories, supervised, unsupervised and semi-supervised ML 
models. Supervised ML techniques are used when the class 
label is known. For instance, when classifying Tweets into 
positive and negative Tweets, the class labels are “positive” 
and “negative”. Supervised techniques are used for 
classification and regression, unsupervised techniques are used 
for clustering when the class label is not known. Semi-
supervised methods are used when there is a small amount of 
labeled data and large amounts of unlabeled data. For instance 
in genome sequencing there is usually a small sample size n 
and a large number of markers p, “large p small n problem”. 
Semi-supervised techniques can alleviate this problem [20]. 
The model is first trained using the small sample set, then it is 
applied to the large, unlabeled data set. 

Ultimately we want to find a decision function ƒ, which 
classifies SM posts according to their sentiment polarity. In the 
case of binary sentiment classification, we group posts into 
positive, P, and negative, N, reviews. If we denote the set of all 
posts by T, we search for a function ƒ:T → {P,N}. We use a 
random set of pre-classified training posts {(t1,c1), (t2,c2),…, 
(tn,cn)}, where ti ∈ T and ci ∈ {P,N} to train the learning 
scheme. 

Experience shows that no single machine learning scheme is 
appropriate to all data mining problem [9]. Usually, several 
ML schemes are trained, and the one that has the best 
classification accuracy will be chosen. ML techniques include 
naïve Bayes classifier, decision tree induction, Support Vector 
Machines (SVM), artificial Neural Networks (aNN) and k-
Nearest Neighbor (k-NN), but there are many more. They are 
well studied and have been applied in virtually any data 
mining domain. ML techniques such as aNN can handle very 
complex problems and give good approximations. However, 
they also tend to become complex themselves making it 
difficult to optimize. SVM are similar to aNN but are much 
simpler.  

1) Support Vector Machines 
Support Vector Machines (SVM) are based on statistical 

learning theory. SVM create a feature space or vector space 
defined by a similarity matrix (kernel) and create a hyperplane, 
an affine decision surface, to separate the training set. Support 
vector machines select a small number of critical boundary 
instances called support vectors from each class and build a 
linear discriminant function that separates them as widely as 
possible [9]. They maximize the distance from the closest 
training samples and transcend the limitations of linear 
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separations by including nonlinear terms and thus creating 
higher order decision boundaries. The techniques are related to 
the perceptron, which separates the training data set using a 
linear function. Perceptrons can be organized in 
interconnected layers creating a multilayer perceptron, an 
artificial neural network, to create a nonlinear decision 
boundary. Multilayer perceptrons allow to get approximations 
for very complex problems, however, they are complex in 
itself. SVM are a much simpler alternative and have become 
very popular in recent research.  

If the training data is linearly separable, then a pair (w, b) 
exists such that:  

wTxi + b ≥ 1, for all xi ∈ P 
wTxi + b ≤ -1, for all xi ∈ N 
with the decision rule given by: 
 

       ∫ +=
bw

T bxwx
,

)sgn()(      (2) 

 
where w is termed the weight vector and b  the bias (or − b  

is termed the threshold) [20]. 
SVM have been used primarily for classification, but they 

can also be used for regression. 
2) Ensemble learning 

Combining the output of several different models can make 
decisions more reliable. This process is called ensemble 
learning. Prominent methods include bagging, boosting and 
stacking. By combining several weak learning schemes, it is 
often possible to create a strong one. Ensemble learners have 
performed astonishingly well, but researchers have been 
struggling to explain why. For example, whereas human 
committees rarely benefit from noisy distractions, shaking up 
bagging by adding random variants of classifiers can improve 
performance [9]. Ensemble learning can comprise hundreds of 
models which makes it difficult to understand which factors 
improve the performance. 

Probably the best performing ensemble learning scheme is 
boosting. Boosting combines models that complement each 
other. The models are of similar type, for instance, decision 
trees. Boosting iteratively builds models based on the 
performance of the last model such that the new model is 
trained on instances that were incorrectly classified by the last 
trained model. This only works well if each model correctly 
classifies a significant amount of data. Also boosting doesn’t 
tread models equally but contrary to bagging weights a 
model’s contribution by its confidence. 

A boosting method designed specifically for classification is 
AdaBoost. AdaBoost calculates the weight of a model based 
on the models overall error e. The error rate is just the 
proportion of errors made over a whole set of instances, and it 
measures the overall performance of the classifier [9]. The 
weight w is then calculated as: 

      
e

ew
−

−=
1

log         (3) 

Ensemble learners have many properties that make them 

very suitable for SM data analysis. For instance models that 
identify spam with high accuracy such as the naïve Bayes 
classifier or perceptron [27] can be combined with models that 
are performing well in relevance filtering or classification thus 
creating a stronger learner than a single trained model. 

Ensemble learners adopt a divide and conquer strategy in 
that they combine different learners with different accuracies 
in order to obtain a composite model that leverages the 
weakness of each single model. For example, Instance 
Selection (IS) is often used to handle noise [25]. Combining 
such a model with a model that is suitable for a specific 
classification problem can improve classification accuracy and 
also reduce the effort that goes into data pre-processing. SM 
data can thus be processed by different models, models that 
eliminate spam, models for relevance filtering and finally 
models for the actual classification. 

Ensemble learners can handle very complex data mining 
problems, but they can become very complex themselves 
which runs counter to Occam’s razor, which advocates 
simplicity. Loss of interpretability is a drawback when 
applying ensemble learning, but there are ways to derive 
intelligible structured descriptions based on what these 
methods learn [9]. Ideally instead of having an ensemble of 
learners, which makes it very difficult to interpret what kind of 
information has been extracted from what data, a single model 
would be preferred. If the ensemble learner is composed of 
decision trees, it is possible to combine them into a single 
structure, but it might still be difficult to interpret. An 
alternative are LogitBoost trees, which induce trees using 
linear-logistic regression models at the leaves. LogitBoost is 
an extension to the AdaBoost algorithm. It replaces the 
exponential loss of Adaboost algorithm to conditional 
Bernoulli likelihood loss [28]. If the LogitBoost algorithm is 
run until convergence, the result is a maximum-likelihood, 
multiple-logistic regression model. Running till convergence 
occurs is often not feasible due to performance issues when 
run against future, unseen data. However, it usually not 
necessary to wait until convergence to obtain good results. 
AdaBoost and LogitBoost are a very efficient classification 
method on balanced data sets. In real-world data, it is quite 
common to have unbalanced classification data and 
extensions to LogitBoost have been proposed [28],[29] to 
overcome this problem. 

IV. CHALLENGES 
Opinion mining remains a challenging area of research. 

Next to the regular challenges such as sentence boundary 
disambiguation, word disambiguation, and sarcasm detection, 
SM sites have certain properties which pose additional 
problems. 

Spam has become a major issue on the Internet. Fake 
opinions are very difficult to detect, and opinion spammers 
often have fake identities (sock puppet, catfish). 

Slang and jargon used in SM posts pose a major challenge 
for opinion mining. It is often specific to certain types of sites 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 37



 

 

such as dating sites, political discourse forums or product 
review sites. Also, many SM sites have specific characteristics 
such as the dollar sign denoting a company, e. g. “$AAPL” for 
Apple Inc. or the hash tag “#” denoting the subject in Tweets. 
Abbreviations such as LOL (Lough out loud), IMHO (In my 
humble opinion) or AFAIK (As far as I know) are also widely 
in use, especially on microblogging sites where the number of 
characters per post is limited. 

Noisy texts pose additional challenges since many ML 
algorithms such as naïve Bayes don’t handle it very well. Also, 
SM posts tend to be grammatically less correct and have many 
spelling errors which makes for instance sentiment lexicon 
based opinion mining or POS tagging less accurate. Often 
spelling errors are intended, for example for emphasis, e. g. 
“Gooooooood camera”. 

Most learning algorithms try to learn from noisy data by 
modeling the maximum likelihood output or least squared 
error, assuming that noise effects average out [26]. However, 
this method only works well for symmetrical noise 
distributions. Sources of noise in SM are typically 
asymmetrical, and many classification schemes such as naïve 
Bayes do not work well in these conditions. 

SM site users decide themselves if they want to post an 
opinion on a certain subject, and the self-selection bias 
applies. 

Identifying background topics that have been discussed for a 
long time and that are irrelevant to the public’s opinion is 
another issue that has to be addressed. Text clustering and 
summarization techniques are not appropriate for this task 
since they will discover all topics in a text collection [10]. 

Lastly, there are challenges inherent in ML techniques. 
Some models such as decision trees or aNNs tend to be 
overfitted. Overfitting occurs when the model captures noise 
instead of the actual opinion phrases. It happens when a model 
becomes too complex, and Occam’s razor applies. 

V. CONCLUSIONS 
Ensemble learners have worked surprisingly well when 

analyzing SM data. They are very robust also when data is 
noisy. However applying them requires a lot of experience and 
more research in certain areas is highly desirable. Making 
ensemble learners simpler by analyzing which features 
contribute to what extent to the result is one of the goals of our 
research. Ultimately we would like to have a learner that 
consists of only one model or at least only a few models with a 
clear separation of which model extracts what information. 
Simplifying models without losing predictive performance is 
an area where we would like to see more research effort. 

Data pre-processing is an important step, and there seems to 
be much less research in data cleaning and feature selection 
than in the actual data analysis tasks. Spam or fake opinion 
detection remains difficult and more studies in this area could 
improve classification accuracy a lot. Feature selection is at 
least as important as selecting the most suitable learning 
scheme, and more research could lead to improved data 

mining results. 
Correlation doesn’t mean causation. If there is a correlation 

for instance between the number of positive Tweets and the 
sales volume of a product it doesn’t mean there is also a causal 
link. It is generally difficult to find the exact causes of 
sentiment variations since they may involve complicated 
internal and external factors [10]. A more holistic research 
approach could analyze the factors that influence positive 
reviews and product sales and lead to a clearer understanding 
of the causation. 

Most studies treat every post equally. But some posts might 
be more influential because more people read them, or the 
poster has a higher authority. There has been some research on 
finding influential people in SM or in analyzing the online 
authority of users. Analyzing the impact of for instance 
opinion Tweets would improve opinion mining since some 
Tweets might be more influential because they have more 
followers or are more authoritative. SM posts could then be 
graded by their influence that would improve the predictive 
power of SM analysis. 
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Abstract— The basic idea of this article is to optimize the 

development work in order to maintain the quality and purity of 
workflows and their developer, professional level. A reliable 
implementation base is called. Framework. Framework (Application 
Framework) is a software architecture That Serves as support for 
programming and the development and organization of other 
software projects. This May include support programs, libraries, API, 
support for design patterns and best practices for development. 
 

Keywords— enterprise architect, framework, implementation 
base framework, UML language.  

I. INTRODUCTION 
HEN we implementing software contracts we have to 
respect these fundamental points [1]: 

a) professional approach to client issues 
b) reliable execution platform that will be common to all 

projects implemented 
c) the creation of high quality, accurate documentation, both 

technical and user 
d) ensure the possibility of product updates and changes 

with minimal need for recompiling and builds 
e) the open interfaces for multi-language solutions 

 

II. PROFESSIONAL APPROACH TO THE PROBLEM OF CLIENT 
If the editing software procurement incomplete or 

inaccurate, even the best application can not reach a 
satisfactory outcome. Prerequisites for that award went well 
and gave so much developer indispensable basis for their 
work, could be summarized in the following points: 

a) knowledge of solved problems 
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b) the communication skills of the analyst, establish a good 
communication channel with the client and use those resources 
that will actually use the resulting application 

c) respecting the connection to the outside world, whether it 
is necessary to import and export data, or links to other 
applications [2] 

d) to estimate the direction of further development or degree 
of autonomy applications 

Of those paragraphs that would be at this stage of 
development analyst paid tool that allows him to communicate 
with the client at the earliest opportunity to view his ideas in 
the resulting environment [3]. On the client can not assume 
a rigorous understanding of UML schemas, even more can be 
expected that this ignorance and admit because there is 
a misunderstanding. Which is where the award is a fatal error. 
How to solve this conflict, suggesting another subchapter. 

III. RELIABLE IMPLEMENTATION BASE FRAMEWORK 
The aim of the framework is the assumption of the typical 

problems of the region, thereby facilitating the development so 
that designers and developers can focus on their task. For 
example, a team that uses Apache Struts to develop websites 
for the bank can focus on how they will carry out banking 
transactions and not to ensure flawless navigation between 
pages. 

There are objections to using the framework code will slow 
or otherwise ineffective and that the time is saved by using 
foreign code must be given to staging framework. However, 
when his repeated commitment or large project, there is a 
substantial time savings. When uninstalling framework will not 
be able to run some applications. 

Framework consists of the so-called. Frozen spots and hot 
spots. Frozen spots define the overall architecture of the 
software structure, its basic components and the relationships 
between them. These parts do not change in any way the use of 
the framework. In contrast, hot spots are components that 
together with the programmer code creates a very specific 
functionality and therefore are almost always different [4]. 

In object-oriented environment framework consists of 
abstract and conventional classes. Frozen spots can then be 
represented by abstract classes and custom code (hot spots) 
was added to the implementation of abstract methods. 

Design of methodology for connecting 
Enterprise Architect with development solutions 

and necessary application framework  
J. Sedivy, R. Borkovec, P. Coufal 

W 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 40



 

 

 
Examples: 

• JUnit is a framework for testing the units for the 
programming language Java. 

• Spring is an application framework for the Java 
platform open source. 

• Zend Framework is a framework for web 
applications in PHP open source. 

• Vaadin is a framework for web applications in Java 
open source. 

• Nette Framework is a framework from Czech author 
for web applications in PHP open source. 

• CakePHP Framework is a framework for web 
applications in PHP open source. 

• Symfony is a framework for developing web 
applications in PHP open source. 

• CodeIgniter is a framework for developing web 
applications in PHP open source. 

• Apache Wicket is a framework for developing web 
applications in Java open source. 

• Ruby on Rails is a framework for web applications 
in Ruby open source. 

• jQuery is a lightweight JavaScript framework with 
open source code. 

• The .NET Framework is a framework for language 
C # 

In our particular case is not so much about ORM (Object 
Relational display O / RM or O / R display) is a programming 
technique in software engineering, which provides automatic 
conversion of data between relational databases and object-
oriented programming language.), or similar solutions. It is a 
comprehensive system that meets all specified requirements. 
The basic idea of the whole framework is a generic creation 
majority of forms and direct modifications without having to 
build the application itself [5]. 

 

 

 
Fig. 1 Majority form 
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The dependent lists detail the course progresses further 
recursively, where possible approaches and all things related 
to the access and business logic of the application. 

On the form, in the upper part of the visible buttons that 
allow you to extend the functionality of form, they can be 
called up outside, programmer-designed elements - whether it 
is a form of executive or call stored procedures on the database 
server or specific methods of application code - in Then use 
.NET reflection in its entirety. In the case of detail is a suitable 
place for the location type buttons Save, Undo, Copy form, 
etc. 

By being available to the interface, it will receive only a 
single ergonomic presentation layer, but also an interface that 
is effective at the time of application design with the 
contracting authority [6]. Receives direct vision of the future 
appearance, layout elements (whether columns in the list, the 
filtering, sorting, but the arrangement detail forms, including 
selection of appropriate components - calendars, vintage 
elements, check elements etc.) 

Definitions of these elements can be implemented at least 
two ways - either by direct description in the database where 
there is both data and business layer and also a description of 
the presentation. This method allows to realize the most 
fundamental changes, such as bringing not only development, 
but also for future use applications directly, without having to 
build applications. Or, in the case of a consistent three-layer 
application can be used as source elements class that reflection 
transformed into the final application solutions. In this case, it 
is necessary when a change in classes with a build count [7]. 

By drafting the basic design solutions in collaboration with 
the client, creating the necessary elements in the database. 
These can be used for transformation using the Add in EA 
generate analytical model so that it remains in direct 
connection with the application. All changes will be reflected 
on both sides, both from the model to the application, and vice 
versa. 

IV. CREATION OF QUALITY DOCUMENTATION UNITS 
Technical documentation is perfect solved on the level of 

development tools, both Visual Studio, as well as the actual 
Enterprise Architect [8]. But remains the issue of user 
documentation, which does have the normal function of the 
sporadic use - user rarely actually use this documentation, but 
it is absolutely necessary part of the assembly task. 

Proposed Framework enables a solution that ensures due to 
the following functions: 

• Reducing the overhead required for creating user 
documentation that is partly generated and partly it 
has the ability to directly generate user 

• Differentiation between the different parts of the 
dossier by access roles. It means that there is no 
need to provide the resulting complete user 
manual, which is in charge of a strict application 
space. Documentation is generated only for those 
elements that for him the privileges accessible 

• Use of framework options for printing and folding 
the proper coverage documentation 

 

V. LINKS TO THE SURROUNDINGS, EXPORT - IMPORT DATA 
PRINTS  

Component Solutions Framework allows you to gradually 
expand its capabilities, and this also applies to the issue  [9] 

The basic component that will provide these options is a list. 
After narrowing the data and their arrangement, the user will 
want this data to be exported outside the application. The first 
step in the implementation is likely to be linked to Microsoft 
Office tools, which can be connected to their templates to use 
very widely. In some applications, this solution is quite 
sufficient and does not need to dial another extension. 

A good step is to ensure communication with the Open 
Document protocol and XML - in a generic and component 
solutions is an advantage not only time-space, but also full 
applicability throughout the application in those places where 
the import or export offer. 

Of course, in specific cases, intervention can not be avoided 
in the application code, but for standard situations, all of these 
interventions can be defined directly in the database, or builds 
again without updating the application itself. 

 

VI. OPEN MULTI-LANGUAGE INTERFACE APPLICATION UPDATE  
Today, the requirements for localized increase in proportion 

with the growth rate of transnational projects and also in 
providing information and services outside one specific 
destination [10]. 

Question localization is not just a question of translation 
output strings. There can be addressed relatively simple 
function, which also ensures the fulfillment of the phrase in the 
dictionary itself with the application. It is also addressing local 
codebooks and possible differences in some procedures, eg. 
Calculation or legal. 

An important issue is to provide a simple interface for 
translators and the possibility of pairing their work. The 
translator can not be bother complex operations, but it is 
necessary to ensure the synchronization of their work and the 
maximum overall efficiency and flawless. 

 

VII. CONCLUSION 
Options and concrete solutions are very wide and after each 

team has to learn basic functionalities opportunity to 
constantly replenish their framework and improved. The basis 
should always be the effectiveness of development, optimizing 
data access and maximum user friendliness. In an environment. 
NET is worth solve database level using DB Providers - then 
there is no need to develop two frameworks just because the 
company develops applications eg for Firebird and MSSQL or 
Oracle. Basic core framework is thus independent of the 
database, and it enables you to provide a wider client access, 
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which in turn are inputs into other financial firms. 
A conclusion section is not required. Although a conclusion 

may review the main points of the paper, do not replicate the 
abstract as the conclusion. A conclusion might elaborate on the 
importance of the work or suggest applications and extensions.  
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Abstract—Nowadays very common keywords are Big Data, IoT
(Internet of Things), crowdsourcing and ubiquitous computing.
All of them gained greater emphasis and our University Campus
is a great place where all of these areas could be investigated.
Wide ranges of data could be collected from the built-in sensors
of the building and naturally, from the users smartphones or
tablets resulting a huge amount of data.

On one hand, our paper includes a framework which could
provide value-added services for various people living or working
on the Campus. On the other hand, the Campus is a perfect place
where new algorithms could be developed and tested through
these services. Furthermore, the community could be involved
not just as subscribers for the services but also as providers of
the data, and in an optimal case, the crowd could prepare and
provide new information sources.

Index Terms—campus, smart, adaptive, intelligent systems,
crowdsourcing

I. I NTRODUCTION

OUR primary goal was to create an architectural frame-
work which allows various members of the community

to create and use services based on the data that is collected in
a university environment. These data include information on
course enrollments, timetable, exam dates, office hours, and
various deadlines along with community provided data. These
collected data can then be subject to analysis, based on which
they can either be fed back into the services, or we can provide
recommendations or offer new services for our users.

Future Internet research—which was appeared at least seven
years ago—aims at bridging the gap between both academic
and industrial community’s visionary research and large-scale
experimentation [11], [2].

One part of it is the Internet of Things (IoT) phenomenon
which highlights the opportunities lying in the sensors con-
nected through wireless connections. We have successfully
applied it one of our scenarios where the location of the users
is crucial. Moreover, these sensor data serve as an endless
source of environmental data which could drive a real-time
and/or a transactional analytical module. In our vision this
could be used to create trajectories and help users to find
nearby colleagues or friends based on historical presence data
and realtime sensor information.

The next piece of the trends is expressed by the term of
ubiquitous computing (ubicomp) which states that computing
could appear anywhere and everywhere. Borders are blurred
between computing devices including desktop computers,
notebooks, tablets and smartphones. Our framework currently

includes a mobile and a desktop version which makes available
the seamless and smooth usage of the system. Naturally, it is
not mean the interface is the only thing which need to be
available on the different devices. User profiles are created to
support context-aware and customized environments for the
ongoing research.

The third pillar of our framework is the crowd. Crowd-
sourcing could be applied in a University Campus as there are
lots of people (students and staff) with different interests and
different requirements for the services. However, they are not
only consumers of the information produced by the system,
they are producers—and content generators—as well. Lots of
data are generated while various applications are used by them.

II. SMART COMMUNITIES

In this paper, when we explain the concept of the smart
community we concentrate on the expectations connected with
the software operating in a community. In our approach, the
smart community is such a community that is served by smart
applications. Based on the definition of the “Apps for Smart
Cities Manifesto” for Smart Cities [7], the requirements of the
smart community applications are the following:

• sensible—the environment is sensed by sensors;
• connectable—networking devices bring the sensing infor-

mation to the web;
• accessible—the information is published on the web, and

accessible to the users;
• ubiquitous—the users can get access to the information

through the web, but more importantly in mobile any time
and any place;

• sociable—a user can publish the information through his
social network;

• sharable—not just the data, but the object itself must be
accessible and addressable;

• visible/augmented—make the hidden information seen by
retrofitting the physical environment.

An application itself, which satisfies partly or fully these
requirements, could not be called smart at all. The basic
requirement of a smart service to have information about
the community. First of all, we have to collect and publish
the available information. At the current level of technical
development, the collected information is very huge and het-
erogeneous. A smartphone with average performance is also
capable of GPS-based localization, light detecting, making
photos, detecting of mobile and wireless network devices, etc.
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Of course, the sensors are not always in the devices of the end
users, think about of, e.g., a handle for free parking spaces
for vehicles, a digital temperature sensor on buildings or an
electronic passing gate system using RFID cards. These are
all such kind of information which could be used to drive the
creation of new services.

In many cases, the problem is that we have too much
information. These information, temporarily, must be stored
on the device that collects the data. The goal is, of course, the
publishing of these data as soon as possible. The stage of the
publishing is the web. In this place, we do not explain that it is
practical to aggregate and to filter the collected data, moreover
sometimes this procedure is mandatory due to the supporting
of the anonymity [3]. Here let it be enough that the collected
data must be maintained in a centralized, or, moreover, in a
unified way, because of these data make the base of the smart
services up.

The smart community is not static, it is continuously
changing, and it is persistently on the move. The aspect and
the amount of the collected information is changing from
time to time. So, the evolution of the smart applications is a
neverending process. New applications could be created, and
their pure existence—the information about how we could use
them—also could improve the amount of the sensible things.
With this, we could collect new data about the working of the
community. From the new data, we could know something
about the behavior of the community, again, and these data
could be reused in the life of the community.

III. T HE EXTENSIBLE ARCHITECTURE

From the Smart Campus perspective, one of the main
challenges is to collect content from various sources where
the majority of them might be created at a later time. That
is why we need a highly extensible system which is designed
for change.

Such an extensible architecture has been designed and
published by the authors in [1]. It allows the extension of
the system with new elements on both the data producer and
consumer side. This is where the crowd could help us by
adding new sources and new services with the development
of their own information parsers.

According to [1], a Smart Campus environment has lots
of various (and most importantly, heterogeneous) data sources
including the following:

• an Education Administration System called Neptun that
contains information on course enrollments, timetable
information of courses, exam dates and times, etc.,

• faculty members offering office hours, consultations, etc.,
• Education Offices of the various faculties offering office

hours,
• Student Governments organizing events for students,
• the menus of the canteens located at the Campus,
• geolocation (e.g., GPS), WiFi or some other sensor data

collected by smartphones or similar devices,
• data gathered by environmental and building sensors

(temperature, humidity, air pressure, air pollution, etc.),
• a Library Information System that is able to tell whether

a given book is available or not,

• social media sites (like Facebook or Google+) containing
information on friends and ranges of interests of a person,

• professional sites (like LinkedIn) holding data on work
experience and professional achievements (however, this
is not necessarily the most important data source from
Smart Campus perspective),

• bibliographic databases (like Google Scholar, DBLP or
Scopus) that provide information of published journal
articles or conference papers of researchers,

• event hosts of actually any events (like public lectures,
concerts, exhibitions or whatever users might be inter-
ested in), and, which is essential,

• the crowd itself with the added value of the capability of
generating content that is interesting for a set of people
(or, to be more precise, consumers).

These are only examples of data sources not an exhaustive
list. These demonstrate that what kind of diversity in data
sources should a complex application face. Applications that
provide value-added services typically require integration of
some data coming from more of these data sources. That was
the reason of developing an architecture providing the ability
of accessing information from existing sources along with
making the addition of new sources possible and (relatively)
easy.

Some of the data can be collected in an automated way (e.g.,
sensor data), some others might require manual interaction
(like canteens’ menus or office hours of instructors); some
of the data sources offer Application Programming Interfaces
(APIs) to provide access to data (e.g., social media sites) while
others do not have APIs therefore web crawlers are needed to
gather and parse the data; some of the data sources provide
built-in notification mechanisms (e.g., an event feed of a social
network site) while others do not (for example, adding new
office hours or changing the daily menu).

We have chosen the Extensible Messaging and Presence
Protocol (XMPP) as the underlying communication proto-
col [9], due to its extensibility and publish/subscribe model.
Further considerations on the design of the architecture are
described in [1].

The power of our architecture as it does not limit the
possible data sources and also allows the collection of some
specific information. For example, if a couple of students
prefer to have a lunch at the small restaurant near the Campus
they can develop a connector that parses the restaurants web
page to provide information on the daily menu. The same
case can be also true for news feeds. When these sources
are became available the potential (interested) users could
be notified about it based on the preferences and the meta
information provided for the feeds.

The Smart Campus Central Intelligence (SCCI) component
in our architecture provides an interface between the infor-
mation sources including both the incoming events (XMPP
server) and the information stored in the database and the Web
services layer (Figure 1).

It provides a couple of unified data models related to some
of the most notable domains in a life of a Campus: educational
data, research data, social data (with friend of and classmate
of relationships), etc. SCCI layer also allows to define and
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Fig. 1: Smart Campus Layers and Services

validate business rules and this is where the Analytics module
resides. Now we have only a couple of simple analysis that
does not exceed the scale of a medium-level database query
but deeper analytical capabilities are planned to be added as
this is how we can provide better value-added services.

An example where our services are created and used by
the Smart Campus is the Faculty’s portal which is based on
Liferay. Its architecture is composed of three layers: Enterprise
layer, Service layer and Persistence layer. While the Enterprise
layer is responsible to fulfill all the enterprise needs (content,
workflow, document, user, etc. management) the Service layer
is the core component. It contains the majority of the business
logic that perform enterprise needs. Liferay follows a Model
Driven Architecture and this is made possible by the imple-
mentation of Service Builder which is used to automate the
creation of interfaces and classes for database persistence and
a service layer. In Liferay Web services has two mostly used
and significant protocols: JSON Web Services and SOAP.

We have successfully implemented services in the portal
to serve the lecturers’ opening hours. One connector is used
inside the Educational part to periodically check the available
data. If there are changes the SCCI is notified. Based on the
actual data all the affected users are notified about the change.
Currently we are working on the extension of this portal
service to alter it to a fully functional XMPP client. After
that our portal service can directly notify the SCCI about the
changes and the requested operations could be done without
requiring the intermediate crawler.

An other ongoing development is the creation of a notifica-
tion portlet that is integrated to the Faculty portal where users
can see each other’s online presence and start conversations
without leaving the site. This is the advantage of the XMPP
protocol and the usage of LDAP. It is straightforward because
we can provide a platform where all the education-related
tasks could be done therefore users can experience the added
value of the services. Moreover, messages are not only sent
between two users, but as an extension it is possible to have
SCCI be a friend of all users. This gives the possibility of

notifying users within the portal system, without the need of
the execution of any third-party clients. It is similar to what we
have as push notifications on the mobile platform. The portal
changes its information provider role to an online collaboration
environment.

A. The life cycle of intelligent services

From our point of view, the basis of the intelligent com-
munity is to make the services online available. The first step
is to collect the useful information into one online accessible
database. First, it means a simple data service. For example,
it could be a simple collection of news, a schedule, or even a
timetable. In the second step, we have to pay attention on the
use of available information. Notice the most popular news
or columns, and then we can reorganize the information such
as order the most popular columns to the first page. It is still
not an intelligent service, but if we have a lots of application
working together, which can share the information in the
mentioned way, the service goes to be smarter and smarter.

IV. BASIC ELEMENTS FOR ADAPTION

Adaptive systems have gained increased popularity in the
last decade. The overall goal is to improve the usability of
the system and provide better user experience by applying
personalization based on the services discussed in the previous
section.

In a more technical view, we need to study and under-
stood the structure of the metadata (i.e. the semantics) at
the content’s side which could fuel the adaptation process
based on the user profile. Semantic markup included in the
whole process with machine-understandable representation of
the content. The work presented in this paper based on the
previously mentioned extensible architecture where the Data
Management layer contains the databases that are populated
with data gathered by connectors of the underlying layer (see
Figure 1). As of today, due to the characteristics of the data we
have both a relational and a graph database as a backend. Well-
structured information (e.g., course and timetable information)
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are stored in a normalized relational database. However, for
semistructured or unstructured information the rigid structure
of relational tables are not appropriate, so we have selected
neo4j as a solution.

The result is a highly semi-structured system. It is not just
collecting large volume and variation of date but also under-
standing the relationship between entities by mapping their
connection into our system. With this method we established
a data store which can be easily extended. When a new—and
previously nonexistent—source is attached to the system the
only task we need to perform is to add the new nodes and
proper edges to the database.

In this context, following the Semantic Web initiative [10],
ontology-based annotation helps us to provide adaptive pro-
cesses, meaning that the incoming content enriched by seman-
tic data. One could imagine all of these as tags attached to the
data which could be a JSON message, an HTML fragment or
a Web Service call. We need to transform this data into triples.
The available prefixes are defined in the ontology into which
these triples are going to be imported. Traditional SPARQL
could be used to made queries, but we have found that graph
databases also could be applied for reasoning.

Along with the semantic tags, the next important piece
in our system are the groups. These groups modelling the
subscribers which are ground for the original architectural idea
that based on the publish/subscribe model. Groups are high
level entities and some of them are automatically created, like
the group for a user’s personal calendar or for the news feeds,
etc. As a member of a given group you will receive the events
published by that source, and naturally one user can join as
many he/she wants and one may create new ones too. The
visibility of the groups also could be controlled, there could
exist public and private groups where freely everybody or only
the invited members could join.

V. SMART CAMPUS APPLICATIONS

A. Adaptive Event Recommendation as a Personal Calendar

The first application which appeared in the concept of
the Smart Campus at University of Debrecen was a simple
data serving application gathering into one location all the
important events at the Faculty. The first principle—following
the outlines of the Intelligent application’s lifecycle—was only
to provide a uniform Web Service interface to made accessible
all of that data. It could open the way to all of the end-user
services, like reminding for important deadlines or browsing
the categorized events.

However, collecting the information from distinct informa-
tion systems and providing them through a standardized way
is a useful approach—but cannot be seen as an intelligent
one. On the contrary, the usage scenarios of the published
information could serve as a base for predicting their behavior.
Take the example, users could mark events as important to
create their personal calendar. The system could analyze these
marks and highlight the most frequent and important events.
While checking the marks the system could detect that some
of the events are closing to the physical limit of the room
where it is scheduled. In that case, searching for a greater room

is essential and required. Finally, the system could notify all
the attendees from the change of the location. Naturally, the
notification is based on the previously mentioned group-based
solution.

In that calendar we have developed the possibility to browse,
categorize and register for events. Hereafter, we made available
to rate those events. The service is available on the following
address: http://smartcampus.hu.

An Android application (see Figure 2) has also been im-
plemented to support easier access of those services. This
mobile application allows additional services to use. As we
have stated earlier, the base of an intelligent service is not
just the direct information posted by the users but may origin
from sensors as well. We investigated the possibilities in our
building and prepared an application for smartphones which
could determine with a very good approximation the position
of the user based on the WiFi network access points. When
connecting this data with the user’s personal calendar, we
could show the nearby events in the first place on the list. The
demonstration of this service is planned for a local conference
held in this autumn where the application will be used to show
the nearby sections program at first place.

Moreover, the event recommendation system is not based
just time and place attributes. The categorization made it
available to recommend events for the user based on its topics.
Imagine the situation when you mark important events and the
system recommends you upcoming possibilities based on the
categories—and (ontology based) related categories—of the
marked events.

B. Adaptive Meeting Planning

For the above mentioned calendar we have an ongoing
development to extend it with a meeting planning module.
That module will read all the participants calendar events and
try to suggest time slots which could be appropriate for all the
attendees.

The adaption is based on properties of the event which is
related to the user as well. It could be mandatory, optional
or rescheduleable—like a registration for an opening hour but
the meeting may be scheduled to the same time because one
can attend an other opening hour at a later time [6].

C. Managed Programming Contests

The basic goal of the ProgCont system was to support the
organization part of programming contests. The development
process started in 2011 with a web application and worker
services. The web application stores the exercises in a problem
catalogue and collects the submissions including not only the
solution source code, but the necessary information about the
competitors and contests. The worker services are used to
evaluate the submissions, they compiles them (if it is possible),
and validate the compiled algorithm by running several test
cases.

Of course the software itself could not be called smart at all,
even if most of the exercises were selected from international
programming contest for the purpose of exercising our stu-
dents. But the ProgCont system collects numerous additional
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Fig. 2: Smart Campus Android application

data during its operation, which give us the ability to discover
extra knowledge for the users [8].

One trivial example based on the success rate of submis-
sions, more precisely the number of users who can solve the
exercise, and the number of trials before the first successful
solution. Everyone knows own success rate. The additional
information in that case means that we made the cumulated
results available.

Another useful information could be the quality measure of
the accepted solutions. It means, that we measure and rank the
accepted solutions using another criteria such as the length of
source code, the required amount of memory, the execution
time, the number of iterations, and so on.

There exists several another way to support our student
with the ProgCont system. A catalog of thematic exercises
are also available, giving the possibility to browse problems
with the same algorithmic background. ProgCont can provide
automatic suggestions if the necessary amount of information
is available about the user, in other words, when there is
enough evaluated submission to approximate the user skill.

One objective way to measure the worth of an exercise is to
calculate the rate of accepted and unsuccessful submissions.
But in the other hand, the users can also rate the exercises.
Both ways can serve useful information for further decisions
about how should the user continue the preparation process.

Nowadays the system also used in classroom test. The
collected data gives the ability to do statistical investigation
from the pedagogy point of view. Relative frequency histogram
and relative frequency of scores are available according to the
tested groups, and the connection between separate classroom
tests can be discovered using a diagram representing correla-
tion.

D. Assessment system for non-graded exercises

A Spring-based Web application with a JavaServer Faces
(JSF) frontend has been developed in order to help course in-
structors in offering optional exercises or assignments (which
do not count into the grade) for their students. In principle,
these exercises can be of any kind (programming, database,
math, etc.) but we primarily focused on programming exer-
cises. The primary difference from ProgCont is that unlike
ProgCont this system does not require any feedback from the
instructor side. It was designed in order to decrease the load on
instructors by asking the crowd (i.e., other students) to validate

submissions (that is why it is only used for optional exercises).
Unfortunately, there are some courses at our institute where
we have relatively few course instructors. Their number is
enough for creating and validating assignments that count into
the grade but short for doing the same for not graded exercises
(e.g., they did not have enough time for preparing appropriate
test cases in order to validate with ProgCont).

The Web application offers the following major functional-
ities. It is possible

• to define exercises,
• to submit solutions,
• to assess submissions,
• to comment and/or rate assessments.

Any registered user (i.e., even students) can define exercises.
Those who solve an exercise can submit the solution which can
be evaluated (assessed) by anyone else. Therefore practising
students can receive some feedback, even if these answers
cannot be trusted. To deal with false positive feedbacks, it is
important that not only the solutions but the people giving
feedbacks should also be rated. Later, those people’s ratings
who regularly give wrong answers will count less.

Similarly to ProgCont, the data gathered by this application
can (and should) also be analysed using data mining tech-
niques. Currently, assessments are created on a voluntary basis.
However, good assessments will come from qualified people
who understand several aspects of the submitted solution. It is
very hard to find suitable reviewers whose knowledge level and
experience is sufficient for providing valuable assessments.
After analysing the gathered data we can classify possible re-
viewers based on how valuable their assessments are therefore
the system will be able to offer a set of possible reviewers for
each task.

VI. A SAMPLE CALENDAR SERVICE PROBLEM

Some of the problems that arise concerning Smart Campus
applications might be solved using artificial intelligence meth-
ods. In this chapter, we present a sample problem related to
the calendar service. In order to define the problem, we first
introduce the Extended State-Space Model, then a state-space
representation of the problem is given. Later, we summarize
the Extended Breadth-First Algorithm (EBFS).

A. The Extended State-Space Model (ESSM)

The EBFS algorithm can be defined after introducing an ex-
tended state-space model [4], [5], which allows us to discover
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the representation graph starting from several different states
and possibly in more than one direction. Using state-space
representation, solutions to problems are obtained by executing
a series of well-defined steps. During the execution of each
step, newer and newer states are created, which form the state
space. States are distinguished from one another based on their
relevant properties. Relevant properties are defined by the sets
of their possible values, so a state can be represented as an
element of the Cartesian product of these sets. Let us denote
this Cartesian product byS. Possible steps are then operations
on the elements ofS. Let us denote the set of operations by
F . The state space is often illustrated as a graph, in which
nodes represent states, and edges represent operations. This
way, searching for a solution to a problem can be done actually
using a path-finding algorithm.

We keep the basic idea (i.e., the concepts of states and
operations on states) also in the extended state-space model
(ESSM). The goal of this generalization is to provide the
ability to model as many systems not conforming to the
classical interpretation as possible in a uniform manner.

A state-space representation over state spaceS is defined
as a5-tuple of the form

〈K, initial, goal, F, B〉,

where

• K is a set of initially known (IK) states, such thatK ⊆ S

andK 6= ∅,
• initial ∈ {true, false}S is a Boolean function that selects

the initial states,
• goal ∈ {true, false}S is a Boolean function that selects

the goal states,
• F = {f1, f2, . . . , fn} is a set of “forward” functions,

fi ∈ (2S)S ,
• B = {b1, b2, . . . , bm} is a set of “backward” functions,

bi ∈ (2S)S .

The “forward” and “backward” functions represent the direct
connections between states. For more details, see [4].

Some notes:

• The number of initial and goal states is not necessarily
known initially, as we may not be able to or may not
intend to generate the whole setS before or during the
search.

• The n + m = 0 case is excluded because in that case,
nothing would represent the relationship between the
states.

• Although the elements of the setsF andB are formally
similar functions, their semantics are quite different. The
real set-valued functions inF are used to represent
nondeterministic operators, while there may be real set-
valued functions in setB even in case of deterministic
operators.

Let us now introduce a couple of concepts:

• Initial state: a states for which s ∈ S and initial(s) =
true.

• Goal state: a states for which s ∈ S and goal(s) = true.
• Known initial state: an initial state inK.
• Known goal state: a goal state inK.

• Edge: an 〈s, s′, o〉 ∈ S × S × (F ∪ B) triple where if
o ∈ F , thens′ ∈ o(s), and if o ∈ B, thens ∈ o(s′).

• Path: an ordered sequence of edges in the form

〈s1, s2, o1〉, 〈s2, s3, o2〉, . . . , 〈sk−1, sk, ok−1〉,

wherek ≥ 2.
General objective: determine a path froms0 to s∗, where

s0 is an initial state, ands∗ is a goal state.

B. A Problem

One of the first applications developed in Smart Campus is
a special service processing calendars that contain some events
marked by students as important. If some of these events con-
flict in time with each other, the calendar service may suggest
another schedule by replacing the time intervals of some events
with other possible intervals. Suppose the students designates
a schedule containingk events (E1, . . . , Ek), each with an
initial time interval (fromT1,1, . . . , T1,N1

to Tk,1, . . . , Tk,Nk
).

The problem, which can be solved with the use of EBFS, is
to determine a schedule of the same events such that no two
time intervals are in conflict.

1) State Space:In this state-space representation, a state of
the problem is represented by ak-tuple, the elements of which
describe the currently set time intervals of each event. The
IK states are arbitrarily chosen by the user and may contain
interference between the time intervals of the events. Our goal
is to eliminate this interference. In this model, initial states
have no significance.

E1 = {T1,1, . . . , T1,N1
}, . . . , Ek = {Tk,1, . . . , Tk,Nk

}

S = {〈t1, . . . , tk〉 ∈ E1 × . . .× Ek : tj ∈ Ej}

K = {〈t1, . . . , tk〉} ⊆ E1 × . . .× Ek

initial(〈t1, . . . , tk〉) = true

goal(〈t1, . . . , tk〉) =

{

true if ∀p∀q (p 6= q → tp ∩ tq = ∅)

false otherwise

2) Operators Over the State Space:

F =
{

update(l, r) ∈ (2S)
S
}

,

l ∈ {1, . . . , k}, r ∈ {1, . . . , Nl}

updatel,r(〈t1, . . . , tk〉) = 〈t′
1
, . . . , t′k〉

where t′j =

{

Tl,r if j = l

tj otherwise

B = F

C. The EBFS Algorithm

The EBFS algorithm extends the BFS algorithm with the
ability to run more than one breadth-first search starting from
more than one state (the initially known states).

The EBFS algorithm stores a subgraph of the representation
graph during the search. The main difference from BFS at this
point is that in case of EBFS, the relationship between the
nodes and each IK state is stored.
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The full pseudocode of the EBFS algorithm can be found
in [4]. The database of the algorithm stores for each node
the state represented by the node as usual, the forward and
backward status (open, closed, or not relevant), forward and
backward parents, forward and backward children of the node,
as well as the distance from and to each of the IK states.

VII. C ONCLUSION AND FUTURE WORK

In this paper we in traduced the intelligent services and
outlined that the development of smart applications is a nev-
erending process. The underlying service architecture are now
in a testing phase and several end-user application prepared
but several more need to be created before we could call our
system smart. The architecture fits well into the more general
publish/subscribe based architecture of Smart City and Smart
Campus applications as its extensible with new data sources
providing the capability of integration of heterogeneous data.
In the future, development of the Analytics module is a major
goal since providing good analysis of the collected data can
add more value to the services.
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Abstract— In an intelligent system the tasks roles is an essential 

play between learning and optimization. The Machine Learning is used 

to address a specific problem. However, the optimization of these 

systems are particularly difficult to apply due to the dynamic, complex 

and multidisciplinary nature. Nowadays we notice a constant research 

and development of new algorithms capable of extracting knowledge 

treated large volumes of data, thus obtaining better predictive results 

than current algorithms. There emerges and a large group of techniques 

and models that are best suited to the nature and complexity of the 

problem. It is in this regard that incorporates this work. The aim of this 

work is to present an overview of the most recent and most used 

optimization techniques in machine learning. 

 

Keywords—Machine Learning, Optimization techniques, 

Literature review.  

I. INTRODUCTION 

HE  Machine-Learning systems conception is to find 

patterns and realize automatic tasks recurring data to 

generalize pretended cases.  

Machine-Learning (ML), can help discovering patterns and 

to perform certain tasks through the generalization of cases and 

the use of data. As the basis of these decisions are the learning 

and knowledge systems. These systems are enriched with 

information in the form of structured or unstructured data to 

better search, match and get the best forecasts and analysis of 

the problem in question. This issue raises fundamental 

philosophical questions about what constitutes "learning" in 

general, typically defined as: gain knowledge or skills, to study 

or experience; commit to memory; be warned, be informed; 

becoming aware; the behavior modification through interaction 

with the environment reasoning premises to conclusions. We 

can define information as data plus meaning (events) with 

significance, as knowledge plus experience can be considered 

wisdom in understanding the information [1]. 
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Its implementation is considered feasible and low cost 

compared to manual programming. Thus, as new data emerge, 

the more ambitious problems can be solved using the ML. As a 

result, they are widely used in computer science among others, 

such as web searches, spam filters, recommendations systems, 

ad placement, assignment rankings and fraud detection among 

many others [2]. 

In this part, learning processes, adaptation and optimization 

are explored through the use of algorithmic approaches [3]. 

These approaches are an attempt to extract rules / standards in 

the available data (typically using statistical techniques or data 

mining) [4], where the results are probabilities rather than 

certainties [1]. 

With reference to the above mentioned it is possible to 

observe that the optimization is part of ML. Most machine 

learning problems are reduced to optimization problems. 

Whereas the action of the ML analysis and solving problems of 

a specific set of data. The decision maker formulates the 

problem of selecting appropriate models families, transforming 

the data into a suitable format [5]. This type of model is 

typically trained to solve optimization problems of nuclear 

systems, which optimize the variables or parameters regarding 

the used function model. The computational mathematics 

research area intercepts with the level of nuclear optimization 

problems, predisposing theories and definitions that are an 

optimal solution based on ideal conditions. In order to evaluate 

the performance of optimization models in ML it was made a 

literature review as a tool to evaluate best practices / 

optimization algorithms. The result of applying this instrument 

should be able to bring competitive advantages to the ML. This 

paper presents an overview of the most significant techniques 

found in a deep literature review realized. The paper is divided 

in five sections, its essential includes an introduction, the 

considerations taken to make the review, the overview of 

Machine Learning and Metaheuristics and finally a brief 

conclusion. 

II. LITERATURE REVIEW STRATEGY 

This literature review was based on the research of concepts 

related to ML and optimization techniques. They were used 

several scientific research engines ScienceDirect; Web of 

Knowledge; Springer; IEEE Xplore; Google Scholar; B-on; 

Scopus. The choice of these articles followed preferred criteria 

such as: Date (preferably later articles to 2000) and / or 
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Relevance (preferably more than 10 citations per last year since 

the publication); Author (more publications on the keywords 

addressed). 

III. MACHINE-LEARNING 

ML is focused on developing systems that learn from the data 

[2] [6]. This involves a training phase where the system learns 

to complete certain tasks (predictive or classification) using a 

given data set containing information representative of the 

problem. After the training phase, the system is able to analyze 

new data having the same set of parameters and suggest a 

prediction. Unfortunately, there is no perfect method that is able 

to solve a particular problem, as there are several that offer best 

hits and forecasts easily [7] being dependent on the study area. 

This is an aspect that should be considered before developing a 

system based on these models and we will review. 

A. Logistic regression 

The Logistic regression (LR) [8] seeks to achieve the 

influence of independent variables in predicting categorically 

the dependence of a variable (which has a number of limit 

values). This technique is commonly useful for identifying in a 

dataset the most discriminating variables and its output can only 

assume predefined values (ex. Positive or negative). These 

models tend to be less robust than the Artificial Neural 

Networks (ANN) and Support Vector Machine (SVM) when 

we are dealing with a complex set of data. However, they are 

used simple linear models to process quick decisions as it is 

easier to interpret the output and how the decision was made 

[7].  

B. Artificial neural networks 

This mathematical model, known as artificial neural 

networks (ANN), is conceptually similar to SVM [7], interpret 

the learning process in the human brain using artificial neurons 

interconnected in a network that identifies patterns in data [9]. 

A neural network has some inputs and produces one or more 

outputs applying incremental learning algorithms to process 

and modify the intensity of the links between inputs, outputs 

and hidden layers of the network, with observed patterns among 

the data [7]. The adoption of neural models has several 

advantages. They are implemented without much statistical 

training, are endowed with skills which implicitly detect 

nonlinear relationships between complex dependent and 

independent variables and the ability to detect all possible 

interactions between predictor variables [7]. The disadvantages 

focus on rational behavior. The perception and the decision is 

implemented through the hidden layers which is trivial for the 

user to realize what was decided and why, which makes not 

prone to possible adjustments (because the model describes the 

error and the random noise rather than the underlying 

relationship the data) [10]. However, there have been efforts in 

the perception of this limitation [11]. 

C. Support vector machines 

The Support Vector Machine (SVM), presented by Vapnik 

[12], are powerful and complex instruments that fit particularly 

when the classification task is difficult [13]. Examples of an 

SVM model is a set of data points in space as to become divided 

into different categories for the widest possible space [7]. These 

instances are mapped getting divided with regard to its 

category, space and forecasting using the kernel trick [13]. It is 

an efficient method for problem solving in pattern recognition 

and regression and the analysis of handwritten documents, 

images and time series forecasting. [12].  

IV. METAHEURISTICS 

The technical meta-heuristics will be successful in when a 

given optimization problem achieving provide a balance 

between diversification and intensification. The intensification 

is needed in the search for parts in space with high quality 

solutions, and it is important in finding some promising areas 

on the accumulated research experience. The main differences 

between the existing metaheuristics are related to the way of 

achieving this balance [14]. The classification criteria can be 

used for the meta-heuristics, in terms of the features that follow 

in the research, memory feature, type of neighbor holding used 

or the number of current solutions made from one iteration to 

the next.  

For a more formal classification [14], it is performed a meta-

heuristics differentiation between Single-solution based and 

Population-based. In general, the single-solution based are 

more targeted towards enhancing, while the Population-based 

are oriented to the exploitation [15]. The main algorithms 

belonging to these categorizations are briefly discussed below.  

A. Single solution based 

Presented as meta-heuristics based on unique solution, also 

known as trajectory methods. They start with an initial solution 

and describe the trajectory in space research when moves away 

from that solution. Some may be considered as "smart 

extensions" local search algorithms. These methods include 

mainly simulated annealing, tabu search and others variants 

[16]. 

B. Population based 

Population-based Metaheuristics handle a set (population) 

solutions instead of an initial solution. Most studies based on 

these methods are related to Evolutionary Computation (EC) 

inspired by Darwin's theory, where the population of 

individuals is modified by recombination and mutant operators, 

and Swarm Intelligence (SI), where the idea is to create 

computational intelligence to explore simple analogies of social 

interactions rather than purely individual cognitive abilities 

[15]. Variants of these issues will be addressed in the following 

subsections. 

 

1) Evolutionary computation 

Evolutionary Computation (EC), inspired by the ability of 

living things to evolve and adapt to their environment, based on 

the principles of Darwin. EC is the general term for several 

optimization algorithms. Usually associated with the term 

Evolutionary Algorithms (EA), EA are methods such as genetic 

algorithms [17], evolutionary strategies [18] Evolutionary 
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programming [19], genetic programming [20], differential 

evolution, among others, where there is a sharing in the form as 

the simulation of the evolution structure their ideas through 

selection processes, recombination and mutation breeding in 

order to develop better solutions. Briefly this class of 

algorithms [21] contains: Representation (definition of 

individuals); evaluative function; Population; the parent 

selection mechanism; variation operators, recombination and 

mutation; Survival Mechanisms (replacement). Afterwards, it 

is presented a set of algorithms that highlighted and emerged 

over the last years. 

a) Evolution strategy 

Evolutionary Strategy (ES) mimics the principles of natural 

evolution as a method for solving optimization problems. 

Introduced by Rechenberg [22] and developed by Schwefel 

[23], the first ES algorithm was used to optimize experimental 

parameters. However, it is based on a population formed by a 

single progenitor through mutation which produces a single 

Gaussian downward. The selection criterion determines the 

ability of the individual in the intuited to become the progenitor 

of the next generation. Rechenberg proposed EE 

multimembered, introducing the concept of population, where 

more than one parent may jointly generate a single downward. 

With this, you can have additional recombination operations, 

when two parents chosen randomly recombine to give a child, 

subject to change. The selection process now takes into account 

the worst extinction, which can be both a parent and a child, in 

order to maintain constant population size. Mutation is 

accomplished by numbers distributed with zero mean and 

standard deviation (determines the size of the mutation) and is 

easy to understand that the parameters of the distribution 

compromise the performance of the search algorithm. The 

simplest way is to specify the changing mechanism to maintain 

its constant over time. 

There are several approaches to this method, however, 

recently it was introduced a method by Hansen et al. [18] 

Covariance Matrix titled Adaptation Evolution Strategy (CMA-

ES). It proved to be very effective and it is currently the most 

used in the range of evolutionary algorithms for local 

optimizations as well as for global optimizations [24]. 

b) Differential evolution 

One of the most popular algorithms for continuous 

optimization problems is the Differential Evolution (DE). 

Proposed by Storn and Price [25] in order to solve a polynomial 

fit problem, proved to be a very reliable optimization strategy 

for other tasks. 

As with any EA, a population of candidate solutions is 

randomly selected for a particular optimization task. In each 

process of evolutionary generation, new individuals are created 

by applying operators (crossover and mutation). The ability of 

the resulting solutions are evaluated by each individual of the 

population against a young guy (mutant), where it is created by 

recombining the individual of the population with another 

individual created by mutation, in order to determine which one 

will be maintained for the next generation [15]. The main 

advantage of DE is that they have less control parameters (only 

three entries), which control the search process (population 

size, differentiation and crossing). Consequently, these 

parameters are fixed, which does not become trivial to set 

priorities in the parameters by a certain problem. Thus, some 

authors have developed strategies in setting parameters 

according to experience learning [15]. 

DE today is one of the most popular heuristics to solve 

single-objective optimization problems in continuous search 

spaces, where its use has been expanded to multi-objective 

problems. However, there are gaps in slow convergence and 

stagnation of the population. More variants, details and 

applications are referred to articles like Neri and Tirronen [26]. 

 

2) Swarm Intelligence 

Swarm Intelligence (SI) is a paradigm of distributed 

intelligence and innovative in optimizing troubleshooting 

inspired by collective behavior of many living beings. Typically 

comprise a population of agents (able to perform various tasks) 

interacting among themselves and with the surrounding 

environment. The absence of a single control structure, local 

interactions among these agents lead to the emergence of self-

organizing global behaviors [15]. 

Many optimization algorithms such as Ant colony 

optimization, Particle Swarm Optimization, Bacterial foraging 

optimization, Bee Colony Optimization, Artificial Immune 

Systems, Firefly algorithm, Gravitational search, 

Biogeography-Based Optimization, Bat algorithm and Krill 

herd are inspired by the metaphors of this behavior [27]. The 

following subsections examine in general some of these new 

algorithms paradigms. 

a) Ant colony optimization 

Ant colony optimization (ACO) is a meta-heuristic inspired 

by the behavior of real ants in search of food for solving 

combinatorial optimization problems introduced and surveyed 

by M. Dorigo [28]. When looking for food the ants begin by 

analyzing the area around their nest. Then along the trajectory 

releases a track with chemical pheromone on the ground in 

order to schedule a favorable path to guide other ants to the 

discovered source of food [28]. After that, the shortest path 

between the nests is labeled with a higher concentration of 

pheromones which in turn attracts more ants. With this, it is 

expected to explore the characteristics of ant colonies to build 

solutions with the exchange of information on the quality and 

the communication scheme for optimization problems. 

ACO algorithms have different proposes but all share the 

same features. Their discussion, research and applications can 

be found at many research articles [29] where the authors relate 

ACO with other variants. More recently Angus and Woodward 

[30] argued that these algorithms will be a great advantage, and 

common, when they are systematically applied in real-world 

applications with variable data in terms of time and availability. 

b) Bat algorithm 

The bats are the only mammals with wings that have at least 

1000 different species that represents up to 20% of all mammal 
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species. Bat algorithm (BA), developed by Xin-She Yang in 

2010 [31], represent a particular bat specie behavior, microbat, 

that emit sound pulses and listen to the echo from the 

surrounding objects, called echolocation. They use this short 

frequency-modulated sound pulses  to sense distance and 

orientation of the target, type of prey and their moving speed in 

the dark. This characteristic has many advantages, for example 

it can provide very quick convergence by switching from 

diversification to intensification. Praising the advantages, it can 

summarize the key points in Frequency tuning, automatic 

zooming and parameter control. From this, many other methods 

and strategies have been attempted to increase the diversity of 

the solution and to enhance performance. With this, at least nine 

variants were emerged to explore this differences. Concluding 

this relevance over the years, BA is easy to implement and can 

solve a wide range of problems. On a particular comparison 

case obtained from Khan and Sahai [32]. Classification 

problems and an eLearning case showed that BA recurred less 

functions evaluations to reach optimal solution with lower 

average error facing other techniques like PSO or GA. 

c) Bee colony 

Bee colony optimization algorithm-based (BCOB) are a new 

generation of algorithms inspired by the behavior of bee 

colonies. They have resources that can be used as models for SI 

and collective behavior as waggle dance (communication), 

foraging, queen, task selection bee, collective decision-making, 

the mating nest site selection in flight, marriage settlements, 

flowering and navigation systems [33]. With this, several 

algorithms based on these behaviors have been proposed in 

order to replicate their knowledge. A literature review on 

algorithms inspired by the behavior of bees in nature and its 

applications can be found at Karaboga and Akay article in [33]. 

d) Bio-geography 

Developed by Dan Simon in 2008 [34], the Biogeography-

based optimization algorithm (BBO) was influenced by 

biogeographical balance islands [35], which deals with the 

change of balance between immigration of new species and the 

emigration of species already installed. Each island is a set of 

candidate solutions, with a particular index Suitable variable 

(VS) and the other for the evaluator titled habitat suitability 

index (HSI) is used to measure the efficiency and effectiveness 

of the solution. In this algorithm, each individual has its own 

rate of immigration and emigration, and good solutions (islands 

with many species) tend to share their resources with weak 

solutions (islands with few species). Poor solutions are 

receptive to new species of good solutions [35]. 

There are other important factors that influence the migration 

rates between habitats, such as distance to the neighboring 

habitat, its size, climate (rainfall and temperature), vegetation, 

animal diversity and human activity that have not been 

considered. Thus, Haiping Ma [36] explored six different types 

of migration, and tested its performance with wide ranges and 

dimensions through 23 benchmark functions. The results 

showed significant positive changes in performance compared 

to linear models in most benchmarks. 

e) Firefly algorithm 

In countries like Portugal, in the summer people are 

fascinated with the light of the fireflies. Xin-She Yang adapt 

this behavior to inspire a development of a metaheuristic 

algorithm called Firefly algorithm. The production of short and 

rhythmic flashes offer a unique pattern of this species, until now 

only three behaviors were interpreted in their communication, 

hunt skills and protection [37]. A simple idealization of the 

firefly algorithm structure can be realized in three points: the 

fireflies will be attracted to others regardless their sex; light 

brightness is proportional to attractiveness and their search is 

random; the bright is determined by the landscape of the 

objective function. After this, swarming agents can interact 

with others providing mechanisms of intensity, but it can also 

offer some diversification based by the series of Brownian 

motion that obeys a Gaussian Diffusion or a non-Gaussian 

diffusion, whereas the Gaussian diffusion showed more 

improvements than the others [31]. 

In the last years, the standard FA appeared to be efficient, 

however, other variations, or some modifications expanded 

quickly and it is impossible to list all the variants, though some 

of them can be found at Yang [31]. 

The relevance of this algorithm was widely discussed 

because of its multi-modal characteristics, the capability to 

handle the problems efficiently, with a fast convergence rate in 

general, global and local search problems to every problem 

domains (nature-inspired optimization algorithm). 

Applications with this method are presented, for example, by 

Banati et al. [38] with a hybridized FA concerned on 

preprocessing techniques in machine learning. Recurring at 

four different medical datasets, purposing a simulation of the 

attraction systems of real fireflies that find the best feature 

selection procedure. This method beats others features 

selections in terms of time and optimality [39]. 

f) Gravitational search 

Gravitational Search Algorithm (GSA) introduced by 

Rashedi et al. [40], presented a construction of a method based 

on the law of gravity and the notion of mass interactions. Using 

the theory of Newton, it can considerate each mass a solution, 

and the algorithm navigate adjusting the gravitation and inertia 

masses. Over the time, the masses will be attracted by the 

heaviest one, presenting an optimum solution in the space 

research. This can be considered as an isolated systems obeying 

the laws of gravity and motion. 

Understanding this laws it is possible to interpret this 

algorithm in some relevant points: each agent can observe the 

others through the gravitational force; this force acts in the 

neighborhood of the agents, providing the capability to see his 

space around; Agents with greater gravitational mass have 

higher performance, pointing to the best agent; the adaptive 

learning rate is related with the agents that have heavy inertia 

mass, turning their moves slowly and the search space more 

reduced; it is a memory-less algorithm with fast convergence. 

In the last six years, the GSA algorithm had been used to 

derive in other variants, creating at least twenty new types of 

them. With this importance was necessary a comparison to 
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others techniques, performed using datasets like Iris, wine, 

glass and cancer to classify the accuracy and rank. In almost all 

of them the GSA provide best result among the other techniques 

[41]. 

g) Krill Herd 

The now Krill herd presented by Gandomi and Alavi [42], 

was inspired from the krill herding motions to solve 

optimization problems. This motions are determined by three 

essential actions of time-dependent position: reaction in the 

presence of others, searching for provisions that contains a 

global and local optimizer parallelization, and their diffusion 

behavior for the adaptive evolutionary operators (mutation and 

crossover). This exempt the derivation of information, because 

the use of stochastic random search. 

A particular part and a great advantage of this algorithm 

related to other nature-inspired algorithms is the fact that only 

time interval should be fine-tuned for each problem. 

Characteristics of each agent can contribute to the moving 

process according to its fitness, their neighbor attract/repulse 

the individual, acting as a local search and the global best is 

regarded according to the center of food of all the krill 

individuals. 

Meanwhile to prove the efficiency of the proposed algorithm 

four different KH algorithms were derived and created: KH 

without any genetic operators, KH with crossover operator, KH 

with mutator operator and with both. After this each one was 

tested for solving benchmark problems, and it was concluded 

that KH without any genetic or with crossover and mutator 

operators showed better results than many others algorithms 

[42]. 

Applications of this methods are scarce because of it is 

relatively recent presentation. However Wang et al. [43] 

proposed a hybrid krill herd algorithm facing with eight other 

population-based optimizations methods throw mathematical 

functions. This benchmark functions indicates hybrid KH 

algorithm like the more powerful and efficient optimization 

algorithm of population-based problems [43].  

h) Particle swarm optimization 

Presented in 1995 by Kennedy and Eberhart [44], the particle 

swarm optimization (PSO) is entitled as a global optimization 

technique that uses metaphors behavior in groups of birds when 

they are flying to abroad optimization problems. There are 

some differences between PSO and evolutionary optimization 

which were exposed and discussed in the paper [45]. In this 

algorithm, autonomous entities (particles) are randomly 

generating events in space research, where each entity is a 

candidate solution to the problem at hand. A cluster consists of 

a number of particles around a certain dimensional space 

research, where there is some type of topology [15], represented 

by a location and velocity, writing the interconnections between 

the particles memorizing the previous best position. 

Kennedy et al. [46] concluded that this tends to converge 

topology for the likelihood of getting stuck in local optima, 

however, this topology is slower but explores more deeply and 

usually ends in the best optimum. It has been implemented a lot 

of effort in understanding the functioning of the EPO algorithm 

in analyzing the trajectories [47] and why fail under certain 

conditions. The EPO formulation in parallel implementation 

was also discussed by [48] and how to adapt to this type of 

optimization. 

 

C. Swarm Intelligence Analysis 

 

Table 1 presents an analyses of the metaheuristics presented. 

A set of features are measured and assessed through their 

functionality: H – High; M – Medium; L – Low; N – No; Y – 

Yes; C – Crossover; Mu – Mutators – Selector. 

Table 1 – Analysis of Swarm Intelligence Techniques 

 PSO KH BBO GSA BA FA BCOB ACO 

Speed  

training 
L H H H H H M L 

Memory Usage H L L L L L M M 

Predictive 

accuracy 
H H M M M H M M 

Interpretability L M L M M M H H 

Predicting speed L H M H H H H M 

Fitting speed M H M H H H M L 

Handle categorical 

predictors 
N Y N N Y Y N N 

Parameter adjust Y Y Y N Y Y N N 

Genetic operators 
S 

C; 

Mu 
Mu 

C; 

Mu 

Mu; 

S 

Mu; 

S 
N N 

Exploitation 

(local) 
H H L L H H L L 

Exploration 

(global) 
L H H H H H H H 

V. CONCLUSION 

This paper presented briefly a wide range of perspective in 

what was pioneer and what is now in matters of learning and 

optimization. The vision created offers a new panorama in 

solving old and new problems, single or population based, that 

concludes a necessity for looking sharper, septic and adopt the 

potential of this new SI techniques. Excepting the CMA-ES, 

Cuckoo Search or hybrid variations [31] that was not taken in 

this review, the nature inspired algorithms take almost all the 

best results in various forms of benchmarking and applications, 

combining advantages in terms of classification criteria. With 

this effort, the scientific community has a guideline about 

which are the most used optimization algorithms in ML to 

single and population based problems. At same time this 

overview offers a set of papers (references) that can be 

consulted in order to make a deeper analysis of each algorithm. 
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Abstract—In the age of information explosion, it is important to 

improve the utilization rate of educational resources. This paper 
suggests a personalized recommendation system for online courses 
based on combination technology. The system mainly makes use of 
recommendation technology based on association rules, based on 
content, and based on collaborative filtering to implement the 
personalized recommendation for online courses and to complete the 
system evaluation and testing. The system, which proves to be able to 
improve the utilization rate of educational resources and promote the 
learning autonomy and efficiency of students, has obtained remarkable 
results in its application in Shanghai Lifelong Learning Network.  
 

Keywords—Combinational algorithm, knowledge and data 
technology, intelligent learning systems, personalized 
recommendation  

I. INTRODUCTION 

With the rapid development of Mobile Internet and the 
progress of educational informationization, fundamental 
changes have occurred to teaching and learning, which spurred 
the widespread acceptance of online. In the meantime, the 
massive digital learning resources in the data era also enriched 
people’s learning methods and experience. However, instead of 
quenching people’s “thirst for resources”, the massive learning 
resources in fact increase the burden on resource acquisition, 
and the actual resource needs are inundated by massive 
disorganized resources. Therefore, how to acquire the content 
of interest from the massive data becomes an issue concerned 
and studied by scholars and the academic circle [1]. However, 
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in the educational sector, people mainly focus on how to 
acquire personalized, intelligent and adaptive learning 
resources in digital learning. One of the solutions to this 
problem is intelligent personalized recommendation system. 

The intelligent personalized recommendation system is a 
recommendation technology that push resources to users, 
according to their personal preferences, such as interest, hobby, 
occupation or professional trait and so forth [2]. With the 
continuous acquisition of user information and behavior data, 
the recommendation quality of the intelligent recommendation 
system is on the track of constant self-improvement to reach the 
goal of precise recommendation. Taking into consideration the 
characteristics of big data era, we studied the intelligent 
learning recommendation technology in the field of online 
education, and implemented a personalized recommendation 
system for intelligent learning based on combinational 
algorithm.  

II. LITERATURE REVIEW AND TECHNICAL THEORY 
Personalized recommendation system first emerged in 1990s 

as a singular concept. In the U.S. Conference on Artificial 
Intelligence in 1995, universities such as Stanford and Carnegie 
Mellon [3] proposed the idea of personalized recommendation 
system. It is generally agreed that this conference marks the 
formal beginning of the era of personalized recommendation 
technology. Personalized recommendation system was first 
used in the e-commerce sector. With the development of digital 
learning resources and the growing popularity of the 
“learner-oriented” educational concept, personalized 
recommendation technology begins to be used in the 
educational sector. 

In the digital learning system, personalized recommendation 
can commendably make up for the deficiencies existing in 
traditional resource recommendation method, meet various 
learning requirements of different learners, and promote users’ 
loyalty to digital learning system by enhancing user experience. 
With the fast growing of digital learning resources, many 
researchers carry out studies on personalized recommendation 
for online learning from different perspectives, such as learning 
resource recommendations by means of Web log mining 
method; learning resource recommendations based on 
collaborative filtering technology; ontology learning resource 
recommendations based on user model; resource 
recommendation based on learner characteristics; and 
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personalized resource recommendation base on semantic 
network. The mainstream recommendation technology is 
categorized into three kinds, according to the differences in 
implementation algorithms and methods, namely, 
recommendation based on association rules, recommendation 
based on content filtering and recommendation based on 
collaborative filtering [4]. New hybrid recommendation 
algorithm can be generated by synthesizing the 
afore-mentioned three recommendation methods [5] [6]. 

A. Recommendations Based on Association Rules 
Working principles for recommendations based on 

association rules: First, the administrator formulates a series of 
rule entries, then the inter-item association is evaluated based 
on the formulated rules, and the closely-associated items are 
pushed to the users. When making recommendations, the 
system will analyze the interest, hobby or access record of the 
current user, and then recommend the resource or items that 
might interest the user according to the rules formulated in 
advance. However, the personalized recommendation based on 
association rule is unable to generate rules or make dynamic 
changes, and it can only recommend to the users the resource 
entries fitted into their original interest according to the 
formulated rules, but unable to recommend other high-quality 
resources or discover the potential points of interest of the users 
[7].  

B. Recommendations Based on Content Filtering 
Content filtering recommendation technology is the most 

basic method of information filtering, and it is a 
recommendation technology proposed at a relatively earlier 
time [8]. The working principle of content filtering is: Such 
technologies as probability statistics and machine learning are 
adopted for filtering, where, a user interest vector is first used to 
represent the user’s information request; then, segmentation, 
indexing, weighing of word frequency statistics, are carried out 
in the text collection to generate a text vector. Finally, the 
similarity between the user vector and text vector is calculated 
and the resource entries with high similarities are sent to 
registered users of the user model. The content filtering 
technology is applicable to the learning resources of text 
recommendation type instead of multi-media recommendation 
type. 

C. Recommendations Based on Collaborative filtering  
The concept of collaborative filtering can be traced back to 

the last century, and it was initially put forward by Goldberg, 
Oki, Nichols and Terry in 1992 and firstly applied in Tapestry 
system. As the first-generation product of collaborative 
filtering technology, Tapestry system is an unsound system, 
with many defects [9]. However, with the technological 
development, collaborative filter (CF) has become the 
personalized recommendation technology that is most studied 
and most widely applied today, and this technology is also the 
core algorithm for the system mainly used by this study. 

Different from the afore-mentioned two recommendation 
technologies, collaborative filtering recommendation needs to 
generate user recommendation on the basis of analyzing 

resource content and calculating the matching degree between 
the resources and the user, and the recommendation is 
generated based on the user’s rating for the resources. The basic 
principle is as shown in Fig.1: First, the system calculates the 
similarity between giver users (or items), and then the nearest 
neighbor set of the target user (or item) is searched; finally, the 
user’s rating for the target item is predicated according to the 
rating given by the user (or item) in the nearest neighbor set 
[10]-[13]. 
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Fig. 1 Recommendation Process of Collaborative filtering System 
 
The study mainly uses the collaborative filtering algorithm in 

conjunction with the combinational algorithm, developed by 
combining the recommendation technology based on 
association rules with the recommendation technology based 
on content filter, to implement the personalized 
recommendation system for online courses. 

III. DESIGN OF PERSONALIZED RECOMMENDATION SYSTEM 
FOR ONLINE COURSES  

A. Design of System Structure 
As an integral part of lifelong learning system for Shanghai 

residents, Shanghai Lifelong Learning Network 
(www.shlll.net) is the main learning platform for online 
learning of Shanghai residents, and it provides the learners with 
a personalized user environment that enriches the user 
experience and constructs a personalized teaching and 
management system. Within half a year since the establishment 
of this Learning Network, the clicks on the learning platform 
have reached 2530,000. Users have grown to nearly 200,000 
and the courses have exceeded 1,500. Facing extensive learning 
groups and massive course resources, Shanghai Lifelong 
Learning Network provides an excellent application 
environment and user data information for the design of 
personalized recommendation system for online courses. It has 
also become an important approach to further promote and 
enhance Shanghai Lifelong Learning Network to recommend 
to the learners the course resources that meet their learning 
requests. Therefore, based on Shanghai Lifelong Learning 
Network, this study adopts combinational algorithm to design 
the personalized recommendation system for Shanghai 
Lifelong Learning Network, as shown in Fig. 2.  
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Fig.2 Structure of Personalized Recommendation System for Online 

Courses 
 
The system model mainly includes three main functional 

modules: data support module, combinational algorithm 
recommendation engine module, and new source 
recommendation module [14]. 

B. Main Functional Modules of System 
1) Data support module 

Data support module refers to an information database, 
including four data tables: user information table, learning 
behavior data table, resource information table, and resource 
rating data table. 

User information table: The personal information of users 
including the basic registration information and other relevant 
information obtained through Web data mining technology is 
stored in this table, such as interest, habit and resource 
preference, etc. To improve the precision of collaborative 
filtering recommendation, it is required that the system records 
user’s personal information as specific as possible.  

Learning behavior data table is used to preserve the learning 
behavior record of learners in the study process. The system, 
through tracking and recording various behavior data of 
learners, analyses and extracts the behavior data that can better 
reflect learners’ resource preference (such as the downloading, 
reading, collection and recommendation of resources), and 
record it in the table. The learning behavior data are the data 
source of the implicit rating by users for resource entries. 

Resource information library: Various learning resource 
information is saved in the system, such as courseware, cases, 
examination questions, news and literature, etc. 

Resource scoring data table: It preserves the rating 
information for learning resources by learners. This table is the 
main data support for collaborative filtering algorithm. The 
collaborative filtering algorithm generates recommendations 
for users by analyzing the user-resource rating data, calculating 
the inter-user or inter-resource similarity. 

 

2) Combinational Algorithm Recommendation Engine 
Module 

The engine is the core module of recommendation system 
and also the centrums to implement personalized 
recommendation for learning resources, and the 
implementation process is shown as Fig.3.  
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Fig. 3 Flow Chart for Combinational Algorithm of Personalized Video 

Resource Recommendation System 
 

The algorithm process of the whole recommendation engine 
can be summarized into the following steps: 

Step1: Retrieve the database and form the user-resource 
rating matrix; 

Step 2: Calculate the data sparsity, which is defined as:  
Sparsity

=
User − Number of Categorized Entries of Courses

Numer of Users × Number of Resources
 

  
Step3: According to the sparsity degree, the method can be 

selected to correct the collaborative filtering algorithm. Here 
we set a threshold value “Th-value” as the critical value to 
select the evaluation prediction or content filtering. When 
Sparsity ＜Th-value, it is considered that the system is in the 
state of “cold boot” or “pre-cold boot”. At this time, the content 
filtering shall be selected as the correction for collaborative 
filtering algorithm. When Sparsity ＞Th-value, the evaluation 
prediction algorithm shall be adopted for correction; 

Step 4: form the adjacent users and generate the 
recommendation courses finally, so as to form the 
recommendation list in accordance with TOP-K. 
3) New resource recommendation module 

This module is mainly designed for the “cold boot” problem 
in collaborative filtering recommendation technology. Its main 
function is to analyze the interest, hobby and major (profession) 
category of each learners, and recommend the latest resources 
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in the relevant fields for them. However, if a newly added 
resource has not been accessed or rated by learners, it will never 
get the chance to be recommended by this system. By adding 
such module, the cold boot problem in collaborative filtering 
can be conquered to certain degrees, so as to improve the 
clicking rate of learning resources that have been newly added 
to the library [15]. In Shanghai Lifelong Learning Network, the 
effective access mechanism of the new courses is available.  

C. System Evaluation and Test 
There are many standards to evaluate the effect of a 

recommendation system, and mean absolute error (MAE) is the 
simplest and most common performance evaluation standard in 
the recommendation system. The precision and recall 
evaluation criteria are often used in the evaluation for the 
TOP-N-based recommendation system [16], [17].  

To evaluate the recommendation precision of the 
recommendation system, we need to divide the rating set into 
training set and test set. The MAE calculation is to obtain the 
mean absolute value of the differences between the actual value 
of all the evaluation data in the test set and the prediction value 
obtained by system calculation. For the target user u, supposing 
that the number of items that have been rated by the user isTu , 
the corresponding collection of actual value is �q1, q2, q3 ∧
qTu }, and the collection of predicative value obtained by the 
system is�p1, p2, p3 ∧ pTu �, then, the mean absolute error of 
user u isMAEu .  
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Where, M represents the number of users in the test set. 

Smaller value of MAE indicates higher accuracy of the 
predicative value obtained through system calculation and 
higher system recommendation quality.  

Precision and recall are used to evaluate the system, and it is 
required to apply relevant algorithms in the training set to train 
system models so as to generate the top-N set of target users. 
Finally, the items appearing in the test set and Top-N set at the 
same time are added in the hit set. The recommendation 
precision to the target users refers to the probability of the items 
(N represents the number of items) recommended to the users 
appearing in the test set at the same time. The recommendation 
recall of the target users refers to the probability of the items 
already selected by the users from the test set appearing in the 
Top-N set for the users at the same time, as shown in the 
following two formulas:  
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For the whole recommendation system, the recommendation 

precision and recall can be defined as the mean value of the 
recommendation precision and recall of all system users. In the 
item-based top-N recommendation system, the following 
method is usually adopted to calculate the system recall; an 
entry is randomly selected from the rating data of each user 
from the system and added into the test set, and the remaining 
rating data is used to train the system model and added into the 
training set. The model obtained through training can be used to 
calculate the top-N set for each user, and the recall can be 
calculated as follows: 
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Where, m represents all users of the system. Generally, this 

measurement method is called hit-rate standard. When 
recall=1, it indicates that the system can recommend all the 
items wanted by users; however, when, recall = 0, it indicates 
the system can not recommend any item wanted by users.  

From (3) and (4), the recommendation precision and recall 
are contradictory to some extent, i.e., the improvement of 
precision often leads to the reduction of recall. Therefore, to 
better evaluate the performance of the recommendation system, 
it usually requires to consider the two measurement methods in 
combination, i.e., the two are combined in a certain way to form 
a comprehensive evaluation index, and the common 
combination methods include F1 and E-measure:   
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The study draws references from the mainstream test method 

of recommendation engine, and evaluates and tests the system 
by recording the time of user click, login users, recommended 
course ID, original course ID  and the sum of the number of 
times that the recommended courses appear, and testing the 
proportion between the times that the recommended courses 
appear and the number of clicks of the recommended courses, 
the proportion between the clicks of the recommended courses 
and the number of the selected courses. Through the system 
test, it is found that the engine can effectively detect the users’ 
interest and, therefore, ensure relatively higher success rate of 
course recommendation and selection. 

IV. APPLICATION OF PERSONALIZED RECOMMENDATION 
SYSTEM OF ONLINE COURSES 

On the basis of the aforementioned design, this design will 
apply the personalized recommendation system to Shanghai 
Lifelong Learning Network to implement the recommendation 
system for online courses.   

According to the functional design of the system, when a 
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learner registers information and completes courses on a 
learning platform, the database will generate user information 
table and learning behavior record, and form course 
recommendation according to the content of learning, learners’ 
occupation or interest.  

When a learner clicks on the learning resource of Modern 
Life and Bank, the system will recommend the course of 
Introduction to Financial Knowledge to him because this 
course is the rudimentary knowledge of Modern Life and Bank, 
and the learner might not learn it well or still have interest for 
further study. In addition, the occupation of the registered user 
is an engineer, and the system will recommend to the users 
Engineering Mathematical Method and Introduction to Design 
Calculation to guide the user to learn more. According to the 
information stored in the database, the interests of the users are 
diverse: science and technology, management and life, and the 
system recommends to the users the courses such as 
Technology and Culture, Knowing Life Series and Promotion 
Decisions, etc. It indicates that the personalized course 
recommendation system performs well in exploring and 
meeting the user demand. In this way, a recommendation based 
on the association rules of learners’ learning data is formed.   

In addition, in Shanghai Lifelong Learning Network, we can 
also, based on the combinational algorithm, recommend to the 
users the premium courses that are best rated by similar users. 
For example, when a user clicks to learn Elderly Nutrition and 
Diet, the course database will search the most similar users as 
well as the courses best rated in the collection of similar users 
by means of combinational algorithm, and recommend these 
courses to this user. Through algorithm-based search, we 
recommend to this user Diet and Health in Four Seasons 
(Spring), Life Source Series (14), Poet Beggar, Tear-jerking, 
etc. Through the course recommendation list, we can find that 
the all the recommended courses are about health care and 
preservation and well fitted with the user’s interest. It also 
confirms that the personalized course recommendation system 
based on collaborative filtering algorithm has good 
recommendation effect.  

The personalized resource recommendation system 
facilitates the users’ course viewing, greatly saves the users’ 
time to view and search the courses, and therefore, attracts 
more users to access the lifelong learning network. On the 
resource alliance platform of Shanghai Lifelong Learning 
Network, more than 80% trainees think that the learning 
network provides plentiful courses. Nearly 90% of the users 
recognize Shanghai Lifelong Learning Network, and they all 
express their plan to rely on the network for further study in the 
future.  

V. CONCLUSION 
With the development of society, economy, culture and 

public life, learner demand for premium and personalized 
education is increasing. Premium education requires good 
educational resources, and remote education plays an 
inestimable role in lifelong education. However, these premium 
resources are not necessarily what is urgently needed by each 
learner, and the learners need to reasonably use and screen 

these resources according to their own needs. To find the 
required learning resources among the massive learning 
resources, it is essential to use digital learning resource 
recommendation, and resource recommendation provides the 
learners with personalized learning service in network-based 
environment, improves learning efficiency, satisfies the 
learning requirements of the learners, and offers 
learner-centered service in a real sense. The great development 
of Internet inevitably gives rise to information explosion and 
the application of personalized recommendation technology 
will surely meet the personalized learning requirements of 
learners to certain extent. 
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Abstract— Internet has turned into a vast field for increasingly 

high invasions and attackers, many of them using variations of DDoS 
(Distributed Denial of Service) attacks. In this work Domain Name 
Server (DNS) amplification attacks are considered as a variation of 
DDoS, are analysed and simulated in a testing environment. 
Comprehensive calculations are provided that given the attacker’s 
exact network traffic to estimate to the size of the amplification factor 
and compare it to real measurements. Mitigation methodology is 
reviewed and further work is proposed. 
 

Keywords— Amplification attacks, DNS flaws, theoretical 
analysis of attack.  

I. INTRODUCTION 
istributed denial of service attack (DDoS attack) is an 
extended form of “denial of service attack” (DoS). In this 

work DDoS is produced by DNS amplified by a request 
initialized by one or multiple computers to specific targets [1]. 
These attacks are very difficult to prevent & to stop because 
they refer to responses on legitimate data coming from several 
servers. The simulation will include a list of 100.000 DNS 
resolvers. Afterwards a concerted and concurrent attack will 
be prepared using a line of 100Mbps for the beginning, 
including the requested metrics, and finally a line of 1 Gbps to 
compare with the previous repeated 3 times each. According 
to these metrics graphical representations are given and ways 
and methods to mitigate DNS amplification attacks are 
suggested. 

II. LITERATURE REVIEW 
DDoS attack is a malicious attempt of an attacker to use a 

host to attack to other hosts of gain access from them. In that 
case all affected hosts controlled from a single user which is 
the attacker’s host. This can be achieved by taking advantage 
of security vulnerabilities or weaknesses and other 
disadvantages or misconfiguration settings of a system. After 
that (control gaining) the attacker will force the host to send 
huge amounts of data to a website or to another host and even 
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send spam mails to particular email addresses. This kind of 
attack is called "distributed" because the attacker is using 
multiple hosts, including probably your own, to launch the 
denial-of-service attack [1-3].  

A DDoS attack consists usually of two stages. At the 
beginning the attacker machine that has the role of the 
“intruder” looks after across the internet for vulnerable hosts 
or systems that can provide him access to install the attack tool 
and takes advantage of the most important resources of them 
for his own [2]. The DDoS master is a compromised system 
that can manage a number of other compromised systems with 
DDoS software like RAT, IRC or other HTTP programs. The 
next step as we can realize is for the handlers to find out a 
large number of infected computers to become the 
“compromised” computers that will also participate in the 
main attack in will increase rapidly the network traffic against 
the victim. The number of coordinated sources in a DDoS 
attack can vary from dozens to hundreds or even thousands. If 
all the above is achieved by the attacker then the whole 
structure of the attack is ready to fire against any targeted 
server. At this point it must be mentioned that DDoS attacks 
have a few more unique features apart from the volume of data 
that make effective defences extremely difficult and these are 
the ability of the attack packets to arrive from many different 
sources geographically distributed which makes IP source 
trace back also extremely difficult. Moreover an attack of that 
kind hasn’t always have to be a strong or enormous attack 
because DDoS attack traffic will tend to appear legitimate and 
make filtering of the attack traffic a big headache without 
disrupting legitimate traffic on the victim server or website. 
Unfortunately today this kind of attack tools are available and 
can be easily find by anyone in the internet via official 
attackers Web pages or chat rooms of famous hack pages 
while finding a large number handlers and compromised 
computers has become technically trivial [3].  

III. TYPES OF DDOS ATTACKS  
Generally DDoS attacks are separated in three major types: 

• Volume based attacks 
• Protocol attacks 
• Application Layer attacks 

The first one includes UDP or ICMP floods, DNS 
amplification attacks and other spoofed-packet floods and they 
specialize in consuming the bandwidth of a victim. The 
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second includes SYN floods, fragmented packet attacks, Ping 
of Death, Smurf DDoS and more. This one is focused on real 
server’s resources and services through network protocols and 
services. The third one includes Slowloris, Zero-day DDoS 
attacks, DDoS attacks that target Apache, Windows or Open 
BSD vulnerabilities and more. The goal here is to crash the 
whole victim’s server.   
Some common types include: 

• User Datagram Protocol (UDP) flood attacks that 
leverages the session less networking protocol to 
flood random ports on a remote host with a lot of 
UDP packets.  

• ICMP (Ping) flood which is almost similar to the 
UDP flood attack, an ICMP flood overwhelms the 
target resource with ping packets as fast as possible 
to consume both outgoing and incoming bandwidth.  

• SYN flood attack exploits the known three-way 
handshake weakness in TCP connection sequence 
whenever a SYN request initiates a TCP connection.  

• Ping of Death attacks make the attacker broadcast 
multiple malformed or malicious icmp (ping) packets 
to a host that exceeds the limit of 65,535 bytes 
including header per packet.  

• Slowloris is a highly-targeted attack, enabling one 
web server to take down another host, without 
affecting other services or ports on the target network 
or server.  

• Zero-day DDoS attacks are simply unknown or new 
attacks, where exploiting vulnerabilities for which no 
patch has yet been released [4]. 

There are certainly even more ways of DDoS attack types 
and methods but we try to stay in a minimal of the most 
famous reported.  

IV. DNS AMPLIFICATION ATTACKS 
The amplification DDOS technique consists of a small 

name lookup request to an open DNS with the source address 
spoofed to be another’s address. There are also many types of 
Amplification DDOS attacks like DNS, NTP, Chargen, XML-
RPC Ping, and Smurf that attackers use to increase their attack 
size but just because the size of the response is typically 
considerably larger than the initial request, the attacker has 
easily the ability to amplify the amount of traffic directed at 
the other side (target). The common method of an attack is to 
overload the target system that eventually it cannot respond 
and finally become unavailable [5]. 

 
Fig. 1 DNS Amplification Attack steps 

V. STEPS OF A DNS AMPLIFICATION ATTACK 
The steps to implement DNS amplification attack  
 

1. brute force to collect the compromised resources and 
create the army of botnets 

2. makes the compromised computers joined the IRC 
server to be controlled remotely easier and execute 
all future command 

3. sends the attack commands 
4. attack commands send to all active bots.   
5. active bots response to open resolvers to provide the 

“ANY” DNS record for dnsampdomain.com and 
spoof the answer to the victim’s ip.  

6. open DNS resolvers (recursion allowed) requests the 
root servers to locate the list of DNS records for 
dnsampdomain.com.  

7. root servers search and reply the .com name space 
servers for the possible answer. The root servers do 
not have the answer but they know where to redirect 
you in order to find what we are looking for. 

8. open DNS resolvers requests the .com servers to 
locate the list of DNS records for 
dnsampdomain.com. The research continues with the 
next level of servers around the internet.  

9. the .com servers replies the primary DNS servers of 
dnsampdomain.com who knows the answer (DNS 
records). It is the expected behaviour because they 
have the information needed and they provide the 
DNS resolvers. 

10. the open DNS resolvers requests the primary DNS 
servers to locate the list of DNS records for 
dnsampdomain.com (64 bytes). The list will also be 
included in the attack script to the targeted site.. 

11. the primary DNS servers’ replies to the open DNS 
resolvers the DNS records of dnsampdomain.com 
(4092 bytes). The open DNS resolver has accepted 
the DNS request messages and they compose DNS 
response messages of the amplification record and 
return these to the systems that originated the request. 

12. the open DNS resolvers’ redirects the answer of DNS 
records for the dnsampdomain.com to the victim’s 
site or host. At this final step the army starts to attack 
a targeted name server via the open recursive servers 
Each reply can be amplified up to amplification 
factor of 63,9 times. The targeted server tries to cope 
with the incoming load but it will eventually deny its 
service after a few while [6] [7].  

 
Fig. 2 Sequence of DNS Amplification Attack steps 
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VI. THEORETIC CALCULATION OF ATTACK TRAFFIC  
At table 1 the required quantities are presented and described. 

Symbols Description Units  
Typical 
Value  

B Server Bandwidth Bps  13.107.200 

q 
Size of request 
packet Bytes/query 64 

r rate of queries  queries per sec 
 

a 
Size of DNS 
response Bytes per query 4092 

T Attack Traffic Bps  
 

A 
Amplification 
Factor 

  Table 1 Algorithms symbols 
 
Rate of queries is given by the formula 

B/q.=r  (1) 
Attack traffic is using the type: 
𝑇𝑇 = 𝑟𝑟 ∗ 𝑎𝑎 (2) 
So the amplification factor is given as  
𝐴𝐴 = 𝑇𝑇

𝐵𝐵
 (3) 

And then: 
𝐴𝐴 = 𝑎𝑎

𝑞𝑞
 (4) 

The amplification factor is independent of the server 
bandwidth. The theoretical maximum is about 64 [6]. 

Based on the theoretical approach the following calculations 
are straightforward. 

As it can be seen the power of the network data is large and 
it is growing according the network bandwidth used each time. 
This is not always the case because there are losses in the lines 
and other problems that reduce these numbers. If we refer to 
the above metrics then we can see that the maximum of an 
amplification with no other traffic reducing is about x64 times 
larger but the average of an amplification is about x20 to x30 
times which means that the 10 Gbps for example can produce 
output traffic to the targeted host at an amount of 200 Gbps in 
average and of course at a maximum of 639 Gbps which is 
highly difficult to achieve [9].  
 
 100 Mbps 1 Gbps 10 Gbps 

Rate of queries 
(queries/sec) 

𝑟𝑟 =
13107200

64
= 204800 

𝑟𝑟 =
134217728

64
= 2097152 

𝑟𝑟 =
1342177280

64
= 20971520 

Attack traffic 
(Bps) 

𝑇𝑇
= 204800 ∗ 4092
= 838041600 

𝑇𝑇
= 2097152
∗ 4092
= 8581545984 

𝑇𝑇 
= 20971520
∗ 4092
= 85815459840 

Amplification 
factor 

𝐴𝐴 =
4092

64
= 63,9375 

𝐴𝐴 =
4092

64
= 63,9375 

𝐴𝐴 =
4092

64
= 63,9375 

Table 2 Calculations based on the theoretical approach 
 

 
Fig. 3: The theoretical results of a full Amplification 

VII. DESCRIPTION OF TESTING SYSTEM 
A small network is set up consisting of two servers to be the 

part of the malicious hosts and they both run Linux Operating 
System the appropriate OS for such kind of actions in order to 
take the desired metrics for the measurements. The main issue 
was to find the servers that we could use to brute force to them 
and for that reason we choose to rent two servers to become 
our test servers to simulate the testing environment for our 
metrics. The first server hosts one dedicated 100Mbps network 
connection (bandwidth) and the second one a network line the 
order of 1Gbps. Both servers are having the option “IP 
spoofing” enabled. The target server used, who had to respond 
to the increased traffic was configured with DDOS protection 
enabled, for security and safety reasons, and all produced data 
came through the hardware firewall that was installed. Then 
we had to find a way to locate some open DNS resolvers to 
spread the attack and help collecting the required metrics 
afterwards. At the beginning we have run three attacks from 
the first server and then three attacks from the second server 
both targeting a third server that has hardware level DDOS 
protection so we were able to capture all the incoming traffic 
of those attacks from the hardware level.  

A. Measurements 
The measurements were accurate and here are the following 

results: 
1) 100 Mbps server 

The first set of three images relies on the first attempt of my 
amplification attack. When the first takes places you can 
notice how rapidly the amount of network traffic increases. 
The 100 mbps amplifies up to x36 times more when they hit 
the targeted host. This could very easily provide a full denial 
of a service delivered on a number of users [10]. 

 
Fig. 4a  1st Measurement Attempt 100 Mbps 

100 Mbps Server 1 Gbps Server 10 Gbps Server
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Fig. 4b 2nd Measurement Attempt 100 Mbps 

 
Fig.4c 3rd Measurement Attempt 100 Mbps 

 
 

2) 1 Gbps server 
The second set of three images relies on the second attempt 

of the amplification attack. This attempt is a much bigger and 
more serious with much more harmful results to a targeted 
host.  

If the bandwidth is increased from 100 mbps to 1 Gbps 
which is ten times in size the attack will not do the same with 
the result, for example from 36 times the attack will not 
reinforce to go on tenfold force such as 360 times stronger. 
This also shows the degree of difficulty and effectiveness. 
 

 
Fig. 5a 1st Measurement Attempt 1 Gbps 

 
Fig. 5b 2nd Measurement Attempt 1 Gbps 

 
Fig. 5c 3rd Measurement Attempt 1 Gbps 

B. Impact of the work 
In the DNS attacks, the attacker uses an extension to the 

DNS protocol that enables large DNS messages, achieving the 
amplification and DNS data corruption effect. The attacker 
now issues a DNS request that he knows will evoke a very 
large response. Another characteristic in the end is the 
impersonation where each source host uses the targeted name 
server's IP address as its source IP address rather than its own. 

The effect of spoofing IP addresses is responses to DNS 
requests which will be returned to the target rather than the 
spoofing hosts. Such kind of measurements and specifications 
shows why DNS amplification attacks differs from common 
DDOS attacks and why they are so extremely dangerous. They 
require little effort, creating vast overloading problems and 
performance degradation rapidly. 

VIII. DETECTION AND PREDICTION 
Besides it seems easy to detect an attack judging from the 

results it can produce, it is one of the most difficult issues 
anyone can solve. That happens because attackers use the 
reflection method and you can easily confuse authoritative 
from non-authoritative name servers in a DDoS amplification 
attack. One quick and reliable option we can use to detect or 
predict an attack is to refer on the internet and look after some 
free tools given to detect open recursive DNS resolvers. Such 
tools can scan entire network ranges and list the addresses of 
any identified open resolvers. These projects are: 

• Open DNS Resolver Project 
(http://openresolverproject.org) 

• The Measurement Factory (http://dns.measurement-
factory.com) 

• DNS Inspect (http://www.dnsinspect.com)    
All the above projects give someone the ability to the user 

to search or check a name resolver in global scope and they 
also provide a variety of tools for administrators. The better 
way to predict an attack is being ready for an attack which 
means that DNS servers administrators should modify 
recursive name servers to accept queries from authoritative 
name servers and force source IP verification for not allowing 
spoofed address inside their network. Moreover we can use 
system tools in order to detect an attack if we are facing the 
symptoms of an attack or if we suspect such kind of 
behaviour.  
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IX. PROPOSED MITIGATION 
For proper mitigation we should use a non-privileged 

source port (above 1024 port) for all DNS queries and to be 
much safer is better to user random and different each time 
source ports for every query. That means that authoritative 
name server operators should first deploy packet filters that 
drop traffic destined for the name server and having a source 
port equal to 53. We can only permit recursive queries to 
authorized users that belong in an organization and achieve 
limiting the recursion to authorized users reducing the risk for 
an attacker to gain this permission. For a network 
administrator the Response Rate Limit (RRL) by source IP 
address and the Response Rate Limit (RRL) by destination IP 
address are also two very special mitigating parameters. The 
first one gives the ability to set how mane DNS queries per 
time can be accepted from an IP address or a subnet and the 
second one set the maximum number of queries that can reach 
any DNS server of an organization for example, dropping any 
additional network traffic above this threshold. Both 
mechanisms protect the DNS servers from overwhelming but 
in both cases it is recommended to have extensive tests before 
applying it, reducing unexpected problems in production and 
must have the proper infrastructure needed for such changes. 

Another option that we have to consider first of all is our 
infrastructure and how it is designed from the beginning. If we 
are going to host the DNS server in our organization we must 
then configure a high availability solution to ensure our 
protection and the automatic failover scenario in case of an 
attack. So if an attack to our first server we can easily fail-over 
to the second one and decrease the impact to our business and 
users. Besides this we can also protect ourselves from attacks 
using techniques that configures or manages DNS state cache 
memory like pros and cons. Using long TTLs on our parent 
zone for certain delegation records is one of them which are 
associated with A or AAAA records. The value should set to a 
long one in order to exist in a recursive name server's cache 
for more time and reduce the impact of an attack because the 
content is cached and there is no reason to query it again and 
produce much more traffic. In case of a cloud-based DNS 
design for DDoS protection we can also redirect our DNS for 
our legitimate users to a new one and leave non-legitimate or 
attackers to our current DNS if we want to mitigate an attack 
of that kind. This solution requires cloud-based DDoS 
protection services and a series of action that should deployed 
by the users after the redirection [10]. 

X. FURTHER WORK 
DNS Amplification attacks are a fact today that is 

increasing day by day. DNS servers with recursively response 
option can be easily located by attackers across the internet 
and help them create huge amounts of network traffic while 
attacking. In this paper we try to analyse the role amplification 
factor, we try to calculate him, measure his affect and try to 
purpose protection and mitigation methods around it. As a 
future work we thought that we could use our testing 
environment and our metrics to create standard DNS attacking 

stress test scenarios builder simulator for several websites and 
according to the results we will suggest mitigating measures or 
load protection configuration for the web site. Moreover we 
can create a serious DNS amplification measurement tool and 
provide it to customers who would like to test their web sites 
under certain circumstances on DDoS attacks. We can expand 
its capabilities with other types of DDoS and provide a full 
type report with solutions for the problems reported after the 
simulation of the attack. This report could also include all 
protection & mitigation methods suggested. These actions will 
not only take advantage of the whole project and my 
measurement but it will provide a productive solution for 
companies worldwide and their portals as well. 

XI. CONCLUSION 
In this work it has been demonstrated how big damage can 

be produced by a small amount of code and how exponentially 
this can be increased. Attackers find victims to flood their 
computers with a large number of network packets on a DDoS 
attack, taking advantage of security vulnerabilities or 
weaknesses for control gaining on multiple hosts and turn 
them into “compromised” before he launches the DDoS 
attack.  

The exact produced network traffic of an attack depending 
on rate of the queries and the size of DNS response creating 
the amplification factor has been theoretically calculated and 
compared. Attackers prefer to use an extension to the DNS 
protocol that enables large DNS messages, achieving the 
amplification and DNS data corruption effect. 
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Abstract—In this paper, a new method for image segmentation 
is proposed, which is inspired by the carrier immigration 
mechanism in physical P-N junction. The carrier diffusing and 
drifting are simulated in the proposed model, which imitates the 
physical P-N junction. The effect of virtual carrier immigration in 
digital images is studied by experiments on test images and real 
world images. The sign distribution of net carrier at the model’s 
balance state is exploited for region segmentation. The 
experimental results prove the effectiveness of the proposed 
method.1 
 

Keywords—Image segmentation, virtual carrier immigration, 
self balancing, physics inspired method 

I. INTRODUCTION 

N physical P-N junction, the charge carriers in P-type and 
N-type semiconductor are holes and electrons 

respectively [1,2]. The density of hole is high in P-type 
semiconductor, while electron has a high density in N-type 
semiconductor. When the materials of the two are put 
together with compact contact, diffusion of carries will 
happen at the interface of contact due to their density 
difference (i.e. carrier moving from high-density side to low 
density side). Meanwhile, a space charge region is 
established due to the carrier diffusion and recombination. 
The space charge region will grow with more diffusing of 
carrier, but it in turn causes the drifting of carriers which is 
at the opposite direction of diffusing. A demonstration of 
the physical P-N junction is shown in Fig. 1. The above 
dynamic process will reach a balance state when the drifting 
and diffusing of carriers get balanced, and a stable P-N 
junction will be established under that dynamic equilibrium 
[1,2].  

 
Fig. 1  The physical P-N junction 

 

 
1  Xiaodong Zhuang is with Qingdao University, Automation Engineering 
College, China (e-mail: xzhuang@worldses.org), and is also a cooperation 
researcher in Technical University of Sofia. 
     Nikos E. Mastorakis is with Technical University of Sofia, Industrial 
Engineering Department, Kliment Ohridski 8, Sofia, 1000 Bulgaria (email: 
mastor@wseas.org). 

Image segmentation is a fundamental problem in image 
processing, which has significant value in both theoretic and 
practical research [3-5]. The basis of differentiation of two 
adjacent regions is their difference of image characteristics, 
such as grayscale, color, texture, etc. It is still an on-going 
and open research topic to segment image regions for 
various practical purposes [3-7]. In recent years, nature-
inspired methods have attracted more and more research 
attention, in which the mechanisms in nature are imitated 
and adjusted in novel algorithms for image segmentation, 
and promising results have been obtained in such 
preliminary works [8-11]. In this paper, inspired by the 
physical P-N junction, the self-balancing mechanism of 
carrier diffusing and drifting is adopted in a novel 
segmentation framework, in which the region structure of 
image is formed by dynamic carrier diffusing and drifting.  

In the following proposed model for region segmentation, 
the immigration of carrier caused by carrier density 
difference is called “diffusing”, and that caused by virtual 
electric field is called “drifting”. Of course, the formation of 
P-N junction is a microscopic physical process, while 
region segmentation is based on some algorithm 
implemented on computers. The algorithm proposed in this 
paper is inspired by the P-N junction, but not just a 
simulation of the physical process. In the following sections, 
the virtual carrier diffusing and drifting imitates the physical 
P-N junction, but the virtual electric field is defined 
artificially according to grayscale difference between 
adjacent image pixels. The proposed algorithm exploits the 
physical mechanism of carrier immigration, and introduces 
the factor of grayscale difference between the adjacent 
regions by the virtual electric field. Such difference between 
the algorithm and physical process should be noticed in 
reading the following sections. 

II. THE MODEL OF VIRTUAL CARRIER IMMIGRATION IN 

DIGITAL IMAGES 

The proposed model for image segmentation is as follows. 
Suppose there are two categories of virtual carriers: positive 
and negative, which imitates the physical electron and hole. 
On the 2D plane of digital images, each pixel is modeled as 
a container of virtual carriers. Each pixel has four adjacent 
pixels (except those on image borders), and correspondingly 
each carrier container has four adjacent containers. There is 
an interface between each pair of adjacent containers. 
Therefore, each pixel in the image corresponds to a carrier 
container with four different interfaces between its adjacent 
containers.  

There are two features of the interface mentioned above. 
Firstly, the interface has permeability, which means the 
carriers at both sides of the surface can diffuse through it 

I 
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due to density difference. Secondly, there is a virtual 
electric field imposed on it, whose direction and intensity 
are determined by the grayscale difference between the 
corresponding two pixels connected by that interface. The 
virtual electric field is defined as: 

( )ae K g g= ⋅ −                                                               (1) 

where e is the intensity of virtual electric field at the 
interface, K is a predefined positive coefficient, g is the 
grayscale of the pixel of interest and ga is that of its adjacent 
pixel. The direction of the electric field is defined according 
to the grayscale relationship of the pixel pair: the side with 
higher grayscale value has the higher electric potential. In 
another word, the container corresponds to higher grayscale 
value will attract negative carriers, while that corresponds to 
lower grayscale attracts positive carriers. 

Moreover, the effect of each virtual electric field is 
limited to its corresponding interface only, and does not 
influence other interfaces. The virtual electric field on each 
interface plays a key role in the formation of diffusing-
drifting balance of virtual carriers in the model. In such a 
way, the model is established consisting of virtual 
containers of carrier (both positive and negative carrier), the 
interface between adjacent containers, the virtual electric 
field, and also the virtual carriers.  

The evolution of the system is analyzed as follows. 
Initially, suppose the positive and negative carriers are of 
the same quantity, and each container has the same amount 
of carriers. Also suppose all the containers have the same 
volume, so that the density of carrier in a container is 
proportional to the amount of carrier in it. Therefore, there 
is no density difference of carriers between adjacent 
containers at that time. In another word, there is no carrier 
diffusion at the beginning. However, with the effect of the 
virtual electric field at each interface, the positive and 
negative carriers drift across the interfaces due to the virtual 
force applied by the electric field. The drifting then causes 
carrier density difference between two sides of the interface, 
which in turn makes the carriers to diffuse due to that 
density difference. Obviously, the diffusion has the opposite 
effect of drifting. For each interface and each container, 
such dynamic process evolves until a balance between 
drifting and diffusion is reached. The proposed model is 
shown in Fig. 2 and Fig. 3. Fig. 2 shows the details of 
carrier immigration between two adjacent containers, while 
Fig. 3 shows the overall structure of the model on digital 
image. The balance state is worth of study for possible use 
in image segmentation, and the net carrier (i.e. the resultant 
amount after the offset of positive and negative carriers) in 
each container is of value in further analysis. 

 
Fig. 2  Two adjacent containers in the proposed model of carrier 

immigration in digital images 
 

 
Fig. 3 The structure of the proposed model upon digital image 

III. THE ANALYSIS OF VIRTUAL CARRIER 

IMMIGRATION 

The effect of the above dynamic process can be analyzed 
for two typical cases. The first case is for the pair of 
adjacent pixels with large grayscale difference, such as 
pixels at different sides of the region border. According to 
Equation (1), because the intensity of the virtual electric 
field is defined as proportional to the grayscale difference, 
in this case the virtual electric field is strong. The strong 
field will cause the carriers to drift, which quickly causes 
obvious density difference of carriers between the two sides 
of the interface. And the density difference in turn causes 
the opposite movement - the diffusion of carrier. Therefore, 
in this case the drifting of carriers caused by the virtual 
electric field is the dominant factor of carrier movement, 
which increases the carrier density difference between the 
two adjacent containers at the region border. On the other 
hand, the diffusing of carrier is an induced one, which 
functions as a factor to balance the drifting. In a word, for 
the case of large grayscale difference between adjacent 
pixels, the difference of the carrier density in their 
corresponding containers has an increasing tendency. Since 
there are two kinds of carriers, and their movements under 
the virtual electric field are opposite, in the above case the 
net carrier (i.e. the net charge) in one container will become 
the opposite to the other. That is to say, in this case the net 
charge in one container will become positive, while that in 
the adjacent one will become negative. 

The second case is for the pair of adjacent pixels with 
small grayscale difference, such as adjacent pixels within 
the same region. In this case, the virtual electric field at the 
interface is weak because of the small grayscale difference. 
Therefore, in this case the dominant factor is the diffusing 
of carrier due to carrier density difference. Because the 
dominant diffusing process will decrease the difference of 
carrier density, there is a tendency to an identical 
distribution of carrier within a region. As a result, the 
containers within the same region tend to have the same 
sign of net carrier (i.e. all positive or all negative). 

The obvious difference between the above two cases just 
satisfies the requirement of segmenting adjacent regions. 
With the immigration of carriers going on, at the boundary 
of two different regions, the carrier density difference is 
large between the two sides of the region boundary. On the 
other hand, the carrier density of the containers within a 
region has a tendency to an identical distribution by the 
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diffusing process. The final result at balancing will reflect 
the differentiation of adjacent regions, which may provide 
useful clues for image segmentation. The simulation results 
in following sections provide experimental support to the 
above analysis.  

There is difference between the proposed model and the 
physical P-N junction. In physics, the basic factor is the 
carrier density difference between the P-type and N-type 
semiconductors. The carrier density difference causes the 
diffusion of carrier, which forms the electric field (i.e. the 
space charge region) at the interface. The electric field in 
turn induces the drifting of the carrier. However, the process 
in the proposed model for region segmentation is just 
different. For each pair of adjacent pixel, the virtual electric 
field is firstly defined according to the grayscale difference 
between adjacent pixels, and keeps unchanged in the whole 
evolving process. The virtual electric field causes the 
drifting of carriers, which causes carrier density difference 
between adjacent pixels (virtual containers). Then the 
density difference in turn makes the carriers to diffuse, 
which is an opposite movement to drifting. Therefore, the 
proposed model adopts the drifting-diffusing mechanism of 
carrier in physics, but it is not just only a simulation of 
physical P-N junction.  

IV. IMAGE SEGMENTATION BASED ON VIRTUAL CARRIER 

IMMIGRATION 

A. Model Implementation by Computer Simulation 

In the simulation of the model on computer, the 
simulation must be implemented in discrete steps (i.e. 
iteration by iteration). In one simulation step, the drifting 
speed of carrier (i.e. the amount of carrier immigrating from 
one container to the other in one iteration of simulation, or 
one simulation step) is defined directly proportional to the 
intensity of virtual electric field: 

'
1driftingc K eΔ = ⋅                                                               (2) 

where Δcdrifting is the amount of carrier drifting from one 
container into the other, K1

’ is a predefined positive 
coefficient, e is the intensity of virtual electric field at the 
interface. According to Equation (1), Δcdrifting is also 
proportional to the grayscale difference between the 
adjacent pixels: 

1 ( )drifting ac K g gΔ = ⋅ −                                                  (3) 

where Δcdrifting is the amount of carrier drifting from one 
container into the other, K1 is a predefined positive 
coefficient, g is the grayscale of the pixel of interest and ga 
is that of its adjacent pixel. 

On the other hand, in one simulation step, the speed of 
diffusion has proportionality relationship with carrier 
density difference between the adjacent pixels. Suppose 
each container has the same size (or volume). Then the 
carrier density is proportional to the carrier amount in each 
container. Therefore, in the implementation the carrier 
density is substituted by carrier amount for diffusing: 

2 ( )diffusing ac K c cΔ = ⋅ −                                                  (4) 

where Δcdiffusing is the amount of carrier diffusing from one 
container into the other, K2 is a predefined positive 

coefficient, c is the net carrier amount in the container of 
interest and ca is that in its adjacent container. 

For Equation (4), there is another issue to be discussed in 
the implementation. There are two types of carriers in the 
model: positive and negative. Each container has both types 
in it. In the evolving process, the two types of carrier 
immigrate by drifting and diffusing respectively. For each 
container, the net carrier is the combination of the two types 
after the offset between them. For simplicity in 
implementation, the immigration of carriers is measured by 
the amount of net carrier. In another word, the carrier 
density and the flow of carrier between containers are 
measured by net carrier amount. 

The steps of implementing the model are as follows. At 
the beginning, the amounts of positive and negative carriers 
are equal in each container. Also suppose the amount is 
sufficient for arbitrary amount of carrier immigration in the 
simulation. Then the virtual electric field is calculated at 
each interface between adjacent containers, which is 
proportional to the grayscale difference between 
corresponding adjacent pixels. The detailed simulation step 
is as follows. 
Step1 For each of the four interfaces of every virtual 

container (or pixel), do the following: calculate the 
drifting amount of carrier due to virtual electric field; 
calculate the diffusing amount of carrier due to carrier 
density difference; sum the above two for all the 4 
interfaces of a container to get its total change of net 
carrier amount; update the net carrier amount in that 
container; 

Step2 After all the containers update their net carrier 
amount, calculate the average change of net carrier 
for all the containers. If the average change of net 
carrier is smaller than a predefined threshold, it is 
close enough to the balance state, and the simulation 
stops; otherwise, return to Step1 to begin a new 
iteration of simulation. 

B. Simulation Results for Simple Test Images 

A typical one of the experimental results for a series of 
test images are shown in Fig.4. The simulation is 
implemented by programming in C. Fig. 4(a) shows a test 
image with a rectangle region. In order to demonstrate the 
process of carrier immigration step by step, the intermediate 
results at several specific simulation step numbers are 
recorded together with the final result.  The intermediate 
results are shown from Fig. 4(b) to Fig. 4(f). In the 
following results of net carrier sign distribution such as Fig. 
4(b) to Fig. 4(f), the white and black points represent the 
positive and negative sign of net carrier respectively, and 
the gray points represent that the net carrier is zero (i.e. not 
a definite sign yet). In Fig. 4(b), it can be seen that shortly 
after the simulation starts, only the points close to the region 
border have a definite sign of net carrier, From Fig. 4(b) to 
Fig. 4(f), it is clear that the positive sign part expands 
inward, while the negative sign part expands outward from 
the rectangle border with increasing simulation time. The 
final result of sign distribution of net carrier in Fig. 4(g) can 
provide a definite segmentation of Test image 1. 
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(a) Test image 1 

 

     
(b) sign distribution of net           (c) sign distribution of net 

carrier after 5 simulation             carrier after 10 simulation 
iterations                                      iterations 

 

    
(d) sign distribution of net           (e) sign distribution of net 

carrier after 20 simulation           carrier after 40 simulation 
iterations                                      iterations 

 

    
(f) sign distribution of net           (g) sign distribution of net 

carrier after 80 simulation           carrier after 120 simulation 
iterations                                      iterations 

 
Fig. 4 The simulation results for Test image 1 

 
 

The above interesting results for test images can be 
analyzed as follows3. At region borders with large 
grayscale variation, the dominant factor of carrier 
immigration is the drifting caused by the strong virtual 
electric field. As the overall effect, for a pair of containers, 
the positive carriers tend to gather into one container, while 
the negative carriers gather into the other. If the electric 
field is defined as proportional to the grayscale difference, 
the container corresponding to higher grayscale pixel has 
the higher electric potential, which attracts negative carriers 

to gather. On the other hand, the positive carriers are 
attracted into the other container corresponding to lower 
grayscale. Such effect will increase the difference of net 
carrier amount between the adjacent containers, and the sign 
of the net carriers in them also tend to become opposite.  

On the other hand, for a local area within a region, the 
grayscale difference is small. Correspondingly, the virtual 
electric field is also small. Here the dominant factor for 
carrier immigration is the density difference of carriers 
between adjacent containers, which makes the carriers 
diffusing, and produces a tendency of identical carrier 
distribution inside a region. As the result, the amount and 
sign of net carrier for the containers inside a region tend to 
become homogeneous.Therefore, the global distribution of 
the sign of net carriers at balance state can provide effective 
basis for image segmentation. 

C. Image Segmentation Based on the Proposed Model     
for Real World Images 

In the above experimental results for the test images, it is 
shown that the sign of net carrier are opposite in two 
adjacent regions, which can provide the basis of region 
division in images. In order to obtain the segmentation 
result from the sign distribution of the net carrier, a region 
grouping approach is proposed as following: 
Step1: Implement the simulation of the virtual carrier 

immigration as proposed in section 4.1; 
Step2: Obtain the sign distribution of the net carrier; 
Step3: Group the adjacent containers (i.e. image points) 

with the same sign of net carrier as connected points 
in same region. In the region grouping process, the 
adjacent pixels of the 4-connection (i.e. the upper, 
lower, left and right pixels) for an image point p is 
investigated. If any of the four adjacent containers 
(pixels) has the same sign of net carrier as p, it is 
grouped into the region which p belongs to. The 
obtained regions are the result of region 
segmentation for the image. 

The obtained set of regions is the result of region 
segmentation. Fig.5 shows the region segmentation results 
according to Fig. 4(g), where different regions are 
represented by different gray-scale values. 

 

 
Fig. 5 The region grouping result for Fig. 4(g) 

 
However, real world images consist of more complex 

regions than the simple test images. Moreover, gradual 
grayscale changes are commonly seen in natural images 
rather than sharp grayscale change at the region borders. To 
investigate the effect of the carrier immigration method on 
real world images, experiments are carried out for a series 
of real world images. For demonstration, some of the results 
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are shown in Fig. 6 to Fig. 9, which are for the house image, 
the peppers image and the medical heart image. The 
experimental results indicate that the proposed method can 
obtain large amount of regions (more than a hundred) 
because of the complexity of real world images. There are 
537 regions obtained for the house image, 177 for the 
peppers image, and 533 for the medical heart image. The 
regions in the results are shown in Fig. 6(c), Fig. 7(c), Fig. 
8(c) respectively. 

To obtain practically useful segmentation result, a region 
merging method is proposed for the above region 
segmentation results based on the gray-scale similarity of 
adjacent regions. First, an expected number of remaining 
regions after merging is given (usually by trail). Then the 
following steps are carried out to merge regions until the 
expected region number is reached: 
Step1: For each region in the image, calculate its average 

gray-scale value. 
Step2: Find the pair of neighboring regions with the least 

difference of the average gray-scale, and merge them 
into one region. 

Step3: If current region number is larger than the expected 
region number, return to Step1; otherwise, end the 
merging process. 

For each real world image, the figures show the original 
image, the sign distribution of net carrier at the balance state, 
the region segmentation results by grouping, and also the 
result of region merging. In the sign distribution of net 
carrier, the white points represent positive net carrier, and 
black points represent negative net carrier. In the region 
segmentation results and region merging results, different 
regions are represented by different grayscale values. 

For the house image, the remained region number after 
merging is 50 in Fig. 6(d).  
 

  
(a) the house image                   (b) the sign distribution of z  

coordinate at balance state 
 

   
(c) the region segmentation       (d) the merging result for (c)  
     result for (b) 
 

Fig. 6 The experimental results for the house image 
 

For the peppers image, the remained region number after 
merging is 50 in Fig. 7(d). 

  
(a) the peppers image                (b) the sign distribution of z  

coordinate at balance state 
 

   
(c) the region segmentation       (d) the merging result for (c)  
     result for (b) 
 

Fig. 7 The experimental results for the peppers image 
 

For the medical image of the heart, the remained region 
number after merging is 50 in Fig. 8(d). Fig. 8(d) shows the 
heart structure clearly. Moreover, the average of the net 
carrier change for all the points is calculated and recorded 
as a measurement of the convergence degree to the balance 
state. Fig. 9 shows the relationship between that average 
value and the simulation time, which indicates that the 
process of carrier immigration approaches the balance state 
with the simulation going on. 

 
 
 

 
(a) the medical heart image 

 
 
 
 
 
 
 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 72



 
 

 
(b) the sign distribution of z coordinate at balance state 

 
 
 

 
(c) the region segmentation for (b) 

 
 
 

 
(d) the merging result for (c) 

 
Fig. 8 The experimental results for the medical heart image 

 
 
 
 
 
 
 

 

 
                 simulation step number 

 
Fig. 9 The relationship between the average change of net carrier 

and the simulation time (for the medical heart image) 
 

The above experimental results prove that the analysis of 
the model’s dynamics in section 3 still holds for real world 
images. The proposed method is effective in segmentation 
of real world images. Relatively large amount of regions 
can be obtained by the grouping of the net carrier sign due 
to the complexity of real world images. From the results, it 
can be seen that main object regions can be well segmented, 
and some regions are segmented in perfect detail. However, 
at some part of object boundaries, two objects are not well 
separated due to reasons like grayscale similarity. It is 
indicated that other image features besides grayscale may be 
introduced into segmentation for improvements. 

V. CONCLUSION 

A new model of virtual carrier immigration on digital 
image is presented by imitating the diffusing and drifting of 
carriers in physical P-N junction. The virtual electric field 
between adjacent pixels is defined according to their 
grayscale difference, which is the major difference between 
the proposed model and real P-N junction. In the model, the 
two kinds of immigration are: carrier drifting caused by the 
virtual electric field, and the carrier diffusing caused by the 
carrier density difference. The direct local interaction and 
indirect global interaction of the above two carrier 
movements can lead to a balance state of carrier distribution, 
which provides clues for region segmentation. Image 
segmentation is implemented based on the sign distribution 
of net carrier at balance state, and a merging step is applied 
to get more comprehensible and useful segmentation results. 
The experimental results for test images and real world 
images prove the effectiveness of the proposed method. 

For improvement of the segmentation results, 
experiments will be carried out to investigate the 
segmentation results under various parameter configurations 
in the method. Color and texture feature will also be 
introduced into segmentation for possible improvement. 
And more reasonable merging process will also be explored 
as a necessary post-processing step to obtain better results 
of region merging. 
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Abstract— This paper addresses mobile computing with a focus 
on mobile learning. Applying a motivational model (ARCS), the 
research team conducted a survey to examine the current use of mobile 
learning to support the millennial learners in the K-12 classroom. 
Based on the survey findings, researchers explore how to design 
mobile learning lessons for schools by motivating the young learners. 
At the end, this report provides recommendations on how to improve 
the instructional design for mobile learning. 

Keywords— mobile learning, mobile computing, instructional 
design, millennial learners 

I. INTRODUCTION 
OCIAL connectivity and the emergence of wireless, 
broadband internet through affordable devices challenge 

educators to rethink the possible.  From a technological 
perspective, society has “changed out of all recognition in the 
past few decades” [1].  Access to the global marketplace, social 
meeting places and multimedia has become increasingly 
available via mobile devices. As a result, educators, 
administrators and instructional designers are challenged to 
stretch the boundaries of the classroom and introduce content to 
learners in a context that makes it immediately relevant, usable 
and of late, mobile for them. 
 

II. LITERATURE REVIEW 
The explosion of mobile communications technology and the 

resultant portable lifestyle introduced into society generated the 
latest learning style, mobile learning (mLearning), which 
challenges the traditional model of classroom education.  
Current literature suggests the textbook and lecture instructional 
model, featuring a teacher as the central disseminator of 
learning, is quickly becoming obsolete in lieu of a model where 
students access, use and create content in real world contexts 
[2]. 

Schubert highlights interesting data that justifies and helps in 
forecasting the growth of an increasingly mobile student and 
classroom [2].  His research states that today’s teenager “sends 
more than 3,000 text messages each month.” He also claims that 
there are “approximately 500 television and 10,500 radio 
stations, about 350,000 iPhone applications and more than one 
trillion web pages,” indicating the evolution of information 
 

 

availability [2].  The integration of this information affords 
educators an opportunity to immerse students in rich content 
with a flexible access point they’re comfortable with and 
enthusiastic about.  This study will summarize the literature 
researched and further explore the implications of mLearning 
within three narrowly focused themes: (1) the definition of 
mobile learning; (2) current use of mLearning to support the 
millennial learners in the K-12 classroom; (3) learner 
motivation and mLearning lesson design for the K-12 
classroom. 

A. Mobile Learning (mLearning) 
The most widely accepted definitions of mLearning center on 

the general theme of learning through the use of mobile devices. 
However, many sub-themes also exist and indicate that 
mLearning is focused less on the device and more on its use 
during the learning activity: (1) learning involves the use of a 
mobile web enabled multimedia device that allows for access, 
use and creation of content anywhere, at any time [3]; (2) the 
learning activity is flexible and encourages learners to draw on 
various resources including social collaboration with peers, 
accomplished performers, coaches and teachers [4]; (3) the 
technology, the learner and the learning are mobile and make 
content accessible in a usable context when it is immediately 
relevant [5]. 

B. Impacts of Mobile Learning on the Millennial Leaners 
McMahon and Pospisil [6] describe millennial learners as a 

group focused on social interaction, highly accomplished at 
multi-tasking and adept with the use of technology in social 
media, learning and workplace applications.  They also specify 
that the millennial prefers group activities, embraces 
information technology and requires rapid access to information 
[6].  Given these preferences and the continued infusion of 
technology in all aspects of modern culture, significant attention 
is given to the adequacy of learning activities in supporting the 
preferences of the information literate generation in schools and 
entering the workforce.  Several overlaps exist between the 
design of Mobile Learning and the preferences of the millennial 
learner including: (1) learner centric activity that incorporates 
rich experiences relevant to the learner’s job or personal 
interests and goals [4]; (2) immediacy of results and 
individualization of feedback [7]; (3) flexible, on-demand 
design which enables freedom of choice and removes the tether 
to the instructor [1]; (4) collaboration and social interaction [1].   

Designing Engaging Mobile Learning for K-12 
Classrooms 

Minjuan Wang, Melissa Calderwood , Yong Chen, Junli Li 
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C. Learning Motivation and Mobile Learning 
Keller’s theory [8] for learner motivation and model for 

motivational design was used as a framework for the 
motivational aspect of this study. Keller’s model [8] provides a 
systematic approach to “designing the motivational aspects of 
learning environments to stimulate and sustain students’ 
motivation to learn.” The four major components of Keller’s 
ARCS model [8] include: Attention, Relevance, Confidence and 
Satisfaction. The Attention step focuses on capturing the 
learner’s attention and maintaining it throughout the course of 
instruction. The second step, relevance, notes that once the 
learner’s attention is gained, it is important that the learner then 
identify how the material relates to his or her interests and life. 
The confidence category describes that a learner will feel 
motivated if he or she is able to demonstrate some measure of 
competence related to the material being presented. Lastly, in 
the Satisfaction step Keller states the learner will be pleased if 
he or she feels value in what he or she has accomplished as 
result of the instruction.    

Recent studies examine motivation in technology based 
instructional environments. The first study examined was 
conducted by scholars Ju-Ling Shih, Hui-Chun Chu, Gwo-Jen 
Hwang, and Kinshuk [9]. The researchers examined the impact 
of PDAs in an elementary science classroom in Singapore. They 
also examined student and teacher attitudes towards 
context-aware ubiquitous learning.  In this study, fifth-grade 
students used PDA’s and a wireless network to identify 
vegetation on the school’s campus.  The self-paced lesson 
challenged students to explore the campus, identify vegetation 
and construct knowledge by accessing relevant content via the 
PDA.  The research team found increased motivation in four 
areas: (1) increased personalization; (2) active participation; (3) 
interaction with learning content in context; (4) construction of 
knowledge without the direct influence of the teacher. 

In a second study, Warschauer, Cotton, and Ames [10] 
studied how laptops and a web blog helped middle school 
students in Colorado become more inspired writers.  Students 
completed all writing assignments on an issued laptop; in 
addition, they regularly contributed to a blog where they shared 
their digital writing experiences. Upon analysis of the blog 
contributions, researchers noted the following themes regarding 
the students’ comparison of the laptop writing to handwritten 
work: (1) ease of access to editing tools; (2) improved 
accessibility of information; (3) increased sharing and 
collaboration; (4) increased motivation as a result of increased 
access and visibility on their work. 

Each study indicates that learner motivation is impacted by 
the integration of m-learning technology and lesson design and 
report findings apparently aligned with the core principles of 
m-learning as well as the preferences of the millennial learner.  
However, specific research examining the infusion of Keller’s 
motivational design model with lesson development for 
m-Learning in the K-12 classroom is presently limited and will 
be further explored in this study. 

D. Contextual Factors 
Several limitations hindered the researchers’ ability to 

explore mLearning in K-12 classroom settings to the depth 
originally intended.   
1) Teacher Participation. All participants completed the 

online survey, but they did not volunteer to share their 
mobile learning lesson plans for the content analysis 
component of the case study. Because of this, researchers 
resorted to a Google search to complete this task. While 
analyzing mLearning lesson plans from different states and 
school sites, the researchers observed that there is not one 
uniform template for lesson design. Some school districts 
require explicit reference to state academic standards, 
while others do not. This complication will be explored 
further in the findings section of the report. 

2) Duration of Study. If this were an ongoing study, developed 
over several academic semesters, the researchers would 
benefit from observing and interviewing students who are 
actually using mobile devices in their classrooms. 

3) Geographic Factors. The researchers were unable to 
access school sites within their geographic areas in which 
they could visit to collect data for this case study. The 
researchers felt that actually observing and having face to 
face conversations with mLearning teachers, instead of 
surveying them long distance, would provide more insight 
on their methodologies and daily implementation of 
successful mLearning classrooms. 

 

III.  METHODOLOGY 
This section presents a detailed explanation of the evaluation 

framework used, participants targeted, data collection 
instruments, and data analysis procedures.   

A. Evaluation Framework 
Current population trends and shifts in student expectations 

and performance in learning environments suggest that the 
emergence of the millennial Generation in classrooms.  This has 
necessitated an evaluation of how educational design is meeting 
the needs of a new generation of learners who are coming of age 
in an era marked by societal connectivity.  In an effort to 
quantify the impact of mobile learning on learner motivation, 
this study focuses on the incorporation of learner motivation 
principles in curriculum development and an analysis of lesson 
plans used to guide learners in mLearning exercises.  This study 
will inform stakeholders and fuel the design of appropriate and 
functional lesson plans by enhancing situational awareness, 
validating the effectiveness of the ARCS Model, and identifying 
measures for effectively incorporating mLearning into the 
traditional classroom.  The approach must be a blend of both the 
formative and summative aspects of the clarificative evaluation 
[11].  In this case, current trends in K-12 education suggest that 
learner motivation will be cultivated through the introduction of 
mLearning devices rather than the content of the lesson plans 
developed to support educational objectives. 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 76



 

 

Lesson plan review, participant input, and literature suggest 
that an accurate measure of learner motivation in mLearning 
exercises may not exist in a formal context.  This clarificative 
evaluation will examine: (1) alignment of mLearning 
educational objectives with state mandated K-12 learning 
standards; (2) the consideration of Keller’s motivational design 
principles in the development of mLearning lesson plans; (3) the 
impact of educator attitudes and technological support in the 
development of mLearning exercises. 

B. Data Collection Instruments 
Data collection for this evaluation was conducted in a 

two-fold manner by which the research team solicited and 
analyzed K-12 educators involved in mLearning programs and 
through the analysis of lesson plans by the research team 
utilizing a content coding rubric divided into the elements of the 
ARCS model. 

C. Educator Survey 
The survey developed for this evaluation was designed to 

focus heavily on teacher and student expectations and their level 
of preparation for the use of mobile technology in the classroom 
and the educator’s incorporation of Keller’s ARCS model in the 
development of mLearning lesson plans.  The survey is 
provided in full in the appendices and the two focal points of the 
survey are discussed further below.   
1) Preparation and Expectations for use of mobile technology 

in the classroom:  This section provides data on the level of 
preparation and support that educators receive while 
incorporating mobile technology into their classrooms.  
This information may yield critical data points needed to 
enable the research team to further isolate and target the 
shortcomings associated with the design and 
implementation of mLearning educational objectives.  The 
participants will provide a baseline for understanding the 
support mechanisms currently in place or needed to ensure 
a transition to mobile learning technologies that is well 
received by students and educators alike. 

2) Keller’s ARCS Model for mLearning lesson plan 
development:  The second focal point of the survey was 
designed to gauge whether educators recognize and 
incorporate the principles of Keller’s ARCS model for 
learner motivation into mLearning exercises.  This 
information, when correlated with the first component of 
the survey, may yield data that can support the development 
of learner centric mLearning activities that promote learner 
motivation and support the educational objectives of the 
specific K-12 element.  The research team expects that 
there will be a correlation between the level of comfort with 
technology and the consideration of ARCS principles in the 
design and implementation of mLearning activities.        

D. Lesson Plan Analysis 
The research team conducted a concurrent analysis of a 

sample of lesson plans designed for mLearning programs across 
all levels of the K-12 curriculum, utilizing a content coding 

rubric.  The elements of the sampled lesson plans were scored 
from (1) Highly Ineffective through (5) – Highly Effective.  The 
content coding rubric is provided in full in the appendices and 
the major components of the coding rubric are discussed in 
detail below.   
1) Content:  In this section of the coding rubric the research 

team quantified the degree to which the lesson plan 
incorporates components of effective development 
including: standards, objectives, and scaffolding.  In 
particular, the research team is looking to correlate data on 
achieving state mandated curriculum objectives through the 
use of mLearning exercises. 

2) Motivation: This component of the coding rubric 
incorporates the dimensions of Keller’s ARCS model.  
Each of the lesson plans will be analyzed to determine how 
effectively the mLearning initiative incorporates Attention, 
Relevance, Confidence  ̧and Satisfaction.  In particular, the 
research team will investigate how the use of instructional 
media is used to satisfy the elements of learner motivation.   

3)  Assessment:  This section of the coding rubric affords the 
research team the opportunity to correlate the data from the 
Content and Motivation sections with defining specific 
assessment credentials.  This section should validate 
whether mLearning is an effective means to assess students 
against mandated state curriculum standards. 

4) Technical: The final component of the coding rubric allows 
the research team to delineate the objectives of the 
mLearning lesson plan.  The incorporation of mobile 
technology in curriculum development should not shift the 
focus of learning objectives.  When analyzing the lesson 
plans, the research team is seeking to validate that the use of 
technology is not clouding the desired learning outcome.   

E.  Participants 
Survey participation and lesson plan analysis were largely 

dependent on access. Because the survey is administered 
electronically, delivery requires the record of the 
respondent’s e-mail address.  In an effort to ensure adequate 
distribution to a population currently involved with 
mLearning applications, the research team leveraged the 
professional network of one of the team members in three 
states.  The research team did investigate the possibility of 
disseminating the survey to various school districts in an 
effort to enhance the survey population.  The team ruled out 
this approach in an effort to ensure that the survey was limited 
to educators incorporating mobile learning technology into 
their curriculum.  Limiting survey responses to only those 
with mLearning experiences limits the diversity of the 
respondent pool but preserves the integrity of the response.   

With the survey participants identified, the research team 
shifted the focus to gaining access to lesson plans to assess 
against the content coding rubric.  The availability of lesson 
plans was a limiting factor with the analysis.  The majority of 
educators identified for the survey either had personal or 
institutional restrictions that precluded them from submitting 
mLearning lesson plans for analysis.  Though incongruent to 
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the survey respondent pool, the research team analyzed 
public domain lesson plans that incorporated various 
instructional media.   

IV. FINDINGS AND ANALYSIS 
The findings and analysis segment of this report is divided 

into two sections focused around different aspects of learner 
motivation in mobile learning.  The first section describes the 
observations, intentions and attitudes of educators currently 
supporting their curriculum with the incorporation of mobile 
wireless technology in the classroom.  This section will help in 
evaluating the preparedness of instructors as well as students 
and schools for mobile learning.  The second portion of the 
findings include a content analysis of a sample of lesson plans 
used to guide learner centered mobile learning activities in the 
K-12 classroom.  This section will be used to evaluate the 
integration of Keller’s motivational design principles into a set 
of mobile learning activities.  

A. Observations and Attitudes of Educators 
Data in this section was collected from a sample of nine 

educators in the United States including representatives from 
California, Missouri, and Washington.  Although the sample 
size is small and does not represent the high school grade levels, 
the population includes teachers from a variety of grades and 
incorporates representation from all core subject areas (math, 
science, social studies, language arts, and English language 
learners) with the exception of physical education.  Participants 
in the survey ranged in experience from first term teachers 
through tenured faculty members with more than fifteen years in 
the classroom; the mean teaching experience for the sample 
group was 4-6 years. The survey respondents are classified in 
Table 1. 

Table 1.  Teacher experience 

Respondent 
Identification 
Number 

State 
Currently 
Teaching 

Years of 
Teaching 

Experience 

Subject(s) 
mLearning 

Applied 

Current 
Grade 
Level 

R1 WA 1-3 years Science grades 6-8 

R2 CA 7-10 years Language 
Arts 

grades 6-8 

R3 CA 4-6 years Social 
Studies 

grades 6-8 

R4 MO 15+ years All Areas grades 6-8 

R5 CA 4-6 years Math grades 6-8 

R6 WA 15+ years Math grades 1-2 

R7 CA 7-10 years Math grades 6-8 

R8 WA 4-6 years All Subjects grades 1-2 

R9 WA 4-6 years no response grades 1-2 

R10 CA 4-6 years Language grades 6-8 

Arts 

 
The study instrument was used to indicate teacher and student 

expectations and their level of preparation for the use of mobile 
technology in the classroom.  The data specifically represents 
respondent’s answers to a variety of questions beginning with 
three subcategories of the prompt: 

Please rate how prepared you and your students are for the 
use of mobile wireless technology in the classroom: (1) my level 
of training in developing coursework using mobile technology; 
(2) my comfort level with using mobile wireless technology in 
the classroom; (3) my student’s comfort level with using mobile 
wireless technology in the classroom. 

Analysis of the data reveals that among teachers and students, 
67 percent of respondents feel they have a high degree of 
comfort with the use of mobile technology. This finding is 
significant in supporting the confidence component of Keller’s 
model and in demonstrating the limited need for instructional 
time to be invested in building proficiency with the technology.  
Detracting from the same aspect however, is the apparent lack 
of comfort amongst teachers with the level of training they have 
received in developing and implementing mobile learning 
lessons, where only 50 percent agree they are comfortable and 
39 percent respond that they are uncomfortable or highly 
uncomfortable in this area. Figure1 suggests that although 
teachers are comfortable with the use of this technology in their 
classrooms, they are less comfortable in determining how it 
should be used. 

 
Figure 1. Comfort with technology 

 
 
When asked to describe the suitability of mobile learning in 

supporting Keller’s model for learner motivation and their own 
intentions for using it in the classroom, teachers give slightly 
contradictory responses.  Figure 2 illustrates a belief that mobile 
learning is best suited to support the attention readiness and 
relevance components of learner motivation. Despite this 
apparent belief, educators admit to targeting each component of 
ARCS nearly uniformly in lesson design indicating low 
correlation between perceived suitability and actual use. 

 
Figure 2. Suitability and targeted use of m-Learning 
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Additionally, educators indicate low levels of support 

towards the design and implementation of mobile learning.  A 
subsequent segment of the educator survey asked participants to 
describe the availability of mobile devices for use in the 
classroom and also the availability of technical and instructional 
support for those devices; the results are depicted in Figure 3.   

 
Figure 3. Instructional support 

 
 
The data in this segment are significantly skewed to the left 

with the mean response for IT support and instructional design 
being 'minimal' whereas the mean response for availability of 
technology is 'intermediate.'  This pairing may be an indicator of 
low levels of support for the mobile technologies entering the 
classroom and as a result, a negative incentive to embed them 
into the curriculum.     

B. Lesson Plan Analysis 
The second component of the analysis included a review of a 

sample of K-12 mobile learning lesson plans. Although 
representation of each subject area varied, the sample includes 
at least one lesson plan from each grade level and major subject 
area. Each lesson plan was reviewed by the research team 
utilizing a content coding rubric divided into the elements of the 
ARCS model.  Each element was then analyzed within the 
selected sample of lesson plans.  Individual attributes of each 
lesson plan were scored from (1) - Highly Ineffective through 
(5) - Highly effective.   
1) Attention: The evaluation team rated the lesson plan sample 

between effective and highly effectively in their ability to 
gain and maintain learner attention.  Several attributes were 
evaluated to make this determination as specified below in 
Table 2. 

Table 2. Attention Attributes 
 K - 4th 

Grade 
5th - 8th 

Grade 
9th -12th 

Grade 
The activity is designed to be 3.7 4.5 4 

learner centered. 
The content is likely to stimulate 
learner curiosity. 

4.3 3.1 3.56 

The instructional media is likely to 
stimulate learner curiosity. 

4.8 3.2 3.78 

 
Of the sample, K - 4th grade lesson plans scored highest 

with a mean rating of 4.27, the lowest scoring sample group 
were the 5th through 8th grade lesson plans scoring an 
average of 3.60 across the measured attributes.   

2) Relevance: The findings for relevance again demonstrate 
effective to highly effective incorporation of motivation 
design theory in lesson planning amongst the sample pool.  
Again, the Kindergarten through 4th grade lesson plans 
scored highest across each attribute and overall with a mean 
score of 4.13.  The 5th through 8th grade pool scored the 
lowest with a mean score of 3.1.  The median score of all 
lesson plans reviewed was 3.67.  It is possible that the 
mobile learning activities are being designed in a way so as 
to support the millennial learner’s desire to learn content in 
context and learn through the construction of knowledge. 
 

Table 3. Relevance Attributes 
 K - 4th 

Grade 
5th - 8th 

Grade 
9th -12th 

Grade 
The instructional media is likely to 
match the learners preference. 

4 3.2 3.67 

The application(s) enables the 
learner to construct knowledge 
through inquiry. 

4.1 2.6 3.56 

The iPad application(s) selected is 
appropriately matched to the 
learning content. 

4.3 3.5 3.89 

 
3) Confidence: Despite the small sample size and lack of 

classroom observation of teachers and students impacted 
by the lesson plans, the content shows a pattern of 
technology applications apparently appropriately paired to 
student skill levels with a mean score of 3.90 (Table 4).  
Conversely, the research team also detected a trend that 
would suggest learning preference and performance 
feedback are less emphasized in mobile lesson plan design.  
The mean score in this dimension for all lesson plans was 
only 3.52.  Despite the limitations of the study, the 
detection of these patterns may indicate a trend in which 
educators are thoughtfully selecting applications and 
exercises matched to the abilities of their students; but the 
activities selected appear for the most part to be targeted 
towards one learning style. In this sample, the overall trend 
is one where learner confidence is least reflected in the 
lesson plan design. 
 

Table 4. Confidence Attributes 
 K - 4th 

Grade 
5th - 8th 

Grade 
9th -12th 

Grade 
The iPad application(s) selected is 
appropriately matched to the 
abilities of the learner. 

3.9 3.6 3.67 

The learning activity allows for the 
emergence of learning styles. 

3.3 2.0 3.0 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 79



 

 

Support and feedback appear to be 
embedded into the learning activity. 

2.3 2.7 2.56 

 
4) Satisfaction: Much like the relevance and confidence 

components of the lesson plans reviewed, analysis of the 
learner satisfaction attributes of the content showed varying 
levels of emphasis across grade levels and characteristics 
within the satisfaction element.  With a mean score of 3.79, 
the lesson planning seems to support learner satisfaction 
through the ability for learners to access content in context 
and exercise freedom of choice in how they learn (Table 5).  
Conversely, the mean score of 2.9 in the collaboration 
element indicates that the lesson design may limit 
collaboration may in turn reduce learner satisfaction.    
  

Table 5. Satisfaction Attributes 
The iPad application(s) selected enables learners 
freedom to explore content.   

3.
3 

3.
2 

3.3
3 

The learning activity is designed to allow for 
collaboration between learners. 

2.
8 

2.
8 

3.2
2 

The iPad application(s) selected allows the learner to 
interact with the learning content in real world 
context. 

4.
1 

3.
7 

3.5
6 

C. Recommendations 
The following recommendations are suggested to improve 

mobile learning lesson plan creation: (1) standardize the 
mLearning lesson plan template to include explicit reference to 
the state content standard for which the lesson is focused; (2) 
adopt a uniform structure for lesson learning goals/objectives to 
include a measurable and observable behavior, condition under 
which the learning will take occur, and the degree of accuracy 
for the goal to be considered met by the learner. 

If further research were to be conducted in this area in a much 
larger scale, we recommend the following criteria: (1) a blind 
sampling of teachers from a diverse group of states and content 
areas; (2) a larger group of participants who share their 
feedback, lessons and access for researchers to observe their 
classrooms; (3) adequate time to study the implementation of 
mLearning lessons in actual classrooms; (4) Access to students 
in the classrooms for pre and post-mLearning lesson interviews. 

We feel that if more time and resources were allotted to the 
study of mobile learning implementation in the k-12 learning 
environment, educators and students would greatly benefit from 
the findings. According to this study, teachers feel that they 
have a moderate amount of technology accessible to them for 
teaching, however, more IT and lesson design support is 
needed. 

 ACKNOWLEDGEMENT 

This paper is supported by the Oriental Scholar program 
of   Shanghai Municipal Education Commission 
(TPKY052WMJ). 

 

REFERENCES   
[1] E. A. Beckmann, “Leaners on the move: mobile modalities in 

development studies,” Distance Education, vol. 31, no.2, pp.159-173, 
2010. 

[2] P. Schubert, “Grasping the Realities of Educating in the Digital Age,” 
Educause Review, vol. 46, no. 2, pp. 8-9, 2011. 

[3] G. Hwang, and H. Chang, “A formative assessment-based mobile 
learning approach to improving the learning attitudes and achievements 
of students,” Computers & Education, vol.56, no.4, pp.1023-1031, 2011. 

[4] A. Kukulska-Hulme, “Learning Cultures on the Move: Where are we 
heading?” Journal of educational technology & society, vol.13, no.4, 
pp.4-14, 2010. 

[5] M. El-Hussein, and J. C. Cronje, “Defining mobile learning in the higher 
education landscape,” Journal of educational technology & society, 
vol.13, no. 3, pp.12-21, 2010. 

[6] M. McMahon, and R. Popisil. (2005). Laptops for a digital lifestyle: 
Millennial students and wireless mobile technologies. Available: 
http://www.ascilite.org.au/conferences/brisbane05. 

[7] S. Robert. (2005). Millennial Learning - On Demand Strategies for 
Generation X and Beyond. Available: http://www.cedma-europe.org. 

[8] J. M. Keller, “Development and use of the ARCS model of instructional 
design,” Journal of instructional development, vol.10, no.3, pp.2-10, 
1987. 

[9] J. L. Shih, H. C. Chu, G. J. Hwang, and Kinshuk “An investigation of 
attitudes of students and teachers about participating in a context‐aware 
ubiquitous learning activity,” British journal of educational technology, 
vol.42, no.3, pp.373-394, 2011. 

[10] M. Warschauer, S. R. Cotten, and M. G. Ames, “One laptop per child 
Birmingham: Case study of a radical experiment,” International journal 
of learning and media, vol.3, no. 2, pp. 61-76, 2011. 

[11] J. Owen, Program Evaluation: Forms and Approaches. 3rd Ed. 
Guildford Press, New York, NY, 2006. 

 
Minjuan Wang is an oriental scholar at Shanghai International Studies 
University, China, a professor of Learning Design and Technology at San 
Diego State University, and a Program Manager for the Chancellor’s office of 
California State University. Her research specialties focus on the sociocultural 
facets of online learning, and the design and development of mobile and 
intelligent learning. She has published peer-reviewed articles in Educational 
Technology Research and Development, Computers and Education, 
Educational Media International, TechTrends, and the British Journal of 
Educational Technology. She has also published book chapters on engaged 
learning in online problem solving, Cybergogy for interactive learning online, 
informal learning via the Internet, and effective learning in multicultural and 
multilingual classrooms. Address for correspondence: Dr MinjuanWang, 5500 
Campanile Dr. PSFA 315, SDSU, San Diego, CA 92182-4561.Tel: 
619-5943878 Email:mwang@mail.sdsu.edu. 
 
Yong Chen is an instructional technology specialist at Old Dominion 
University, Virginia. He got his MA in Educational Technology at San Diego 
State University. His research interests include online learning, mobile 
learning, security and privacy in online learning, learning management system 
safety, and Web 2.0 applications in teaching and learning. He has published 8 
papers on peer-review journals, such as the International Review of Research in 
Open and Distributed Learning, Information and Management, Systems 
Research and Behavioral Science, and Journal of Information Technology Case 
and Application Research. Address for correspondence: 335 Gornto, Old 
Dominion University, Norfolk, VA, 23529.  Email: y7chen@odu.edu. 
 
Junli Li is associate professor of Educational Technology, Shanghai 
International Studies University. She was also a visiting scholar of San Diego 
State University. Her research focuses on the design and development of 
mobile learning platforms.Address for correspondence: Dr. Junli Li, Songjiang 
University Town, SISU, Building 1. Shanghai, China. Email: 
ljlshisu@163.com. 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 80

http://www.ascilite.org.au/conferences/brisbane05
http://www.cedma-europe.org/
mailto:Email%3Amwang@mail.sdsu.edu


How to break down the security of an efficient
modular exponentiation algorithm

David Tinoco Varela
Universidad Nacional Autónoma de México
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Abstract—An efficient modular exponentiation algorithm secure
against Simple Power Analysis was proposed by Sun Da-Zhi et al.
They stated that their algorithm is higly suitable for real-life chip-
card applications; however, an attacker can use certain characteristics
of the algorithm to obtain the secret key of a cryptosystem. In this
paper, we have proposed an attack scheme that obtains the values of
three-quarters of the total number of bits of the binary representation
of a secret key when the modular exponentiation algorithm proposed
by Sun Da-Zhi et al. is executed. This attack uses a combination of
Fault attacks and Jacobi symbol attacks to break down the security
of the system.

Keywords – Cryptography, modular exponentiation algorithms,
side channel attacks, fault attacks, Jacobi symbol.

I. INTRODUCTION

SIDE channel attacks (SCA) are a different form of attack
against cryptosystems, first proposed by Kocher [1],

who noted that the time consumption or the power traces of
an embedded device, when it is executing a cryptographic
algorithm, can permit an attacker to obtain the secret key of
the cryptosystem by simply observing the signals in a device
as an oscilloscope, SCAs are first used to attack the modular
exponentiation (or Add and double operation in Elliptic Curve
Cryptosystems), which is the core operation in cryptosystems
such as RSA(Rivest Shamir Adleman) [2].

SCAs were the first known physical attacks, but new types
of physical attacks appeared subsequently, including the Fault
attack (FA) proposed by Bonhe, DeMillo and Lipton [3].
FAs are more aggressive than SCAs because FAs physically
disturb the execution of the device running the cryptographic
algorithm.

The Square-and-Multiply Always algorithm was the
first algorithm specifically designed to defeat SCAs. This
algorithm was proposed by Coron [4], but the algorithm was
attacked by the denominated Safe error attack [5].

In 2003, Joye and Yen proposed a modular exponentiation
algorithm called the Montgomery powering ladder to protect
cryptosystems against SCAs and FAs [6]. This algorithm
works in a regular form, which means that regardless of
the value of the bit being processed (0 or 1), the algorithm
always will calculate a multiplication followed by a squaring.

The Montgomery powering ladder was modified by Giraud
[7] to protect it against FAs by proposing a Coherence Test
based on a characteristic of the algorithm: the registers in all
of the iterations have the form R0 = mx, R1 = mx+1, and
as a result, if the coherence test R0 ·m = R1 is true, then it
returns R0; if not, it returns ”error”.

There are many physical attacks ( [8], [9], [10], [11]) that
try to break the different modular exponentiation algorithms
( [12], [13], [14], [15], [16], [17]), but in 2006, Boreale [18]
presented a new type of attack that uses a combination of FA
and SCA. According to him, it is possible to obtain the binary
string of the secret key d using the Jacobi symbol concept.
He attacked the Square and Multiply Right-to-Left modular
exponentiation and proved that his attack is effective even
in the presence of message blinding. Schmidt and Medwed
[19] used the Jacobi symbol to create an attack that breaks
the security of the Montgomery ladder in its blinded form.
In the same way, Chong Hee Kim designed an attack in 2010
[20], also based on the Jacobi symbol, to break the security
of the Add-Only and Add-Always algorithms, both algorithms
proposed by Joye in 2007 [21].

On the other hand, Sun Da-Zhi et al. provided an efficient
algorithm against Simple Power Analysis [22], an algorithm
that uses two binary strings instead of one to calculate the
modular exponentiation.

II. PRELIMINARIES

Some attacks based on the Jacobi symbol have been shown
in the literature, and in this paper, a new attack based in the
Jacobi symbol will be given. Therefore, the quadratic residue
concept and the Jacobi symbol concept are explained before
the explanation of the attack: for any prime number p, x is
a quadratic residue if gcd(x, p) = 1 and x = y2 mod p for
some y. If gcd(x, p) = 1 but x is not a quadratic residue mod
p, then x is called a quadratic non-residue mod p.(

a
p

)
is called the Legendre symbol of a mod p and has the

following properties:
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)
=

 1 If a is a quadratic residue mod p
−1 If a is a quadratic non-residue mod p
0 If there is a common factor


Then, we have that

(
a
n

)
=
(

a
p1

)
· · ·
(

a
pk

)
is the Jacobi

symbol, where n = p1 · · · pk, and p’s are prime factors. The
Jacobi symbol is a generalization of the Legendre symbol.

Attacks using the Jacobi symbol began with Boreale, when
he attacked the binary Square and Multiply Right-to-Left
modular exponentiation (Algorithm 1) in 2006 [18]. He puts
a fault z in R1 when a squaring is executed in iteration i− 1
of the Square-and-Multiply algorithm, and then, depending
on the calculation of (S/N), where S is the output value of
the algorithm and N is the modulus, it is possible to know
what value of the bit di was attacked. This scheme works by
assuming that

(
m
N

)
= 1, and its behavior is similar to the

Safe error: if the bit in iteration i is equal to 0, the fault does
not affect the calculation of the Jacobi symbol of (R0i/N),
and z is squaring, so that (z2/N) = 1, but if di = 1, z
affects the register R0i and can have the Jacobi symbol
value (R0i/N) = −1. Then, z can be or not be a quadratic
residue. If z is a quadratic residue, then the final result will
be (S/N) = 1, but if it is a quadratic non-residue, the final
result will be (S/N) = −1. For this reason, his attack is a
probabilistic model.

Algorithm 1 Square and Multiply Right-to-Left.
1: Input m, d = (dn−1, . . . , d0)2
2: Output s = md

3: R0 ← 1; R1 ← m
4: for 0 to n− 1 do
5: if di = 1 then
6: R0 ← R0 ·R1 mod N
7: end if
8: R1 ← R2

1 mod N
9: end for

10: Return R0

After Boreale, Schmidt [19] proposed an attack consisting
of giving a message m with (m/N) = −1 to the Fumaroli-
Vigilant algorithm [23] and skipping the operation Rdi = Rdi

2

in the algorithm. Then, by observing the Jacobi symbol of
the resulting value, it is possible to learn about the value of
di and di−1. If (S/N) is equal to -1, then di = di−1.

The attacks mentioned above are easy to implement, and
they are powerful because they need to know about only the
Jacobi symbol in the returned value by the attacked algorithm
to break the security of a cryptosystem.

On the other hand, Sun Da-Zhi et al. published a modular
exponentiation algorithm that separates the original binary
string of the exponent d into two binary strings d1 and d2.

The algorithm is given as algorithm 2, where sq(y)(A) means
performing y modular squares on the integer A [22].

Algorithm 2 Algorithm proposed in [22].
1: Input m, d,N with d1 = ddk/2e,1 · · · d1,1 and d2 =

ddk/2e,2 · · · d1,2
2: Output C = md mod N
3: s = m
4: C0 = C1 = C2 = C3 = 1;
5: C2·d1,2+d1,1

= s · C2·d1,2+d1,1

6: for 2 to dk/2e do
7: s = s · s
8: C2·di,2+di,1

= s · C2·di,2+di,1

9: end for
10: C1 = C1 · C3

11: C2 = C2 · C3

12: C = sq(dk/2e)(md1) ·md2

The key idea in algorithm 2 is to separate the k-bit binary
string d into two (dk/2e)-bit binary strings d1 and d2, and
depending on the values of d1 and d2 in each iteration,
four registers C0 · · ·C3 can be utilized to calculate the
exponentiation. If di,1 and di,2 (Where i, 1 is the i-bit of d1
and i, 2 is the i-bit of d2) are equal to 0, the chosen register
is C0; if di,1 = 1 and di,2 = 0, the chosen register is C1, and
so on, for each register.

III. PROPOSED ATTACK AGAINST THE ALGORITHM
PROPOSED BY SUN ET AL.

To break the security of the algorithm 2, it is necessary
to see its characteristics. The first situation that can be seen
is that when di,1 and di,2 are equal to 0, the C0 value will
no longer be occupied to calculate the correct value of the
exponentiation: in other words, C0 is discarded. Therefore,
the first step to break down this algorithm is to determine
the positions where di,1 = di,2 = 0. How can these positions
be determined? The answer is simple: the positions can be
determined by placing faults in each iteration of the algorithm
when it is executing. Depending on whether the output value
is correct or incorrect, it is possible to determine whether the
bit combination in the attacked position was di,1 = di,2 = 0
or any other combination, Clearly, if the bit combination in
the attacked position was di,1 = di,2 = 0, the output value
will be correct. This first step can determine the values of
some bits.

It is important to note that under this attack scheme, it will
be possible to determine two bits of the original binary string
instead of one for each attacked iteration. For example, if
the original binary string is equal to d = 1001010101, then
d1 = 10010 and d2 = 10101, counting from right to left
and counting from 0, it is possible to see that in position
number three of both d1 and d2, the bits are equal to 0. If
the algorithm is running in that position, the register used is
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C0, and if a fault is placed in that instant, the output result
will be correct. Thus, the value of bit number three and the
value of bit number eight of the original binary string can
be determined. Another perspective is as follows: there are
d = xxxxxxxxxx, d1 = xxxxx and d2 = xxxxx, and
after the FAs, the sub strings can be seen as d1 = x0xxx,
d2 = x0xxx. Therefore, d = x0xxxx0xxx, where the x’s
are the unknown values of the bits of the binary string.

In the second step of the attack, it is necessary to choose
a message m such that (m/N) = 1 and then to place faults
when the algorithm is executing. Because each register is
independent in each iteration, and in the last line of the
algorithm 2, the only register that is squared is C1, it is
possible to determine the position where di,1 = 1 and
di,2 = 0 because when only C1 is attacked, the Jacobi symbol
of the output value will always be equal to 1, (S/N) = 1,
regardless of whether (z/N) = 1 or (z/N) = −1, where
z is the error placed in the calculation. In other words, if
an error is placed in C1, C1 will be exponentiated to an
even exponent in the last line of the algorithm 2, becoming
a quadratic residue, and thus, the Jacobi symbol value of S
will be always equal to 1. Taking again the example given in
step 1, after the second step has been executed, it is possible
to know that d1,1 = 1 and d1,2 = 0. From this information,
it will be directly known that in the original binary string d,
the bit number 1 is equal to 0 and the bit number six is equal
to 1. Again, this information can be seen in the next form
d1 = x0x1x, d2 = x0x0x, and therefore d = x0x1xx0x0x.

On average, after step 2, half the values of the original
binary string’s bits have been found, but there is a
characteristic that allows an attacker to know more values of
the bits in the binary string d.

The positions where C0 and C1 are executed have been
determined, and up to here, the positions when C2 and C3

are executed remain unknown.

Now, it can be seen that to use the register C2, it is
necessary that di,1 = 0 and di,2 = 1, and to use the register
C3, it is necessary that di,1 = 1 and di,2 = 1. Then, it can
be noted that for both registers, the value of the bit di,2 in
i will always be equal to 1, and therefore it is possible to
determine that all of the unknown values of the bits in d2
are equal to 1: thus, d1 = x0x1x, d2 = 10101, and therefore
d = x0x1x10101. After these three steps, on average, only a
quarter of the values of the bits remain unknown.

It is important to note that the binary string d2 is completely
broken; however, the values x in d1 remain unknown.

To find the unknown bits of the string, it may be possible to
use Partial Key Exposure Attacks [24]. These attacks permit
an attacker to discover the entire secret key while knowing
only a fraction of the bits.

IV. EXAMPLE

This section will give an example of the proposed attack
over the execution of the algorithm 2. This experiment was
realized in a simulated way.

For this example, a random unknown exponent d and a
random input value m such that (m/N) = 1 were chosen,
where

m = 523489278217456019834593
N = 87125894816237589871623581

First of all, the correct output value of the modular
exponentiation was obtained, which is equal to
84982614287872105537806915. Then, the first step of
the attack scheme described above was executed. Table 1
shows the results when faults were placed in the execution of
the algorithm:

In table 1, it can be observed that in positions 4
and 6, di,1 = di,2 = 0 because there is no error
in the output value, and it is possible to determine
d1 = xx0x0xxxx, d2 = xx0x0xxxx, and therefore
d = xx0x0xxxxxx0x0xxxx.

The first values of the binary string have been obtained.
Now, the next step is to place faults in the execution of the
algorithm and to calculate the Jacobi symbol for each output
value of the algorithm. Table 2 contains the obtained values
of the Jacobi symbol calculation.

The first row in table 2 represents the number of the
position that was attacked. It can be observed that in column
0, all values are 0, which is because the calculation of the
position 0 in d1 and d2 is performed outside the main loop
for and therefore was not considered in the attack.

It can be noted in table 2 that the Jacobi symbol values in
positions 1, 3, 4, 6, y 8 are always equal to 1, but it is known
that positions 4 and 6 correspond to C0, where di,1 = 0
and di,2 = 0. Thus, it is possible to know that positions 1,
3 and 8 correspond to C1, where di,1 = 1 and di,2 = 0.
With those results, it is feasible to obtain d1 = 1x0x01x1x,
d2 = 0x0x00x0x, and therefore d = 1x0x01x1x0x0x00x0x.

Now, it has been learned that di,2 = 1 is necessary to
execute any of the registers C2 or C3, and thus, it can be
determined that all of the unknown bits in d2 are equal to 1.
Thus, d2 = 010100101, and then d = 1x0x01x1x010100101,
leaving unknown only one quarter, on average, of the values
of the binary string d.

The random exponent d remains unknown until the
completion of the attack, and after the attack, we know

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 83



Attacked position. Output value.
1 78677014161364257494504919
2 56091741037709499701712765
3 50806030636843748450556941
4 84982614287872105537806915
5 4495242442647294430897836
6 84982614287872105537806915
7 44789352291274716948534142
8 42721333352452789389231267

TABLE 1
Output values when faults were placed in the execution of the algorithm 2.

Number of at-
tack

i = 0 i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8

Try 1 0 1 -1 1 1 -1 1 -1 1
Try 2 0 1 1 1 1 1 1 -1 1
Try 3 0 1 1 1 1 1 1 1 1
Try 4 0 1 -1 1 1 -1 1 1 1
Try 5 0 1 -1 1 1 1 1 1 1
Try 6 0 1 1 1 1 1 1 -1 1
Try 7 0 1 1 1 1 1 1 -1 1
Try 8 0 1 -1 1 1 1 1 -1 1
Try 9 0 1 1 1 1 1 1 1 1
Try 10 0 1 -1 1 1 -1 1 -1 1
Try 11 0 1 -1 1 1 1 1 1 1

TABLE 2
Jacobi symbol of the output values, when Fault attacks have been placed in the execution of the algorithm 2.

the value of the exponent d = 153253. This value can be
represented in its binary form as d = 100101011010100101.
Upon comparing this binary string with the result obtained
by the attack, we can note that the found values of the bits
are equal to the values in the original string.

V. CONCLUSIONS

We have described a method to break down the modular
exponentiation algorithm proposed by Sun Da-Zhi et al.
We have observed some characteristics of their algorithm
that make it vulnerable to certain attacks, such as FA and
Jacobi symbol attacks. The mentioned attacks are used in
combination to obtain the values of three-quarters of the total
number of bits of the binary representation of an exponent.
If we have a binary string of 1024 bits, we can discover 768
bits on average using this scheme, leaving only 256 bits to
discover.

We have given an example to demonstrate the effectiveness
of our attack.
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Abstract—Pattern goodness is a concept that attempts to capture 

the perceptual salience of a pattern. One of its main features is the 
property of global mirror symmetry, which has received a great deal 
of attention in the literature. Here global mirror symmetries are 
empirically compared with local symmetries and other geometric 
objective stimulus features, in terms of how well they predict human 
ratings of pattern goodness, using a well-known dataset comprised of 
17 dot patterns consisting of five dots arranged on a 3×3 grid. The 
main conclusion is that for small patterns the global symmetries 
outperform local symmetries and other geometric features. 
 
Keywords—Visual pattern goodness, pattern complexity, local 

and global symmetries, palindromes, compactness, uniformity, 
geometric stimulus features.  

I. INTRODUCTION 
HIS paper presents an empirical comparative evaluation 
of several geometric properties of stimulus patterns, to 

determine how well they correlate with human judgments of 
pattern goodness. The word pattern has many different 
meanings in disparate fields of knowledge [1]. For the purpose 
of the present investigation, a pattern is considered to be a 
visual two-dimensional geometrical form, figure, or shape. 
Examples of such patterns include dot-patterns [2], [3] and 
polygonal shapes [4]-[7]. The concept of pattern goodness is 
somewhat more difficult to define precisely. Following the 
tradition of the first Gestalt psychologists, Nucci and 
Wagemans define the goodness of a pattern, in very general 
terms, as its salience or perceptual strength [8]. Similarly 
Wendell Garner considers good patterns to be those that have 
a lot of pattern-ness, and poor patterns those that have little 
pattern-ness [9]. On the other hand Gordon Bear considers sets 
of elements to be “good” patterns provided that they are 
perceived as simple and well organized, and “poor” if they are 
perceived as grouped into complex disorganized patterns [10]. 
Thus Bear suggests that pattern goodness might be ordered 
along a simplicity-complexity continuum. Indeed, Lane and 
Evans have found empirical evidence that ratings of pattern 
goodness and pattern complexity are inversely related [11]. 
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An objective computational modeling approach to pattern 
goodness seeks to determine which objective stimulus features 
correlate with human judgments of the goodness of a given 
pattern. One objective feature that has played a pivotal role in 
the exploration of operational models of pattern goodness is 
global mirror symmetry [12]-[14]. Furthermore, Hamada and 
Ishihara found empirically that human judgments of pattern 
complexity are inversely related to the amount of symmetry 
present in a pattern [3]. However, global mirror symmetry is a 
binary all-or-nothing property, and patterns in the real world 
usually exhibit only partial or approximate mirror symmetries 
that lie somewhere in between these two extremes. For this 
reason some authors have proposed methods that quantify the 
amount of different symmetries possessed by a pattern. For 
example, van der Helm and Leeuwenberg suggested a graded 
property of symmetry they dubbed holographic regularity 
[15]. A completely different approach was taken by 
Zabrodsky, Peleg, and Avnir, who proposed to measure the 
amount of symmetry in a pattern P by the similarity (or the 
inverse of distance in some suitable metric space) between P 
and the nearest symmetric pattern among a family of 
symmetric patterns [16]. However, both of these approaches 
entail rather lengthy and complex calculations.  
 
In 1968 Alexander and Carey proposed a surprisingly simple 
objective measure of hierarchical symmetry for the case of 
visual one-dimensional binary patterns [17]. Their measure 
just counts the total number of subsymmetries, i.e., contiguous 
palindromic subsequences that are present in a pattern. This 
method is simple to calculate by hand for short sequences, and 
may also be computed efficiently for long sequences [18], 
[19]. Using a dataset of 35 binary sequences consisting of 
black and white squares, Alexander and Carey performed 
several tests with human subjects to determine the perceived 
complexity of the sequences. The main conclusion of their 
paper is that patterns that contain many subsymmetries are 
cognitively simple, whereas patterns that contain few 
subsymmetries are not cognitively simple. They report that the 
correlation between the rankings of the 35 patterns by the 
number of subsymmetries and the human judgments is 0.808 
with a significance level better than 0.00001. It is worth noting 
that calculation of the Spearman rank correlation coefficient 
using the VassarStats: Website for Statistical Computation 
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(http://www.vassarstats.net) yields a higher correlation of 
0.867 with a significance level better than 0.000001. This 
impressive performance by the subsymmetry measure in the 
domain of visual pattern perception motivated its exploration 
in the domain of auditory temporal musical rhythmic patterns; 
it was found for several datasets that the Spearman rank 
correlations fell in the range between 0.662 and 0.719, with 
significance levels better than 0.001 in the worst case, and that 
the subsymmetry measure performed even better than the 
Syncopation Index of Longuet-Higgins and Lee [20], [21].  
 
In a series of seven experiments to investigate the objective 
stimulus features that determine judgments of perceived 
pattern complexity, Chipman proposed and explored an 
extension of the Alexander-Carey subsymmetry measure 
(referred to as partial or approximate symmetry) to two-
dimensional patterns, as well as its generalization to variable 
weighting of symmetries of differing lengths [22]. The dataset 
was composed of 45 binary patterns consisting of 6×6 
matrices of black and white squares. A multiple linear 
regression analysis of the results showed that the sum of the 
vertical and horizontal subsymmetries yielded a significantly 
high correlation of 0.72 with human judgments, outperforming 
a list of several other structural features of the black area. The 
patterns in the Chipman data are large enough and sufficiently 
complicated so that only a small fraction of the 45 patterns 
contain global (exact all-or-nothing) mirror or rotational 
symmetries [22]. This is also evident in the Alexander-Carey 
one-dimensional data, for which subsymmetries performed so 
well [17]. Thus for these datasets the symmetries calculated 
are in effect predominantly local subsymmetries. If patterns 
contain an insignificant number of global symmetries, then 
measures of local subsymmetries are likely to outperform 
measures of global symmetries. Furthermore, subsymmetries 
tacitly encode the hierarchical structural information contained 
in a pattern, and such information is considered relevant to the 
perception of pattern goodness, complexity, and symmetry 
[15], [23]. This raises the question of scalability with respect 
to the size of the patterns tested: are subsymmetries still useful 
for small patterns that contain global symmetries?  
 
In this paper global mirror symmetries are empirically 
compared with local symmetries and several new geometric 
objective stimulus pattern features previously unexplored, in 
terms of how well they predict human judgments of pattern 
goodness, using a well-known dataset first studied by Garner 
and Clement [24], and subsequently explored by several other 
researchers [9], [10], [25]-[29]. The dataset is comprised of 17 
dot patterns consisting of five dots arranged in an imaginary 
3×3 matrix as shown in Fig. 2. These patterns are small 
enough to possess a range of global mirror and rotational 
symmetries, and thus test the efficacy of local subsymmetries 
as compared to global symmetries. Although the role of global 
symmetries has been studied extensively as a determinant of 
pattern goodness, almost no work has been done comparing 
the interaction of global and local symmetries [8]. 

II. SUBSYMMETRIES 

A. One-Dimensional Patterns 
The objective geometric method proposed by Alexander 

and Carey to measure the complexity of one-dimensional 
sequences of black and white squares simply counts the total 
number of subsymmetries present in the sequence [17]. A 
subsymmetry is a contiguous subsequence that has mirror 
symmetry, i.e., is palindromic. The example in Fig. 1 
illustrates the process with two sequences of length six shown 
at the top. The sequence on the left has four subsymmetries of 
length 3, and two of length 5, for a total of six. The sequence 
on the right has two subsymmetries of length 2, and two of 
length 3, for a total of four. A pattern with relatively many 
subsymmetries is considered to be the simpler than one with 
relatively few subsymmetries. Therefore by this measure the 
sequence on the left is considered simpler than the one on the 
right. Note that since neither pattern exhibits global mirror 
symmetry, the presence or absence of global symmetry fails to 
differentiate these two patterns. 

 

2

Length Sequence Number Length Sequence Number

23 4
3 2

5 2
Total = 4

Total = 6  
 

Fig. 1 Example of calculation of subsymmetries. 
 

B. Two-Dimensional Patterns 

Unlike one-dimensional patterns, two-dimensional patterns 
defined in terms of binary elements in square matrices may 
exhibit mirror symmetries not only along vertical axes, but 
also about the horizontal and diagonal axes. Furthermore they 
may exhibit rotational symmetries with angles that are 
multiples of 90º. Consider the three patterns in Fig. 2 taken 
from the Garner-Clement dataset shown in Fig. 4. These three 
patterns (numbered 1, 3, and 15 in Fig. 4) are shown 
embedded in their 3×3 generating matrices for the sake of 
clarity. However, in the experiments performed by Garner and 
Clement the patterns were also presented to subjects without 
these grids, as depicted in Fig. 4. They concluded that the 
average rating of the pattern goodness did not vary 
significantly with either of these two methods of presentation. 
Pattern (a) has four mirror symmetries along the vertical, 
horizontal, and positive and negative slope diagonal axes, as 
well as four rotational symmetries (90º, 180º, 270º, 360º), for a 
total of 8. Pattern (b) has one mirror symmetry along the 
vertical axis, and one rotational symmetry (360º), for a total of 
2. Pattern (c) contains no mirror symmetries, and one 
rotational symmetry (360º). 
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(a) (b) (c)  
Fig. 2 Types of symmetries in 2-dimensional patterns. 

 
 
There are two natural ways of generalizing the calculation 

of subsymmetries from one dimension to two, illustrated in 
Fig. 3. Consider the pattern shown at the top of Fig. 3 (this is 
pattern number 13 in Fig. 4). The first approach measures 
linear (1-dimensional) subsymmetries, as was originally done 
by Alexander and Carey [17] with 1-dimensional patterns, but 
now in four different directions: horizontal, vertical positive 
diagonal, and negative diagonal, shown, respectively in Fig. 3 
(a), (b), (c), and (d). The final value obtained is the sum of all 
the subsymmetries in the four directions. Furthermore, the 
calculations may be done by either including or excluding the 
empty squares as part of the pattern. Thus if the empty squares 
are taken into account the subsymmetries for (a), (b), (c), (d) 
are, respectively, 5, 3, 2, 2, for a total of 12, whereas if 
subsymmetries are calculated only with the dots, one obtains, 
respectively 3, 2, 1, 1, for a total of 7. The second approach to 
measuring subsymmetries in two-dimensional (2-D) patterns 
is by counting the number of 2-D subsymmetries present in 
contiguous 2-D subsets of the patterns. First the 3×3 pattern 
may be divided into four 2×2 sub-patterns as illustrated in Fig. 
3 (e), (f), (g), (h). Then each 2×2 sub-pattern may be examined 
not just for its mirror symmetries, but for the rotational 
symmetries as well. Thus, for the pattern in Fig. 3 the 2×2 sub-
patterns (e), (f), (g), (h) yield, respectively, 1, 1, 2, 1 mirror 
symmetries (horizontal, vertical, and ±diagonals), as well as 1, 
1, 2, 1 rotational symmetries. Both of these methods are 
compared below with global symmetries using the Garner and 
Clement dataset [24] shown in Fig. 4. 
 

(a) (b) (c) (d)

Pattern

1-Dimensional Subsymmetries

2-Dimensional Subsymmetries

(e) (f) (g) (h)  
 

Fig. 3 Two methods of measuring subsymmetries in 2-D. 

III. THE DOT-PATTERN DATASET 

A. The Dot Pattern Dataset of Garner and Clement 
Garner and Clement [24] designed an experiment to test the 

hypothesis that judgments of the goodness of a pattern P are 
inversely related to the size of a psychologically inferred set of 
patterns equivalent to P, under rotation and mirror image 
transformations. To test their hypothesis they designed a 
dataset consisting of 90 patterns, each made up of precisely 
five dots arranged on a 3×3 matrix, with the additional 
constraint that every column and row should contain at least 
one dot. The 90 patterns consisted of mirror images and 
rotations of the 17 patterns shown in Fig. 4. Two experiments 
were performed. In the first experiment the subjects had to rate 
each of the 90 patterns on a 7-point scale of goodness, 1 being 
the best and 7 the worst. The mean rating across all subjects is 
shown in the third column from the left in Fig. 4. In the second 
experiment subjects were told to group the patterns into 
approximately eight groups according to similarity. The score 
for each pattern was the size of the group in which it was 
placed, and represented an estimate of the size of the 
psychologically inferred set. The mean group size across all 
subjects is shown in the fourth column from the left in Fig. 4. 
The authors report that the linear correlation between these 
two variables was 0.84 for the dot patterns presented without 
their encasing 3×3 grids, thus confirming their hypothesis. The 
Spearman rank correlation between these two rankings is 
0.875 at a significance level of 0.000002. On the other hand, 
rather than using a subjective measure of the psychologically 
inferred subset size for each pattern, one can measure an 
objective mathematical stimulus feature such as the number of 
global reflection and rotation symmetries possessed by each 
pattern. These numbers are listed in the third column from the 
right in Fig. 4 under the title Global	  Sym. Garner and Clement 
[24] argue that uncertainty is the fundamental factor in pattern 
goodness, and that these symmetries are merely attendant 
properties of uncertainty. On the other hand the Spearman 
rank correlation between the average ratings and global 
symmetries in Fig. 4 is -0.889 with a p-value of 0.000001, 
outperforming the subjective measure of uncertainty based on 
the size of inferred subsets. 

IV. RESULTS 

A. Global Versus Local Symmetries 
The first main question addressed in this study is whether 

local subsymmetries of patterns are factors that contribute to 
the determination of goodness and complexity ratings when 
patterns possess relatively many global symmetries. Previous 
studies showed that subsymmetries correlated highly with 
measures of pattern goodness and pattern complexity in the 
cases of 1-dimensional patterns of length 7 [17], and 2-
dimensional patterns defined on 6×6 matrices [22]. However, 
the patterns in these datasets contain almost no global 
symmetries. Therefore the Garner-Clement dataset of Fig. 4 
provides a litmus test for exploring this question since it 
contains patterns that exhibit a range of global symmetries. 
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Fig. 4 The dot pattern dataset of Garner and Clement. 

 
The local symmetries (subsymmetries) were first calculated 

using the linear 1-dimensional method in all four directions 
(vertical, horizontal, and diagonal) as illustrated in Fig. 3 (a) – 
(d). The sums of all the subsymmetries in all four directions 
for each pattern are shown in the second column from the right 
in Fig. 4 under the heading Local	   Sym. The Spearman rank 
correlation between the Local	   Sym values and the subjective 
mean ratings is -0.436, significant at the 0.04 level. This is 
appreciably worse than the -0.889 obtained with global 
symmetries. However, it is reasonable to hypothesize that 
symmetries among the empty white boxes in the grid 
representation of the patterns (as depicted in Fig. 3) should 
perhaps not be counted, since the subjects were not shown 
these grids in this test, and one might expect the foreground 
black dots to play a more dominant role in the perception of 
the pattern subsymmetries than the empty background white 
regions. Therefore the calculation was repeated using only the 
black dots. The results of this calculation are shown in 
rightmost column of Fig. 4 under the heading Dot	  Local	  Sym. 
The Spearman rank correlation between the Dot Local	   Sym 
values and subjective mean ratings is -0.512 significant at the 
0.017 level. This is somewhat better than the -0.436, 
suggesting that the black dot symmetries are somewhat more 
salient than the symmetries present in the empty squares. 
Nevertheless, this result still falls quite short of the -0.889 
obtained with global symmetries. This suggests that for small 
patterns that contain a large number of global symmetries, the 
global symmetries are more salient than the local symmetries 
for the determination of pattern goodness, when the local 
symmetries are calculated in this linear fashion. 

 
The local symmetries were also calculated in the 2-
dimensional mode as illustrated in Fig. 3 (e) – (h). Recall that 
in this mode, when examining 2×2 sub-patterns of the 3×3 
pattern, in addition to calculating the rotational symmetries, 
the mirror symmetries in all four directions (vertical, 
horizontal, and diagonals) may also be computed. The total 
number of 2×2 subsymmetries did not correlate at all with the 
mean ratings (r = -0.047). It also did not correlate with the 
global symmetries (r = 0.185). Furthermore, adding the 
number of global and local symmetries together resulted in a 
correlation of -0.395 with a p value of 0.058. If the 
subsymmetries are calculated with only the black dots 
(ignoring the empty squares) then this correlation rises to -
0.561 significant to the 0.01 level. Therefore incorporating the 
subsymmetries in this 2-dimensional fashion also brings down 
the -0.889 correlation of the global symmetries considerably. 

B. Geometric Pattern Features 
Besides global and local symmetries, some of the patterns in 

the Garner-Clement dataset of Fig. 4, contain geometric 
properties that would appear to contribute to pattern goodness 
somewhat independently of global and local symmetries. One 
of these features is the presence of three consecutive collinear 
dots (collinear triplets), also called straight lines by Garner 
and Clement [24]. For example, patterns 6, 8, and 10 all 
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contain 2 global symmetries, but pattern 6 contains two 
collinear triplets (one horizontal and one vertical), pattern 8 
contains one diagonal triplet, and pattern 10 contains none, 
suggesting that this is the reason that subjects rated patterns 6, 
8, and 10 as being progressively poorer (mean ratings of 1.78, 
2.24, and 3.5, respectively). Garner and Clement observed this 
behavior, but concluded from an analysis of variance, that the 
number of collinear triplets is a much less important factor 
than the number of global symmetries [24]. However, if the 
number of collinear triplets is compared independently with 
the mean ratings, the correlation is -0.595 significant at the 
0.005 level. Therefore this geometric property, although not 
quite as strong a predictor as the number of global symmetries, 
is nevertheless quite salient on its own. A natural question is 
whether the success of the number of triplets is due to the fact 
that it may be implicitly taking global symmetries into 
account. However, these two variables are not significantly 
correlated with each other. The correlation computed for the 
rankings by number of global symmetries and number of 
collinear triplets is 0.364 with a significance value of 0.08. 

 
Several researchers have classified objective features of 
pattern goodness into three broad categories: uniformity, 
compactness, and symmetry [30]-[32]. Uniformity may be 
quantified by the lack of variety of different elements in the 
pattern. The collinear triplets discussed above fall under this 
umbrella: a higher number of collinear triplets indicates more 
uniformity. Typically such measures have been applied to 
geometric patterns such as polygons [7], for which the features 
tested are the number of edges, intersections of edges, and 
angles between edges; but such features are not present in the 
dot patterns of Fig. 4. One way to enable dot patterns to 
comply with such measurements is to construct geometric 
proximity graphs of the dot patterns [33]-[38]. These graphs 
serve as perceptual primal sketches of the dot pattern, and also 
facilitate the definitions of objective measures of uniformity. 
One proximity graph that has been particularly successful at 
capturing the perceptual structure of a dot pattern is the 
relative neighborhood graph (RNG) [33]-[35]. The RNG is 
obtained by adding an edge between two dots if they are closer 
to each other than to any other dot. Fig. 5 shows the RNG of 
patterns numbered (in left to right order) 1, 7, and 15 in Fig. 4. 
One measure of uniformity of a dot pattern is the number of 
distinct directions of the edges of its RNG.  Thus the RNGs in 
Fig. 5 have (in left to right order) 2, 3, and 4 distinct 
directions, respectively. The correlation between the ranking 
by this variable and the mean ratings is 0.587 significant at the 
0.007 level, similar in terms of predictive power to the number 
of collinear triplets (r = 0.595, p = 0.005). 
 

 
 

Fig. 5 The relative neighborhood graphs of three dot patterns. 

Compactness on the other hand may be quantified by Gestalt 
measures of proximity. Perhaps the simplest and most natural 
measure of compactness is the sum of the distances of the 
pattern elements (in this case the dots) from the center of the 
pattern (in this case the center of the 3×3 grid in which the dot 
patterns are embedded). Perhaps not surprisingly, since this 
measure of compactness ignores structural aspects such as 
symmetry, it does not correlate significantly with the mean 
goodness ratings (r = 0.235 with p = 0.18). 

C. Combining Global Symmetries with Collinear Triplets 
Since the number of global symmetries and the number of 
collinear triplets contained in a pattern are not significantly 
correlated with each other, but each feature is quite salient on 
its own for predicting the mean goodness ratings, one is 
naturally tempted to combine these two features according to a 
weighted linear sum. However, this raises the question of how 
much the triplets should be weighted relative to the global 
symmetries. Simply adding the two variables together yields a 
correlation of -0.869, significant at the 0.000003 level, which 
is in fact a fraction worse than the global symmetries applied 
in isolation (-0.889). Therefore, this choice of weights places 
too much emphasis on the number of triplets. On the other 
hand, if the number of symmetries contained in a pattern that 
has one collinear triplet is increased by 0.3, and by 0.7 for one 
that has two collinear triplets, then the correlation increases 
markedly to -0.935, significant at the 0.000001 level. 

V. CONCLUSION 
Several researchers in the past have compared the saliency 

of a variety of measures of symmetry, uniformity, and 
compactness, in terms of predictability of pattern goodness. 
From experiments with polygonal shapes, Marković concludes 
that symmetry is a significant constraint of pattern goodness, 
whereas uniformity and compactness fail in this regard [30]. 
Here, contrary to Marković’s conclusion, for the case of small 
dot patterns, a new proposed objective measure of uniformity, 
defined as the number of different orientations of the edges in 
the relative neighborhood graph (RNG) of the dot pattern, is 
shown to correlate highly with human judgments of pattern 
goodness. It is also shown that a natural measure of 
compactness, the sum of distances from the center of a pattern 
to all the dots, fails as a predictor of pattern goodness. 
According to Nucci and Wagemans [8] all measures of pattern 
goodness single out symmetry as their most salient 
component, but the study of the distinction and relation 
between local and global symmetries has been neglected. Here 
global symmetries are compared not only to geometric 
features of uniformity and compactness, but with a type of 
local symmetries called subsymmetries (sub-palindromes). 
The main conclusion is that for small patterns such a those in 
Fig. 4, that contain many global symmetries, global 
symmetries are much better predictors of pattern goodness 
than any other measure tested, and local symmetries in fact 
degrade the saliency of global symmetry measures when both 
are combined. Finally, the best overall result is obtained with a 
combination of global symmetries and the number of collinear 
triplets present in the patterns (r = -0.935 with p = 0.000001). 
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Abstract— This paper addresses how mobile learning extends the 

accessibility and personalization of learning delivered through cloud 
services and use of mobile devices.  The theory of mobile cloud 
learning is explained comparing the advantages and disadvantages.  
Three primary learning systems critical to cloud learning are presented 
with examples of applications and their uses – Learning Management 
Systems (LMS), Student Management Systems, and Video Capture 
with Web Conferencing Systems. Additionally, two separate mobile 
device models to deliver cloud learning are explored with their 
benefits and challenges. Building on the mobile cloud learning 
platform, various mobility learning models are identified that enable 
instructors to adapt the curriculum, content and resources to individual 
learners.  Several academic and corporate industry case study 
implementations referenced highlight how cloud learning has been 
successfully implemented for mobility. This reinforces the conclusion 
that learning is moving towards mobility, optimizing the learning 
experience of each student.  
 

Keywords—Cloud computing, mobile computing, mobile 
learning 

I. WHAT IS THE CLOUD? 
loud computing is a term that has gained widespread use in 
today’s culture, but what is “the cloud?” To put it in simple 

terms, the cloud consists of software programs, and applications 
that run on computers connected to the internet, rather than on 
your local device. It is a logical evolution of computing that was 
first imagined over fifty years ago by John McCarthy. After 
becoming frustrated with the process of using the mainframe 
computer at the Massachusetts Institute of Technology (MIT) in 
1957, and subsequently joining MIT 1959, Mr. McCarthy wrote 
a memo to the Director of the Computer Center suggesting that 
teletypewriters be linked to the computer. This could allow 
several people to access the computer at the same time and 
lessen some of the frustrations stemming from the use of punch 
cards, and the long waits needed to see the results of 
computations submitted to the computer center. From this early 
concept of connecting multiple people to the same computer, he 
envisioned computing becoming organized similar to a public 
utility, where people pay for their usage [3].  

It took decades for the computer, and communication 
technology to advance to a point where this concept has become 
a reality. We are currently in a transitional phase, as more and  

 

 
 

more processing and storage of our personal data, and software 
we use are running on the internet, and not necessarily housed 
on our computing devices. 

II. WHAT ARE CLOUD LEARNING AND MOBILE CLOUD 
LEARNING? 

Since the cloud is really a network of data centers that are 
accessed through the internet, cloud learning can be looked at as 
learning content, and software that is housed in the cloud, and 
available through the internet. This content can be in the form of 
job aids for performance support, videos, live and recorded 
webinars, text documents, or any other ways that information 
can be made accessible. Entire courses can be accessed through 
the cloud, leading to the possibility of earning diplomas, 
certificates, certifications, and degrees completely through 
materials in the cloud. The key is that the cloud provides 
computing power, and data storage, lowering the requirements 
of access devices [2]. 

This leads us to mobile cloud learning that is generally 
differentiated by the type of device being used to access 
information. Cloud learning is thought of as being accessed by a 
desktop computer that is connected to the internet, while mobile 
cloud learning is viewed as learning that happens on a mobile 
device, whether, a phone, tablet, or laptop computer that is 
wirelessly connected to the internet. The latest definition 
focuses more on the learner’s mobile experience, and less on the 
actual devices [5]. 

III. ADVANTAGES AND DISADVANTAGES 
New concepts and new technology have both advantages and 

disadvantages for the institutions, and for the learners. Below is 
a table that summarizes some of the major advantages and 
disadvantages associated with mobile cloud learning. 
 

Table 1. Advantages and Disadvantages  

Advantages Disadvantages 

Can access content from any 
computer, or mobile device 
with an internet connection 

Must have an internet 
connection to access 

24-hour access—use 
whenever it is convenient 

Different devices can have 
access problems to 
information, and smaller less 
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capable devices may not 
display things as intended 

Learning resources can be 
shared by many different 
providers 

Data sent back and forth to the 
cloud can be intercepted by 
hackers, or data stored in data 
centers could become 
compromised 

Since the cloud provides 
computer resources, simpler 
devices can be used to access 

Risk of cloud service provider 
going out of business, which 
can lead to loss of resources, 
and loss of records 

Can integrate social media as a 
tool to learning 

The output a user receives can 
vary based on the browser 
they are using 

Reduction of capital expenses 
in computer infrastructure and 
maintenance 

Download and playback 
speeds can be negatively 
affected by the quality of the 
connection, and the 
processing speed of the device 

Organizations can disseminate 
information quickly to all 
locations they service in a 
short time 

Courses or Modules must be 
shorter as learners focus time 
is shortened 

Available on a wide variety of 
devices 

Design for mobile can add 
complexity to course and 
resource development 

 [4][5] 

IV. CLOUD LEARNING SYSTEMS 
The most popular cloud learning systems fall into three 

categories - Learning Management Systems (LMS), Student 
Management Systems (SMS), and Video Capture or Webcast 
Systems [7]. 

A. Learning Management Systems (LMS) 
Wikipedia defines a Learning Management System (LMS) as 

“a software application for the administration, documentation, 
tracking, reporting and delivery of electronic educational 
technology (also called e-learning) education courses or 
training programs.”  

LMS were initially developed as on-premise solutions.  As 
the internet cloud started to gain popularity, several on-premise 
only LMS solutions evolved to offer a Software as a Service 
(SaaS) option.  Other LMS providers entered the cloud learning 
market with solutions designed specifically with web-based 
mobile learning as the goal.  Inquisiq R3 LMS by ICS Learning 
Group and WiZDOM LMS by G-Cube are offered as either 
on-premise or SaaS implementations.  Joule from 
MoodleRooms (acquired by Blackboard) was developed to 
create virtual classrooms as an extension of the Moodle 

platform.  Examples of LMS solutions designed specifically as 
a cloud-based learning solution are Talent LMS, Litmos, and 
Latitude.   

Many LMS systems have been more widely adopted in 
Corporate like Talent LMS and Litmos while others are 
designed for and more readily adopted in academic sector like 
Haiku and Joule LMS. Other LMS providers target niche 
markets or specific industry segments like Learning Evolution, a 
leader in the consumer and packaged goods (CPG) and retail 
industries. VTA Talent Management Suite by RISC is widely 
used in heavily regulated industries.   

Other differentiating factors between LMS systems include 
their ability to offer online or offline study options, 
multi-language support, simplicity in use and administration, 
multi-device accessibility through PCs and mobile devices, 
cost, SCORM compliance and ability to integrate with other 
learning systems and tools.   

If you want to get started with a free LMS option, consider 
OpenClass LMS from Pearson, a joint venture with Google or 
TalentLMS, an easy free plan for up to 5 users, 10 courses and 
up to 20 GB per download limit [8]. 

B. Student Management Systems 
Edutech Wiki defines a Student management system (SMS) 

as “software to manage all day to day operations for a 
school.”  Student Management Systems may also be referred to 
as Student Information Systems (SIS), Student Information 
Management Systems (SIMS) or Student records system (SRS). 
Functionalities between systems vary between 
providers.  However many common features that are integral to 
the cloud learning experience of students include admissions 
and enrollment in classes, managing academic progress through 
grades and transcripts, tracking honors and standardized testing, 
tracking attendance and disciplinary actions, communications, 
and post-graduation alumni contact.  

Just like the LMS systems, Student Management Systems can 
also be on-premise or in the cloud.  A few examples of Student 
Management Systems available as web-based cloud 
deployments are Blackboard, Populi, Administrator’s Plus by 
Rediker, School Management Software by RenWeb, and 
School Minder by Hunter Systems. 

C. Video Capture and Web Conference Systems 
In cloud learning, video and web-conference plays a key role 

in instructional delivery.  The video capture enables capturing 
of demos or webcasts for students to be able to view at a later 
time for review.  Or, if a student’s schedule does not permit 
them to attend the live webcast, they can view a recorded 
webcast session at a more convenient time.  

The web conference systems enable a virtual classroom to 
take place where all students and the instructor are connected 
through audio and a webcam. The instructor is able to share 
their screen, show presentations, share their desktop, and 
conduct demos.  The instructor can also use a camera to show 
hands-on labs (such as a physics demonstration) to students 
attending virtually.  The advent of video conferencing and video 
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capture has opened up opportunities for anytime anywhere 
learning. It has enabled instructors to deliver a class from 
halfway around the world!  And it has brought in students from 
all over the world into one virtual classroom or educational 
experience.   

Web-conference software examples offered in the cloud 
include more informal social media options such as Google 
Hangouts, Skype or Facetime to more robust tele-conference 
solutions used in Higher Education or Corporate such as 
GoToMeeting, WebEx, Adobe Connect or Microsoft 
Lync.  Video capture software examples range from free 
downloadable options like HyperCam and Ezvid to more robust 
video and screen capture software such as Camtasia and Adobe 
Presenter. 

V. DEVICE MODELS THAT EXTEND CLOUD LEARNING TO 
MOBILE CLOUD LEARNING 

There are two main device models that enable mobile cloud 
learning - 1:1 where everyone uses the same device such as an 
iPad or “BYOD” otherwise known as bring your own device.  A 
third model would be a hybrid of the two where some portions 
of a learning environment (such as a school) may adopt 1:1 for 
some classes and allow BYOD for other classes [7].  

Variables that influence an institution’s decision when 
evaluating which model to adopt include the number of 
students, socioeconomics, demographics, public versus private 
institutions and location (urban, suburban or rural).  Public 
schools need to balance the goal of providing an equal 
educational experience to all students with the realities of 
taxpayers’ willingness to support the initiative and the school’s 
budget.  In Higher Education, there is movement toward 
establishing a consistent learning environment with 
standardized tablets.  At Florida’s Lynn University all freshman 
are issued the same tablet while Illinois Institute of Technology 
provides a standardized tablet to all first year undergraduates 
[7]. 

Using mobile devices result in several learning 
benefits.  Core curriculum delivery through mobile devices can 
create a more interactive learning environment and generate 
more engaging discussions on the topic.  Students also get to use 
devices they enjoy and are comfortable using while reducing 
textbook costs up to 50% [7]. 

VI. MOBILE CLOUD LEARNING MODELS 
Through the use of cloud learning, instructors are able to 

adapt the instructional approach to the individual student’s 
learning needs.  Cloud learning focuses on the curriculum, 
content and resources made available to the learner - providing 
interaction, critical thinking skills and complex problem solving 
that traditional textbooks and other resources lack [7]. Learning 
approaches that easily adapt to cloud learning for more effective 
instruction are assessment, remediation, test prep, indexes (or 
lists), guides, collaboration and supplemental materials. 

Cloud-based curriculum and digital content enables teachers 
to create and adapt their curriculum and instructional delivery 
through a variety of learning models including [7]: 
• Use of adaptive technology to personalize lessons to each 

student’s knowledge and skills. 
• Game-based learning that can be very effective in K-6 grades. 
• Video lectures and lessons that students can replay sections 

of if they don’t understand what was taught the first time. 
• Interactive study aids such as digital flashcards and practice 

questions. 
• Social media tools where students and instructors can interact 

by collaborating and sharing their ideas, knowledge and 
experiences. 

• Digital textbooks which are interactive and engaging, 
immersing the student in the reading and learning 
experience. 

• Interactive and adaptive test prep where the learning is more 
engaging and relevant  

Supplemental materials can vary depending on the 
instructional outcomes and core curriculum already available. 
They can include examples, case studies, further reading and 
resources.  Supplemental materials can also be used to deliver 
content in small “nuggets”.   

VII. APPLICATION AND USES OF MOBILE CLOUD LEARNING 

A. Application and Uses in Education 
Moodle is one Cloud Learning platform used extensively in 

the education sector around the world, yet still has resistance 
from both instructors and students.  This resistance exists even 
with the move of Moodle to the cloud.  However, Khalifa 
University has experienced significant benefits by moving their 
Moodle LMS from on-premise to Moodle Version 2.0 in the 
cloud.  With the cloud implementation, Khalifa University 
enabled off-campus users to access the LMS through their 
mobile devices, such as smart mobile phones and iPads.  As a 
result of the move, they were also able to shift their investment 
and resources from managing the technology to supporting the 
learners and teachers/professors. Since applications developed 
for Moodle 2.0 are the predominant paradigm for mobile 
development, Khalifa University was able to adapt and integrate 
their LMS with other systems to leverage mobile device 
functionality for communications and collaboration, cloud 
storage and Moodle access [4]. 

In the K-12 sector, mobile cloud learning deployments are 
typically phased in with pilot adoptions for either 1:1 or BYOD 
device models.  Clark County School District, a large urban 
public school district has over 315,000 students and 357 
schools.  They began with 1:1 deployment to 12,200 students at 
nine Title I schools while simultaneously deploying BYOD to 
two of their schools.  Since the 1:1 was too costly to deploy 
district-wide, they have now adopted a district-wide BYOD 
policy, giving schools the option to deploy BYOD and 
supporting them with technology infrastructure, learning 
integration and training [7]. 
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B. Application and Uses in Industry 
Mobile cloud learning can be a very effective way for 

businesses to provide training to their workforce, customers, 
and potential customers. The cloud facilitates easier deployment 
of training materials, especially to a geographically diverse 
population of employees, and allows those people to collaborate 
on their learning experiences [6]. This collaboration can lead to 
more functional teams, work efficiencies, and faster knowledge 
dissemination throughout the organization.  

Cloud technology also allows the training personnel in a 
company to focus on training content, and deal less with 
hardware and software updates needed to deploy the training. 
They can also devote more of their budget to actual training, 
when they don’t need to factor in purchases of software and 
equipment to deliver the training [4]. 

One example of using the cloud to help reach business goals 
is seen in SAP, a leader in software solutions for business. They 
have doubled in size to 67,000 employees in just 4.5 years, and 
needed a solution to their learning and development needs. They 
truly believe in talent development, evidenced by two of their 
corporate mantras: “Everyone is a teacher and everyone is a 
learner”, and “Everyone is a talent”. Both of these sayings point 
to the importance that management places on learning in their 
organization.  

They also have a guiding leadership principle of ensuring 
customer success. They do this by developing their employees, 
leading to better products and services for their customers. To 
help their customers, they provide a cloud-based learning 
platform called Learning Hub, which hosts online courses in 
innovation.  

SAP recently moved from a local LMS to a cloud-based 
LMS, and they used that opportunity to streamline the courses 
they offer, making sure what they did have provided a 
measurable business impact. This cloud-based LMS helps hold 
everyone in the company accountable for learning, and gives 
management metrics to help evaluate learning activity, and 
business results. 

The cloud-based learning and development program helps 
them attain new talent, retain existing talent, and move their 
business forward by preparing them for the future [10].  

Qualcomm is another example of a successful company using 
mobile learning to educate its workforce. They’ve created a 
suite of applications that can be accessed from a mobile device, 
and used during a new-hire’s onboarding process. Rather than 
getting all the information at once, they can use the tools when 
they need them and at any time. Qualcomm also has a web 
platform called the “Qualcomm Journey” that employees can 
use to share their stories about work in video format, for others 
to see.  

They too know that one way to increase the bottom line is 
through attraction and retention of great employees, and then 
giving them tools to increase their effectiveness once they are on 
board [11]. 

VIII. CONCLUSION 
With the mass adoption of communication and collaboration 

through mobile devices in today’s culture and younger 
generation, it is inevitable that learning leverages the power and 
community of mobile devices. However, organizations and 
academia still need to invest time and resource to make best use 
of cloud learning.  It is important to invest in mobile learning 
that has a measurable impact.  There is also a need to invest in 
research of best practices in applying pedagogy to mobile 
learning.   

Keeping up with the rapid technology advancements of 
mobile devices and their capabilities can be challenging 
though.  Wide availability and constant introduction of new 
apps can make standardization difficult.  This is especially seen 
in the K-12 academic sector with technically savvy and creative 
instructors who like to try the latest app or tool available. For 
cost saving reasons, accessibility to free apps also drives app 
use decisions by educators. Meanwhile, the use of free apps or 
unapproved apps can generate concerns within the IT 
departments for security, confidentiality, maintenance and 
administrative reasons.  Large enterprises and heavily regulated 
industries typically experience more restrictions when 
determining standard software, tools and apps that can be used 
across the company, slowing the adoption and use of leading 
edge mobile learning.  

In both academia and industry, well-establish curriculum 
have been built for the classroom that continues to be used. 
Although ultimately you can’t completely replace existing 
training with mobile learning; they can be complementary, 
combining the best of both deliveries to optimize the learning 
experience for each student. 
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Abstract—Drawing on current research about online learning 

behavior, we constructed an analytics model, which consists of four 
major analytical stages: data collection, data organization, data 
analytics, and data application. The four stages form a continuous 
cycle during the implementation process. Meanwhile we identified 
several key factors of the analytics model for online learning behavior, 
including the design of data collection index, data collection and 
organization mode, as well as key techniques of data analytics. The 
analytics model of online learning behavior can support relevant 
systems, which are capable of collecting, analyzing, and extracting 
teaching data from mainstream learning platforms. Learning systems 
built on this model can also provide intelligent services for teachers 
and students in distant education. 
 

Keywords— Knowledge and Data Technology, Adaptive and 
Learning Systems, analytics model, learning analytics system  

I. INTRODUCTION 
With the improvement of science and technology, online 

learning has significantly changed people’s understanding 
towards education. In addition, the emergence of new 
technologies and ideas are propelling online learning forward. 
According to a survey report by the Sloan Consortium of the 
United States, many colleges and universities in the U.S. have 
made online learning an important part of their long-term 
development plan from 2010 onwards [1]. The trend is on a rise 
annually, and a majority of colleges and universities surveyed 
has realized the importance of online learning. 

In 2012, elite schools such as Stanford, Harvard and the 
Massachusetts Institute of Technology took the same action of 
raising a trend of MOOCs, which drew an extensive attention 
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from global universities, enterprises, the whole society and 
even individuals. An increasing number of people started to 
register courses on mainstream MOOCs platforms such as 
Coursera, edX, Udacity, which have different focusing areas. 
With an expansion of the scale of online education learners, 
resources and interactions, more and more people choose 
online learning. At present, online learning has become one of 
the main learning modes [2]. Therefore, analyzing and 
evaluating learners’ online learning behavior can help promote 
and improve learning outcomes. In addition, it can help to 
improve teaching practice and optimize the development of a 
lifelong learning platform. An essential part in developing an 
online learning platform is to meet the demands of big data 
processing. 

II. LITERATURE REVIEW  
In recent years, “learning analytics” has aroused a 

widespread interest in the education industry. As an education 
data analysis technique, learning analytics, based on the big 
data, has become an indispensable part of the development of 
online learning. The biggest benefits can be pursued through 
the discovery and understanding of the data’s hidden 
information, as well as an efficient utilization of researches (for 
example, teaching intervention, learning prediction) [3],[4]. 

This literature review reveals that current studies on online 
learning behavior analytics has mainly focused on the 
following aspects: 

A. Description and feature analysis of online learning 
behavior 

Analysis of online learning behavior is an important 
pre-requisite for carrying out the design of online learning 
system and the development of online education resources. In 
order to improve the efficiency of online learning, to motivate 
learners, and to improve learners’ interests, it is necessary to 
have a clear understanding of the basic concept of online 
learning behavior, and the characteristics and styles of online 
learning behavior among individuals and groups [5][6]. In 
current research findings, quite a few researchers have carried 
out investigation on online learning behavior among specific 
groups, and they also focused on the patterns, characteristics 
and frequencies of learners using online self-directed learning. 
Moreover, these studies analyzed the status quo and level of 
online learners and explored causes [6]. 

B. Research on the data model of online learning behavior 
Experts in different disciplines have different opinions 
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towards the models of analyzing online learning behavior. For 
example, Siemens (2010) believes that learning analytics is 
composed of several stages, including data collection, data 
analysis, data prediction and data adjustment. He constructed a 
linear analytics model that includes these four elements. 
According to Elias (2011), learning analytics has three stages, 
namely data collection, information process and knowledge 
application, which form a continuous cycle. Learning analytics 
also has six activities, which are acquirement, selection, 
gathering, prediction, use, and optimization. Based on these 
components, she proposed an application model of learning 
analytics that is relatively more complicated. Greller and his 
colleagues (2012) built a theoretical model of learning behavior 
analysis in terms of data sources, analytical modes, constraint 
condition, competitiveness and interested parties. In recent 
years, researchers have started to apply the learning analytics 
techniques to the online learning analysis of MOOCS. 

Summarizing theories and models from existing studies, 
learning analytics has core elements such as targets, objects, 
restraints, data resources, and processing methods, which 
reflect the internal and external conditions for carrying out 
learning analytics. The process of learning analytics consists of 
three stages: data collection, data processing, and data 
application and feedback, which form a continuous cycle 
during the implementation process [7][8]. 

C. Research on data collection techniques and system 
implementation of online learning behavior 

Online learners’ behavior data are acquired from Web blogs, 
network sniffing, questionnaires, platform database, and web 
data mining technique, mobile Agent intelligent agent 
technique, standard SCORM online learning technique, and 
electronic portfolio technique. For example, Hummel  adopted 
a way of obtaining relevant data of learners’ learning behavior 
from the database access records and server access logs of 
online learning systems.. Wu and his colleagues from Xi'an 
Jiaotong University created an algorithm using resolution 
function for attribute reduction, based on the rough set theory. 
They discovered that learners’ key feature dimension is merely 
1/4 of its original dimension. Besides, learners’ key feature can 
be detected automatically, and the objective relation between 
personality characteristics and learning strategy can also be 
revealed. This algorithm can simplify the data analysis [9]. 

D. Research on the analysis techniques of online learning 
behavior 

Online learning behavior analytics is a newly-developing 
educational research, which adopts techniques including 
business Intelligence, network analysis, education data mining, 
academic analysis, etc. These intelligent techniques can be used 
to analyze and process massive data. Among which, data 
mining method has been applied in the online learning platform, 
which initiates the research on learners’ behavior using 
analytics technique. Apart from the above common analysis 
techniques, the analysis technique of online learning behavior 
has been taking in and integrating other techniques and 
methods, including analytic methods of social network, 

discourse, and content. Introduction of these new analytic 
methods has largely enriched the data processing approaches 
and strategies for analyzing online learning behavior [10][11]. 

E. Evaluation research of online learning behavior 
Researchers have also paid close attention to the evaluation 

research of online learning behavior. For example, Xu and his 
colleagues (2003) have proposed an evaluation technique for 
the interaction of online education and learning environment. 
He believes that interaction is the core of online learning, while 
current online learning lacks feedback. Websites using the 
analysis method that has been applied to business websites, 
together with an analytics model, using mining technique, serve 
as the final evaluation methodology. Outtaj and his colleagues 
(2007) divided online learners into different types, and applied 
different evaluation standards to analyze the different types of 
online learners [12]. Although this research has touched on the 
fact that various aspects should be considered when evaluating 
a student, it only studied the interactions between learners, such 
as interactions among learners, interactions between learners 
and the learning platform. 

In conclusion of above research results, there are still some 
shortcomings in the analysis research of learning behavior [13]: 

 Firstly, an absence of the comprehensive collection and 
analytics of a multi-platform, multi- terminal data, as well as 
data of students’ dominant behavior. Currently, research on the 
data collection of online learning behavior is mainly dependent 
on a fixed learning platform, and data obtained tend to have an 
“apparent” mode, which lacks data collected from present 
multi-platform and multi-terminal learning behavior, as well as 
that of learners’ dominant behavior and physical signs. 
Therefore, it is relatively difficult to analyze and share via 
different platforms. 

Second, the index of learning behavior analytics and 
evaluation index needs alignment. Online learning behavior 
analytics is a comprehensive, dynamic and systemic process. 
Although there is a relatively in-depth research, in theory, on 
the existing index system of online learning behavior, these 
theories cannot properly serve as the evaluation objectives of 
specific online learning behavior analysis. The key problem lies 
in the fact that the index cannot be properly matched to the 
evaluation objectives. 

Third, there is a lack of smart feedback from the evaluation 
results of online learning behavior. Although a majority of 
current online learning platforms provide evaluation functions, 
such as online homework and testing, the evaluation results are 
not ideal. Most of the information provided by existing 
researches is periodical or conclusive, which lacks the 
individualized learning resources for learners, or 
recommendations for their study. 

Fourth, a lack of in-depth analysis for big data. Due to the 
fact that not a technique is capable of extracting learners’ 
learning behavior from a virtual environment, most of the 
current research discusses online learning only by observing 
and analyzing the backend database of a few web-based 
teaching platforms. And current researches on online learning 
behavior appear to be a simple statistical description of data, 
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which lack the in-depth mining of big data. 

III. MODEL DESIGN OF ONLINE LEARNING BEHAVIOR ANALYSIS 
Acting upon the aforementioned gaps, integrating the 

characteristics, method, and technique of online learners' 
behavior analysis, and the objective function of learning 
analytics, we propose an online learning behavior analysis 
model as shown in the Fig.1. The process of behavior 
analysis will occur in four phrases: data collection, data 
organization, data analysis, and data application, which form 
a continuous cycle during the implementation process [14]. 

Multiple terminals: PC, 
flat-panel TV OTT, 
smart phones, etc.

Online learning 
platform data

Multiple devices: eye 
tracker, brain wave 
detector, etc.

Physical Data, 
Dominant behavior

Identification of 
potential dropouts

Behavior patterns

Personalized 
recommendation

Course 
optimization

Decision support

Platform 
optimization
Evaluation of 

learning outcome

Data 
Collection

Data 
application

Data 
analysis

Data 
Organizati

on

Mapreduce algorithm, rough set theory, 
genetic algorithm, etc.

Big data 
platform

 
Fig. 1 Analysis model of online learning behavior 

(1) Data collection stage: In this stage, based on the online 
learning feature of “teachers and students separating from each 
other”, a wide selection of data resources are included, which 
are data from different learning terminals (PC, tablet, TV OTT, 
smart phones, etc.) and a third party data platform. Techniques 
used are not only the common ways of obtaining virtual data, 
namely Web blogs, database, etc., instruments like eye tracker 
and brain wave detector are also adopted to get data of learners’ 
physical sign, all of which contribute to a comprehensive and 
objective data. This has set up a basis for the following in-depth 
analysis. 

 (2) Data organization stage: It is unavoidable to have 
repetitive or invalid data among those obtained from collection 
stage, therefore the sorting and cleaning process is needed, and 
the final data will lead into the developed big data platform. 

 (3) Data analysis stage: In this stage, certain algorithm and 
analysis model will be adopted to process the data from Big 
Data. And supports will be provided for all kinds of decisions 
and services needed in the next stage. 

(4) Data application stage: In this stage, a wide range of 
services and supports are provided, by means of the operation 
results from data analysis stage, including identifying potential 
dropouts, establishing learners’ behavior patterns, providing 
personalized recommendation service for students, offering 
decision support for education administrators, offering support 
to the optimization of both platforms and resources, carrying 

out effectiveness evaluation for learners etc. 

IV. KEY FACTORS IN THE MODEL DESIGN OF ONLINE LEARNING 
BEHAVIOR ANALYSIS AND SOLUTIONS 

Several key factors need to be considered in the model 
design of online learning behavior analysis, including data 
collection index design, modes of collecting and organizing 
data, as well as key techniques of data analysis. The analytic 
system of the above online learning behavior analysis model is 
able to collect various kinds of learners’ behavioral data in the 
digital learning process, and carry out a rapid analysis to all 
learning behavior data, such as learners’ browsing habit, ways 
to open webs, in the learning process [15]. The system can also 
have a direct access to a range of third party learning platforms, 
and analyze learning behavior on the basis of historic data. 

A. Data collection index design of online learning behavior 
In the design of analysis index, we adopted the concept of 

Objectives and Key Results as the guiding ideology for the 
index design, i.e. applying the cycle of “target decomposition – 
quantification of key results – evaluation of measures” in the 
index system design. It has overcome the limitation caused by a 
low compatibility between the evaluation objective and the 
former index design method of using Key Performance 
Indication (KPI) as the core. Therefore, it is a more reasonable 
and scientific index design.  

Based on the current researches on online learning behavior 
index, together with specific evaluation objectives of online 
learning behavior analytics, we made the online learning 
behavior data collection model [16]. This model caters to 
teachers and students with seven evaluation objectives, which 
is shown in Fig. 2. 

General 
learning 
behavior

Course 
learning 
behavior

 Interactive 
learning 
behavior

Identification of 
potential dropouts

 Learners’ 
behavior patterns

Personalized 
recommendation

Optimization of 
course resources

Decision support 
for administrators

optimization of 
learning platform

Evaluation of 
learning outcome

Target dimension analysis

Types of 
online 
learning 
behavior

 
Fig. 2 Data collection model of online learning behavior 

Ⅱ -level evaluation indexes  incudes the above seven 
objective dimensions:  identification of potential dropouts, 
learners’ behavior patterns, personalized recommendation, 
evaluation of course resources, decision support for 
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administrators, optimization of learning platform, and 
evaluation of learning outcome. There may be intersections, for 
example indexes that reflect learners’ behavior pattern, learning 
style and learning path can also be used as specific indexes that 
support personalized recommendation service. Therefore, 
according to the basic principles of activity theory and the 
principle of behavioral science management, we have applied 
three dimensions, learners’ general behavioral habit, interactive 
learning behavior and course learning behavior, to collect 
online learners’ behavior data, on the basis of the above seven 
objective dimensions. Moreover, after the comprehensive 
analysis of current evaluation indexes, classical index group is 
formed, by means of a preliminary selection of those frequently 
used indexes, adopting statistical method for frequency. On the 
basis of that, the most representative and non-repetitive indexes 
have been selected by applying clustering analysis method in 
order to analyze the chosen evaluation indexes [17]. 
Furthermore, adjusting and revising index sets for several 
rounds, and formulating a detailed second-level index, as 
shown in Table 1. 

Table 1 Data collection index of learners’ behavior 

Finally, encoding theseⅡ -level Indexes, and making an 
independent assortment of them to have correspondence with 
the above seven evaluation objectives (mode sets), as shown in 
Table 2. 

 
Table 2 Analysis index catering to evaluation objectives 

B. Data collection method of online learning behavior 
Analytics data of learners’ behavioral process include 

learners’ personal information, learning time records, 
distribution of learning areas, academic achievements 
recording, and records about other objective learning behavior. 
These data can be collected, quantified and stored in the 
behavioral database. It can be checked up in many ways, such 
as from the database backup of production system, or from the 
real-time/ semi-real-time recording logs, or on a regular or 
periodical basis, or from an event-driven way, or from an 
initiative order at the frontend, or pushing data automatically to 
the analysis page. As for the data obtained, system can establish 
a correlation between them, so as to carry out an in-depth 
correlation analysis, and provide a visual multidimensional 
display at the frontend by means of the report chart. In the 
meantime, learners’ various learning behavior using “TV OTT, 
PC, tablets and smart phones” are connected, which will help 
collect data of individual user’s learning behavior in different 
periods, as well as that of learning modes. 

In light of learners’ diversified learning behavior, various 
methods for leading third party learning system data should be 
provided as well, for instance database, log files, excel, web 
service interface, etc., in order to support a real-time process of 
big data. Therefore, we need to set up an a statistical analysis 
module for inquiring and invoking, based on the web service 
interface modes, by means of database backup, data importing 
function of the administrative page. The system imports the 
third party Excel data via the frontend administrative page, and 
shows the results after analysis. Users can have a direct access 
to the third party SQL database, or isomorphic Mongo 
database, they can also have a direct access to the third party 
data source through Web Service interface. 

In data collection, considering the traditional educational 
measurement and ways of data collection from online learning 
platform, on the one hand, learning process data from learning 
platform is collected, while on the other, physical signs data of 
the students’ dominant behavior should also be collected by 
intellectual devices, then using different algorithms to manage 
and analyze different types of data, which will reflect the 
students’ factual thinking ability and learning. 

The procedure of behavioral data collection and analysis in 
the learning process is shown in Fig. 3. 

I-level 
Index 
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Index(encoding) Meaning 
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Behavioral 

habit 

Learning Path(1) Learning order 

Learning Properties(2) Length, time and 
equipment of learning 

Ways of Collecting 
Information(3) 

 

Ways of Processing 
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learning logs, etc. 
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Learning(6) 
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discussion (8) 

Effective times for 
questioning or 
answering 

Usual interactive ways(9) Synchronous or 
asynchronous 
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interactive tools(10) 

 

Course 
Learning 
Behavior 

Learning progress of the 
course(11) 

Learning progress of 
individuals and groups 

Hit rate of different types 
of courses (12) 

Hit rate of textual 
course, audio course, 
video course, image 
course, etc. 

Hit rate of different theme 
courses (13) 

Teaching contents, 
course tests, course 
assignments, etc. 

Learning outcome(14) Study on the academic 
achievements, etc. 

Analysis Objectives Index 
Identification of potential 

dropouts 
1、4、5、6、7、8、11 

Learners’ behavior patterns 1、2、3、4、5、9、10 
Personalized recommendation 2、3、12、13、14 

Optimization of course resources 7、8、11、12、13、14 
Decision support for 

administrators 
3、4、5、6、9、10、12

、13 
Optimization of learning platform 1、5、6、9、10、12、13 
Evaluation of learning outcome 2、4、5、7、8、11、14 
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Fig. 3 The procedure of behavioral data collection and analysis in the 

learning process 

C. Key techniques and algorithms for analyzing online 
learning behavior data 

The first step of online learning behavior analysis is to 
collect and sort out learning behavior data, and at the same time 
carry out an in-depth data mining and behavioral analysis using 
all kinds of algorithms, which mainly include feature sets, 
Mapreduce algorithm and theme mining algorithm[18][19], etc. 

 
1) Feature data sets 

Feature data sets contain the static data and application data 
of the learning resources, learning state data and so forth, which 
respectively correspond to data sources like historical data, real 
time data, attribute data, etc. Feature data sets need to go 
through several processes, namely pre-processing, feature 
extract and feature selection, as well as the final machine 
learning, in order to get the learning analytics model. 

The core of feature set algorithm lies in the setting of the 
feature sets, as Fig.4 shows. Based on the cover degree of the 
feature sets (X axis) and description ability, learning analytics 
system trains data from each quadrant adopting different 
algorithms so as to obtain a model with high degree of 
fitting[20]. 

Description ability

• ID
• ID Combination • Perfect features

• Weak features

• Float type feature 
(various kinds of 
similarities)

• Some low dimension 
features

Weak

Cover degreeLow

First quadrant: less general amount; a lot of Bias features
Second and third quadrant: a relatively large amount; complement each other
Fourth quadrant: weak influence  

Fig. 4 Setting of the feature sets 
 

2) Mapreduce Algoritm 
Mapreduce technique is a typical example of non-relational 

data management and analysis techniques, which include three 

levels of contents: distributed file system (DFS), parallel 
programming model, and parallel execution engine. Mapreduce 
technique is a concise parallel computational model. It can 
solve problems like expansibility and fault tolerance in the 
system level, and can also carry out a parallel execution 
automatically in the elastic large-scale cluster by accepting the 
Map function and Reduce function written by users. Therefore, 
it can process and analyze the mass education data. 

3) Theme mining algorithm 
Theme mining algorithm is a technique widely used in 

learning analytics, which is applied in both context targeting 
and behavior targeting. In the analytic system of learning 
behavior, we choose the supervised theme mining algorithm to 
map the page content onto the label system that has been 
defined in advance, rather than in an unsupervised way. The 
frame is to get to know learners’ learning interests according to 
the learners’ historical visiting behavior, and set up an analytics 
model. Behavior analysis is important because it provides a 
general way in making the most out of the online users’ logs to 
have an in-depth analysis of teaching. Therefore, the frame, 
algorithm and evaluation index of behavior targeting establish 
the substantive characteristics of online data driven analysis. If 
you regard context targeting as the one that aligns with the 
user’s single access behavior, behavior targeting can be 
regarded as the integration of a series of context targeting. 
Therefore, context targeting lays the foundation for behavior 
targeting analysis, and each type of context targeting can have 
its correspondent behavior targeting mode. 

V. CONCLUSION 
The online learning behavior system we described in this 

paper can collect data from different approaches, including 
learning process data collection from online learning platform, 
and sort out typical physical signs data from the actual scenario 
to conduct a comprehensive calculation and analysis. The 
system can also analyze data from multiple terminals and 
across different screens, which fills up the gap of cross-screen 
learning behavior analytics in the education industry. It aims at 
providing perceptible learning resources and recommendation 
services for learners, and also to assist with personalized 
learning. In the near future, we will analyze some learners’ 
behavior data in the Lifelong Learning Platform for Shanghai 
Citizens to verify the feasibility of this study, and find out 
problems and rules existed in the current online learning 
situation. Besides, we will also make adjustments and 
improvements to boost the learning outcomes, and at the same 
time improve system function and analytic model according to 
the application situation. 
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Abstract—This paper describes an initiative in embedding 
students’ affective feedback (i.e., frustration, boredom, anxiety 
and others) into learning tools and into emotional-appraisal 
learning models. The physiological reactions of the body such 
as conductivity of the skin, skin temperature, heart rate and 
respiration rate, produce bio-signals that can be classified into 
basic human emotional states.  This work is the first approach 
in the direction of combining the cognitive models with the 
adaptive pedagogical patterns into a supportive reappraisal 
model. Anxiety state recognition and regulation may be 
approved an important factor in achieving better performance. 
This article describes our broad approach towards creating a 
modern and supportive learning environment. 

Keywords— Affective computing, Mobile learning, Bio-signals, 
Bio-feedback, Emotional regulation, Emotional intelligence  

I.  INTRODUCTION  
The emerging research on student emotions in classrooms 

focuses on wide areas of affective response. In their well-cited 
study, Affective e-Learning: Using “Emotional” Data to 
Improve Learning in Pervasive Learning Environment, Shen, 
Wang, and Shen [1] used emotion detection technologies from 
biophysical signals to explore how emotion evolves during 
learning process and how emotion feedback could be used to 
improve learning experiences. They described a cutting-edge 
pervasive e-Learning platform used in a Shanghai online 
college and proposed an affective e-Learning model, which 
combined learners’ emotions with the Shanghai e-Learning 
platform. The “affective states or student emotions” in their 
paper are called cognitive-affective mixtures in this paper [2]. 

Various models have been proposed to explain the 
negative effects of stress. These models assume that stress 
includes activation of considerations unrelated to the specific 
learning task limiting students’ engagement to the learning 
activity and thus causing greater effort. Students who are 
worried about failure cannot focus on their learning process. 

Pekrun has classified academic emotions into categories 
that include achievement emotions, social emotions, and 
epistemic emotions ([2], [3]. Achievement emotions (e.g., 
contentment, anxiety, and frustration) are linked to learning 
activities (e.g., homework, taking a test) and have a result of 

success, failure, etc. Social emotions such as pride, shame, and 
jealousy reflect the fact that educational activities are socially 
situated. Finally, epistemic emotions arise from cognitive 
information processing, such as surprise when novelty is 
encountered or confusion when the student experiences 
inconvenience. According to the control-value theory, these 
academic emotions arise from cognitive appraisals of control 
over the learning task and value in the learning activity, with 
reciprocal connections between the emotions, their 
antecedents, and their consequents ([2], [4]). Other research 
has focused on a more in-depth analysis of a smaller set of 
emotions that arise during deep learning in more restricted 
contexts and over shorter time spans, from 30-min to 1.5 h 
([2], [5], [6], [7], [8]; [9]). 

In general it could be considered that affect recognition can 
significantly improve a tutor’s instructional design strategy 
e.g., when the tutor realizes that a student is bored he/she tries 
to create anxiety in the sense of engagement to the current 
activity. Observing learner’s affective state continuously, a 
skilled mentor (experienced teacher or an intelligent tutor 
agent) may use that awareness, along with knowledge about 
cognitive progress, to reason about a series of student actions 
and interventions, not simply a single-shot action or 
interaction, but as an ongoing and evolving relationship. 
It is very important for the student to recognize when s/he is 
overly stressed and uses techniques to mitigate it so that it 
does not become overwhelming. One of the techniques used to 
mitigate that stress is the “Diaphragmatic Breath”. This 
technique is well known in psychology, and it can be applied 
to all people and under any circumstance. 

This paper presents a bio-feedback device which classifies 
human anxiety, by evaluating bio-signals from skin 
conductance, skin temperature, heart rate and respiration rate. 
The main motivations for this research are (a) a broad 
approach of the application of this device as a supportive tool 
of various educational activities and (b) to present further and 
more detailed possible use case scenarios where anxiety 
awareness through the bio-feedback device could be applied. 

In this paper we begin by describing related research works. 
Then we present the affective computing methodologies used 
by this device. In the following section we present the bio- 
feedback device and how it works. We then describe 
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educational activities where the bio-feedback device was used 
and that brought to light the need for anxiety awareness. 
Afterwards we explore areas for further use of the device by 
presenting usage scenarios. Plans for future work are included 
in the conclusions. 
  

II. RELATED WORK 
There are many studies about methods of emotion 

appraisal, as mentioned in the bibliography. Emotion inquiry 
is still a scientific field where there is not a commonly 
accepted methodology.  Many researchers suggested that the 
affective computing methods could be separated into two main 
categories a) observed methods and b) physiological methods 
[10]. 

Observed methods focus on facial and vocal emotion 
recognition. Also they try to detect emotions from gestures. 
Physiological methods could be considered as the bio-signal 
classification. The human bio-signals are produced by the 
physiological reactions of the human body as a response to 
world environment stimuli [10]. The AutoTutor project [11] 
applies observation methodology affective states detection 
through facial expressions, dialogue patterns, speech 
intonation and body movements. Another system applied real-
time facial expression analysis to inform the design of the 
video recommender system and suggest meaningful 
recommendations of unseen videos ([10], [12]). Automatic 
facial expression analysis was also applied in a study of 
Google search [13]. The author found that during the search, 
surprise was the most frequently expressed emotion, followed 
by neutral, sad, fear and happy [10]. However, it is suggested 
that the facial emotion recognition is influenced from the 
context in which human emotions are occurring. Therefore, 
some researchers suggest that an analysis of human facial 
expressions could be more accurate if it would be combined 
with a synchronous context interpretation ([10], [14], [15], 
[16]).  

Another observed method of affective computing is the 
analysis of verbal communication. In emotion stimuli 
conditions, speech is then characterised by loudness, increased 
speech rate and strong, high frequency energy ([10], [17]). In a 
research work, a set of affective features was extracted from 
multimedia audio content and was annotated using a set of 
labels with predetermined affective semantics. The audio 
features that consisted of speech, music, special effects and 
silence, were analysed in terms of the affective dimensions of 
arousal and valence ([10], [18]). Similarly, in another work,  
video content was modelled using a selection of low level 
audio (signal energy, speech rate, inflection, rhythm duration, 
voice quality) and visual features (motion) ([10], [19]).  

An ambiguous field of observed affective computing 
methods is body movements and gestures. Some studies 
suggest that these are indicative of the intensity of emotion, 
but not its type, but others are assigning certain body 
movements with specific emotions in a reliable way ([10]; 
[20]; [21], [22]). Body movements, and specifically hand 

gestures ([23], [24], [25]), have recently attracted the attention 
of the HCI community ([10], [26]).  

In physiological methodology of affective computing the 
emotion recognition is detected by collecting bio-signals from 
brain activity, heart rate, skin conductance, respiration rate, 
skin temperature, and other physiological reactions. An 
example of a neuro-physiological instrument for detecting 
emotions is a LifeShirt sensor system that can be used for 
monitoring cardiovascular, respiratory, metabolic and other 
physiological effects of physical or emotional stress [27]. This 
is an example of wearable sensory system. The wearable 
sensors are a trend in physiological sensory systems in order 
to accomplish the request for unobtrusive sensors. In another 
research the human heart rate is measured with a touchless 
method using a mobile phone camera [37]. In the same 
direction there is another research work named “non-contact 
automated cardiac measurements using video imaging and 
blind source separation [38]. These projects could be 
considered as a combination between observed and 
physiological methodology. 

 

III. AFFECTIVE COMPUTING METHODOLOGIES USED 
Our main effort was to use as less obtrusive sensors as 

possible without decreasing the sensor sensitivity and 
accuracy. The presented bio-feedback device is using four 
affective computing methods skin conductance, skin 
temperature, heart rate and respiration rate. 

A. Skin Conductance (SC or GSR) 
This technique is associated with the change of electrical 

properties of the skin when external voltage is applied.  This is 
a test of the sweat function, which measures the change in the 
conductivity of the skin during the flow of low voltage current 
after a stimulus. The recording of the conductivity (or the 
inverse of conductivity i.e. resistance) is based on the 
application of external constant voltage to the skin [28]. The 
edges of the human body (hands and feet) have a very high 
proportion of sensory nerves endings and so they become 
ideals for the application of skin resistance measurements. 

B. Photoplethysmography (PPG) 
Photoplethysmography (PPG) is a simple and low-cost 

optical technique that can be used to detect blood volume 
changes (BVP) in the microvascular tissue [29]. The PPG 
technology [30] requires a light source to illuminate the skin 
and a photodetector to measure the small variations of light 
reflected due to blood volume variations. These small 
variations create a normal, pulse waveform in every cardiac 
pulse. In every heartbeat, more blood is driven to the skin, 
which reflects the red light and absorbs other colours, so the 
reflection of light is greater. Heart rate (HR) is measured by 
the small variations in light intensity and it is an important 
derivative of the PPG method. 

C. Skin Temperature 
Various cognitive and physiological functions of the 

human body can affect the skin temperature. In particular 
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stressful situations may cause a reduction of skin temperature. 
This reaction is known in the literature as a consequence of a 
global phenomenon called «Fight or Flight».  

D. Respiration Rate 
Respiration rate is the number of breaths a person takes 

per minute. The rate involves counting the number of breaths 
for one minute by counting how many times the chest rises. 
Usually stress leads to rapid breath, which increases the 
respiration rate. 

IV. DEVICE DESCRIPTION 
The bio-feedback device (Fig. 1) is designed and developed 

in the Multimedia Lab of our Computer Science Department. 
So far it is used in demanding learning activities such as 
student oral or written examinations.  

This device utilizes four physiological techniques including 
Skin Conductance (SC) or Galvanic Sin response (GSR), Skin 
Temperature (TEMP), Heart Rate (HR) and Respiration Rate 
(RR) measurement in order to collect human bio-signals. 
These bio-signals can be classified to human emotions. This 
device is based on an open source electronics prototyping 
platform Arduino duemillanove (http://www.arduino.cc) 
which is used as an analogue to digital converter. So far the 
bio-feedback device is connected to a personal computer via a 
USB cable or wirelessly (Bluetooth). A new mobile version is 
under development which will utilize the device connection to 
mobile Android smart phones or to Android tablets.  

 

 
Fig 1. The bio-feedback device 

 
The computer application receives bio-signal measurement 
values and stores them in an online database for 
recordkeeping. The online values are classified using machine 
learning regression technique (as shown in Fig. 2).  

The regression algorithm [31] is trained with specified 
training sets. Every training set corresponds to a specific user.  
The derived model is used to determine in real time the 
anxiety level of the user measured.  

The bio-feedback application has a graphical interface that 
appears either on screen as desktop application or embedded 
in a web-based environment. The graphical part of the 
application receives the result of measurement classification  
and displays a visualised result on the computer screen where 
the user can recognize his/her anxiety states through a 
chromatic code (red for anxiety, green for relaxation, orange 
for moderate anxiety) besides to a percentage indication of 

his/her anxiety levels. Every time the subject reaches high 
anxiety levels, the application encourages him/her to use the 
diaphragmatic breathing. This is a bio–feedback technique 
well known to psychologists and can be applied easily in 
almost every condition. This technique tries to reduce the 
intensiveness of stressful emotions. The application also 
displays a phrase chosen by the person who is participating in 
the measurement, in collaboration with a specialist 
psychologist who is supporting this research as a consultant. 
This phrase is associated with encouraging thoughts that may 
help the person who is measured to relax. Furthermore, there 
is a monitoring application that receives and displays the 
anxiety levels of people set in a group for overview by a 
teacher or by an intelligent tutor agent. 

 

 
 

Fig 2. Bio-feedback System Architecture 
 

V. EDUCATIONAL ACTIVITIES SUPPORTED BY E BIO-
FEEDBACK DEVICE  

Exploring the various activities taken place, the support of 
the bio-feedback device was revealed. These activities were 
synchronous at the same place of a classroom or from a 
distance using open source videoconference tools like 
OpenMeetings (http://openmeetings.apache.org/) [32].   

In these activities the bio-feedback device was measuring 
three kinds of bio-signals GSR, skin temperature and HR. 
Several tests were run measuring its usability and user 
interaction satisfaction. The instruments used for the device 
evaluation were the Questionnaire for User Interaction 
Satisfaction (QUIS) [33] as well as the system usability scale 
(SUS) [34]. In all the tests the majority of the results were 
positive. These activities are listed in Table 1 (Activities):  

TABLE I.  ACTIVITIES 

Participants Place Level of anxiety awareness 

10 Students 
(MSc in ICT 
in Education) 

Synchronous at the 
same place 

• One to One (self-awareness) 
• Many to One (teacher 

awareness about students’ 
anxiety level) 

• Many to Many (everyone is 
aware about others anxiety 
level) 

Synchronous from 
distance using 
videoconferencing 

• One to One (self-awareness), 
• Many to One (teacher 

awareness about students’ 
anxiety level) 

10 Students 
(MSc in ICT 
in Education) 

Synchronous at the 
same place 

• One to One (self-awareness), 
• Many to One (teacher 

awareness about students’ 
anxiety level) 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 105

http://www.arduino.cc/
http://openmeetings.apache.org/


Participants Place Level of anxiety awareness 
• Many to Many (everyone is 

aware about others anxiety 
level) 

Synchronous from 
distance using 
videoconferencing 

• One to One (self-awareness), 
• Many to One (teacher 

awareness about students’ 
anxiety level) 

Synchronous from 
distance in a 3D 
CVE 

• One to One (self-awareness) 
• Many to Many (everyone is 

aware about others anxiety 
level) 

4 Students 
(Dentists) 

Synchronous at the 
same place • One to One (self-awareness 

14 Students 
(MSc in 
Information 
Systems) 

Synchronous at the 
same place 

• One to One (self-awareness), 
• Many to One (teacher 

awareness about students’ 
anxiety level) 

 
In all described activities the participants were connected to 

the bio-feedback device. The anxiety measurements were 
taking place in real time. Every student was watching his/her 
online measurements. The teacher was watching his/her 
classroom anxiety levels on the monitoring application. In the 
cases of first and second activity the students were separated 
into groups of two or three members. The schedule and the 
deliverables of each activity were clearly stated at the 
beginning. Each group had identical assignments. The 
members of each group were chosen by the students 
themselves. Every group member could his/her own anxiety 
levels as well his/her group mates’ measurements. 

 

VI. PROPOSED USE CASES THAT HIGHLIGHT BIO-
FEEDBACK DEVICE USAGE 

This bio-feedback system can be widely used in online 
courses such as a Small Private Online Course (SPOC), to 
detect students’ emotions at a distance and to keep the 
instructors informed about students’ affective state. Many of 
the online courses offered at San Diego State University 
(California) have synchronous online meetings. Due to various 
reasons, many of the students choose not to use audio or video 
in online meetings. They interact with the instructor and peers 
through typing. Having a bio-feedback device will enrich the 
online classrooms and help to keep the students engaged in the 
learning process. Continuous and increasing exploration of the 
complex set of parameters surrounding online learning reveals 
the importance of the emotional states of learners and 
especially the relationship between emotions and effective 
learning (e.g. [35]). Research ([36]) also demonstrates that a 
slight positive mood does not just make you feel a little better 
but also induces a different kind of thinking, characterized by 
a tendency towards greater creativity and flexibility in 
problem solving, as well as more efficiency and thoroughness 
in decision making.  

VII. CONCLUSIONS 
For a person who participates in challenging and complex 

activities that require extra effort, it is very likely to 
experience strong emotions such as anxiety. The anxiety 

regulation may be an important support to decrease high 
anxiety or increase anxiety levels in cases of relaxation. 
Therefore anxiety awareness can be a very useful tool to 
support student engagement, which in many cases is a key 
factor for better performance. So far the results of this device 
evaluation are encouraging. Especially in distance learning 
activities it would be useful to reduce the “didactical distance” 
between the trainer and the trainees.    

VIII. FUTURE WORK 
 We aim to apply the bio-feedback system in different 

situations such as autonomous and collaborative learning 
activities. In addition the bio-feedback system could be used 
in work environment and in daily activities in a gamified 
approach so as to face daily anxiety. We aim to have many 
more participants in future testing and implementation. This 
will generate a better assessment of the developed system 
applying usability, ease of use, and usefulness evaluation tests. 
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Abstract— Block ciphers cryptosystems are an assurance to 

the security and safety of data. They constitute a hard task for 

cryptanalysis attacks due to the nonlinearity of their structure. 

This problem is viewed as NP-Hard; various research efforts 

has been accomplished in its resolution but numerous attacks 

results still insufficient especially when handling wide instances 

due to resources requirement which increase with the size of 

the problem.  On another way, bio-inspired intelligence 

algorithms are a set of approaches that mimics the real nature 

swarms of insects for solving optimization problems; they are 

widely used in computational research application and 

characterized by their fast convergence with reasonable time 

consumption. The scope of this paper is to provide more 

detailed study about the performance of two bio inspired 

algorithms BAT algorithm and Wolf Pack Algorithm for 

cryptanalysis of some basic block ciphers within limited 

computer resources. Experiments were accomplished in order 

to study the effectiveness of the used algorithms in solving the 

considered problem. 

Keywords— Cryptanalysis, block ciphers, bio inspired 

algorithms. 
 

I. INTRODUCTION 

ryptography refers to the science of protection of in-

formation and preventing access even from malicious 

ones and developing avenues of encryption methodologies. 

It involves an input data called a plaintext and a small 

amount of information: a key, in order to customize an ob-

fuscated an output data called a ciphertext, a unintelligible 

information to all not intended parties.  The set of plaintext, 

ciphertext, keys and encryption algorithms is called a cryp-

tosystem. Cryptanalysis denotes to is the art of studying 

encryption information, ciphers and related concepts in 

order to detect their weakness and attempt to extract parts of 

corresponded plaintext without knowing the secret data 

which normally used for decryption such keys or algo-

rithms.   The use of cryptanalysis on ciphertexts is called an 

attack; if a plaintext can be restored, the attack is successful. 

So, the design of complex cryptosystems seems a challenge 

against research in communication security, particularly 

with the increasing of amount of data transfer through pub-

lic networks. The goal of cryptanalysis is based upon the 

knowledge of cryptosystems features such fragments of 

cipher and plain data, encryption algorithms and if possible, 

language characteristics. This information favorite right 

attacks [1]; its aims is to measure cryptosystems strength 

and therefore, help the researchers to perform more robust 

algorithms for upcoming times. 

Cryptanalysis uses several techniques of attacks such 

linear cryptanalysis [2], differential cryptanalysis [3], 

integral cryptanalysis or slide attack [4] which are based, in 

general on known or chosen plaintexts. These techniques are 

able to break various ciphers, nevertheless, and given their 

reduced setting, they remain ineffective against modern 

cryptosystems. The brute force is a common attack; it tries 

the 2
b
 possibilities of  b-length key within the search space to 

find the right key. It’s a successfully way to break ciphertexts 

but need enough resources and so, has less success in 

practice.   

Block ciphers are algorithms for symmetric key 

encryption scheme which operate on large blocks of data. 

They built based on nonlinearity and low autocorrelation and 

characterized by their simplicity of implementation, high 

speed of encryption [5] and resistance against various attacks 

[6].  

Research in cryptanalysis is, actually intended to explore 

heuristic techniques based on bio-inspired intelligence 

which are general purpose approaches that proved their 

efficiency to enable complex search spaces. Bio-inspired 

intelligence algorithms are a well-known paradigm that 

successfully used for implementation of powerful tools for 

solving tough problems [7] and especially cryptanalysis 

problems with reasonable amount of resources consumption 

[8]. Various works [9] [10] shown that algorithms based 

swarm intelligence have a successful potential to handle 

wide instances and may be adapted to produce approximate 

solutions for a large variety of optimization problems. They 

use intelligent system that offers an independence of move-

ment of agents and tend to replace the preprogramming and 

centralized control. In last years, many of such algorithms 

were emerged [11]. 

The aim of the presented paper is to investigate the way in 

which the bio-inspired algorithms and, in particular BAT 

and WPA algorithms can be used for attack on encryption 

keys of Block ciphers. This technique provides a successful 
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way of automated cryptanalysis by using limited parameters 

without any need of initial approximation to unknown pa-

rameters. Also, it has been successfully applied in a wide 

range of research application areas. It is proved that it gets 

better results in a faster and cheaper way.  

 

II. LITERATURE REVIEW 

Research in swarm intelligence and, bio-inspired 

intelligence in particular, has used in a significant part of 

cryptanalysis attacks in recent decays. Various works [12] 

[9] [13] shown that algorithms based bio-inspired  

intelligence  have a successful potential in handling wide 

instances of variety of optimization problems. In their works, 

Laskari et al.  [14] [15] used a variety of computational 

algorithms in resolution of cryptographic problems and 

demonstrate their effectiveness in cryptosystems security. On 

another way, bio-inspired algorithms has used for attack of 

block ciphers such 4DES and DES [16] [17] [18] [19]; 

experiments revealed most bits of used keys and showed that 

these algorithms may be a powerful tool in cryptanalysis of 

such problem.  

  

III. BLOCK CIPHERS 

Block ciphers [20] are iterated encryption structure which 

produces fixed length blocks of ciphertext from similar 

blocks of plaintext by a sequential r times repetition of a 

nonlinear complex transformation (called round function) 

based on several substitution and permutation on block-bits. 

In order to produce a fixed size ciphertext C from an 

identical size plaintext M, The block cipher algorithm 

proceeds for each bloc of n-bits of M, r iterations of the 

round function fi using previous encrypted block and a 

subkey i. Initially, each block is split into two halves L0 and 

R0 of  n/2 bits each. At iteration i, the round function is 

applied to one half using a subkey, the output is exclusive-

ored with the other half. The two halves are then swapped as 

shows in following relation: 

 

(1) 

where fi (i>0), a nonlinear  function usually represented as a 

substitution boxe (called sboxe). It substitutes an input of n 

bits size with an output of m bits size (m<n). This ensures 

that all subsequent blocks are different.  

The advantage of the algorithm is that the encryption and 

decryption functions are identical. To allow a unique 

decryption, the encryption transformation must be a 

bijection, defining one-to-one on n-bits of each encrypted 

block. So, to reverse a round, it is only necessary to apply the 

same transformation again, which will cancel the changes of 

the binary operation XOR. 

Block ciphers become a basis component in many 

encryption schemes Blowfish [21]. LUCIFER [22], CAST 

[23], IDEA [24],  AES [25], RC5 [26]. 

IV. BLOCK CIPHERS CRYPTANALYSIS 

To evaluate the security of block ciphers, we assume that 

the attacker has access to all ciphered data and some details 

about the encryption algorithm. So, the cryptanalysis is 

limited to the ciphertext attack only which seems the most 

challenging kind of attacks [27]. Under this assumption, the 

attacker generates several chosen keys and proceeds to 

decryption. Upon these consideration, we show that blocks 

with reduced data are insecure (e.g, a key of 10 bits, such 

SDES algorithm, implying 2
10

 different ciphertexts) which 

can be easily attacked by exhaustive search or frequency 

analysis. The blocks security can be increased by using wide 

block length. Although, it becomes unfeasible for an attacker 

to try every possible key until the desired plaintext is found 

for blocks more than 56 bits such DES algorithm, that needs 

2
56

 combinations when using exhaustive search, 2
43

 known 

plaintexts with linear cryptanalysis (Matsui, 1994) and 2
47

 

chosen plaintexts when using differential cryptanalysis [28].  

However and in order to avoid exhaustive search, actual 

research in cryptanalysis tends toward and especially, bio-

inspired algorithms which have been found efficient in 

resolution of this kind of problems.  

The cryptanalysis by using bio-inspired algorithm 

consists on searching keys with the maximum of correct bits 

in regard of the encryption key. Since, the encryption key 

isn’t available as an input data, the result is evaluated 

according to the produced readable plaintext. A readable 

plaintext should include some properties of the language 

with which it was written. 

A. Language properties  

The most important property of a given language is the 

distribution statistics of its characters on written texts. The 

frequency analysis is used to define the quality of plaintexts 

produced by an attack process.  Letter frequency distribution 

isn’t uniform and different from one language to another.  

The general order of character occurrence is based upon 

various studies on language spelling and syntax by using 

various sets of text (articles, books, newspaper, media, etc.) 

called Corpus [29]  [30] and illustrated on tables called 

‘letter frequency table’  [31] [32].  

The letter frequency analysis is the study of the 

occurrence of single or group of letters and determining at 

which frequency a letter of the plaintext occurs within the 

corresponding ciphered text. This fact provides indications 

about ciphertext language and helps in recover certain of its 

letters, especially the most frequent.  

B. Fitness function 

The fitness function measures the difference between the 

letter frequency of produced plaintext with letter frequency 

of standard language (such illustrated in table 1). A close 

difference denotes an acceptable solution. In literature, the 

fitness function has been proposed under various 

combination schemes [33] [34] [35] [36] [37] [38] [39] [17]. 
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The most commonly used is given by following equation: 

 

(2) 

 

where D, C denotes respectively known language statistics 

and decrypted text statistics. u, b: denotes respectively 1-

gram and 2-gram statistics,  and  (with +=1) are 

weights assigning different priorities to 1-gram and 2-gram 

and k, the key used in decryption process. 

 

Table 1 Frequency table for most English and French Corpus  

 

 

V. SWARM INTELLIGENCE HEURISTICS 

Based on natural systems that dedicated to solve complex 

problems [40], swarm intelligence heuristics (SI, in short) is 

an idea introduced by [41] and denoted  sets of entities 

interacting and exhibing a collective intelligence behavior 

                                                           

[1]http://web.archive.org/web/20080213211515/http://gpl.insa-

lyon.fr/Dvorak-Fr/CorpusDeThomasTemp%C3%A9. 

[2] http:// en.algoritmy.net / article / 40379 / Letter-frequency-English. 

[3] http://wortschatz.uni-leipzig.de/ws_fra. 

[4] http://corpora.informatik.uni-leipzig.de/ 

according to natural rules in order to accomplish a common 

task.  SI heuristics uses a basic population of individuals 

which represents candidate solutions. They are doted of a 

capability to act in a synchronized and decentralized manner 

without need of coordination [42]. This principle allows 

handling very large space of solutions but no guarantee of an 

optimal solution is ever found  given that, the research 

becomes useless, if in a exploration space, a cross between 

the local and global solution occurs [43].  

Bio- inspired heuristics, a branch of swarm intelligence 

heuristics, are adaptive strategies that emerges though the 

interaction and cooperation of real world insect swarms and 

used as a problem solving tool. This principle is used to 

produce algorithms able to resolve complex tasks without 

centralized control.  

 

VI. BAT ALGORITHM 

BAT Algorithm [44], is a metaheuristic population based 

approach, inspired from the hunting behavior of bats which 

uses the echolocation to sense and discriminate surrounding 

objects.  

In their flying and, in order to avoid different obstacles and 

locate prey, Bats emit loud sonar [45] throughout their 

environment; the echo that bounces back allows identifying 

kinds of surrounding objects. Studies [22] show that the 

loudness of emitted pulse varies from lowness rate with a 

long duration of sounds when exploring hunt area to loudest 

with a decreasing duration of sounds when homing toward 

prey.   

For simulation, we use virtual bats with numerous 

positions and velocities in a virtual space search that evaluate 

according to following steps: 

 In a search space, and at time t, each bat i has a position 

xi
t  
 and a velocity vi

t ∈ ℝn
. 

 In their randomly fly with a constant velocity v, each bat i 

emit a uniformly pulse frequency fmin.  

 At the perception of a prey, above parameters are 

adjusted depending on the distance to prey according to 

following relations: 

fi
 
= fmin+ (fmax

 
- fmin)                            (3) 

vi
t+1

=vi
t
+fi(xi

t
-xg

t
)                                (4) 

xi
t+1

=xi
t
+vi

t+1                                                       (5) 

where  a random vector distributed in range [0,1], xg  the 

position of best bat of swarm.  

 

VII. WOLF PACK ALGORITHM 

Wolf Pack Algorithm (WPA, in short) is a new swarm 

intelligence algorithm inspired by hunting behavior of 

artificial predators [46] based on Wolf Pack Search [47]. It 

consists basically in making predators (wolves) hunt, find the 

trail of prey and capture it under the command of a lead wolf. 

 Letter frequency (%) 

 
Thomas 

Tempé [
1
] 

Concise 

OD [
2
] 

Corpus 

Français [
3
] 

Leipzig 

Corpora [
4
] 

A 7.246 8.167 9.38 8.55 

B 0.855 1.492 1.54 1.6 

C 3.094 2.782 1.49 3.16 

D 3.481 4.253 4.70 3.87 

E 13.98 12.702 10.15 12.1 

F 1.012 2.228 2.03 2.18 

G 0.822 2.015 2.86 2.09 

H 0.699 6.094 2.09 4.96 

I 7.144 6.966 5.82 7.33 

J 0.517 0.153 0.61 0.22 

K 0.046 0.772 3.14 0.81 

L 5.177 4.025 5.28 421 

M 2.816 2.406 3.47 2.53 

N 6.732 6.749 8.54 7.17 

O 5.121 7.507 4.48 7.47 

P 2.867 1.929 1.84 2.07 

Q 1.292 0.095 0.02 0.1 

R 6.218 5.987 8.43 6.33 

S 7.542 6.327 6.59 6.73 

T 6.874 9.056 7.69 8.94 

U 5.988 2.758 1.92 2.68 

V 1.545 0.978 2.42 1.06 

W 0.108 2.360 0.14 1.83 

X 0.367 0.150 0.16 0.19 

Y 0.292 1.974 0.71 1.72 

Z 0.129 0.074 0.07 0.11 
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WPA is an efficient and robust search method which permits 

to avoid local optima. It used to approximate solutions to 

real-word optimization problems. 

The Wolf Pack is built as a social work division contains 

a leader-wolf which is the strongest one; it’s responsible of 

the pack management. Its decisions always based upon the 

activity of other animals in surrounding environment: prey, 

wolves of pack and other predators. The pack includes two 

classes of wolves: elite-wolves which move independently 

around the environment and adjust their direction according 

to the concentration of prey’s smell. When a prey is 

discovered by an elite-wolf, it will howl. The perception of 

voice by the lead-wolf announces the attack by furious-

wolves which get close to howl position. After capturing a 

prey, it assigned in an order from the strong to weak. This 

fact causes the dead of weak wolves for lack of food which 

enhanced the pack and keeps it strongly at any time.  

The Wolf Pack algorithm is accomplished by following 

steps: 

 In a search space ℝn
, each artificial wolf i represent a 

basic solution of the problem, has a position   . Initially, 

wolves are randomly distributed in space.  

 At each instant t, the wolf i perform a move from position 

   
  to positio   

   . The choice of next position is updated 

according to the following equation: 

 xi
t+1

=xi
t
+|xg

t
 - xi

t
|
                                (5) 

where  a random vector distributed in range [-1,1], xg  

the position of the lead-wolf. 

 After a fixed number of iterations, which corresponds to 

a scooting phase, the wolf of the best solution became a 

lead wolf; a certain number of weak wolves (bad 

solutions) will be deleted and replaced by a new 

generation of random wolves. 

 

VIII. PROBLEM FORMULATION 

In cryptanalysis of block ciphers, each bat/wolf i 

represent a basic solution of the problem that corresponds to 

a decryption key k, a vector of n bits; each bit x represents a 

bat/wolf position in their exploration. At each move from 

position   
  to position   

   , the bat/wolf i perform a 

decryption key          obtained by swapping the bits x
t 
and 

x
t+1

 according respectively to equations (5) and (6) in case of 

BAT or WPA algorithms. The performance of each position 

corresponds to the quality of plaintext obtained using the 

decryption key          according to equation (2). The 

process will be stopped after a fixed number of iterations or 

if no improvement in solution. 

Algorithm 1 outlines the main steps of BAT algorithm 
applied to the cryptanalysis of block ciphers. 

 

Algorithm 1. BAT 

Input: Ciphern, BatNumber, SBatNumber, kBatNumber,k*,,

Output:  S* 

Generate ki, fi, vi, ci (i=1.. BatNumber) 

Evaluate Si, (i=1.. BatNumber) 

S* ←min(Si, i=1.. BatNumber}   

While not  (exit criterion) 

For  j ← 1 to KeySize do   

Pick random numbers:   [0,1]  

For each bat  i do 

fi
 
= fmin+ (fmax

 
- fmin) with  fi {fmin, fmax} 

vi ←vi + |fi(ki-k*)| with vi {vmin, vmax} 

if(vi >0.5) then  ki.bitj ← 1 

else  ki.bitj ← 0 

endif 

If (Ski > S*) then    S* ← Si   Endif 

Endfor 

EndWhile 
Report S* 

 

Algorithm 2 illustrated WPA in cryptanalysis of bloc 
ciphers: 

Algorithm 2. WPA 

Input: Ciphern, WolfNumber,SWolfNumber, 

kWolfNumber,k*,it,

Output:  S* 

Generate ki, (i=1.. WolfNumber) 

Evaluate Si , (i=1.. WolfNumber) 

S* ←min(Si, i=1.. WolfNumber} 

While not  (exit criterion) 

Iterscoot ←0 

While (Iterscoot < It ) 

   For  j ← 1 to KeySize do    

Pick random  numbers:  0,1}  

For each wolf  i do 

ki.bitj ← ki.bitj +| k*.bitj - ki.bitj |
   
 

If (Si> S* then  S* ←Si   Endif  

Endfor 

Update Iterscoot 

   Endfor 

EndWhile 

Delete worst-wolf w /  (Sw=max(Si, (i=1.. 

WolfNumber) 

Generate a new random w 

EndWhile 
Report  S* 

 

IX. EXPERIMENTATION AND RESULTS 

In order to outline the performance of the proposed 

algorithms, some experiments have been conducted on a set 

of sample binary texts of 800 to 12000 bits (100 to 1500 

ASCII characters) extracts from ICE [48]. Encryption 

methods used are: 4DES [49], FEAL-4 [50] and RC5 [26]  
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cryptosystems using four rounds encryption scheme. Each 

key is a binary vector of 64 bits (in case of 4SDES and 

FEAL-4) and 40 bits in case of RC5.  The used algorithm is 

coded on Matlab 2.14 and performed on a CPU 3.2 Ghz.    

The results obtained after carrying the mentioned 

experiments are illustrated in figures 1 and figure 2 below 

which show the average percentage of recovered bits of 

encryption key for each algorithm when using a fixed 

processing time of 150 seconds.  

 

 

 

Fig. 1.  Performance evaluation of BAT Algorithm  

 

 

In this experiment, we show that both algorithms perform 

an average of more than 60% of bit-keys with reasonable 

amount of time processing. Although, the WPA algorithm 

outperforms significantly than BAT algorithm. Also, the 

performance of both BAT and WPA is particularly 

noticeable when using texts of more than 500 characters. 

 

 

 

 

Fig. 2.  Performance evaluation of WPA Algorithm  

 

 

 

X. CONCLUSION 

Bio inspired algorithms are denote as a new revolution of 
efficient research strategy in resolution of complex 
combinatory tasks such cryptanalysis problem. In this paper, 
a comparative study of BAT algorithm and WPA algorithm 
for cryptanalysis of some variants of block ciphers was 
conducted. The experiments show that the algorithms can be 
successfully applied in resolve of such problem. The 
produced results show that both algorithms allow locating 
more than 60% of bits-key with acceptable resource 
consumption. The tests were operates on a reduced space of 
data, however, the results presented can be improved by the 
well choice of problem factors such environment parameters, 
ciphered data and languages statistics. In addition, the study 
may open avenues to investigate the effectiveness of other 
evolutionary computation techniques for further attacks of 
more complicated cryptosystems. 
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Abstract— Research of devices for heat recovery is currently 

focused on increasing the temperature and heat efficiency of plate 
heat exchangers. The goal of optimization is not only to increase the 
heat transfer or even moisture but also reduce the pressure loss and 
possibly material costs. During the optimization of plate heat 
exchangers using CFD, we are struggling with the problem of how to 
create a quality computational mesh inside complex and irregular 
channels. These channels are formed by combining individual plates 
or blades that are shaped by molding, vacuum forming, or similar 
technology. Creating computational mesh from the bottom up 
manually is time consuming and does not help later optimization. The 
paper presents a comparison of results obtained from numerical 
simulations using meshes created by two different ways. The first 
way is creating the mesh manually. This method is quite slow and 
difficult. It is necessary to create new mesh for each variant of heat 
exchange surface. The second way is creating meshes based on 
dynamic mesh method provided by software Fluent. Creating of mesh 
by pulling is similar to the own production process, i.e. it is 
perpendicular to the plates. The paper discusses the differences in 
results of numerical simulations using meshes creating by different 
methods with various element size. It was found that generally finer 
meshes bring lower obtained efficiency and lower pressure loss. 
 

Keywords— Dynamic mesh, heat exchanger, CFD.  

I. INTRODUCTION 
he development of recuperative heat exchangers in recent 
years focused on increasing efficiency. Another challenge 
is the development of so-called enthalpy exchangers for 

simultaneous heat and moisture transport, i.e. transport of both 
sensible and latent heat, as presented by Vít et al. in work [1]. 

To simulate a heat exchanger, we have to create a model 
and a computational mesh and use computational fluid 
dynamic (CFD) software. By assembling the heat exchanger, 
complicated and irregular narrow channels are created. These 
channels are split into small volumes (elements). Final mesh 
should be structured or unstructured with different element 
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size.  
A lot of others researchers dealt with design and 

investigation of performance and pressure drop of plate heat 
exchangers based on numerical simulations. Most of them used 
the unstructured mesh for calculations. 

Gherasim et al. in work [2] presented the comparison of 
various grids for plate heat exchanger modelled by tetrahedral 
mesh. In order to assess the influence of the grid resolution on 
the solution, five grids were created and tested by meshing the 
volumes with different interval sizes. The laminar and 
turbulent regimes were simulated. The evolutions of the 
average pressure and average temperature of the hot fluid over 
transversal sections along the length of the plate was 
investigated. In general, the differences between the series for 
the turbulent case are larger than those for the laminar case. It 
was founded that the two grids with smallest elements give 
very close results. In terms of temperature the obtained results 
were closed for grids with smaller elements. For the pressure, 
there were founded a quite large difference between the grid 
with smallest elements and the grid with the largest ones. 

There are some next researchers who dealt with numerical 
simulations of plate heat exchangers with the chevron 
(undulated) profile. E.g. Tsai [3], Liu [4] dealt with these heat 
exchangers with different geometries. The conclusions about 
temperature and pressure drop were similar to Gherasim [2]. 

Novosád in work [5] investigated the influence of oblique 
waves on the heat transfer surface. The biggest problem in this 
work was the creation of custom geometry. Each option had to 
be modeled separately and a meshed. Each model had to be 
loaded into the solver, set the boundary conditions and 
subsequently evaluated by calculation. 

Disadvantages of repeated generation of computational 
meshes are: It is slow, meshes made in different models are not 
similar and parameterization of the model is problematic.  
Further, even a small change of geometry requires to go 
through the whole process of model creation and mesh 
generation again. As a result, there is high probability of 
creation errors of model and low quality of mesh cells. It is 
necessary to setup the solver, boundary conditions and all 
models for all computed variants. Furthermore meshes are not 
similar, i.e. the size, shape, height of wall adjacent cells are not 
the same for different topologies. 

Therefore Dvořák in works [6] and [7] developed a new 
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method for generation of computational variants. This method 
was based on dynamic mesh which is provided by software 
Fluent. Meshes were created by pulling, which is similar to the 
own production process, i.e. it is perpendicular to the plates. 
The main advantages is that such generation of variant is 
automatic and controlled by in-house software. All 
computational variants thus have similar mesh.  

The aim of this work is to compare numerical results 
obtained by using two different ways of generation of 
computational meshes and to find correct mesh parameters to 
gain accurate numerical results.  

II. METHODS 

A. Methods of grid generation 
In this paper, we discuss the case of a counter flow heat 

exchanger, which does not have a symmetrical heat transfer 
area. It is caused by undulations in herringbone pattern. 
Processes in such heat exchanger can be investigated by 
modeling the flow around at least two plates using periodical 
boundary conditions. The first plate has undulations inclined 
by angle α , while the second one by angle α− . How such a 
model appears can be seen from Fig. 1 and Fig. 2. 

In this work we investigated 13 cases of undulations, three 
different angles of 30°, 45° and 60° and five different pitches 
of (4, 5, 6, 7 and 8) mm. Definitions of the pitch and angle of 
undulation are obvious from Fig. 1. 

There were 30 waves on each plate. The width of the model  
B  was adjusted for each variant of pitch p  and angle α  to 
maintain four crossings of wave peaks of both plates across the 
model.  

 

 
Fig. 1 Plate with oblique ridges - sketch, count of ridges n = 2. 

 
The numerical model is in Fig. 2. The heat transfer surface 

is divided into two parts. Input and output portions (reported 
as wall) is fixed, and serve to develop the velocity profiles 
before the central portion (main wall) which will be provided 
by undulation. Input boundary conditions are specified by 
velocities (velocity inlets), the output boundary conditions are 
specified as pressure outlets with static pressure 0 Pa.  

 

 
Fig. 2 Model of heat exchange surface of counter flow recuperative 

heat exchanger. 
In this study, we used turbulence model SST κ-ω, medium 

was air considered as incompressible gas. As a results, we 
obtained pressure, velocity, turbulence and temperature fields 
inside the computational domain for average inlet velocity of 
air 2.5 m/s. 

Creating computational meshes is based on two different 
methods. First method is creating the mesh manually. Second 
method is based on dynamic mesh method provided by 
software Fluent. The algorithm for mesh creating was 
described by Dvořák in work [6], [7].  

 

 

 

 
Fig. 3 Computational meshes, from up to bottom – initial mesh 
before deforming (I-0.7/4), meshes after deforming (D-0.7/4, D-

0.7/5, D-0.7/6, D-1.0/4, D-0.5/5, unstructured meshes (U-0.7/5 and 
U-1.0/4). 

D-0.7/4 

D-0.7/5 

D-0.7/6 

D-0.5/5 

D-1.0/4 

I-0.7/4 

U-1.0/4 

U-0.7/5 
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Meshes of various density and element size were created. 
We used very coarse mesh with element size of 1.0 mm with 4 
layers of computational cells across the half of the channel, 
middle fine meshes with element size of 0.7 mm with 4, 5 and 
6 layers and very fine mesh with element size of 0.5 mm and 5 
layers of computational cells. 

We also used two meshes generated manually, a coarse one 
with element size of 1.0 mm with 4 layer of computational 
cells and a middle fine mesh with element size of 0.7 mm with 
5 layers of computational cells. 

To compare obtained numerical results, all meshes had the 
same width of wall adjacent cells which was 0.1 (mm) and 
value of y+ was around 1.5. Comparison of used meshes are in 
Fig. 3, where cuts of computational meshes are for undulation 
with angle of 30° and pitch of 4 (mm).  

Fig. 4 shows the comparison of the mesh after deforming 
and unstructured mesh in isometric view, where the meshes are 
for undulation with angle of 45°, element size of 0.7 (mm), and 
pitch of 5 (mm). 

 

 

 
Fig. 4 Computational meshes, from up to bottom –mesh after 

deforming (D-0.7/5), unstructured meshes (U-0.7/5). 
 
We should mention limitation of both methods. For 

deformed meshes, it is not possible to ensure that all peaks of 
undulations are modelled properly, see variants D-0.7/5, D-
0.7/6, D-1.0/4 in Fig. 3. Meshes generated manually are 
generated by pulling meshes, see variants U-0.7/4 and U-1.0/4 
in Fig. 2, in direction given by angle α , which means that the 
quality of the mesh decreases for low angles of undulation. 

 

B. Theory of counter flow heat exchangers 
Most of the recuperative heat exchangers in air conditioning 

works in the isobaric mode, where mass flow rates of warm 
and cold air are equal, i.e. hc mm  = . Assuming equality of 

specific heat capacities, hpcp cc = , we can write the 

coefficient of efficiency as  
 

icih

ohih

tt
tt

−

−
=η ,         (1) 

 
where iht  (℃) is the inlet temperature of hot air. Furthermore 

index c  denotes a cold stream, index i  inlet into the heat 
exchanger and index o  the outlet of the heat exchanger. 

For the pressure drop assessment, it is used the ratio of total 
pressure loss between the inlet and outlet  

 
,oi ppp −=∆         (4) 

 
where ip  (Pa) is mass averaged total pressure in the inlet and 

op  (Pa) is mass averaged total pressure at the pressure outlet.  
The dependence between the heat balance and efficiency η  

is expressed as 
 

η
η
−

=
1pcmAk 

       (5) 

 
where m  (kg s-1) is the mass flow rate, pc (J kg-1 K-1)) is 

isobaric specific heat capacity, k  (W m-2 K-1)) heat transfer 
coefficient and A  (m2) is the area of heat transfer surface. 

III. RESULTS 
Dependency of efficiency on the pitch of undulation for 

various angles of undulation is shown in Fig. 5, Fig. 6 and 
Fig. 7. These figures describes the effect of mesh type and 
elements quality on efficiency value. Mesh types created by 
deforming (dynamic mesh) are labelled by letter “D”. 
Unstructured meshes are labelled by letter “U”. Element size 
and the count of layers of computational cells across the 
channel are labeled by numbers, e.g. “0.5/5” means that the 
element is 0.5 mm and there are 5 layers across the channel.  

We can see that the efficiency increases for higher pitch of 
undulations for all angles, because the air flows around the 
undulations in better way for high pitches. 

Generally we can see that difference between all meshes are 
more significant for lower pitch of undulation. 

As we can see there is significant difference between the 
case “D-1.0/4”, which is the coarsest mesh, and other cases. 
The efficiency value for this case is higher than for the other 
ones, so we can assume that this mesh variant is not suitable to 
use for computations. That could be caused by poor mesh 
quality, while comparing other results the wall friction is 
overvalued. 

We can observe, by comparing cases for element size 0.7 
mm, the effect of count of cell layers. Lower efficiency and so 
lower heat transfer coefficient is obtained for higher count of 
computational cells across the channel. Remind that all cases 
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have the same width of 0.1 mm of adjacent cells and the 
deformed cases have also the same width of the second cell of 
0.3 mm. 

 

 
Fig. 5 Dependency of the efficiency of the heat exchanger on pitch of 

undulations for undulation angle 30°. 
 

 
Fig. 6 Dependency of the efficiency of the heat exchanger on pitch of 

undulations for undulation angle 45°. 
 
An important observation is that the best match of the 

efficiency values between the mesh creation ways for 
undulation angle 30° is for case “D-0.5/5” and case “U-0.7/5”. 

As we can see from Fig. 6 and Fig. 7, the higher undulation 
angle causes higher difference between case “D-0.5/5” and 

case “U-0.7/5”. That could be caused by deformation of 
elements of unstructured mesh in the direction along the width 
of heat transfer area. 

 

 
Fig. 7 Dependency of the efficiency of the heat exchanger on pitch of 

undulations for undulation angle 60°. 
 

Dependency of pressure drop on the pitch of undulation for 
various angles of undulation is shown in Fig. 8, Fig. 9 and 
Fig. 10. These figures describes the effect of mesh type and 
elements size on pressure drop. Labels of each variant of mesh 
are done in the same way as for dependency of efficiency. 

 

 
Fig. 8 Dependency of the pressure drop of the heat exchanger on 

pitch of undulations for undulation angle 30°. 
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Fig. 9 Dependency of the pressure drop of the heat exchanger on 

pitch of undulations for undulation angle 45°. 
 
As we can see there is significant difference between the 

case “D-1.0/4” and other cases for undulation angle 30° and 
45°. The pressure drop for this case is higher than for the other 
ones. 

As we can see from Fig. 8 and 9, pressure drop for all cases 
(except “D-1.0/4”) are in very narrow range. Generally the 
obtained pressure loss is lower for higher count of layers of 
computational cells and form finer meshes.  

 

 
Fig. 10 Dependency of the pressure drop of the heat exchanger on 

pitch of undulations for undulation angle 60°. 

 
Another situation is shown in Fig. 10. We can see there are 

two groups of results. A good match between the two coarsest 
cases “D-1.0/4” and “U-0.7/5”. It is possible that there are 
some effects which are coupled with the poor mesh quality. 
These effects caused higher pressure drop, e.g. we evaluated 
high wall friction compare to other cases.  

The second group of results are for finer deformed meshes. 
As for efficiency, we can see that obtained pressure loss 
decreases with count of layers of computational cells, but it is 
higher for the finest mesh D-0.5/5. It seems that differences 
between variants D-0.7/5 and D-0.7/6 are negligible. 

IV. CONCLUSIONS 
We investigated flow in counter flow plate heat exchanger. 

We used CFD and two different method of generation of 
computational meshes and examined effect of computational 
cells size and count of layers of computational cells across the 
half of the channel. For accurate comparison, all meshes had 
the same width of wall adjacent cells. We used manually 
generated unstructured meshes and automatically generated 
dynamic meshes. We investigated flow around plates with 
various undulations with different angle and pitch of 
undulation and evaluated pressure loss and efficiency of heat 
transfer of the exchanger.  

Generally the obtained efficiency and obtained pressure loss 
decreased with higher mesh density, i.e. with lower size of 
computational cells.  

We found that very coarse meshes can yield both too high 
and unrealistic efficiency and pressure loss compare too other 
results. It seems that for deformed meshes, which are 
structured, the satisfactory size of elements is 0.7 mm, while 
this size can be unsatisfactory for unstructured meshes in some 
cases. 

Comparing meshes with the same density, we can conclude 
that higher count of layers of computational cells brings lower 
efficiency and lower pressure loss. While there is still obvious 
difference in efficiency for counts of layers 5 and 6, it seems 
that 5 layers are enough to obtain the lowest pressure loss. 

The finest structured mesh with element size of 0.5 mm and 
5 layers brings slightly higher efficiency and pressure loss than 
structured meshes with element size 0.7. We can hardly state 
whether it is because of finer mesh or because of better 
reproduction of peaks of undulation. Therefore, it could be 
beneficial to have data also for finest mesh with higher count 
of layers. 

Finally, from trends visible in our results, we can say that 
meshes with lower efficiency and lower pressure loss seem to 
be more correct than meshes yielding higher efficiencies and 
higher pressure losses. This is also confirmed by our general 
experience and may be explain by more significant effect of 
numerical dissipation while using coarser meshes. Of course, 
to confirm this statement, the numerical data should be 
compared with experiments. 
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Sampling Time Dependency of Chaotic Ueda 
Oscillator as the Generator of Random Numbers for 

Heuristic 
 

Roman Senkerik, Michal Pluhacek, and Zuzana Kominkova Oplatkova 
 
 

Abstract— This paper investigates the utilization of the time-
continuous chaotic system, which is UEDA oscillator, as the chaotic 
pseudo random number generator. (CPRNG). Repeated simulations 
were performed investigating the influence of the UEDA oscillator 
sampling time to the selected heuristic, which is differential evolution 
algorithm (DE). Initial experiments were performed on the Schwefel 
function in higher dimensions. 

Keywords— Deterministic chaos; Chaotic oscillators; Heuristic; 
Differential Evolution; Chaotic Pseudo Random Number Generators 

I. INTRODUCTION 

ENERALLY speaking, the term “chaos” can denote 
anything that cannot be predicted deterministically. In the 

case that the word “chaos” is combined with an attribute such 
as “deterministic”, then a specific type of chaotic phenomena 
is involved, having their specific laws, mathematical apparatus 
and a physical origin. The deterministic chaos is a 
phenomenon that - as its name suggests - is not based on the 
presence of a random or any stochastic effects. It is clear from 
the structure of the equations (see the section 4), that no 
mathematical term expressing randomness is present. The 
seeming randomness in deterministic chaos is related to the 
extreme sensitivity to the initial conditions [1].  

Till now, the chaos has been observed in many of various 
systems (including evolutionary one). Systems exhibiting 
deterministic chaos include, for instance, weather, biological 
systems, many electronic circuits (Chua’s circuit), mechanical 
systems, such as double pendulum, magnetic pendulum, or so 
called billiard problem. 

The idea of using chaotic systems instead of random 
processes (pseudo-number generators - PRNGs) has been 
presented in several research fields and in many applications 
with promising results [2], [3].  

Another research joining deterministic chaos and 
pseudorandom number generator has been done for example 
in [4]. Possibility of generation of random or pseudorandom 
numbers by use of the ultra weak multidimensional coupling 
of p 1-dimensional dynamical systems is discussed there. 
Another paper [5] deeply investigate logistic map as a possible 
pseudorandom number generator and is compared with 
contemporary pseudo-random number generators. A 
comparison of logistic map results is made with conventional 
methods of generating pseudorandom numbers. The approach 
used to determine the number, delay, and period of the orbits 
of the logistic map at varying degrees of precision (3 to 23 
bits). Another paper [6] proposed an algorithm of generating 
pseudorandom number generator, which is called (couple map 
lattice based on discrete chaotic iteration) and combine the 
couple map lattice and chaotic iteration. Authors also tested 
this algorithm in NIST 800-22 statistical test suits and for 
future utilization in image encryption. In [7] authors exploit 
interesting properties of chaotic systems to design a random 
bit generator, called CCCBG, in which two chaotic systems 
are cross-coupled with each other. A new binary stream-cipher 
algorithm based on dual one-dimensional chaotic maps is 
proposed in [8] with statistic proprieties showing that the 
sequence is of high randomness. Similar studies are also done 
in [9], [10] and [11]. 

II. MOTIVATION 

Recent research in chaos driven heuristics has been fueled 
with the predisposition that unlike stochastic approaches, a 
chaotic approach is able to bypass local optima stagnation. 
This one clause is of deep importance to evolutionary 
algorithms. A chaotic approach generally uses the chaotic 
system in the place of a pseudo random number generator 
[12]. This causes the heuristic to map unique regions, since the 
chaotic system iterates to new regions. The task is then to 
select a very good chaotic system (either discrete or time-
continuous) as the pseudo random number generator. 

The initial concept of embedding chaotic dynamics into the 
evolutionary algorithms is given in [13]. Later, the initial 
study [14] was focused on the simple embedding of chaotic 
systems in the form of chaos pseudo random number generator 
(CPRNG) for DE (Differential Evolution) and SOMA [15] in 
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the task of optimal PID tuning 
Several papers have been recently focused on the 

connection of heuristic and chaotic dynamics either in the 
form of hybridizing of DE with chaotic searching algorithm 
[16] or in the form of chaotic mutation factor and dynamically 
changing weighting and crossover factor in self-adaptive 
chaos differential evolution (SACDE) [17]. Also the PSO 
(Particle Swarm Optimization) algorithm with elements of 
chaos was introduced as CPSO [18] or CPSO combined with 
chaotic local search [19]. 

This idea was later extended with the successful 
experiments with chaos driven DE (ChaosDE) [20], [21] with 
both and complex simple test functions and in the task of 
chemical reactor geometry optimization [22]. 

The concept of Chaos DE has proved itself to be a powerful 
heuristic also in combinatorial problems domain [23]. 

At the same time the chaos embedded PSO with inertia 
weigh strategy was closely investigated [24], followed by the 
introduction of a PSO strategy driven alternately by two 
chaotic systems [25] and novel chaotic Multiple Choice PSO 
strategy (Chaos MC-PSO) [26]. 

The primary aim of this work is not to develop a new type 
of pseudo random number generator, which should pass many 
statistical tests, but to try to test, analyze and compare the 
implementation of different natural chaotic dynamics as the 
CPRNGs, thus to analyze and highlight the different 
influences to the system, which utilizes the selected CPRNG 
(including the evolutionary computational techniques). 

III. CPRNG CONCEPT 

The general idea of CPRNG is to replace the default PRNG 
with the chaotic system. As the chaotic system is a set of 
equations with a static start position, we created a random start 
position of the system, in order to have different start position 
for different experiments. This random position is initialized 
with the default PRNG, as a one-off randomizer. Once the 
start position of the chaotic system has been obtained, the 
system generates the next sequence using its current position. 

Generally there exist many other approaches as to how to 
deal with the negative numbers as well as with the scaling of 
the wide range of the numbers given by the chaotic systems 
into the typical range 0 – 1: 

• Finding of the maximum value of the pre-generated long 
discrete sequence and dividing of all the values in the 
sequence with such a maxval number. 

• Shifting of all values to the positive numbers (avoiding of 
ABS command) and scaling. 

IV. UEDA OSCILLATOR 

UEDA oscillator is the simple example of driven 
pendulums, which represent some of the most significant 
examples of chaos and regularity. 

The UEDA system can be simply considered as a special 

case of intensively studied Duffing oscillator that has both a 
linear and cubic restoring force. Ueda oscillator represents the 
both biologically and physically important dynamical model 
exhibiting chaotic motion. It can be used to explore much 
physical behavior in biological systems. [27] 

The UEDA chaotic system equations are given in (1). The 
parameters are: a = 1.0 b = 0.05, c = 7.5 and ω = 1.0 as 
suggested in [28]. The x, y parametric plot of the chaotic 
system is depicted in Fig. 1. 

tcbyax
dt

dy

y
dt

dx

ωsin3 +−−=

=
  (2) 

 

 

Fig. 1 x, y parametric plot of the UEDA oscillator 

V. USED HEURISTIC - DIFFERENTIAL EVOLUTION 

This section briefly describes the used heuristic within all 
experiments. 

DE is a population-based optimization method that works 
on real-number-coded individuals [29]. For each individual 

Gix ,


 in the current generation G, DE generates a new trial 

individual Gix ,′


 by adding the weighted difference between 

two randomly selected individuals Grx ,1


 and Grx ,2


 to a 

randomly selected third individual Grx ,3


. The resulting 

individual Gix ,′


 is crossed-over with the original 

individual Gix ,


. The fitness of the resulting individual, referred 

to as a perturbed vector 1, +Giu


, is then compared with the 

fitness of Gix ,


. If the fitness of 1, +Giu


 is greater than the fitness 

of Gix ,


, then Gix ,


 is replaced with 1, +Giu


; otherwise, Gix ,
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remains in the population as 1, +Gix


. DE is quite robust, fast, 

and effective, with global optimization ability. It does not 
require the objective function to be differentiable, and it works 
well even with noisy and time-dependent objective functions. 
Please refer to [29], [30] for the detailed description of the 
used DERand1Bin strategy (2) (both for Chaos DE and 
Canonical DE) as well as for the complete description of all 
other strategies. 

( )GrGrGrGi xxFxu ,3,2,11, −⋅+=+   (2) 

VI. EXPERIMENT DESIGN 

For the purpose of evolutionary algorithm performance 
comparison within this initial research, the multimodal 
Schwefel’s test function (3) was selected. 

( ) ( )
=

−=
D

i
ii xxxf

1

sin   (3) 

Function minimum: Position for En: 
(x1, x2…xn) = (420.969, 420.969,…, 420.969) 
Value for En: y = -418.983·Dimension 

 
In this paper, the canonical DE strategy DERand1Bin and 

the Chaos DERand1Bin (ChaosDE) strategy driven by 
discretized UEDA oscillators (ChaosDE) were used. 

The parameter settings for both canonical DE and ChaosDE 
were obtained analytically based on numerous experiments 
and simulations (see Table 1). Experiments were performed in 
the environment of Wolfram Mathematica; canonical DE 
therefore has used the built-in Wolfram Mathematica pseudo 
random number generator Wolfram Cellular Automata 
representing traditional pseudorandom number generator in 
comparisons. All experiments used different initialization, i.e. 

different initial population was generated within the each run 
of Canonical or Chaos driven DE. The maximum number of 
generations was fixed at 3000 generations. This allowed the 
possibility to analyze the progress of DE within a limited 
number of generations and cost function evaluations. 

TABLE I.  DE SETTINGS  

DE Parameter Value 
Dimension 10 
PopSize 50 
F 0.8 
CR 0.8 
Generations 1000 
Max. CF Evaluations (CFE) 50000 

 

VII. EXPERIMENT RESULTS 

The statistical results of the experiments are shown in Table 
2, which represent the simple statistics for cost function (CF) 
values, e.g. average, median, maximum values, standard 
deviations and minimum values representing the best 
individual solution for all 50 repeated runs of canonical DE 
and several versions of ChaosDE (with several sampling times 
of UEDA oscillator). 

Table 3 compares the progress of several versions of 
ChaosDE, and Canonical DE. This table contains the average 
CF values for the generation No. 250, 500, 750 and 1000 from 
all 50 runs. The bold values within the both Tables 2 and 3 
depict the best obtained results. Following versions of Multi-
ChaosDE were studied: 

Figures 2 a) – 2f) show the influence of sampling rate to the 
distribution of numbers given by particular CPRNG. 

Finally the graphical comparison of the time evolution of 
average CF values for all 50 runs of ChaosDE and canonical 
DERand1Bin strategy is depicted in Fig. 3. 

 
 

TABLE II.  SIMPLE RESULTS STATISTICS FOR THE SCHWEFEL’S FUNCTION – 10D 

DE Version Avg CF Median CF Max CF Min CF StdDev 
Canonical DE -4189.62 -4189.82 -4188.7 -4189.83 0.425073 

ChaosDE - Sampling 0.1s -4098.64 -4189.83 -3559.49 -4189.83 209.0547 

ChaosDE - Sampling 0.5s -3766.93 -3710.45 -3307.99 -4189.67 377.1445 

ChaosDE - Sampling 1.0s -3480.44 -3411.2 -2881.27 -4189.69 436.9247 

ChaosDE - Sampling 2.0s -3587.11 -3554.31 -3092.63 -4187.08 315.9573 

TABLE III.  COMPARISON OF PROGRESS TOWARDS THE MINIMUM FOR THE SCHWEFEL’S FUNCTION 

DE Version 
Generation 

No.: 250 
Generation 

No.: 500 
Generation 

No.: 750 
Generation 
No.: 1000 

Canonical DE -3024.34 -3502.34 -4017.97 -4189.62 
ChaosDE - Sampling 0.1s -2879.33 -3574.31 -3979.95 -4098.64 

ChaosDE - Sampling 0.5s -2609.5 -2909.7 -3366.64 -3766.93 

ChaosDE - Sampling 1.0s -2574.59 -2800.19 -3132.67 -3480.44 

ChaosDE - Sampling 2.0s -2615.01 -2926.31 -3223.74 -3587.11 
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Fig. 2. Comparison of the influence of sampling rate to the distribution of numbers given by UEDA CPRNG; Left: Histogram of the distribution of real numbers 
transferred into the range <0 - 1>; Right: Example of the chaotic dynamics: range <0 - 1> generated by means of UEDA oscillator sampled with the particular 
sampling rate – variable x ; Sampling rates from up to down: 0.1s, 0.5s, 1.0s, 2.0s. 
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Fig. 3. Comparison of the time evolution of avg. CF values for the all 50 runs of Canonical DE and several versions of ChaosDE driven by UEDA oscillators 
with different settings of sampling time; Schwefel’s function, Dimension = 10. 

 

VIII. CONCLUSION 

The novelty of this research represents investigating the 
influence of the chaotic oscillator sampling time used as the 
CPRNG to the selected heuristic, which is DE. 

In this paper, the concept of chaos driven DERand1Bin 
strategy was more experimentally analyzed and compared 
with the canonical DERand1Bin strategy on the selected 
benchmark function with four different settings of sampling 
time for the UEDA chaotic oscillator. 

Obtained numerical results given in Tables 2 and 3 and 
graphical comparisons in Figures 2 and 3 support the claim 
that chaos driven heuristic is very sensitive to the hidden 
chaotic dynamics driving the CPRNG. Such a chaotic 
dynamics can be significantly changed by the selection of 
sampling time in the case of the time-continuous systems. 

Future plans are including the testing of combination of 
different time-continuous chaotic systems as well as the 
adaptive switching and obtaining a large number of results to 
perform statistical tests. 

Furthermore chaotic systems have additional parameters, 
which can by tuned. This issue opens up the possibility of 
examining the impact of these parameters to generation of 
random numbers, and thus influence on the results obtained by 
means of ChaosDE. 

 

REFERENCES 
[1] S. Celikovsky and I. Zelinka, "Chaos Theory for Evolutionary 

Algorithms Researchers," in Evolutionary Algorithms and Chaotic 
Systems. vol. 267, I. Zelinka, S. Celikovsky, H. Richter, and G. Chen, 
Eds., ed: Springer Berlin Heidelberg, 2010, pp. 89-143. 

[2] J. S. Lee and K. S. Chang, "Applications of chaos and fractals in process 
systems engineering," Journal of Process Control, vol. 6, pp. 71-87, 
1996. 

[3] J. Wu, J. Lu, and J. Wang, "Application of chaos and fractal models to 
water quality time series prediction," Environmental Modelling & 
Software, vol. 24, pp. 632-636, 2009. 

[4] R. Lozi, "Emergence of Randomness from Chaos," International 
Journal of Bifurcation and Chaos, vol. 22, p. 1250021, 2012. 

[5] K. J. Persohn and R. J. Povinelli, "Analyzing logistic map 
pseudorandom number generators for periodicity induced by finite 
precision floating-point representation," Chaos, Solitons & Fractals, vol. 
45, pp. 238-245, 2012. 

[6] X.-y. Wang and X. Qin, "A new pseudo-random number generator based 
on CML and chaotic iteration," Nonlinear Dynamics, vol. 70, pp. 1589-
1592, 2012/10/01 2012. 

[7] K. P. Narendra, P. Vinod, and K. S. Krishan, "A Random Bit Generator 
Using Chaotic Maps," International Journal of Network Security, vol. 
10, pp. 32 - 38, 2010. 

[8] L. Yang and X.-Y. Wang, "Design of Pseudo-random Bit Generator 
Based on Chaotic Maps," International Journal of Modern Physics B, 
vol. 26, p. 1250208, 2012. 

[9] M. Bucolo, R. Caponetto, L. Fortuna, M. Frasca, and A. Rizzo, "Does 
chaos work better than noise?," Circuits and Systems Magazine, IEEE, 
vol. 2, pp. 4-19, 2002. 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 125



[10] H. Hu, L. Liu, and N. Ding, "Pseudorandom sequence generator based 
on the Chen chaotic system," Computer Physics Communications, vol. 
184, pp. 765-768, 2013. 

[11] A. Pluchino, A. Rapisarda, and C. Tsallis, "Noise, synchrony, and 
correlations at the edge of chaos," Physical Review E, vol. 87, p. 
022910, 2013. 

[12] I. Aydin, M. Karakose, and E. Akin, "Chaotic-based hybrid negative 
selection algorithm and its applications in fault and anomaly detection," 
Expert Systems with Applications, vol. 37, pp. 5285-5294, 2010. 

[13] R. Caponetto, L. Fortuna, S. Fazzino, and M. G. Xibilia, "Chaotic 
sequences to improve the performance of evolutionary algorithms," 
IEEE Transactions on Evolutionary Computation, vol. 7, pp. 289-304, 
2003. 

[14] D. Davendra, I. Zelinka, and R. Senkerik, "Chaos driven evolutionary 
algorithms for the task of PID control," Computers & Mathematics with 
Applications, vol. 60, pp. 1088-1104, 2010. 

[15] I. Zelinka, "SOMA — Self-Organizing Migrating Algorithm," in New 
Optimization Techniques in Engineering. vol. 141, ed: Springer Berlin 
Heidelberg, 2004, pp. 167-217. 

[16] W. Liang, L. Zhang, and M. Wang, "The chaos differential evolution 
optimization algorithm and its application to support vector regression 
machine," Journal of Software, vol. 6, pp. 1297- 1304, 2011. 

[17] G. Zhenyu, C. Bo, Y. Min, and C. Binggang, "Self-Adaptive Chaos 
Differential Evolution," in Advances in Natural Computation. vol. 4221, 
L. Jiao, L. Wang, X.-b. Gao, J. Liu, and F. Wu, Eds., ed: Springer Berlin 
Heidelberg, 2006, pp. 972-975. 

[18] L. d. S. Coelho and V. C. Mariani, "A novel chaotic particle swarm 
optimization approach using Hénon map and implicit filtering local 
search for economic load dispatch," Chaos, Solitons & Fractals, vol. 39, 
pp. 510-518, 2009. 

[19] W.-C. Hong, "Chaotic particle swarm optimization algorithm in a 
support vector regression electric load forecasting model," Energy 
Conversion and Management, vol. 50, pp. 105-117, 2009. 

[20] R. Senkerik, M. Pluhacek, I. Zelinka, Z. Oplatkova, R. Vala, and R. 
Jasek, "Performance of Chaos Driven Differential Evolution on Shifted 
Benchmark Functions Set," in Proc. International Joint Conference 

SOCO’13-CISIS’13-ICEUTE’13. vol. 239, Á. Herrero, B. Baruque, F. 
Klett, A. Abraham, V. Snášel, A. C. P. L. F. Carvalho, et al., Eds., ed: 
Springer International Publishing, 2014, pp. 41-50. 

[21] R. Senkerik, D. Davendra, I. Zelinka, M. Pluhacek, and Z. Kominkova 
Oplatkova, "On the Differential Evolution Drivan by Selected Discrete 
Chaotic Systems: Extended Study," in Proc. 19th International 
Conference on Soft Computing, MENDEL 2013, 2013, pp. 137-144. 

[22] R. Senkerik, M. Pluhacek, Z. K. Oplatkova, D. Davendra, and I. Zelinka, 
"Investigation on the Differential Evolution driven by selected six 
chaotic systems in the task of reactor geometry optimization," in Proc. 
2013 IEEE Congress on Evolutionary Computation (CEC), 2013, pp. 
3087-3094. 

[23] D. Davendra, M. Bialic-Davendra, and R. Senkerik, "Scheduling the 
Lot-Streaming Flowshop scheduling problem with setup time with the 
chaos-induced Enhanced Differential Evolution," in Proc. 2013 IEEE 
Symposium on Differential Evolution (SDE), 2013, pp. 119-126. 

[24] M. Pluhacek, R. Senkerik, D. Davendra, Z. Kominkova Oplatkova, and 
I. Zelinka, "On the behavior and performance of chaos driven PSO 
algorithm with inertia weight," Computers & Mathematics with 
Applications, vol. 66, pp. 122-134, 2013. 

[25] M. Pluhacek, R. Senkerik, I. Zelinka, and D. Davendra, "Chaos PSO 
algorithm driven alternately by two different chaotic maps - An initial 
study," in Proc. 2013 IEEE Congress on Evolutionary Computation 
(CEC), 2013, pp. 2444-2449. 

[26] M. Pluhacek, R. Senkerik, and I. Zelinka, "Multiple Choice Strategy 
Based PSO Algorithm with Chaotic Decision Making – A Preliminary 
Study," in Proc. International Joint Conference SOCO’13-CISIS’13-
ICEUTE’13. vol. 239, Á. Herrero, B. Baruque, F. Klett, A. Abraham, V. 
Snášel, A. C. P. L. F. Carvalho, et al., Eds., ed: Springer International 
Publishing, 2014, pp. 21-30. 

[27] L. Bharti and M. Yuasa. Energy Variability and Chaos in Ueda 
Oscillator. 
Available: http://www.rist.kindai.ac.jp/no.23/yuasa-EVCUO.pdf 

[28] J. C. Sprott, Chaos and Time-Series Analysis: Oxford University Press, 
2003.  

 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 126



 

 

  
Abstract—The aim of this paper is to focus on the application of 

Business Intelligence systems in the support of decision making 
process in the international enterprises. It provides brief 
characteristics of BI systems, advantages resulting from its 
application in the management of international enterprises and review 
of foreign research and case studies regarding the subject. It also 
provides empirical research concerning the role of BI systems in 
supporting decision making process in the international enterprises. 
 

Keywords — Business Intelligence systems, business analytics, 
big data, data warehousing, data mining, decision support systems.  

I. INTRODUCTION 
OWADAYS many international enterprises have 

implemented Business Intelligence systems of different 
vendors  in order to achieve multiple advantages such as 
improvement of decision making processes at strategic, tactical 
and operational level of management,  gaining competitive 
advantage on the local and international markets, improvement 
of communication efficiency and efficacy among different 
branches of particular enterprise and so on. The most 
important feature of BI systems in the support of decision 
making process is acceleration of this process at all levels of 
management. Faster making of decisions means e.g. the 
possibility of lowering the cost of enterprise’s functionality. T. 
Davenport underlines significance of information which is 
indispensable in the decision making and claims that the aim 
of BI and other decision support systems is “that better 
information would lead to better decisions and better ways of 
managing organizational processes” [1] and he further 
mentions that “if the goal of better information and better 
analysis is ultimately better decisions and actions taken based 
on them, organizations must have a strong focus on decisions 
and their linkage to information” [1]. R. Skyrius et. al. 
underline relationship between Management Decision Support 
and Business Intelligence and state that "management decision 
making is an information-intensive activity, where the 
structuredness of the problem to be solved directly translates 
to the complexity of the information tasks to produce a well 
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supported decision"[2]. 

II. CHARACTERISTIC AND ADVANTAGES OF BI SYSTEMS 
APPLICATION IN THE DECISION MAKING SUPPORT 

There can be found many definitions of Business 
Intelligence. Most often it is perceived as provision of the right 
information to the right people at the right time. The author of 
the term Business Intelligence is Howard Dresner from 
Gartner Group who introduced it in 1989. E. Turban perceives 
BI as “a broad category of applications and techniques for 
gathering, storing, analyzing and providing access to data to 
help enterprise user make better business and strategic 
decisions”[3]. S. Rouhani et. al claim that "Business 
Intelligence is a managerial concept which refers to a set of 
programs and technologies that provide capabilities of 
gathering, analyzing and accessing data of organization's 
processes (...) BI helps to organizations which having 
comprehensive knowledge about business affecting factors, 
such as standards in selling, production and internal 
organization's processes. (...) The ultimate goal of business 
intelligence systems in any organization is to help making 
optimal decisions as soon as possible and in all organization's 
levels" [4]. 

The fundamental advantages related to the application of 
Business Intelligence systems in the management of 
enterprises may concern: "getting in one place reliable and 
coherent data and information from all areas of organization's 
activity which is connected with aspects of systems integration, 
facilitated access to data coming from different dispersed 
sources, shortening the time of different analyses, decision 
making and increasing efficiency and efficacy of management, 
efficient planning, simulations and prognoses in different 
angles,  instant reaction to appearing market trends, detection 
of threats and chances in the area of leading activity, current 
analysis of financial situation and tracking budget deviations, 
financial optimization of undertaken activities, lowering the 
number of persons involved in decision making processes, 
influence on income growth, reduction of costs and 
improvement of customer's satisfaction" [5]. Business 
Intelligence systems allow for efficient data transformation 
into valuable information and as its consequence enable 
acquisition of knowledge indispensable for making efficient 
decision. As a result BI systems constitute a solution allowing 
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organizations for using the potential contained in information 
resources and for allowing employees to acquire up to date 
knowledge on enterprise condition as well as its market 
environment [6]. Business Intelligence systems can also be 
useful in creation, modification and improvement of 
enterprises' strategy as well as in the management of key 
business processes and its optimization with the usage of e.g. 
real time BI systems, semantic BI, hybrid systems and big data 
solutions. 

Business Intelligence may be perceived as a competitor 
differentiator. Such systems as it was mentioned can contribute 
to achievement of competitive advantage of a company which 
have implemented it. E. Turban, R. Sharda, J. Aronson and D. 
King put emphasis on e.g. strategic imperative of BI and claim 
that BI have significant value to organizations and “in addition 
to ROI and other tangible benefits there is increasing evidence 
that BI are becoming a strategic imperative” [7, p.22-23]. The 
authors underline importance of competitor analysis which 
constitute a base for strategic planning. Such solutions can 
help to sustain competitive advantage in different industries as 
well. It is worth mentioning the success factors of BI system 
implementation. E. Turban et al. mention that “the success of 
BI depends, in part, on which personnel in the organization 
would be the most likely to make use of it and it must be of 
benefit to the enterprise as a whole” [7, p.24] C. Olszak and E. 
Ziemba draw conclusions on the basis of research on the 
sample of small and medium sized enterprises that “"quick 
decision-making in enterprise gives a chance to overtake the 
competition, and it is possible when the managers have free 
access to business information, and it is the result of analysis 
of massive amounts of data; such analyses are well performed 
by BI systems”. The other conclusions drew by the authors is 
that “small and medium enterprises need BI as well as large 
enterprises and in order to maintain a competitive advantage it 
became a must to implement BI system in the enterprises. To 
keep offer of a company competitive they must among others 
take decisions quickly [8, p.141]. N. Yogev, A. Even, L. Fink 
state that Business Intelligence systems create value for 
organizations of different industries. They claim that such 
systems “represent the natural evolution of decision support 
systems (DSS) and put a strong emphasis on data-driven 
decision making, based on the integration of multiple data 
resources that reflect different aspects of organizational 
activity” [9]. The authors further state that “BI is unique in its 
potential to generate both strategic and operational value 
through the seamless integration of organizational data to 
support decisions at different levels” [9]. 

As far as architecture and its role in the decision support is 
concerned it is worth outlining the exemplary architecture of 
such solution. In presented scheme (Fig. 1) the data from all 
the transactional systems operated in a company and in case of 
international enterprises from its branches as well undergo the 
process of ETL - extraction, transformation and load, then data 
is directed into corporate data warehouse and as a final part on 
the basis of stored data different analyses with the help of data 

mining methods and techniques are performed, reports 
concerning business activity are created, visualization tools, 
managerial dashboards improve communications within the 
enterprise. The whole environment is being used to make 
decision at strategic, tactical and operational level of 
management. At every stage BI systems support the process of 
making decision which may be presented as identification of 
decision problem, finding alternative solutions and finally 
making a choice.   

 
Fig. 1 Example of BI environment for the purpose of decision   

     making 
Source: Author's own study 
The decision making process in international enterprises 

embraces the headquarter of enterprises and its branches 
located in different countries and undergoing different law 
regulations. In the international companies BI systems should 
take into consideration different organizational structures and 
the types of decisions resulting from it. The crucial is the fact 
that the organizational structure is the main factor of strategy 
creation [10].  

The Business Intelligence sector report by Redwood Capital 
company states that "over the last few years Business 
Intelligence has become the top ranked IT priority among 
enterprise business leaders" [10]. The reports announces that 
"the global business intelligence market is projected to reach 
$20.81 billion in 2018, up from $13.98 billion in 2013, 
representing a Compound Annual Growth Rate (CAGR) of 
8.28%2. Among all regions, North America is the largest, 
capturing 49% of the global BI market. It presents the fact that 
the BI market is segmented into traditional, mobile, cloud and 
social Business Intelligence, based on product architecture and 
user interface" [11]. 

III. REVIEW OF FOREIGN RESEARCH AND CASE STUDIES 
 On the basis of selected foreign case studies involving the 
application of BI it is worth mentioning the solution presented 
by Enterprise Iron company and concerning the application of 
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BI for large international chemical company. The vendor 
claims that "for a large chemical company based 
internationally, a solution for data warehousing and business 
intelligence was needed to standardize across the enterprise. It 
was decided that they needed an enterprise solution for these 
capabilities to provide the competitive advantage gaining 
benefits of effective business intelligence. (...) EI’s Business 
Intelligence Solutions practice helped the client write an RFP 
and evaluate potential vendors, ultimately selecting SAP 
Business Warehouse as the COTS solution. EI’s Data 
Warehousing practices helped establish the plans for migrating 
data to SAP BW, and were involved in the specification of 
solutions to cleanse the data and improve customer data 
quality. EI’s Program Management practice provided steering 
and program oversight to the project through its 
implementation. (...) As a result of engaging EI, the client 
consolidated its disparate business intelligence offerings into a 
standardized industry leading platform, and was able to 
provide business intelligence on a level not previously 
possible, exposing insights that promised to enable greater 
competitive advantage in their market place, while enabling 
them to diagnose and understand their own operations and 
customer relationship management for opportunities to 
improve and modernize sales and operations"[12]. 
 G. Miller et al. presented the results of the survey conducted 
by BetterManagement subscribers who completed a survey 
concerning application of BI in their organization. The authors 
of state that "the online survey was completed by 220 
companies across various industries, sizes, geographic 
locations, and job levels and 84% companies have 
implemented BI system" [13]. They further claim that "among 
those companies that conduct a formal BI needs analysis, three 
quarters (73%) perform an ongoing review of BI needs to 
ensure that new opportunities or requirements are identified 
and added to BI processes. (... )The primary components of a 
BI needs analysis are reports (73%) and strategic analytics 
(68%). Somewhat less frequently used in the analysis are 
compliance/corporate governance issues (46%) and early 
warning systems (44%). Fewer than one in three companies 
(29%) incorporate legal/ regulatory reporting. The survey also 
showed that "BI usage still seems to be restricted to 
management level in most companies" [13]. 
 The other research conducted by W. Eckerson and entitled 
Business-Driven BI "examines best practices for implementing 
self-service BI and the technologies and tools that let users 
create their own reports and dashboards and conduct their own 
analyses. The survey was taken by 249 people. Survey results 
are based on 234 respondents who indicated their positions as 
“BI or IT professional,” “BI sponsor or user” or “BI 
consultant.” Responses from those who selected “BI vendor” 
or “Other” were excluded from the results [14]. (...)  
The industry with the highest percentage of respondents was 
manufacturing with 13%. Next were consulting with 11%, 
retail with 9% and banking, health care and software, all at 
8%. Self-Service BI allows users to create own reports and 
dashboards so they get the information they want, when they 
want it and how they want it displayed. Self-service BI 
removes IT professionals as intermediaries between business 

users and the data. This gives business users direct access to 
the raw material" [14]. (...) "There are two types of self-service 
BI, one for report users and another for report authors. The 
number one  challenge cited by almost three-quarters, or 73%, 
of BI professionals is counterintuitive: Self-service BI 
“requires more training than expected. Survey respondents 
also said self-service BI “creates report chaos” (61%), “makes 
it harder to find the right report” (36%) and the “tools confuse 
users” (42%). The research showed that there is a correlation 
between success with self-service BI and BI adoption rates" 
[14]. The author drew the conclusion that "self-service BI can 
empower users and increase BI adoption, but it is difficult to 
implement properly because there are many types of users with 
different information requirements. There is no single tool or 
approach to self-service BI that works in all situations" [14]. 
 Another example of BI application in the organizations is an 
example of healthcare industry. P. Dindigal presents BI 
application in saving people's lives and claims that "time is 
perhaps the most important factor when people are stricken 
with heart attacks" [15]. He says that "thanks to computer 
systems that enable clinicians to analyze treatment procedures 
for suspected coronary victims, Florida’s BayCare Hospital 
has reduced the time it takes to diagnose and process a heart 
patient by 20 minutes [15]". He further states that "reducing 
medication errors is another priority for healthcare providers. 
In Cincinnati, the Children's Hospital Medical Center cut 
medication errors in half by analyzing orders and feeding the 
results back to a medication‐administration system [15]". "In 
Tulsa, OK, the St. John Medical Center recently reduced the 
number of transfusions leading to negative reactions by 18 
percent. That saves $1.4 million annually, and eliminates the 
opportunity for numerous errors" [15]. The author indicates 
benefits of BI systems in healthcare such as "faster data 
gathering and meaningful analytical report production helps in 
decision support and operational management, while seamless 
integration and pre‐data integration efforts cleanse data and 
remove duplicate data from various sources. They also provide 
high‐quality data for enterprise decision making. Further, 
performance and quality improve by segregating main subject 
areas into key performance indicators (KPIs)" [15]. It should 
be remembered that " Information Systems of hospital must 
possess appropriate degree of technological advancement 
which allows for gathering and delivery of useful data which 
may be used by BI systems" [16]. 

IV. EMPIRICAL RESEARCH 
In order to prove that Business Intelligence systems have a 
significant influence on acceleration of decision making 
process at strategic, tactical and operational level of 
management there was conducted a survey research on the 
sample of 34 international enterprises which embraced 
different industries such as e.g. energetics, electronics, 
building and construction, retail sale, banking, clothing, IT, 
logistics, metallurgy, chemical etc. The research was 
conducted for the purpose of PhD thesis realization of the 
author. Most of surveyed enterprises belonged to the group of 
large enterprises. The results showed that thanks to the 
implementation of Business Intelligence system in a particular 
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international enterprise the decision making process at all level 
of management was accelerated. The average values for 3 
levels of management is presented in Fig. 2 

 
 
Fig. 2 The average level of decision making support by BI systems 
with the division into three levels of management 
Source: Author's own study 
 
As far as the methodology is concerned the respondents had to 
select in the research questionnaire whether the decision 
making process in a given enterprise was greatly, moderately 
not significantly, was not at all accelerated or it was slowed 
down after implementation of BI system.   
Besides mentioned acceleration of decision making BI systems 
bring such advantages in surveyed enterprises as an increase of 
decisions' efficacy at all level of management and it can be 
also stated on the basis of the research that BI systems have 
significant impact on such areas of decision making as 
consumer relationship management, marketing, sales, 
distribution, human resources management, controlling and 
logistics. The other selected advantages were improvement of 
communication among employees, increase of information 
which was indispensable for making a decision and 
improvement of reporting and different analyses realization. 

V. CONCLUSION 
As a conclusion it is worth mentioning that Business 

Intelligence systems have many advantages for the companies 
which implemented it, from the acceleration of decision 
making process at all levels of management to the facilitation 
of different types of analyses. As it was also mentioned BI 
system are a key feature for achievement of competitive 
advantage. All the modern technologies applied in 
contemporary enterprises such as BI systems, business 
analytics tools, data mining methods and techniques, cloud 
computing and big data solutions contribute to better 
communication within a particular enterprise, optimization and 
improvement of management processes. 
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Abstract - The use of the Internet and web applications in 

business and the implementation of processes in the B2B model 
causes that there is a growing demand for more and more effective 
methods for their creation. New design patterns and specifications 
appear, and standards and guidelines are being established which 
standardize activities carried out with the use of the Internet. Each 
information system is based on certain patterns. These patterns are 
associated with different layers of information systems and a logical 
division of tasks in the system. Despite the fact that patterns are 
independent or loosely associated with the adjacent layers of 
information systems, they are responsible for certain functionalities, 
which, as a whole, form the architecture of computer systems. B2B 
systems are also characterized by multilayerness.  At the level of a 
design of each layer of a B2B system appropriate patterns must be 
used. The use of such solutions is to achieve independence of the 
database engine from the system and the possibility of extending the 
functionality of the user interface in each created application. 

 The purpose of this article is to present the results of research 
and recommendations concerning the separation of the user interface 
layer from the database layer and identifying the main sources of data 
that power B2B data exchange standards in this system. 
 

Keywords - B2B system, design pattern, layered system 
architecture. 

I. INTRODUCTION 
The complexity of business processes that are implemented by 
companies in cooperation with their business partners located 
in different parts of a country or the world and high demands 
placed by them mean that modern B2B systems are advanced 
IT solutions that make use of web applications equipped with 
various functionalities. Time pressure and high competition 
between companies is so strong that, for the purpose of rapid 
production of applications, ready-made architectural patterns 
are used, which, as it is in the products or services,  are 
continually developed and replaced by new. Patterns are 
associated with different layers of information systems. 
Patterns often describe and even define them. Layers are 
logical divisions of tasks in IT systems responsible for specific 
functions, and they must communicate with each other, even 
though they are logically separated from each other and 
loosely connected with the adjacent layers. 

 

 Given the above, the aim of this article is to present the 
outcome of research and recommendations concerning the 
separation of the user interface layer from the database layer 
and identifying the main sources of data that power B2B data 
exchange standards in this system. 
 The study was carried out as a part of a project 
"Development of a modern and advanced B2B system based 
on Internet technologies as a result of research and 
development works" implemented by OPTeam SA financed 
from the Regional Operational Programme 2007-2013 of 
Lubelskie Voivodeship. 
 

II.  RESEARCH METHODOLOGY  
Studies on the separation of the user interface layer from the 
database layer in order to identify the main sources of data that 
power the B2B system and data exchange standards in a B2B 
system have been preceded by the following research tasks: 
1) Research concerning functionalities of B2B system models 
based on internet technologies and the development of 
methods of their standardization; and, 
2) The development of new standards for B2B system 
functionality and the development of a model of their 
dependence on each other. 
 Research results presented in this article are the outcome of 
the implementation of the third phase of the project that should 
lead to a situation that, during the prototype creation phase, it 
would be possible to simultaneously work on dependent and at 
separated B2B system functionalities. The first purpose is to 
make the system engine independent from database used, and 
the second is to make it easy to extend the functionality of the 
user interface. As part of the research works, architectural 
standards were analysed, patterns were used in designing the 
users' interfaces, the B2B system was used to power models 
from different data sources, standards were considered for 
external data sent to the system and standards for data 
(concerning documents, payments, customer data) collected 
from the system in the most commonly used formats. As part 
of the research works on the interface layer, recommendations 
were developed on the choice of technological standards of 
design and the implementation, application layers in the 
application, data exchange formats, and information generated 
by various management systems that will work together via the 
B2B platform as well as the information flow. 
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III. LAYERED ARCHITECTURE IN DESIGNING B2B 
COMPUTER SYSTEMS 

From the perspective of logical application architecture, each 
IT system is treated as a set of cooperating layers, each of 
which presents the specific nature of the services [1]. Layers 
constitute a logical division of tasks in the system. One of the 
most popular models of application layering is to divide it into 
three layers: the presentation layer (the user), the middle 
(business) layer, and data layer (database). 
This classification allows the identification of the types of 
services present in each system, ensures its proper 
segmentation, and determines defining interfaces between the 
layers. During the each layer implementation, segmentation 
allows a selection of specific components of the architecture 
and the design components and the creation of the application 
easier to use and maintain during operation. 
 
3.1. The Presentation Layer 
The presentation layer takes the form of a graphical user 
interface. Its main function is to convert data from a human-
readable form to a form acceptable by the system and vice 
versa. It is responsible for the interaction of the user with the 
system and constitutes a bridge that gives access to the 
business services layer. The traditional presentation layer is 
associated with interactive users’ service, whereas services 
implemented in this layer are responsible for the pre-
processing of data from other systems without the visible use 
of the user interface. Typically, in the presentation layer, 
authentication, and authorization processes occur, and their 
progress is dependent on their type and the user.  
Today's presentation layers are so expanded that the correct 
interface design is a big challenge for a designer. The lack of 
having appropriate design patterns may, in the long term, 
result in a situation that any interface change will imply the 
interface code refactoring, which is rather complicated from 
the point of view of development works. 
A properly designed presentation layer is characterized by the 
independence of the interface from the way of displaying it. In 
other words, the graphical user interface should be "unaware" 
of the data that it displays. 
Another feature of the presentation layer is the independence 
of the graphical interface from information technology. In 
practice, this principle is not always fulfilled. In the theoretical 
approach, architecture of this layer should allow an 
unconstrained change of technology, but, in fact, designing so 
flexible layer is a very difficult and time-consuming task; 
therefore, designers resign from doing that. A well-designed 
presentation layer contains the elements of support for testing 
purposes. In an autonomous view, automated tests are 
practically impossible. It is, therefore, necessary to use 
Application Programming Interface (API) that allows the user 
to simulate a precise user action from the code level, e.g. 
clicking on a button. The key is to create an abstraction 
between view and presentation logic. 
The Microsoft .NET platform has a library of Windows Forms 
controls and a library of ASP.NET Web Forms controls that 
are similar to each other. Thanks to it, the design of the user 

interface (presentation layer) in web applications is similar to 
the visual design of the desktop web forms. In both cases, the 
controls are built by the use of mouse and configured in the 
properties window, and the application dynamics is determined 
by means of the event-driven study. An event-driven model, 
which performs well in window forms, is not natural for web 
applications. Therefore, an ASP.NET MVC (Model-View-
Controller) tool has been created, which is a bit more 
complicated for programmers, as it requires a good knowledge 
of web-based tools (JavaScript, JQuery); however, it uses a 
good, for this type of application, design patterns and allows 
the programmer a full control of the HTML code sent from the 
server to the browser. Thus, while deciding to choose between 
ASP.NET Web Forms and ASP.NET MVC, one shall specify 
expectations from the application. ASP.NET MVC allows one 
to control more precisely all that is happening in the 
application. It is important for the B2B system because the key 
feature is its performance. As a rule, the B2B system should be 
able to develop in many, often unpredictable, directions, 
because its users represent different companies cooperating on 
a single platform, and they have different, often unusual needs. 
 
3.2. Business Layer 
This layer is often referred to as a business logic layer or the 
core of the system. It implements the utility logic and 
communication between the data and presentation layers. It is 
independent from the source and the way of data delivery, as 
well as from the operating systems used by the companies that 
cooperate via the platform; thus, it ensures the stability and 
flexibility of the B2B system expansion. 
Business logic in an enterprise is a reflection of the processes 
occurring in it, and a logic layer within the programmistic 
meaning presents it in the form of IT model. The main tasks of 
the business logic are the following: 
a) Implementation of business rules: these include strategies 
and ways of conducting business worked out by each 
company; 
b) Ensuring the transactionality of processing and cooperation 
with the database, data validation: checking the correctness of 
the data entered into the system in order to ensure data 
consistency and to avoiding the errors of the system; and, 
c) System work monitoring, including system error handling 
and storing system logs. 
 
3.3. Data layer 
The data layer is connected with the server on which the 
application data is stored. It provides access to data through 
standard interfaces that can be used by business services layer 
components. Services in the data layer are not directly 
accessible from the presentation layer level. 
There are several approaches to the logical division of the 
system into layers. They are an extension of the basic division 
into three layers. These include the popular J2EE patterns 
directory (Fig. 1). 
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Fig. 1 Model of a logical separation of tasks in the J2EE pattern [2] 
 
The division into layers has several advantages. One of them is 
the possibility of separating fragments of solutions, which 
allows for the independent conduct of design and development 
works. Another advantage of the multilayerness is independent 
processing. This allows the high scalability of the solution and 
an optimum choice of the hardware environment for each 
layer. Division of the application layer into layers also 
provides greater security for computer systems, their 
transparency, and facilitates the management of the 
presentation layer. 
 

IV.  DESIGN PATTERNS IN A LAYERED 
ARCHITECTURE OF WEB APPLICATIONS 

The layered approach in the design of applications is very 
often implemented based on “design patterns.” 
Design Patterns in the information technology design have 
been developed on the basis of the definition by Ch. Alexander 
who emphasizes that each pattern describes a problem which 
occurs over and over again in our environment, and then 
describes the core of the solution to that problem, in such a 
way that you can use this solution a million times over, without 
ever doing it the same way twice [3]. Therefore, design 
patterns are positively verified and standardized schemes of 
behaviour used in the IT design of a dedicated to a given 
applications [4]. 
By using software design patterns, programs are more 
efficient, scalable, there is a greater possibility of their 
modifications, and they are less prone to errors made by 
programmers. Design patterns allow for more effective 
separation of roles of members of design and programming 
teamwork. There is also a significant reduction in the intensity 

of network communication and an increase in access security. 
Knowledge of patterns accelerates solving many 
programmistic problems and systematises the terminology 
used by programmers. This saves the time required to create a 
well-functioning and properly build application. 
The concept of design patterns was popularized by E. Gamma, 
R. Helm, R. Johnson, and J. Vlissides (Gang Of Four - GOF) 
[5], who divided design patterns into three categories: 
1. Creational patterns that show how to make object more 
flexible: They delegate the process of creation to other classes 
(which is important due to the reduction of dependencies in the 
code), and specifying the control over the creation of objects. 
2. Structural patterns show how to connect classes with each 
other, defining the management of the structure of objects and 
structures composed of objects. 
3. Behavioural patterns show how to make the behaviour of 
the software more flexible, specify the behaviour of objects, 
and communication between them. 
Within categories, specific patterns have been defined, each of 
which comprises of fixed elements: name, a description of the 
problem that the pattern shows, and opportunities and results 
of the pattern used [4]. 
Below, only those patterns that are used in the design of Web 
applications, which include B2B systems, have been discussed. 
 

A. Model View Controler (MVC) 
The MVC pattern [5] is used to create applications that have a 
graphical user interface. Its role is to enforce the division of 
the application into 3 independent layers. It forces the system 
architecture to be orderly. These are as follows: 
• Model: It contains a description of the data structures and 
relationships between them. It contains data and provides 
operations not related to the user interface service, which are 
“business logic functions.” It constitutes the core for the 
functionality of the application, registers dependent views, and 
controls and informs dependent components of the data 
change. This model is an access gateway to the business layer. 
It stores (“keeps”) information about the current state of the 
interface. 
• View: It is a screen presentation of the model. It initializes 
the display of information to the user, and it gets the data from 
the Model and implements the update. It is used to present the 
data and to log out of the applications, e.g., in HTML; 
however, the results may be presented in many formats, e.g. 
XML files, PDF files. 
• Controller: This is the logic of the operation, namely, the 
relationships between events occurring in the system. The task 
of the controller is receiving, processing, and analysing the 
user input data. In a typical application, input data sources are 
the keyboard and mouse. By virtue of their function, both the 
Controller and the View have equal access to the data model. 
Thus, the controller does not allow changing the presentation 
layer without modifying the logic. For this reason, the 
controller should not contain the logic of the application, only 
a reference to it. In the majority of solutions, the View and 
Controller are linked into a single object (Document View). 
In case of a web application, the Controller's role is different. 
All tasks are sent to the Controller, which maps them in 
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methods calling of the model. Then, the results of these actions 
are passed to the View. The tasks of the Controller also 
include the provision of the security of application and data 
validation. In a web application, it is a combination of Front 
Controller that supports all the tasks sent to the site by 
directing them to one object and an Application Controller that 
controls the entire application. 
In ASP.NET technology, which was used for the design of the 
B2B system, the Controller performs tasks in response to 
View's tasks. The implementation of a controller in ASP.NET 
resembles a Page Controller design pattern, in which, for each 
site, there is a module that fulfils functions of its Controller. 
Front Controller patterns are also possible to implement. 
Model class is not required. The functionality of the Model 
can be implemented in a separate class or belong to the 
Controller. ADO.NET library supports the service of Models. 
It is not required to maintain an open connection to the 
database. Applications maintain a connection only while data 
reading or recording. Data downloaded from the database 
using ADO.NET is stored in the DataSet that acts as a buffer. 
 

B. Mobile Front Controller (MFC) 
The MFC pattern [6] is a model of the application layer and is 
often used together with the MVC pattern. It provides a 
common service of requests for the presentation layer 
components. Centralization of views management (View layer 
elements) of a web application user in a single object accepts 
users’ requests. The use of a MFC pattern is recommended for 
web applications with complicated navigation of dynamically 
generated sites and for web applications that require 
authentication, security policies, transformations, etc. 
 

C.  Model View Presenter (MVP) 
A MVP model [4] is a design pattern derived from the MVC 
pattern. The difference is that the Controller with MVC is a 
Presenter (Supervising Controller). This means that all the 
results of the business logic of the application are sent from the 
Presenter, and not, as in the classic MVC pattern, from the 
Model. 
While comparing the MVP of MVC, it may be observed that, 
in MVC, the Controller is based on a request and combines 
adequate Models with corresponding Views. The View 
retrieves relevant data from the Model according to its 
discretion and creates an answer. While, in the MVP, the 
Presenter (Controller) extracts the data needed for site 
rendering from Models and forward them to the View. 
 

V. SERVICE ORIENTED ARCHITECTURE  
According to Garthner, Service Oriented Architecture (SOA) 
is an architecture of a software that is based on interface 
definition [8]. It creates application topologies based on 
services, and their implementation and calls. 
IT corporations, such as IBM, Oracle, Microsoft, defines SOA 
as the concept of building IT systems of service-oriented 
enterprises as shared between two applications proven 

components [9]. SOA is also defined as an architecture for 
business applications created as a set of independent 
components, organized in such a way as to deliver services, 
operating according to certain criteria, and supporting business 
processes implementation [8]. This definition shows that the 
SOA is neither a technology nor product, but an effective 
approach used in designing and integration of services. 
The concept of service-oriented architecture is based on the 
assumption that the business logic is not a monolithic program, 
but it consists of many service components coordinated by a 
central managing application. 
SOA categorizes the relationships between service providers 
and their recipients represented by software components 
implementing established complex business processes. It 
provides reuse of software components, encapsulation of 
functionality, precise definition of interfaces, and flexibility of 
applications created by composition method. SOA components 
are loosely related to each other but cooperate with each other 
to implement a business process. 
In SOA, as the pattern of designing business-oriented 
heterogeneous dispersed systems, such as B2B, two types of 
solutions are differentiated: 
1. Web Services, which are defined by a specialized Web 
Services Description Language (WSDL). Services are 
published in the Service Registry (SR). They can be remotely 
called via a defined interface. Available services calling may 
be coordinated through the mechanism of service composition, 
which manages the execution of business processes based on 
services from various systems, and the whole is made available 
as a new service. 
Construction of new, complex network services is made 
through the following: 
• Orchestration, defined as "an executable business process 

describing a flow from the perspective and under control 
of a single endpoint (commonly: Workflow)" [11]; and, 

• Choreography, which allows the display of the business 
process part describing interactions with a given service 
outside the organization (Web services choreography 
mechanism is defined by WS-CDL (Web Service 
Choreography Description Language)) [12]. 

2. Representational State Transfer (REST) is a technology that 
enables the creation of the protocol and makes data 
transmission possible by means of HTTP protocol features. It 
does not apply an additional layer to message sending, such as, 
for example, SOAP. This service should be described using 
WSDL. 
While designing applications based on SOA, it is required to 
understand four basic design patterns for Web Services [13]: 
• Facade provides a common interface for multiple business 
components. It is located under the business logic layer. It is 
used to reduce the number of connections and dependencies 
between systems. The Facade is a measure of access to a 
complex system that presents outside a simplified and 
structured programming interface. 
• Adapter is a service that simplifies and facilitates access to 
the site that provides the service. It serves the purpose of 
adjusting the object-oriented interfaces so that the cooperation 
of objects with incompatible connections would be possible. In 
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SOA, it solves the problems of incompatible interface 
prevalence. 
• Proxy acts as the representative of another object in order to 
obtain a supervised access to the object that it represents. It 
functions as an interface to another object, e.g., an Internet 
connection, a large object in a memory, file, or another 
resource. Proxy manages Internet connections and provides the 
user with the functionality that it obtains as a client of a remote 
server, as if it makes it available itself. 
• Controller is the mediator between the user interface and the 
data layer. It provides business logic. In SOA, it serves the 
purpose of using existing MVC applications and the 
encapsulation of the complex business logic of the system. 
As part of SOA, communication patterns are also used because 
services can be called by other services or programs. Rules of 
communication must be established for that purpose.  
Information about services is provided through dedicated 
descriptions (service descriptions) that contain the name of the 
service and data standards expected and returned by this 
service.  Communication patterns include the following: 
• Document Message is a pattern of a message that makes it 

possible for a sender to send data structure to the recipient. It 
is an independent unit of communication, a single object, or 
data structure subject to decomposition into elementary 
components. Document Message may be any type of 
message in the system. 

• Request-Response is a basic synchronous communication 
template. G. Hohpe and B. Woolf define it an answer to the 
question: When an application sends a message, how can it  
receive a reply from the recipient [14]? In this model, the 
client sends a request to the service and waits for its reply. 
Complete interaction requires communication infrastructure. 

VI.  THE STRUCTURE OF DATA LAYER  
The Data Access Layer is responsible for the organization of 
the persistent data stored on file servers or in databases, 
making them available to higher layers so that they could use 
these data without the knowledge of the structure of their 
storing. The heart of this layer is usually a relational database, 
because the implementation of which is responsible for one of 
many systems implementations of relative database 
management based on a well-known SQL standard. 
 Repository is used in creating data access, which is an 
additional layer that separates the object-oriented data access 
layer. It behaves like a collection in memory of isolating the 
character entities from business layer of the data infrastructure. 
It operates at the level of one class model. Usually, one single 
repository for a business object (Aggregate Root) is being 
defined. A very important feature of the repository is its 
independence from database. The user should use the correctly 
implemented repository as the ordinary class or collection of 
data. 
 Similar to the Repository, and used in service-oriented 
applications but at a lower level, is the Data Access Object. It 
stems from the observation that the data of business 
components must be stored in non-volatile memory (mass), in 
the ordinary file system, in the repository of XML files, or in 
databases. Each of these memory types has its own unique 

API. The differences in the API cause that, in the case of a 
change of the system supply, it is necessary to modify the data 
layer components, and sometimes the business layer 
components. On the other hand, making the application 
independent from the data storage, the system requires the 
creation of a universal interface to access data in mass storage. 
 At the level of the data access layer, a Unit of Work pattern 
is used. It makes the access to all Repositories from one place 
possible. In addition, it is responsible for the management of 
transactions (keeps in a memory all the updates, and then 
sends to them to database as a single transaction), manages a 
list of objects that take part in a business transaction, records 
changes made on business objects (addition, deletion, 
modification), and coordinates their preservation in the 
database as a single transaction or withdrawal from the 
database in case of failure, ensuring data integrity. 

VII. APPLICATION LAYERS VS PROCESS OF 
DESIGNING 

Application layering has a significant impact on the process of 
design and execution of development works. There are rules to 
be followed during both of these processes. Object Oriented 
Programming SOLID (OOP) defines five principles of object-
oriented programming, which allow, among other things, to 
react quickly to the change of requirements in the project. 
These include the following [14]: 
1. Single Responsibility Principle (S): According to the 
principle, "there should never be more than one reason for a 
class to change.” Class or module should exist for one purpose 
only, and they should have to perform a single activity. 
2. Open / Closed Principle (O): In accordance to this principle, 
software entities (classes, modules, functions, etc.) should be 
open for extension, but closed for modification. Openness for 
extension means, in the case of a B2B system, a design of 
classes that new functions are possible to be added. Closed for 
modification means that after class designing, one should 
never modify it, except to correct errors. Despite the fact that 
these two principles may seem contradictory, building  correct 
classes, modules, or functions allows adding new functions 
without editing and modifying the existing source code. One 
should be able to create new classes that do the same thing 
differently without changing the base functionality. 
3. Liskov Substitution Principle (L): It is based on the 
assumption that "Functions that use pointers or references to 
base classes must be able to use objects of derived classes 
without knowing it.” While making the foundations for a given 
software, the designers build hierarchies of classes, based on 
which, the extensions for these classes are formed. This 
principle boils down to the fact that, in every place in which 
base class is used, it is also possible to use derived classes, and 
this fact should not affect the functionality implemented by the 
application. 
4. Interface Segregation Principle (I): This rule specifies that 
the user should not be forced to implement interfaces that 
he/she does not use. According to this principle, one should 
divide expanded interfaces into smaller ones. Clients should 
not be forced to depend upon interfaces that they do not use. 
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5. Dependency Principle Invention (D): Under the principle of 
"high level modules should not depend upon low level 
modules. Both groups of modules should depend on 
abstractions." This rule specifies high-level modules 
independencies from specific mechanisms that belong to low-
level layers. By applying SOLID principles, one is able to 
create code in which it is easy to make changes and to respond 
to changes of requirements. 

VIII. COOPERATION WITH WEB.SERVICE 
 
Separating the data sources from the client interface in a form 
of a Web Service layer causes that the B2B system can be 
powered by any external data with a fixed format. These may 
be complete data that ensure all system functionalities or 
partial data that power only a certain part of it. By using Web 
Service, which, in technical terms, is a technology of a 
distributed processing based on web technologies, it provides 
high universalism of use in case of the dedicated B2B system, 
while also allowing for integration with any external systems. 
These may be both web applications and desktop programs, 
but also more and more popular and widespread mobile 
programs. 
Figure 2 shows an exemplary model of the system structure 
based on Web Service and a customer access layer through a 
dedicated interface (powered by data from Web Service).  

 

 
 

Fig. 2. Model of the separation of B2B system using  
Web Service 

 
By applying a layered structure and Web Service, the access to 
external data is separated the from the data layer of the B2B 
system. Access to these data should be adequately protected so 
that confidential data is transmitted only to authorized users 
(e.g. data concerning payments, settlement prices of goods that 
include discounts for particular customers). In practice, such a 
solution enables the possibility to make the company's offer 
available to other companies, so that they do not have to store 
the information in their databases. This has several important 
advantages, including the lack of mechanisms of replication, 
constant access to the latest data, and the lack of expenditures 

to increase disk space (less data locally stored). The 
mechanism not only provides uploading of current data from 
B2B system, but it also, if procedures are properly 
implemented and made available, a record of orders, 
complaints, or service requests. It is also possible to divert the 
situation and power the access layer (B2B Web Interface) by 
data collected from one or more external Web Service’s of 
other companies. For example, a popular method is to 
incorporate in B2B data information on packages or shipment 
tracking. Shipping companies make web services available that 
allow a person to get data about a shipment and place such 
data in other web solutions. This results in a system that is 
more uniform and clear (no redirecting to external sites). 
The use of Web Service technology in B2B solutions seems to 
be very beneficial and provides more flexibility in the later 
development of the platform. 
 

IX. ARRANGEMENT OF LAYERS AND HARDWARE 
STRUCTURE 

 
The division of application into logical services layers does 
not necessarily have to mean exactly the same division of the 
physical model of the application. The completely layered 
application may be placed on a single server or distributed 
among the physical devices if needed. 
Using a few servers may minimize the cost of the system. In a 
situation that it is not possible to have access to a few devices, 
the designers of the application shall place the data access 
services and business services on the same server (Figure 3). 
The application communicates with the database server (SQL 
Server) through one of the layers (data layer). 

 
Fig. 3. The web server as an application server 

 
Distribution of particular application layers may be arbitrary - 
from a simple form, one server to distribute each layer on a 
separate server. Below is a diagram of separating a “remote 
application layer” that enables one to isolate web layer from 
application layer. 
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Fig. 4. Introducing a remote application layer that isolates the 
web layer from the application layer 
 
The advantage of the layered design of the application is, 
among other things, the possibility of an arbitrary arrangement 
of layers in client's hardware structure. The division means the 
possibility of a distribution of application components that 
work with the optimum efficiency. It also provides the highest 
security standards. 

X. B2B SYSTEM POWERING BY EXTERNAL DATA. 
PRACTICAL POSSIBILITIES OF USING  

One of the most useful functions of B2B systems is the 
possibility to automate certain tasks. For example, it is 
possible to build automated orders entry functionality to the 
system by importing external files in any specified format. 
Companies that make use of B2B systems have their own 
systems, and they are often able to export their orders created 
in the ERP system to external files. Therefore, the desired 
function would be the possibility of their introduction into the 
B2B system in which orders are created by only indicating 
such a file. 
Remembering that B2B systems automatically charge the 
appropriate discounts for a logged in customer, the amount of 
data needed to automate the orders entry is small and it is 
limited to the following basic fields: 

• Product code - a unique code of product, 
recognizable in the B2B system, and 

• Quantity - quantity of the product being ordered. 
Considering the mode of operation, it is possible to distinguish 
two possible scenarios to automate orders entry: 

• As a ready-made order in the ERP system, and 
• As goods kept in a shopping cart. 

Studies have shown that, from the functional side, the second 
method provides greater possibilities and is more universal. 
Apart from products automatically imported from the file, one 
is able to manually add additional items to the shopping cart 
and place an order. For the purpose of the creation of a 
prototype of B2B system, implementing imported goods as 
next items in shopping cart of an order was chosen. 

Furthermore, next order processing undergoes standard 
procedures of ordering, that is going through a stage of the 
order confirmation and final placing of an order. 
Another very good example of B2B integration with external 
data is the use of solutions common for shipping companies, 
which usually create the possibility of viewing data on 
shipment tracking.  This type of solution, integrated with B2B 
system, means that the client has full information about the 
status of the shipment with its details that shipping companies 
provide in one place. Companies provide this type of 
information as a Web Service. They enable the integration of 
data also in the opposite direction, i.e. through recording the 
data to the systems of shipping companies. These solutions are 
built in accordance with applicable standards. On the websites 
of shipping companies, there may be found information on 
how to integrate external systems with these services. 
 

XI. PROJECT RECOMMENDATIONS 
The designed B2B system should meet the market standards of 
design and construction of this type of application. Because of 
the adopted by OPTeam S.A. technology of programming on 
the ASP.NET platform, it is suggested that the latest, in this 
regard, Microsoft solutions are most suitable. They provide 
support for the described design patterns, and cooperate with 
accepted standards of data transmission. The project should 
meet the assumptions of work dedicated to the specifics of the 
modern B2B system and support dispersed work. It is 
recommended to separate three main layers: 

• Presentation layer, 
• Business layer,  
• Data layer. 

The use of Web Service in WCF technology, which is a 
combination of Web Service XML and .NET Remoting 
features, provides the following: 

• High scalability of the created system, and 
• The possibility to download data by external clients 

through various sources (mobile, web, desktop 
programs), without limiting to the use of the system by 
the company that owns the platform. 

Separating logical layers and creating Web Service opens the 
system for work with an unlimited number of programs, which, 
in turn, enables the integration between companies. Web 
Service allows one to publish the services outside and the 
exchange of information, which often limits the use of 
sometimes "defective" human factor. It also provides 
appropriate architectural and efficiency solutions that are 
important if an increasing number of users is being observed.   
 Based on OPTeam SA experience, customers who report the 
demand for B2B systems have the potential to assign at least 2 
separate dedicated servers for the solution; hence, the 
separation of adequate layers between two or more hardware 
devices would cause an increase in its capacity and gives an 
opportunity to strengthen these layers, which will require it. 
This is particularly important at the level of data access layer, 
which should provide the necessary speed of response to 
inquiries from the logic layer. One should keep in mind that 
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companies use many other solutions that overload the database 
and the B2B system indirectly. Diagnosing the "bottlenecks" 
of a computer system and possibilities to support them by 
more efficient hardware speaks in favour of a multi-layer 
solution. Comparison or benchmark tests are useful in this 
respect, and they should be carried out as part of the next stage 
of the project of creating a prototype of B2B system. Research 
carried out as part of the project on Web Service technology 
suggests two possibilities:  the use of Java (JEE / J2EE) and 
Microsoft.Net. 
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Abstract—The paper presents a conceptual framework for 

supporting a green transport strategy implementation in industrial 
companies and supply chains. Balanced Scorecard and Analytic 
Network Process were used as the methodological basis. The 
framework contains five main steps – selection of green transport 
strategy, selection of Balanced Scorecard approach, specification of 
green transport strategy, prioritization of Balanced Scorecard 
measures, and evaluation of green transport strategy reaching. For 
each phase are defined fundamental principles and recommended 
tools. The verification of the designed conceptual framework was 
performed on a real supply chain of the European automotive 
industry. 
 

Keywords—Analytic Network Process, automotive industry, 
Balanced Scorecard, green transport strategy.  

I. INTRODUCTION 
N recent decades, the performance of economic and non-
economic activities has required them to be friendly with the 

environment [1], [2]. This proactive approach to addressing 
and eliminating the negative environmental impacts from 
transport processes is called Green Transport (GT).  

Transport is one of the areas having considerable potential 
within the scope of the green strategy implementation, since it 
has significant negative impacts on the environment [3]. They 
include, primarily, the emissions of CO and CO2 and other 
exhaust gases, noise, and, last but not least, congested 
transport infrastructure. 

The current goals of GT are now focused on reducing the 
fuel consumption (which is closely linked to cutting CO2 and 
other exhaust gases), reducing noise, reducing the transport 
costs, reducing traffic jams and, ultimately, on complying with 
the legislative restrictions. An active and effective solution of 
the issues of GT must be seen not only as a challenge, but 
especially as an opportunity offering the possibility of 
significant competitive advantage, improving the image of the 
company in the eyes of the customers, region, state and the 
general public. 
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The aim of the paper is to design conceptual framework for 
supporting a Green Transport Strategy (GTS) implementation 
in industrial companies and supply chains using Balanced 
Scorecard and Analytic Network Process.  

II. METHODOLOGICAL BASIS 

A. Balanced Scorecard 
Full name of the tool is System Balanced Scorecard 

enterprise (BSC). It is a method of management that creates a 
link between strategy and operational activities with an 
emphasis on performance measurement developed by Kaplan 
and Norton [4]. 

By using the BSC, the strategy and vision of the company 
can be converted into performance measures that include both 
outcome measures and the drivers of these measures [5]. For a 
strategy to be successful, it needs to consider financial 
ambitions, processes to be improved, markets served and the 
people in the organization that implement the strategy [6]. The 
BSC uses all these perspectives by considering both internal 
and external aspects [7]. Every perspective should contain four 
different sections: objectives, measures, targets and initiatives. 
For employees to be able to act upon the organization’s vision, 
translating the strategy and mission of the company into 
objectives is the first step in the creation of each perspective.  

 Strategies like “an empowered organization” is hard to 
implement in practice and senior executives should therefore 
create understandable and actionable objectives, along with 
defined measures to keep track of the progress of reaching 
each goal [8].  Each measure should then be associated with a 
target (a short-term goal) that works as a milestone to assist in 
evaluating the progress of each objective. The last column in 
each perspective should be initiatives, describing actions that 
should be undertaken by the firm to reach each objective. 

B. Analytic Network Process 
The Analytic Network Process (ANP) is multistage 

decomposition method used to solve decision-making 
problems involving more than one criterion of optimality 
developed by Saaty [9]. The basic idea is to create a decision-
making network and the subsequent evaluation of importance 
of the individual links among the interconnected elements. 
These evaluations are represented by weights, which are 
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determined on the basis of pair comparison or by normalizing 
direct measurements. The ANP does not limit human 
understanding and experience to force decision-making into a 
highly technical model that is unnatural and contrived. It is in 
essence a formalization of how people usually think, and it 
helps the decision-maker keep track of the process as the 
complexity of the problem and the diversity of its factors 
increase [10].  

III. CONCEPTUAL FRAMEWORK DESIGN 
Designed conceptual framework includes the following 

steps: Selection of green transport strategy, Selection of 
Balanced Scorecard approach, Specification of green transport 
strategy, Prioritization of Balanced Scorecard measures, and 
Evaluation of green transport strategy reaching. 

A.  Selection of Green Transport Strategy 
The key step of the conceptual framework is selection of an 

appropriate green transport strategy. For that purpose, authors 
of the paper offer GTS matrix, which is shown in Fig. 1. 

 

G
re

en
 e

ff
ec

t hi
gh

 

I. I. 
Ecological Ideal 

  
II. II. 

lo
w

 

I. I. 
Ineffective Economic 

  
II. II. 

  high low 
  Costs 

Fig. 1 Green transport strategy matrix 
 
The GTS matrix is based on the following criteria: (1) 

Expected green effect after the GTS implementation – low or 
high; (2) Estimated cost of the GTS implementation – low or 
high; (3) Responsibility to decide on the GTS implementation 
in the given company: I. In the responsibility of the 
implementers or II. Limited responsibility of the implementers 
(e.g. within the responsibility of another company department 
or corporation). 

The result are four main GTSs: (1) Ideal – high green effect 
can be achieved at low costs or even cost savings; (2) 
Economic – only a limited green effect can be achieved at low 
costs or even cost savings; (3) Ecological – incurring high 
costs will achieve a high green effect; (4) Ineffective – 
incurring high costs brings only a limited green effect. 

Ideal GTS is generally used in companies and supply 
chains, which start with green politics. Economic and 

Ecological GTSs are implemented when Ideal GTS is 
depleted. Ineffective GTS should not be used at all. At the 
same time, green initiatives within the direct responsibility of 
the implementers are preferred in frame of the selected main 
GTS. 

B. Selection of Balanced Scorecard Approach 
According to Butler et al. options for incorporating 

sustainability/green into the BSC include: (1) Adding a fifth 
perspective to the BSC; (2) Developing a separate 
sustainable/green BSC; (3) Integrating the measures 
throughout the four perspectives [11]. 

Adding a fifth perspective to the BSC may be the simplest 
approach. For example, Kurien and Qureshi propose 
Environment perspective with three indexes: environment, 
social, and economic [12]. It could provide more visibility but 
not necessarily increased importance to the sustainability/green 
ability aspects of corporate management. Isolating 
sustainability/green measures in a separate perspective might 
weaken environmental initiatives by not providing clear ties to 
the other perspectives and to corporate strategies. 

The strength of developing a separate sustainable/green 
BSC is the fact that a sustainable/green BSC can be used to 
implement a sustainability/green strategy [13]. However, the 
free-standing nature may fail to help the company tie 
sustainability directly into corporate strategy. There are to 
possibilities: (a) to use four original perspectives with 
completely new sustainability/green measures (see e.g. [14]) or 
(b) to develop new sustainable/green perspectives. For 
instance, Hsu et al. propose perspectives as follows: 
Sustainability, Stakeholders, Internal business processes, and 
Learning and growth [15]. 

Integrating new measures throughout the existing four 
perspectives has the advantage of allowing the measures to be 
seen as fundamental to day-to-day operations. Integration 
indicates that management recognizes there are cause and 
effect linkages between corporate strategies and 
sustainability/green efforts. 

Authors of the paper suggest to use the second approach 
with four original perspectives for GTS implementation on the 
company/supply chain transport level and the third approach 
for company/supply chain level. Designed Green Transport 
Balanced Scorecard (GTBSC) is shown in Fig. 2. 

There are two basic differences in comparison with 
traditional BSC: (1) Only green measures are taken into 
consideration; (2) In addition to target values there are 
threshold and real values. Thresholds represent minimum 
accepted values of the measures. Realities describe real values 
of the measures. 
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Fig. 2 Green Transport Balanced Scorecard 
 

C. Specification of Green Transport Strategy 
Specific green objectives, measures, thresholds, targets, and 

initiatives are determined in this step according to the selected 
GTS and the contemporary green transport level in the given 
company/supply chain. Authors of the paper designed 
conceptual framework for assessing the green transport level in 
industrial companies and supply chains for that purpose. The 
framework contain 30 general green best practices (initiatives), 
which are divided into four areas: (1) Strategy – practices 
creating the basis of a successful application of other best 
practices or they have the character of supply chain structural 
changes; (2) Management – practices focused on planning and 
subsequent execution of transport; (3) Technology – technical 
innovations of the means of transport, equipment, ICT systems 
and packages; (4) Staff – practices whose motive power is 
represented by the people and their skills. [16]. 

D. Prioritization of Balanced Scorecard Measures 
The task of this step is the creation of a system for 

measurement of the reaching the selected GTS. It is based on 
the assignment of weights to the four perspectives and their 
measures. Authors of the paper suggest the ANP method for 
that purpose, because there are significant dependences 
between the perspectives and also their measures. 

Measures with the highest weight should be incorporated to 
the existing company/supply chain BSC to ensure the unity 
between a company/supply chain strategy and the GTS. 

E. Evaluation of Green Transport Strategy Reaching 
A real values of the selected measures are collected during 

this step. Using ANP method, level of the selected GTS 
reaching can be calculated. The evaluation of the results may 
include: (1) Comparison of the calculated value with the 
overall threshold and target values; (2) Inclusion of the 
calculated value into the pre-defined categories (unacceptable, 
bad, good, very good, excellent GTS reaching); (3) Analysis of 
the trend if the evaluation of the GTS reaching is performed 
repeatedly. If there is the unsatisfactory GTS reaching, it is 
desirable to focus on the perspectives and measures with the 
highest weight. 

IV. CASE STUDY 
The verification of the designed conceptual framework is 

performed on a real supply chain of the European automotive 
industry. The GTS implementing took place in a company 
which is incorporated in a multinational corporation. Given the 
sensitivity of the used data, this section presents only an 
illustrative case study.  

A. Selection of Green Transport Strategy 
GTS is related to inbound, internal, and outbound transport, 

which is planned and controlled by the company. The Ideal 
GTS is preferred in this case study. 

B. Selection of Balanced Scorecard Approach 
As the GTS is only a partial strategy of the company 
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(Company strategy → Green strategy → Green logistics 
strategy → GTS), the designed GTBSC appears as an 
appropriate tool for GTS implementation. 

C. Specification of Green Transport Strategy 
Specific green objectives, measures, threshold, target and 

real values, and initiatives for each perspective sums up 
Table 1. Evaluation of reaching the objectives and their 
measures is carried out on the annual basis. Threshold, target 
and real values of the measures F1, P1, L1, L2, and C2 are 
expressed as annual change in per cents. Only objectives and 
initiatives related to the Ideal GTS in the responsibility of the 
company were selected. 

D. Prioritization of Balanced Scorecard Measures 
A network structure, which expresses dependences among 

the perspectives and measures is shown in Fig. 3. Orientation 
of the arrows determines the type of the dependences. 
SuperDecision software was used for the application of the 
ANP method (see Fig. 4). The software was written by the 
ANP Team, working for the Creative Decisions Foundation. 
There are subnets at each measure, which are used for 
assignment of the threshold, target and real values. 

Global weights of the measures obtained using the 
SuperDecision software are shown in Fig. 5 in the “Limiting” 
column. The most significant measures are F2: High return on 
investments in green projects, L1: Increasing the green 
knowledge, and L2: Increasing the green innovativeness of 
logistics staff. Significance of the F2 measure corresponds to 
the Ideal GTS, which prefers such green initiatives that are 
related to low costs or with cost savings. Significance of the 
L1 and L2 measures is given by logic and dependences of BSC 
method. Perspective Learning and Growth affect positively all 
other perspectives. The successful implementation of GTS in 
long term horizon depends on high skilled and innovative 
logistics staff. These three measures should be incorporated 
into the company BSC to to ensure the unity between a 
company strategy and the GTS. 

Lower global weights were obtained in case of the C2, F1, 
and P1 measures, The C1 measure was evaluated as 
insignificant. 

 

 
Table 1 Specification of the selected GTS 

Perspectives Objectives Measures Units Thresholds Targets Realities Initiatives 

Financial 

Transport cost saving  F1: Transport costs / 
Produced cars EUR/car 1% 3% 2.5% 4 - Efficient system 

of green transport 
monitoring indicators 
 
6 - Logistics service 
providers with 
implemented green 
politics 
 
14 - High transport 
capacity utilisation 
 
27 - Eco-efficient 
motivation system 
for company logistics 
staff 
 
29 - Green training 
of company logistics 
staff 

High return on 
investments in green 
projects 

F2: (Net project benefits 
/ Project costs) * 100 % 0 20 5 

Internal 
Business 
Processes 

Decreasing the CO2 
emissions 

P1: CO2 emissions / 
Driving distance  g/km 1% 3% 4% 

Learning 
and 

Growth 

Increasing the green 
knowledge 

L1: Green training hours 
/ Number of logistics 
staff 

 hours 25% 50% 30% 

Increasing the green 
innovativeness of 
logistics staff 

L2: Number of 
successful green 
innovations / Number of 
logistics staff 

 pcs 0% 30% 25% 

Customer 

Increasing the green 
image of transport   

C1: Number of positive 
evaluation in a survey % 60 90 75 

Reducing the local 
environmental 
impacts  

C2: Number of arriving 
trucks / Produced cars pcs 1% 4% 3% 
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Fig. 3 Network structure of the designed GTBSC 
 

 
 

Fig. 4 Network structure in SuperDecisions software 
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Fig. 5 Global weights of the measures 
 

E. Evaluation of Green Transport Strategy Reaching 
The main result of the evaluation step using the 

SuperDecision software is shown in Fig. 6. The present state 
of reaching the green objectives and GTS is 69%. 

 

 
 

Fig. 6 Evaluation of the GTS reaching 
 
Thanks to the overall threshold value, inclusion of the 

calculated real value into the pre-defined categories can be 
done. A value less than the overall threshold value means the 
GTS is implemented in an unacceptable way. On the contrary, 
a value greater than the overall target value means excellent 
GTS reaching. Interval between the overall target and 
threshold values can be divided into three categories (see 
Table 2). A suitable correction initiatives must be prepared for 
each category. 

 
Table 2 System for evaluation of the GTS reaching 

Category Interval Corrections 

Excellent > 1.00 Unneeded 
Very good 0.75 – 1.00 Small 

Good 0.49 – 0.74 Large 
Bad 0.22 – 0.48 Principal change of GTS 

Unacceptable < 0.22 Total change of GTS 
 

Present state of the evaluated GTS implementation is good 
that is why large correction initiatives must be planned and 
realized. 

 
 

 

V. CONCLUSION 
The presented case study has demonstrated the viability of 

the designed conceptual framework for supporting a GTS 
implementation in industrial companies and supply chains. 
Future works will be oriented on adding the fuzzy approach to 
the framework. 
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Abstract— This paper presents a theoretical and empirical 
considerations about the use of Electronic Freight Exchange in the 
transport. An essential role in monitoring, coordinating and 
optimizing the operation of motor vehicles is played by telematics 
systems, which are used in Electronic Freight Exchanges (EFE). 
This computer tool facilitates and accelerates logistics services 
definitely. It is also responsible for creating new business 
relationships. The main aim of the article is to identify the most 
important benefits of EFE in logistics and present how does it work 
in practice.  

 
Keywords—telematics, Electronic Freight Exchange, transport,  

information exchange 

I. INTRODUCTION 
The situation on the local and global markets of 

commercial transactions is very dynamic. More and more 
frequently, enterprises use IT tools to carry out transactions 
with contractors in supply chains in the electronic form. The 
importance of electronic exchange of information via the 
Internet is steadily increasing, which brings about a 
reduction in  the time of  conducting a transaction, global 
range of operation and an increase in flexibility and 
reliability of these activities [5].  Due to the application of 
electronic commerce (e-commerce) in trade, e-business is 
developing robustly and dynamically. Permanent 
development of knowledge allows enterprises to use some 
innovative solutions in the areas of: information technology, 
telecommunications and production techniques and 
technologies.  As a result of these changes, the integrated 
management systems of logistics services came into being. 
The main advantage of the integrated management systems 
of logistics services is the improvement in the effectiveness 
of their operation. An essential role in monitoring, 
coordinating and optimizing the operation of motor vehicles 
is played by telematics systems, used in Electronic Freight 
Exchanges (EFE).  

II. TELEMATICS IN TRANSPORT 
Telematics amounts to telecommunications, IT and 

information solutions and automatic control methods, which 
are adapted to the needs of the supported physical systems. 
Physical systems are installations created as a result of the 
performance of a specific activity, devices and people 
operating them, users, and also the environmental 
conditions, namely, the natural, economic and formal and 
legal environment. The term “telematics” is most frequently  
 

 
combined with an adjective specifying the area of its 
application, e.g. transport, medical, industrial, operational 
telematics [13]. 

Telematics in transport consists in providing information 
and communication using wireless technologies. The main 
objectives of telematics in transport are [11]: 
− to support carriers and distributors in eliminating and 

reducing delays, too long detours and unplanned 
downtime,   

− to support in avoiding too congested transport routes by 
directing to alternative roads,  

− to reduce the risk of accidents,  
− to support travelers by providing information on 

timetables, connections, changes in courses of public 
means of transport,  

− to increase productivity by reducing (additional and 
basic) costs,  

− to reduce pollutants emitted by vehicles.  
The condition to achieve the objectives of transport 

telematics is constant and regular update of information 
available and used in the system. In the operation of 
transport telematics systems, it is essential to promptly 
respond to changes in weather conditions or traffic 
congestion. Transport telematics refers to the movement of 
people and loads using specific means of transport.  
Telematics services came into being with a view to transport 
companies but they are also used by clients of these 
companies. An example is, among others, delivery firms 
which enable the clients to observe the course of the 
delivery process of the commissioned consignment on 
websites.  

The frequency and scope of the use of telematics in road 
transport are increasing steadily. Transport telematics 
improves transport company management, performance, 
transport planning and safety, and reduces negative impact 
on the natural environment. Telematics systems make use of 
different devices and applications: mobile networks and the 
Internet,  satellite and radio communications, geographical 
databases, road databases, satellite navigation systems,  
traffic monitoring equipment (sensors, detectors, cameras, 
radars), weather monitoring equipment and devices for data 
transmission to the transport system users [9]. A popular and 
most frequently applied device in road transport is GPS 
navigation. The key element of the effectiveness of the 
navigation is the current update and a very accurate 
representation of the system of transport infrastructure. 
However, using only navigation by transport companies 
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does not allow them to determine the optimal option of the 
route, which is the source of fuel economy and drivers’ 
working time saving. For transport companies, it is 
important for the navigation to be an important link of the 
transport management system in which the shipper, after 
selecting the route, provides the driver with the information 
on their choice. The navigation system consists of the three 
basic functional elements: satellite segment, surveillance 
and users. 

III. EFE – THE CONCEPT AND THE ROLE  
IN TRANSPORT  

Electronic Freight Exchange (EFE) is an information 
exchange platform between carriers and shipping 
companies, aimed at facilitating and improving 
communication and  speeding up the conclusion and 
execution of transactions in the transport industry. An 
important method to increase savings connected with the 
operation of transport companies is reducing the presence of  
empty or incomplete runs of trucks. To improve the 
effectiveness of the operation of transport companies there 
are used Internet platforms where there are freight 
exchanges. The Internet platforms enable the access and 
exchange of information and entering into transactions, 
referring to free loads and loading space with the 
participation of transport, shipping and production 
companies. Depending on the area and the range of 
operation, it is possible to distinguish: local, national and 
international freight exchanges.  

In reference to the freight exchange, there can be 
distinguished two basic elements [1]:  
− cargo exchange, which includes the transport offer, that 

is, goods for carriage,  
− vehicle exchange, which contains information on free 

loading spaces and free runs.  
 The main task of freight exchanges is to collect orders, 

share and present the transport offer and information on the 
free vehicles and to manage the order database from the 
formal and organizational point of view.  

There can be identified two systems of using databases 
[1]:  
− offline freight exchanges – where it is necessary to 

connect to the database to gain or/and send own offers, 
then, the connection is ended. The process of introducing 
own offer takes place before and review of the offers 
usually after making the connection, when it is already 
updated. This form of organization of freight exchanges 
is most frequently used by people who have the Internet 
access via modem since they bear the cost of the actual 
connection time, which brings about the possibility of 
cost reduction.  

− online freight exchanges – they consist in transferring 
own service offers and following the resource of offers 
already existing in the database of the system, at the time 
of the Internet connection. This way of organization of 
freight exchanges is most frequently used by users 
bearing the costs of Internet connections in the form of 
the fee, where the fee does not depend on the connection 

time. It should be noted that it is a very comfortable and 
economical way of using the database, which is disposed 
by the freight exchange.  

In Europe, there are more than one hundred different 
freight exchanges. They are constituted by both small, often 
free portals and the specialized freight exchanges with a 
small number of recipients, as well as the European giants in 
this field, with thousands of users.   

“The largest from among the European freight exchanges 
- Trans.eu. has about 200 thousand users. The next largest 
freight exchange in the ranking is TimoCom,  the services of 
which are used by most of the German market. An essential 
supplement to the possibilities of the European freight 
exchanges is the French exchange - Teleroute. In Europe 
there are also popular the exchanges from Lithuania (Cargo 
Lt) and Czech Republic (Raal), but they mostly provide 
services to the local market [2]”.  

On electronic exchanges there are registered shipping, 
production and transport companies with a diverse resource 
of cargo trucks. Among cargo trucks there are trucks with a 
mass of 1.5 tons and  tractors with semi-trailer weighing 24 
tons, and also custom vehicles, or the ones used for carriage 
of dangerous goods. On account of a large number of 
transport companies using the exchange, the shipper does 
not have a bigger problem  with finding specific transport 
for each type of cargo. Also, the carrier notes an increase in 
the performance and effectiveness of their transport activity 
by eliminating or reducing empty carriages, and optimizing 
the time and routes of the carriage.  

The exchange is a huge contact database with the national 
and foreign companies, which creates an opportunity for the 
acquisition of standing orders and the establishment of 
relatively stable, repetitive business relationships  with the 
same contractors.  The exchange is an effective tool for the 
shipper which is an intermediary between two companies: 
the one possessing the load for carriage and the one 
providing the carriage. It is also the tool for the shipper 
which, through the exchange, may find a transport order for 
a single route and the load for the route back. Carriers also 
use the exchange very often to find added load, that is, in a 
situation when they do not have used full loading space. 
Also, producers who do not dispose their own means of 
transport and must send their goods to specific destinations 
are the ones who use the freight exchange. An additional 
argument, which is significant for manufacturers, is: lower 
transport costs than shipping costs, which justifies their 
interest in freight exchanges. Freight exchanges are used 
both by large production companies and small ones, with a 
few employees.    

IV. THE PRINCIPLES OF EFE OPERATION  
Electronic freight exchanges have become a common tool 

used in the activity of transport and shipping companies. 
These systems enable posting and the availability of 
information on loads and free vehicles and loading space. 
The detailed description of a specific offer and the 
identification of some relationships are possible due to the 
appropriate computer application.   
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“The fundamentals of the construction and operation of 

electronic exchanges are largely analogous to the 
construction and operation of other e-business services (e.g. 
e-stores, auctions). They refer to the documents and ways of 
communication used in business processes of electronic 
exchanges. In case of circulation of documents on electronic 
exchanges, there is assumed:  total elimination of documents 
on paper (e.g. offers, orders, contracts, invoices) and  
replacing them with electronic documents and electronic 
acquisition of information, e.g. by electronic forms […]. In 
the area of communication on electronic exchanges, the 
following are aimed at: the elimination of traditional direct 
meetings (so called “face to face” meetings), organizing 
only virtual meetings […], the broadest possible 
communication automation […] as well as organizing video-
conferences [12]”. 

Electronic freight exchanges are a very popular kind of 
exchange of B2B type, that is, they combine the two parties: 
shipping companies and transport companies. By means of 
freight exchanges the company which has a means of 
transport can find a corresponding offer without a search 
engine.  

The advantages of electronic transport platforms [10]: 
− they improve the external communication of the 

company,  
− they make it possible to manage all loads and direct 

information on the freight to particular recipients,  
− they can be treated as platforms for streamlining 

communication with clients and collecting transport 
orders,  

− they enable access to pan-European freight market,  
− they facilitate the effective controlling of all dispatchers 

working in the system,  
− they save working time since it is possible to 

simultaneously communicate with a number of potential 
contractors,  

− they enable global freight management (the information 
on all loads is in a single system),  

− they contribute to savings in fuel costs and car service,  
− they reduce the costs of administrative and office support 

in shipping companies.  
Moreover, freight exchanges improve the performance of 

transport companies by reducing “empty returns”. Freight 
exchanges make it possible to find cargo pursuant the 
offered loading space, e.g. for deep-frozen products or the 
carriage of live animals. The advantage of exchanges is also  
round-the-clock access to offers and their actual current 
timeliness. A big advantage is also the fact that it is possible 
to make use of the exchange using a mobile phone.  

The basic principle of the operation of cargo exchange 
and loading spaces is the fact that it operates online. 
Everyone who disposes of means of transport and does not 
have a load for carriage, or has a load but they lack free 
means of transport, may search for contractors on the freight 
exchange using a computer, a tablet computer or a 
telephone. Most freight exchanges possess significantly 
streamlined options of entering information concerning the 
offer, since an accurate, detailed description of a specific 

order is very important as it accelerates and facilitates the 
successful search for the contractor and entering into the 
transaction.  

To ensure the safety of the course of the service and the 
settlement of the transaction through online platforms, its 
supplier must apply appropriate remedial measures. This, 
most of all, refers to large freight exchanges which cannot 
afford to unprofessional behavior. “Freight exchanges aim at 
increasing the safety of their Internet platforms and the 
transactions conducted there. The companies using the 
systems available on  the market, most of all, are afraid of 
cargo loss (shipping and production companies) and delays 
in payment (transport companies). Taking into account the 
concerns of their clients, the owners of Internet platforms 
provide appropriate security packages in two areas: 
transaction security and data security [7]”.  

Transaction security is guaranteed under the system of 
assessment of the company before listing on the exchange, 
i.e. the analysis of the final situation of the potential 
participant of the exchange, the date of registration of the 
business activity and references from the previous 
contractors. Moreover, freight exchanges introduce the 
system of assessment of the exchange participants, by means 
of which it is possible to evaluate the quality and reliability 
of the load ordering party, which is the participant of the 
exchange. Some exchanges also possess the debtor reporting 
system – the company reported as a debtor is listed on the 
national list of debtors of TSL sector and loses access to the 
exchange. Freight exchanges, more and more often, have the 
department of debt recovery and legal advice.   

On the other hand, data security is guaranteed on the basis 
of the personalization of the user, i.e. each participant of the 
exchange receives a login and password which must be 
entered before entering the platform and each time while 
entering into the transaction. Every company which signs up 
for the exchange is verified by the exchange consultants. As 
a part of authorization, it must show the documents 
confirming its credibility, e.g. copies of NIP, REGON, KRS 
documents and licenses for national and international 
carriage. Entrepreneurs aiming at the operation on the 
exchange are verified by the external databases, there are 
also verified the addresses, phone numbers of the company 
and the relationships of the client with other companies 
operating on the market. If the company has lost its financial 
liquidity or if it is bankrupt, it should not get an opportunity 
to access the database of the exchange services. Moreover, 
freight exchanges secure data transfer and access to servers 
where there is detailed information on each participant of 
the exchange.  

The carrier is obliged to follow the regulations, and the 
consultants pay a special attention to the attempts of forgery 
of documents, making accounts available to other 
companies and spamming the exchange.  

Reporting the offer of free vehicles or free loads takes 
place by filling in a form and providing the basic data 
concerning the offer, i.e. the place of loading and unloading, 
type of bodywork or cargo and validity of the offer. When 
the form is completed, the offer is passed on to the exchange 
and it is immediately available for shippers, carriers and 
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logisticians from production and trade companies from the 
whole Europe. The load or a specific type of a vehicle are 
searched for in a similar way. While having a computer with 
the Internet access, it is possible to easily use the system, 
messenger or route calculator. It is also necessary to install 
the software. A lot of operators offer a mobile version for a 
smartphone, which allows to locate the load or vehicle 
within a few hundred kilometers. The mobile version is used 
particularly by small shipping companies which, after 
unloading, urgently wish to find the return load.  

Most freight exchanges use the system of users’ 
assessment and comments [2]. It is so called rating system, 
that is, the carrier, when the order has been executed, may 
evaluate the reliability of payment and post the comment on 
the ordering party in their profile. The ordering party also 
has the right to assess the carrier with reference to the 
timeliness and quality of the service they provided.  

In most systems, there operates the index of reliability of 
payment of the companies ordering the cargo transport.  
While calculating the index, there are taken into 
consideration the financial data of the company and the 
potential presence on the lists of debtors.  The index is most 
frequently presented in the form of status, i.e. designation as 
a very good or average payer. Freight exchanges, available 
on the market, have different systems of charging fees for 
clients.  Some exchanges collect funds for each transaction 
conducted via the exchange or for a single check of 
information on the company presenting the offer. However, 
the most frequently applied is the system where clients pay a 
single flat-rate fee, which depends on the time for which the 
subscription is purchased (e.g. monthly, bi-annual, annual). 
The cost of such subscription usually amounts to PLN 1.5 to 
3 thousand per year and depends on the size of the package 
of additional services [2]. The operators of freight 
exchanges frequently enable free system testing for a 
specific time, e.g. a month. It is a very beneficial proposal 
since it provides, in practice, an opportunity to choose the 
appropriate fee option, which includes the elements of the 
system necessary for the transport activity of the user.  

Electronic freight exchanges significantly enable the 
business activity of shipping, production and trade 
companies. National and international shipping companies 
find cheap and reliable transport companies on the freight 
exchange. Producers and trade companies find free means of 
transport for carriage of goods on the freight exchange and 
they reduce empty runs of their vehicles. The cargo 
exchange is a set of offers among which it is possible to 
come across: free loads, free vehicles, return loads, national 
and international shipping, transport orders, cheap transport 
companies, and also transport information.  

By means of freight exchanges, companies can reduce 
costs of transport services and establish new relationships on 
the market of transport services. To increase the number of 
contracts and have an opportunity to access a larger number 
of offers of loads and vehicles, companies often use two 
cargo exchanges at the same time, which provides them with 
faster and more efficient transport orders and reduces 
transport costs.   

V. TRANSPORT OPTIMIZATION BY MEANS OF  
EGT TOOLS  

The freight exchange is a tool using the available 
achievements in the field of techniques and technologies of 
information transfer and communication. The appearance of 
new possibilities of communication and information transfer 
amounts to an opportunity of the implementation of new 
applications and functionalities for the exchange operators 
[4]. More and more frequently, it becomes real to currently 
observe means of transport (e.g. loading). Due to the 
improvement of the process of making financial clearance 
via the Internet, also the financial settlement, more and more 
often, takes an electronic form. Another important area of 
the exchange operation is the possibility of the automated 
transfer of information on the phone.  

Electronic freight exchanges are a popular type of 
exchanges of B2B (business to business) type. They bind the  
carriers, shipping companies and the parties ordering loads. 
High competition in the sector of TSL services brings about 
that entrepreneurs are willing to use electronic exchanges 
which significantly support the management process.  

It can be concluded that exchanges operate like a notice 
board, on the one hand, for shipping companies and carriers 
and, on the other, the consignors. The main objective of 
these information and communication systems is the 
effective exchange of information between the involved 
parties, improvement in the use of vehicles and reduction in 
empty runs, which is economically and ecologically 
significant.   

Shipping and transport companies, possessing excess 
cargo or free spaces in cargo trucks, post their offers on 
online exchanges. The detailed description of the specific 
offer and clarification of the specific relationship is possible 
due to appropriate computer application. The ones interested 
in loading spaces or loads may select the offer on the basis 
of regional criteria or properties of goods for carriage. Along 
with the offer selection on the exchange of transport space, 
there is presented the information on the load and delivery, 
type, weight and dimensions of goods, as well as contact 
and personal details. If the price and the other conditions of 
the service performance are established, there takes place 
the immediate transport booking.  

Freight exchanges are not really varied in the field of their 
basic area of operation, their diversity refers to a scope of 
additional services provided to clients. In Poland, there are 
several exchanges, among others: Trans, TimoCom 
Truck&Cargo and Wtransnet.  

A useful tool is the possibility of using the freight 
exchange as the Internet messenger, which makes the 
information flow between the parties of the commercial 
transaction more efficient.  

Also, the security and credibility of exchange of 
information and funds on the freight exchange is very 
important. The Trans exchange (which is used for the 
operation of the investigated company) has the version 
Trans 3.0, including so called Pakiet Bezpieczna Firma (the 
Package of Safe Company), i.e. a set of services increasing 
financial security of users.  This solution is to impede, and 
finally fully eliminate from the sector, the companies which 
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should not operate in it. Pakiet Bezpieczna Firma includes 
the following [8]: 
− the system of ratings and comments of contractors – 

(similar to rating systems of popular auction services), 
which allows for the assessment of the quality and 
reliability of the load ordering party,  

− TransRisk Index – the indicator of reliability of payment 
of companies indicated as percentage, and created, 
among others,  on the basis of the data coming from 
renowned credit information agencies, e.g. Creditreform, 
Dun&Bradstreet or financial data of the company,  

− the system of “Report a debtor!” – as a part of the system 
there operates the debt exchange, i.e. the list of debtors, 
containing the data of  unreliable companies from TSL 
sector. Each company, which is on the list, automatically 
loses access to the exchange.   

Clients’ expectations towards the services provided by 
EGT are varied depending on specialization, market or size 
of the company. However, the standard required by all the 
participants is an accurate, actual and currently monitored 
map. “Modern software offered to transport companies 
should be possibly intuitive and easy to operate (and even 
maintenance-free).  In a multitude of different duties, the 
client will choose such solutions which will not disrupt the 
course of their classical work process but they will just bring 
about saving time and funds [6].” 

VI. CASE STUDY. THE ANALYSIS OF THE USE OF 
THE ELECTRONIC FREIGHT EXCHANGE IN THE 
INVESTIGATED COMPANY  

X-Car is a shipping and transport company which 
operates in most countries of the European Union. The 
company operates twenty four hours a day, seven days a 
week. The greatest asset of the enterprise is the rapidity of 
operation since it provides the delivery of loads within 24 
hours to most European cities. If there is such a necessity 
there is sent a double manned vehicle, which influences the 
speed of the cargo delivery even at large distances (JIT: Just 
in time, ASAP: as soon as possible).  X-Car  cooperates with 
the largest shippers in Europe and the leading companies 
from the automotive industry.  

In its activity, X-Car uses the Trans exchange, i.e. the 
platform of exchange of information on free loads and 
trucks from the whole Europe. The Trans exchange disposes 
one of the largest databases of transport offers in Europe.  

The Trans exchange provides a range of benefits for trade 
and production companies, shippers and carriers. The 
benefits for shipping companies, resulting from the use of 
the exchange, amount to: up to 150 000 offers of loads and 
vehicles daily, efficient and fast execution of transport 
orders and cooperation with certified carriers. For carriers, 
the most important benefits are: prompt establishment of 
cooperation by a messenger, the system of assessment and 
reliability of payment of contractors, and also a new return 
load every 0.9 second. Trade and production companies, due 
to the Trans exchange, may easily establish the cooperation 
by a messenger, efficiently and timely arrange the transport 
of loads and are supplied with efficient security procedures 
[3]. 

The Trans system is a package of solutions which enable 
the establishment and implementation of the efficient and 
secure collaboration: carriers, shippers and the ones carrying 
loads in the whole Europe. The Trans system consists of the 
following solutions[3]: 

− a simple system of searching for and posting offers,  
− monitoring the most interesting offers, the 

possibility of filtering by the type and kind of the 
offer, the required bodywork, physical parameters 
of load, properties of the freight or the assessment 
of the carrier;   

− a simple system of posting offers in the form of 
intuitive application form, facilitating the 
specification of the detailed parameters of the load;  

− text messaging and voice communication with the 
contractor;  

− detailed information on the contractor, i.e. address 
details of the company, the description of its 
activity, and also the required registration 
documents and licenses.  

The analyzed X-Car company uses the Trans freight 
exchange because they have confidence in it. The exchange 
provides the security of transactions, makes it possible to 
check the documents of the carrier and to find out the 
assessment and opinions of other users. Ratings and 
opinions posted by users are an important source of 
information – particularly, if the company wants to establish 
the cooperation for the first time. There is a possibility to 
rate the specific company in the three-tier system, that is 
positive, neutral and negative evaluation. Ratings and 
comments  of clients are, therefore, a tool  allowing the 
exchange users to assess their contractors: the carriers – to 
assess the solvency and credibility of the ordering parties, 
and the companies  ordering the carriage – to express their 
opinion on the  professionalism, timeliness or quality of the 
service provision by sub-contractors. The information on the 
assessment received by the company is posted next to its 
offers on the exchange, and also in a bookmark 
“Information on the Company”.  

The Trans exchange uses  TransRisk Index, i.e. the 
indicator of the reliability of payment for the companies 
ordering loads. This indicator is calculated by a special 
algorithm and it contains important information for carriers 
whether it is worth trying to cooperate with a specific 
company ordering load or if a potential contractor is a 
reliable payer. The analyzed X-Car company, in its activity, 
uses not only the services of  the Trans freight exchange. As 
a tool supporting the transport  offered by the company there 
are also used  the ViaMichelin maps of Europe. It helps 
calculate and plan the routes taken by vehicles.  

While analyzing the activity of the X-Car transport 
company, it should be noted that it provides complex 
transport and shipping  services in the field of carriage of 
loads in the area of the European Union. The activity of the 
X-Car company, without using supporting tools, that is, 
electronic platform, would be significantly limited and less 
efficient.  Due to the Trans exchange, X-Car cooperates with 
many transport companies, using the access to the global 
network of information and contacts. The X-Car company 
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must run its activity on the market of transport services on 
the basis of the electronic freight exchange, but also on the 
basis of accurate and currently updated maps of Europe. 
Using the whole of the available information and supporting 
tools by the company will allow X-Car to accept orders, 
determine the optimal conditions of carriage, drivers’ 
working time, and also the price level of the provided 
transport services.    

VII. CONCLUSIONS 
The use of the freight exchange allows transport 

companies to reduce empty carriage, optimally use loading 
space, added load and to gain additional transport orders 
and, consequently, to reduce costs of providing services and 
gain additional profit.  

The main advantage of electronic transport platforms is 
efficient external communication of the company. The 
analyzed X-Car company, in its activity, uses the Trans 
exchange, due to which it easily finds orders for carriage of 
goods, and also reduces empty carriage. The exchange also 
provides the detailed information on every user, along with 
the assessment of their activity and payments made on time.  

It should be noted that not every company may become 
the user of the Trans exchange. The exchange provides 
security through a perfectly working system of monitoring 
the companies, which intend to sign up and become the 
exchange users.   

The rapid rise in popularity of online exchanges mainly 
results from reducing the operation costs of companies and 
the ease of acquisition of business contractors and the course 
of completion of new transactions. The attractiveness and 
availability of electronic platforms for different companies 
is connected with the openness of  the Internet and low costs 
of using electronic platforms. In the current economic 
relations, long-term, fixed contracts are abandoned for the 
benefit of the current and ad-hoc search for business 
partners who offer the most favorable conditions of 
cooperation.   
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Abstract—Services based on the potential of information 

technology are named e-services. They are particularly noticeable in 
the industries related to finance and consulting. In this context no 
doubt that they have critical significance for a sector of modern 
business services. Today's business services primarily consist of 
centers with foreign capital, such as a common service center, 
business processes outsourcing, IT outsourcing as well as research 
and development (R & D) center. 

The article presents considerations whose goal is to underline 
the importance of e-business process outsourcing services, including 
financial-accounting services in today's world, when we stand in 
front of a vast variety of social and technological challenges. The 
purpose of this work is to obtain knowledge of utilization and 
development of financial services in outsourcing as well as e-
business services in Poland. 

The research is based on the need to deploy solutions in order to 
improve business services. The methodical base to this dissertation 
consists of the literature analysis and reports developed by the 
Leaders of Business Services containing data for development of e-
business services in Poland. 
 

Keywords—accounting, services, e-business.  

I. INTRODUCTION 
owadays the Internet has become a medium, which 
determines almost every sphere of human activity. It has 

an impact on conducting the business, settlement of official 
errands, leisure time, and even shaping human relationships. 
From a business perspective, it is noticeable that the Internet 
facilitates creation of new business areas, which use virtual 
marketplace. Through the Internet, companies can offer a lot 
of services, often unprecedented in the real world [1]. This is 
particularly evident in financial sectors (insurance, banking, 
accounting), and related to widely understood consulting. This 
approach of companies and organizations is to develop a new 
model of provision of services based on the potential of 
information technology [2], so-called e-services. 

There are many definitions of e-services in the literature. 
Because of difficulties in defining e-service, it is usually 
recognized and understood as a service that meets the 
following conditions: - is provided in partially or fully 
automated way by information technology, - is carried out on 
the Internet and via the Internet, - is individualized with 
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respect to the recipient (personalized), - parties of the service 
are located in different locations (remote service) [3]. 
According to another, much broader approach, e-services are 
understood as a new form of providing services through the 
Internet, from the moment of contact of the company with the 
client in order to present the offer, through ordering services, 
providing it and contacting with the client after the end of 
contract [4, 5]. 

E-services market, both in Poland and in the world is 
growing rapidly, covering all sectors and all areas of the 
traditional market. Many Internet services occur because of the 
simplicity and greater, as opposed to the traditional market, 
availability to the customer. Relatively low start-up cost and a 
very large potential market audience are also important 
elements [2]. The growing popularity of the Internet and at the 
same time easier access to it cause that there are no restrictions 
in this type of communication in the form of language barrier, 
the time or location [6]. 

Research and megatrends indicate that the most rapidly 
developing areas of business, in which e-services will play a 
key role, due to the need to reduce costs and save time, include 
[1]: 

• support of business (professional business services, 
financial intermediation), 

• electronic banking services, 
• cloud computing and web solutions, 
• e-commerce, - education and training of employees (e-

learning) [7]. 
It should also be noted that modern enterprises, aiming to 

run business more efficiently must be constantly active, which 
is expressed, among others, in the ability to continuously 
develop and adopt new ideas and create new value. Often, it is 
emphasized that presently, only those companies that are 
flexible enough and can adapt to demands of an increasingly 
dynamic and globalized environment, will be able to survive 
and develop [8]. The complexity of the business, the level of 
complexity of the manufacturing processes, relentless pressure 
to reduce costs and increasingly common trend among 
companies to focus on key activities (core business) make 
some or all of the processes (activities, resources) increasingly 
entrusted to specialized companies. Using outsourcing 
becomes more and more important, which largely reflects the 
changes taking place in the business environment of 
enterprises [9]. Although the concept of outsourcing is not a 
new concept, it is the process, which systematically gains 
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greater popularity, as indicated by studies carried out in 2011 
by the Outsourcing Institute [10]. 

M. Trotsky defines outsourcing as "a project for a spin-off 
of realized functions from the organizational structure of the 
parent company and transferring them to external service 
providers" [11]. 

W. M. Lankford and F. Parsa indicate that outsourcing 
involves disposing of tasks, which may be waived or that can 
be done cheaper and often better outside the company. The 
company focuses on their core competencies, which represent 
competitive advantage. In contrast, areas that don’t provide 
this advantage, and are often only a secondary or incidental, 
are separated from the business unit processes and carried out 
by external companies [12]. In this approach, the authors draw 
attention to new features on this phenomenon, such as the cost 
and quality of external services. Both factors play a significant 
role. The use of outsourcing is in fact justified when the 
outsourced functions are performed better or at least not differ 
from the current level. Costs should be lower than those 
generated by the business prior to the separation of a particular 
function [8]. 

In the broadest perspective outsourcing is seen as a 
restructuring project, which aims to increase the flexibility of 
actions by reducing the unit's organizational structure through 
reduction in the number of cells, organizational positions and 
management levels, which lead to a reduction of employment 
and thus reduction of costs. It is connected with the 
management concept of Lean Management [14]. 

Among types of outsourcing the following concepts can be 
distinguished: offshoring (moving business to other countries), 
nearshoring (ordering part of the function to the same or a 
neighboring country to be executed by an external firm) and 
centralized services, involving separation of certain activities 
in several divisions of the company and moving them to one 
center owned or controlled by the parent company [15]. 

The concept of outsourcing is also linked with such terms as 
subcontracting (which is a transfer of part of the burden of the 
contract to another, independent business entity, while the 
order is made by the main contractor for the project and must 
assume responsibility for the execution of the whole project), 
e-outsourcing (is to control the entire outsourced process of 
with the help of e-business solutions, using the Internet) [9]. 

Outsourcing has gained particular importance in the 80s and 
90s, when companies began to abandon their non-core 
activities. Initially, it covered mainly the huge data centers and 
spread to other areas of information technology, e.g. network 
management and storage management. In a further stage, it 
was related to administrative processes within the enterprise. 
At that time, the outsourcing of payroll, staff consulting, 
human resource management, and outsourcing of financial and 
accounting processes have been established in large 
enterprises. The next stage in the development of outsourcing 
is to isolate the key operational processes in the enterprise - 
logistics outsourcing, call centers, operations of the banking 
facilities. 

II. OUTSOURCING OF FINANCIAL AND ACCOUNTING SERVICES 
On the basis of aforementioned considerations, it can be 

concluded that outsourcing is a kind of long-term cooperation 
and the special bond between organizations. A typical services 
outsourced to an external entity are financial and accounting 
services. Outsourcing of financial and accounting management 
as a strategy is important for companies in order to maintain a 
growth of its effectiveness. This is a relatively new concept in 
the management of the company, which is becoming more and 
more popular [13]. Of course, small companies often use the 
services of accounting offices and abandon running 
bookkeeping inside the unit. Note, however, that larger 
companies can also benefit from the financial and accounting 
outsourcing. Along with the growing scale of business, the 
complexity of performed tasks increases, and thus there is 
more possibility of using outsourcing and the potential benefits 
associated with this decision are greater. It is worth noting that 
not only accounting services are in high demand among 
entrepreneurs, but also payroll or financial services experience 
increased interest in outsourcing. The result is that outsourcing 
companies expand the package of provided services by these 
much-related services. In order to improve and broaden the 
scope of their services, they employ highly qualified specialists 
(HR, payroll, accounting), but also more and more often, due 
to the considerable complexity of the problems, collaborate 
with specialized tax offices. This allows to maintain the high 
quality of services, and solve problems in a broad sense. 

The main advantages associated with a decision to 
outsource, especially accounting, include [16]: 

- possibility of cost savings, 
- greater financial flexibility resulting from the reduction of 

fixed costs, 
- desire or need to focus on key activities, 
- flexibility in employment, 
- improvement in the quality of implementation of the 

accounting function. 
It should also be noted that the accounting service provider, 

i.e. for example accounting offices, thanks to dozens of clients 
achieve significant economies of scale, which are not available 
for small and medium-sized enterprises, implementing the 
accounting function within their organizational structures. It 
represents also a significant reduction in the risk, because it is 
the accounting office, which at this point takes over the risk 
and is responsible for any errors in the accounts. A relatively 
high liability insurance policy held by the service provided 
contributes to the safety of clients. 

Another important aspect of risk reduction that occurs when 
using financial and accounting services outsourcing is 
protection against the negative consequences of unexpected 
absences (e.g. disease) of staff performing the function of chief 
accountant. Provider of accounting services, or outsourcing 
companies, has many professionals who can replace each 
other, and the disease of any of them does not affect the price 
of the service, or interfere with the course of its 
implementation. 
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Transaction processes, which seem to be simple, repetitive, 
and mass, are frequently subject of financial and accounting 
outsourcing in the organization. This translates into the release 
of specialized employees from the performance of standard, 
repetitive tasks. It allows using their potential in the processes, 
the execution of which is increasingly expected in financial 
and accounting departments - the processes responsible for the 
processing and delivery of information to support decision-
making, often shaping the competitive advantage of the 
organization. What is more, expectations towards such 
processes intensively grow - information must be generated 
faster and must be more accurate. They should now be the 
main activity of the finance and accounting departments [17]. 

III. THE DEVELOPMENT OF THE MODERN BUSINESS SERVICES 
SECTOR IN POLAND 

The development of the business services sector is one of 
the most important manifestations of globalization. It is a 
source of enterprise competitive advantage and determines the 
possibilities of their development. Poland is one of the most 
interesting locations on the map of global business services. 
The data indicate that more than 10 years ago, there was no 
such business services sector in Poland, and over the years the 
development was so strong, that Poland became number 1 in 
Europe and number 3 in the world [18]. 

In Poland there are already 470 service centers with foreign 
capital, belonging to 325 investors and employing 128 000 
people (as of 30.04.2014). 66 new service centers have been 
established since the beginning of 2013. New investors, which 
did not have service centers in Poland yet, have formed 60% 
of them. 

The ten largest business service centers (Cracow, Warsaw, 
Wroclaw, Gdansk Agglomeration, Lodz, Katowice 
Agglomeration, Poznan, Bydgoszcz, Szczecin, Lublin) 
employed a total of 95% of all employees service centers with 
foreign capital in Poland. 

Business services sector is therefore one of the fastest 
growing sectors of the Polish economy. Financial sector in 
Poland, which grows rapidly, is a forge of human resources for 
the business service centers. The financial services sector 
(BIFS - banking, insurance, financial services) are activities 
for banks, insurers and other financial institutions. Polish 
financial services sector is the biggest in Central and Eastern 
Europe. For several years, is also one of the fastest growing 
markets in Europe. In the field of business services, a clear 
trend has been noticeable for several years, shifting the focus 
from "traditional" customer service to solutions based on 
specialized knowledge (Knowledge Process Outsourcing) and 
highly qualified staff. This applies to both the core processes 
of the organization, as well as supporting functions such as 
finance, accounting, HR and IT. Understanding market 
segment (i.e. vertical) for which the services are performed, 
and access to experts, is the key to success. After a slowdown 
that took place in 2008-2009, in the years 2010 and 2011, the 

global market for outsourcing services for the financial sector 
has been growing at more than 16-percent annual rate [19]. 

Processes shaping the international division of labor in the 
global economy led to the strengthening of the Polish position 
as one of the most often chosen service centers location for 
business process outsourcing (BPO, ITO, SSC, R&D) by the 
investor1. 

Employment in the modern business services sector in 
Poland has been steadily increasing. Compared to the 
beginning of 2012 the number of employees of service centers 
financed by foreign capital increased by over 50% - from 83 
000 to 128 000 people. Over the past 12 months (from April 
2013) at least 18 000 new jobs have been established, of which 
the most in Cracow (> 5 000). The average annual increase in 
employment in the country in a few years (from 2009) stood at 
about 15 000 people. Centers in Poland have 10 out of the 25 
largest banks in the world (Deutsche Bank, HSBC, BNP 
Paribas, RBS, Citigroup, ING, Santander, UBS, UniCredit and 
Credit Suisse), now making Poland one of the Europe's leading 
BIFS business services sector. It is also worth to note a 
number of Polish outsourcing companies working for clients in 
the financial sector. Examples include among others: Ericpol, 
Outsourcing Experts Group (OEX), Casus Finance. It is worth 
to underline that the vast majority of service centers with 
foreign capital in Poland, acting on behalf of the financial 
industry, delivers offshored services, working mainly for their 
counterparts from Western Europe and the USA. It is 
estimated that services, which came to Poland thanks to 
offshoring, are provided by several thousand people - 2/3 of 
center employees working with foreign capital for the financial 
industry (i.e. also outsourcing companies) [19]. 

Given the current development of the industry, it can be 
concluded that centers located on Polish territory, will be able 
to carry out all operations for investment banks, international 
brokerage, custodian banks and other financial institutions in 
the near future. It should be noted that Polish workers are well 
prepared to provide services to entities in the financial sector. 
Knowledge of foreign legal conditions (including regulatory 
issues) related to the implementation of business processes 
along with the ability to provide services in several world 
languages, represent an added value for service centers located 
in Poland. 

There are several organizational models of service activities 
in BIFS sector. In case of financial services the most common 
type are hybrid models, in which the company uses both 
outsourcing and services offered by captive centers. The 
second, slightly less popular operating model for BIFS 
services are shared service centers (captive centers). It is 
worth noting that the financial services sector has been one of 
the first, in which such operating centers were established. The 

 
1 The study adopted a broad definition of the industry, including such 

activities as: shared service centers (SSC), companies providing business 
process outsourcing (BPO) and IT outsourcing (ITO) as well as centers of 
research and development (R&D). This definition was adopted after the report 
Sektor nowoczesnych usług biznesowych w Polsce, Association of Business 
Service Leaders In Poland (ABSL), 2014, p.7 
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popularity of shared services on a global scale is not 
decreasing. The activities performed by these centers include 
both supporting key processes (core processes, e.g. for BIFS 
sector companies these are risk analysis, key processes related 
to capital markets, credit card services, etc.) and support 
services (support, for example IT and HR support). On the 
other hand, BPO centers (business process outsourcing) 
usually offer support services, but in Poland more often have 
the ability to support key business processes [19]. Services in 
the BIFS sector experience a rapid development due to the 
need for cost optimization, standardization of processes and 
the development of technology, the need to comply with 
regulatory requirements and to obtain access to talented 
employees. 

In recent years, a financial and accounting processes in 
Poland were provided by the largest number of business 
service centers. It should be noted that the centers usually offer 
at least two such processes. Finance and accounting and IT 
services. Centers operating in Poland won and still maintain 
many major global customers. A common challenge 
undertaken by centers operating in Poland is the need for 
standardization of financial and accounting processes between 
local client, enabling the client transformation processes at the 
global level and supporting the expansion plans of the client. 
Often, provision of financial and accounting services requires 
to meet the customer expectations concerning not only 
reduction of operating costs, but also improvement of the 
financial indicators, including on recovery of or collection of 
overdue receivables and the time to deal with potential 
disputes. At the same time, such actions must be accompanied 
by a high level of service to maintain key customers, posing 
problems with timeliness, but subject to custom service [19]. 

An example might be Capgemini2, which, among others has 
been providing financial and accounting services to one of the 
world's market leaders in insurance products and services for 8 
years. This required the transfer of operations from the client 
to the local Polish offices, which resulted in the transfer of 
knowledge and documenting processes by describing them in 
the form of hundreds of detailed procedures. Currently, this 
client service is being provided by a fully dedicated workers in 
two Capgemini locations: more than 320 people work in the 
center of Cracow in Poland, and more than 130 people in the 
center in Chennai, India. Polish team specializes in providing 
the most advanced and demanding language skills (i.e. Value 
Centre), while workers in India are focused on standard 
operation with a large volume of transactions (i.e. 
Transactional Centre) [19]. Range of financial and accounting 
services in Poland can be very broad and include (as in the 
case of Capgemini) among others: invoicing, accounting for 
transactions in the books and reconciliation of bank accounts, 

 
2 Capgemini Polska belongs to the Capgemini group and employs more 

than 5,000 professionals, providing services for the telecommunication, 
banking, insurance industries and utilities. The Kraków company provides 
services in 29 languages. Apart of a wide range of business services, 
Capgemini Poland also implement information systems, integrate IT services 
and solutions in the field of IT infrastructure. 

fixed assets accounting, receivables management and debt 
management, customer relationships management, settlements 
between subsidiaries, working with client entities to resolve 
disputes related to client invoices and documents, reinsurance 
accounting, closing settlement periods on ledger accounts, 
reporting and regulated reporting in the home countries [19].  

IV. SERVICE CENTERS (BPO, ITO, SSC, R & D) WITH POLISH 
CAPITAL  

Business service centers with Polish capital have very stable 
prospects. Growing demand for outsourcing services in Poland 
has among others a great impact on it. Despite the fact that the 
vast majority of enterprises in Poland use outsourcing in many 
areas of activity, it is still used in a relatively limited extent. 
Moreover, the full potential arising from the use of shared 
services center model is still not fully used. Group of several 
dozen leading centers of Polish capital - outsourcing (BPO, 
ITO), shared services (SSC), and research and development 
(R&D) - employs more than 50,000 people. Depending on the 
adopted criteria for selecting companies in terms of business 
profile and size of the business, particularly in the context of 
outsourcing business, this market can be considered as 
significantly wider. Taking into account, inter alia, numerous 
internal customer service centers and all outsourcing service 
activities (not necessarily done in typical service centers), the 
size of the domestic services sector for business or 
employment in firms with Polish capital, can now be estimated 
at more than 200,000 employees [20]. Scale of operations of 
Polish outsourcing centers is evidenced by range of supported 
markets. More than 81% of domestic outsourcing companies 
apart from Polish companies also provide services to foreign 
clients. Diversification of markets is beneficial for companies 
because is conducive to the development and stabilize their 
operations. Among the companies offering financial and 
accounting outsourcing services are Target BPO Polska (for 
five years has been offering its accounting services also for the 
Scandinavian market) [21] and Business Support Solutions 
(BSS) belonging to the Pelion Healthcare group (the company 
by subtracting cooperation with foreign customers, including 
Belgium and the Netherlands develops a model of 
international outsourcing) [22] . 

Beside the above-described selected Polish outsourcing 
companies and R&D centers, there are also a number of shared 
service centers. Among the largest are centers owned by large 
companies, where the State Treasury is a significant 
shareholder, including PZU, Poczta Polska, Tauron, Katowicki 
Holding Weglowy, PGNiG (PGNiG Service). 

A growing number of investors do not perceive Poland as a 
whole, but concentrates on the various centers in the country. 
At the same time, investors are not only interested in major 
Polish cities, but also in the "emerging" centers, such as 
Bydgoszcz, Lublin, Radom and Szczecin. Compared with 
other countries in Central and Eastern Europe, Poland has as 
many as 11 cities with a population of more than 300,000, as 
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well as smaller with excellent conditions for the development 
of business services. 

V. CZESTOCHOWA - A NEW LOCATION ON THE MAP OF 
BUSINESS SERVICES 

Due to the rapid development of the business services sector 
in major Polish cities, there is increasing competition among 
employers and the labor market becomes gradually saturated. 
For this reason, the preferred option for many companies may 
be diversification of places of business, for example, by 
creating a support unit or branch office in another smaller 
academic city, which is well-communicated with the main 
center. The undeniable advantage of Czestochowa is location 
near one of the leading centers of the sector in Poland - 
Katowice Agglomeration. Significantly lower costs of renting 
office space in comparison to larger centers in Poland is an 
important advantage of Czestochowa. The office space market 
in the city will be growing rapidly, which responds to the 
needs of potential investors in the business services sector. 
Less competition between employers, lowers employee 
turnover and builds stronger relationships between workers 
and their employers. Czestochowa positions itself among well-
communicated academic centers characterized by the 
availability of an educated potential employees and the 
development of office infrastructure, which allows to predict 
that the city will be in the next few years on the lists of 
potential locations for new investments in BPO/ITO/SSC 
service centers more often [23]. The e-business services 
currently operating in Czestochowa are shown in Table 1. 

One of the fastest growing companies on the Czestochowa 
market is TRW Automotive. The US company TRW 
Automotive is a global leader in automotive safety systems and 
one of the largest in terms of sales value of companies in the 
automotive industry. TRW currently employs over 60 000 
employees in 185 locations in every region of the world where 
cars are manufactured. In Czestochowa has both European 
Shared Services Center and Engineering Center. 

European Shared Services Center (ESSC) TRW in 
Czestochowa was founded in late 2006 in order to manage key 
financial and accounting operations of the European plants of 
TRW. It provides services by standardizing processes, 
complete service, the use of best practices, economies of scale, 
and the use of modern information technologies. Currently 
employs over 230 people, serving more than 40 units of TRW 
in European countries such as Germany, Great Britain, France, 
Poland, Czech Republic, Spain, Portugal, Italy, Slovakia, 
Romania. In connection with the development, ESSC currently 
plans to hire more people to collaborate on new projects 
related to handling accounting processes. 

VI. CONCLUSION 
Polish BIFS sector (banking, insurance, financial services) 

is one of the leading markets of this type in Central and 
Eastern Europe. The level of sophistication of supported 
processes has increased rapidly in the Polish sector of modern 

business services the number of leading global brands has 
grown. The following trends can be observed in the 
development of this market: 

• Developing business services market in Poland becomes 
very attractive for BPO entities of all sizes and various 
countries of origin - these are, for example, Indian companies, 
as well as investors from the Middle East and Africa, who 
consider Poland as a potential location for their business 
services or as a market for potential mergers and acquisitions. 
Many SSC/BPO centers operating in Poland - with varying 
levels of maturity, size and scope of provided services - make 
an excellent opportunity for investors to enter the European 
BPO market. 

• More and more smaller companies set up their business 
services centers in Poland, while so far it was a practice 
generally exploited by larger entities. For many companies, the 
creation of a service center or other SSC operations in Poland 
often allows for more flexibility compared to some countries 
in Western Europe. Moreover, the "brand", quality, effort and 
innovation of Polish workers are seen as a major advantage. 

• Recognized service centers develop their services 
towards more advanced processes, moving up in the "value 
chain" and adding knowledge-based processes, as well as 
introducing new functions within the scope of their activities 
(for example, marketing, supply chain, legal services) to 
provide multi-functional business support. 

Key factors for investors who have decided to locate their 
services in Poland are still the cost and availability of the 
"right" talent pool [20]. However over the past two years, two 
specific elements on this location has started to become more 
and more important: how various organizations in the city/area 
work together, and how business cooperation with universities 
and within the business services sector looks like. 
Additionally, the extent to which local government supports 
the business services sector became significant. It matters not 
only at the time when investors are attracted and initial 
cooperation begins, but also in terms of regular activity and in 
the growth phase. 

Looking to the future of the business services market, we 
see that as a result of the global economic crisis, some Western 
countries - such as Spain, Portugal and Italy - become more 
frequently seen in a long list of a potential locations. Poland 
has a strong advantage in terms of a number of other important 
criteria. The overall outlook for the business services sector in 
Poland is very positive. Poland is and will continue to be seen 
as a mature market for business services, attracting new 
investors. There will be companies opening their SSC, 
BPO/ITO centers extending its reach and new operators 
seeking to take over the existing service centers in Poland. As 
in previous years, the service centers will continue to grow, 
attracting new geographic areas, moving from performing one 
function to multi-functional mode, as well as introducing more 
advanced activities within services already provided. Given 
that a critical mass of business services industry in the country 
has already been achieved, it seems that no location in Central 
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Table 1 
Selected investors present in Czestochowa 

Name Country Business profile 
TRW Automotive - TRW Polska Sp. z o.o.  
Financial Centre 
Engineering Centre 

USA 
 

TRW Financial Services Centre (European Shared Services 
Center - ESSC); 
Engineering Centre - specializing in the design of automotive 
safety systems; 

LGBS  Poland IT outsourcing; IT services including software design and 
development, consulting and IT consulting; 

TeleConcept, (Loyd Capital Group), Contact 
Center One, Telbridge, Polcall, Call Center 
Inter Galactica 

Poland business services in the field of customer service  

Source: prepared by ABSL based on information from companies and their websites 
 
and Eastern Europe will not be able to compete in the coming 
years with Poland. Polish cities will continue to strengthen its 
position on the world map of business services. Growing 
number of them will also appear in the general rankings and 
reports on local research. At the same time, renewed efforts 
and cooperation must be continued to ensure Poland a 
reputation of the country in which you can easily invest in 
more advanced processes and functions. The picture of the 
country where cooperation with the public administration, 
education and business sector facilitates access in the market 
and improvement in the general conditions enables further 
development of the business services industry must be 
maintained. 
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Abstract—The article is devoted to capture the time factor of 

descriptions of business processes. The issue in question is an 
extension of the problems of the use of descriptions of spatial tools 
(based on GIS technology - Geographic Information Systems) to 
describe the modeling and execution of business processes. This 
article assumes full development of business process models (not just 
the algorithm process, but also the semantic layer model, actors, 
documentation, necessary resources and performance indicators). 
Using standard tools (such as BPMN, UML), it can design business 
processes, and then deploy them in business entities. The solution 
proposed in the article assumes that it is possible to create a map of 
the organization, which will deploy the actors and resources available 
to them. The map is interactive and allows the registration of events 
taking place in the organization. All state changes resulting from the 
implementation of specific processes will be updated on a map of the 
organization. In this way you will be able to visualize the status of 
processes in any dimension of time. 
 

Keywords—Time factor in Business Process Modeling, spatial 
description, GIS methodology Information System integration.  

I. INTRODUCTION 
ODELING business processes is one of the key 

elements in the implementation of process management 
in organizations [1], [2]. Developing algorithms of procedures 
should promote the increase in the efficiency of an 
organization. Assuming the Resources-Based Management, 
only modeling algorithms is not sufficient for efficient 
management [3]. In addition to the algorithms of process, it is 
important to define the actors involved, the required resources, 
created (required) documentation and performance indicators, 
both for the whole process, as well as individual operations. 
The aforementioned items should be treated comprehensively. 
This allows to create rules of organization and the support of 
corporate dictionary.  

It seems that the first phase of the creation of process 
modeling tools has already passed. With the adaptation of the 
tools used to create computer systems and their adaptation to 
the needs of business process modeling, such as, among others, 
UML AD (Unified Modeling Language Activity Diagram) [4] 
and BPMN (Business Process Model and Notation) algorithms 
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building process is no longer a problem [5]. Moreover, 
modern tools enable dynamic matching of processes to the 
needs to occur and the analysis of conflicts between different 
version of the some process. 

Increasingly challenging for those managing processes 
becomes overseeing the implementation of the current 
processes. The point is the examination of the effectiveness of 
individual processes and their fragments, used resources, the 
involvement of actors or analysis of existing conflicts, unused 
resource bottlenecks like [6]. 

One of the key factors to be considered in these studies is 
the time factor [7]. In retrospect, one can examine the number 
of processes, their quality and compliance with the criteria of 
evaluation, the results of individual units and others. In this 
study, the analysis of subjects can be many different types of 
data-object classes described in the information systems. This 
can cause difficulties in their presentation. 

A wide range of different types of visualization methods 
was developed. They are available including Cocpit as 
manager in BI (Business Intelligence) treaten system as a part 
of the ERP (Enterprise Resources Planning) [8]. They can also 
enrich the business process modeling and visualization of the 
status of their implementation. 

This article discusses the problem of visualizing the effects 
of business processes, taking into account the time factor. In 
this regard, the GIS methodology (methodology of Geographic 
Information System) to build maps of organization and maps 
of processes was used. The aim is to describe the processes 
and effects of examination of the ongoing processes. Its goal is 
to be the current description of the various types of 
organizational resources. 

The main theme of the article is to show how the time factor 
can be used to describe the current situation of the 
organization. Description of the time factor will be based on 
data collected in the information systems organization and 
business process modeling tools.  

II. RESOURCE-BASED APPROCH IN PROCESS MANAGEMENT 
The success of modern enterprises depends on many factors. 

Considered to be the main factors are those associated with the 
skills of acquiring new customers and markets, or ability to 
enter into various types of economic activities. In other words, 
it is an appropriate setting for the reception of external factors 
and transforming them into new business opportunities.  

The mentioned approach may be somewhat counter 
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Resource-Based approach [9], [10]. Resources of the 
organization should be optimized in terms of its production 
capacity. It is very difficult that the modern perception of the 
organization's resources has been substantially expanded. In 
addition to traditional material resources, raw materials and 
financial increasing, the attention is paid to the soft resources 
such as: knowledge resources, relational or logos [11].  

Soft resources become an important success factor. The 
problem is that in some situations, those resources instead of 
being a factor in the success may become unnecessary ballast 
in organization. It is essential therefore the issue of 
productivity of the resources contrasted with the potential 
costs of obtaining them, if necessary. 

Estimating the resources needed in the organization can be 
made in the course of business process modeling. The issue 
concerns the extended modeling comprising the following 
elements [12]: 
1) The algorithm of the process, 
2) Actors 
3) Created documentation, 
4) Identification of all the types of resources necessary for 

the performance of the process, 
5) Performance of indicators of processes, fragments of 

processes and operations. 
Modeling of the algorithm of a process creates outline 

organizational procedures. It specifies how to implement 
business processes. It should be assumed that the designer has 
developed a procedure for it in such a way that it is 
implemented as efficiently possible. The algorithms can be 
developed with the help of tools like UML AD and BPMN. 

Algorithms can be applied to process as actors. For this 
purpose, it is possible to use, for example, DFC (Deployment 
FlowCharting). In this way, it is possible to identify the actors 
at any level of detail (specific employees, organizational units, 
branch offices, outsourcing, sub-contractors, etc.).  

In developing process models, there should be semanthic 
order of organization. Actors marked in the DFC should be 
adequate to the list of OC (Organizational Chart) or a 
dictionary of partners (cooperating entities) [13]. 

DFC type diagrams and OC have different functions and can 
be relatively difficult to integrate them into a common 
visualization purposes. Moreover, some actors can perform 
many operations within the same process. Visualization can be 
even more complicated when it will refer to the description of 
the current status of ongoing multiple processes. 

The condition for the visualization of the processes is the 
current registration of the carried out operations. At the stage 
of the modeling process, documents or conditions of them are 
defined. They will perform the following operations. 
Registration takes place by means of appropriate information 
systems, eg. ERP or AOT (Automatic Offices Tools) 
integrated with ICT tools (especially the Internet solutions) 
[14]. During the implementation phase of the operation, the 
responsible entity will be required to note the operation within 
the framework of the process and to describe its current state. 

As a result, the desription of each operation will be a source of 
data [15], [16]. 

The fourth element of the description is a definite 
description of resources. It is a multi-task. The starting point is 
to develop a classification of resources within the organization. 
In the literature, there are many classification of the 
organization's resources. They are mainly theoretical in nature. 
That classification of resources in the organization is of a 
practical nature. It creates a certain type of index, and on the 
basis of dictionary resources. This makes it possible to 
describe those resources in information systems (mainly ERP, 
but also include a GIS or CAD - Computer Aided Design). 
This allows to define resource needs, make an inventory of 
existing, as well as their allocation within the accepted rules. 
With the classification of resources and leading their records, 
it is possible to assign them to specific operations modeled 
processes. These actions constitute the extension of the use 
Technological Cards in Production module of the ERP. This 
allows then to evidentiate the use of resources during the 
implementation process. From the point of view of resource 
organization, it is said that action allows to specify the 
consumption of certain types of resources or estimate the level 
of their use in relation to other types. 

The fifth element is the performance indicators. With it, it is 
possible to define the potential requirements for the designed 
processes and their operation and to evaluate the implemented 
processes. For the development of performance indicators it is 
necessary to develop the rules and dictionaries. On this basis, a 
formula to calculate them was developed, enabling to 
enumerate them and make use of the various types of ratings 
organization's resources (including human resources). The 
results can also be used to modify process models and the 
introduction of various types of organizational changes. 

Development enhanced process models will require 
additional organizational effort, but at the same time will sort 
dictionaries organization, the organizational arrangements and 
integrate different types of information systems around a 
common data. Despite the use of different modeling tools for 
individual items, it is important to maintain consistency of 
terminology on all models.  

This makes possible semantic networking between different 
elements of the model and define existing relationships. 
Defining these relationships is a prerequisite for the 
construction of tools for comprehensive visualization of the 
modeled and implemented models [17]. 

III. TIME FACTOR IN BUSINESS PROCESSES 
Time is an important factor in the success of any process 

[7]. It should be recognized both in the design of business 
processes and then in progress. A matter of time appears in the 
business processes in various aspects. 

 At the stage of modeling the time factor is seen mainly in 
three aspects.  

The first aspect is the time of modeling. Process 
management is focused on the realization of its objectives, 
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which are usually associated with the desire to meet the needs 
of the customer. Often in the specification of the client's needs 
there is the time factor. It is the nature of limiting the duration 
of the project. This means that the designer of the process will 
not have unlimited time to develop a model of the process, and 
also with the process model should take into account the time 
factor specifying the conditions for implementation. 

In the extended model, the time aspect of the process occurs 
mainly in two aspects: documentation and efficiency ratios. 
Each document is designed or used for describing of the 
processes that should be dated. Project's documents should be 
considered as a document dating the field, as well as any 
modification to it. 

The time can be one of the determinants of the effectiveness 
of the proposed processes. Modeling can be determined the 
absolute time of implementation of the operation. Their 
transgression may result in penalties for actors implementing 
them. Penalties may be imposed automatically by the control 
functions of information systems supporting the realization of 
specific processes. You can also define a formula listing the 
duration of the whole process and the different activities 
depending on the specifications provided by the client. 

Even more important is the importance of the time factor in 
the description of the processes. Time is important both for the 
current records of ongoing operations and processes, as well as 
for the purposes of reporting, analysis, control and planning. 

As mentioned, each operation should be registered in the 
system. This allows to specify, for instance:  status of 
implementation of the process, the actor as a contractor of the 
operation, duration of the operation, the resources involved, 
and to verify the compliance with the execution of the 
operation agreed performance indicators. 

The data collected allows to make all sorts of analysis which 
could include issues like: the number of processes performed 
in a specific unit of time, the number of operations carried out 
by the various actors in a given period, the volume of waste or 
used resources, the effectiveness of ongoing operations and so 
on. The individual analysis can be made for any unit of time 
[18]. 

Business process models can also be used to plan future 
activities. It, inter alia, indicate the performers of the planned 
processes or to reserve the necessary resources for a specified 
period of time models.  

IV. ASSUMPTIONS OF SPATIAL DESCRIPTION 
Spatial description allows for visualization of different types 

of phenomena, processes, fragments of reality with the help of 
GIS methodology. Visualization can be done using a 
geographic area or heuristic (arbitrarily defined space with its 
own coordinate system and the logic of the allocation of 
objects). 

Spatial visualization is a significant advantage. It allows the 
simultaneous presentation of many different types of class-
object, specifying the weight of the objects presented within 
the accepted criteria and an indication of the relationship 

between different types of objects [19]. 
For visualization is necessary to define: 

1) Space - S, 
2) cartographic grid - G, 
3) classes of objects - C(O) 
4) spatial attributes of individual objects - AS 
5) describing attributes of individual objects - AD 
6) symbolization rules,  
7) data sources. 

By using GIS methodology it is possible to define and 
integrate different types of space including the use of 
hypertext. In this way, the geographical spaces and the 
heuristic ones can complement each other, or visualize various 
aspects of the presented processes. 

Cartographic grid determines the logic of the allocation of 
objects in space by creating a reference system and 
determining the dimensions of the presentation. With the 
adoption of universal cartographic grid resources it is possible 
to transfer data between different geographic GIS tools. 

ClassObjects C(O) defines layers on the maps [20]. These 
classes of objects can be defined in other classes such as 
information systems such as ERP and CRM (Customer 
Relationship Management). Different types of objects form 
separate layers. From the point of view of Resources-Based 
Approach, different types of resources may be distinct C(O). 

As a part of each ClassOobjects, instances representing a 
single object are distinguished. Individual objects can 
participate in a number of events (for example, participate in 
the implementation of operations in different processes). Thus, 
their states can dynamically change with the participation in 
subsequent operations. That variability over time can cause 
changes in the values of selected attributes describing AD. The 
mentioned variability means that in order to preserve the 
visualized objects it is necessary to keep the access to the DB 
(data bases) or DocB (DocumentBases) in which data is stored 
on the implementation of individual operations [21] 

As mentioned, individual objects are determined by spatial 
attributes describing AS and AD. AS spatial attributes are 
responsible for the locations of objects on a map [22]. They 
should be constant in the case of stationary objects and 
variables in the case of mobile. An example of variables AS 
may be the GPS coordinates of the object. 

AD attributes describing the object determine the states of a 
given object according to the preset criteria. The values of 
these data can be a constant value (eg. Employee's date of 
birth), variable (number of completed courses) or be a function 
(eg. Sales value, which is calculated on the basis of invoices 
assigned to a given employee). 

Spatial visualization can be developed for different 
purposes. For the same data, the set can generate many 
different maps. Therefore, in the construction of a particular 
map, it is important to indicate which layers are displayed, and 
according to which AD will present individual objects. The use 
of interactive map allows to change layers (on some, off 
others), to change the symbolization of individual objects (in 
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the case of changes in the visual criterion C(O), as well as 
responding to further entries made in the DB Or DocB under 
which individual objects are presented [23]. 

It should be noted that in the case of using interactive maps, 
the maps are visualized on-line with a change, making another 
entry in computer systems. The time factor in this case will be 
crucial for visualization of the presented phenomena. models. 

In today's market, spatial information began to emerge as 
three separate but cooperating groups of actors [24]: 
1) Providers of GIS technology 
2) Spatial Data Providers 
3) Spatial Analysts 

This division means that GIS technology suppliers provide 
only a tool to help build a map and possibly basic thematic 
layers in the case of geographical space. To recover the maps, 
spatial data is necessary. Their collection and sharing deals 
with many subjects. Increasingly, they are available on-line via 
the Internet. In addition to the file formats strictly geographical 
spatial data, are increasingly turning to GIS. It can import data 
from publicly available software packages (eg. Office) or 
different types of systems (eg. ERP / BI, CRM, CAD) [25]. 
GIS technology expands the possibilities of entities engaged in 
the provision of tools for spatial analysis, aimed, inter alia, to 
model spatial phenomena of nature. While maintaining the 
spatial visualization of business processes, it is possible to 
build models of execution of business processes in specific 
time periods.   

V. THE FOURTH DIMENSION 
Application of the use of GIS technology has changed the 

rules of cartographic visualization. The existance of 2D maps 
were unchanged. It was only manually to to change the data on 
a map or print its subsequent revised versions. To use the map 
it was necessary to carry it. 

GIS Technology has allowed for the introduction of 3D by 
using transparent layers. In this way, it is possible to visualize 
in 3D reality providing that the relevant data is available (an 
example [26]. 

Theoretically, it is possible to create mathematically nD 
spaces. It is a question of defining the relevant AS. However, 
the visualization can be carried out for technical reasons only 
in 3D. However, it is possible to switch axis dimensions, what 
change will also be presented to the map. 

Generally, it is assumed that the fourth dimension is time. 
Modern GIS technology allows its use in spatial visualization. 
One can imagine an interactive map that shows the history of 
Europe, and actually change the borders of Europe in any 
defined period and speed of moving along the timeline (or also 
do back) [27]. The only requirement is to have the access to 
the relevant data.  

The use of spatial visualization of descriptions of business 
processes is designed to provide a tool to facilitate the 
modeling process and handle their implementation. The 
proposed tool can also schedule during the execution of 
individual processes, for instance, by planning the use of 

resources of the organization. 
The present discussion is limited to the factor of time (the 

fourth dimension) in drawing tool used to of descriptions of 
business processes. 

The starting point is to determine the importance of time in 
the modeling and implementation of business processes in the 
organization. Adequately to this you can choose the solution to 
use the issue of time. 

If it is planned to use a specific time issues they should be 
considered in the three interrelated phases: 
1) process modeling, 
2) execution plans 
3) recording and control of the effects of the processes. 

In business process modeling time issues included in the 
project will focus on the documentation and efficiency ratios. 
Assuming the extended modeling of processes, the documents 
should be identified, the ones which will reflect the 
implementation of subsequent operations. From the 
technological point of view, each newly created document 
should be saved in the DB or DocB, to the appropriate system 
which will register and implement operations (usually this will 
be ERP). Each entry is also subjected to the dating and the 
user who made it should be identifiable [28].  

When designing procedures it may be determined by the 
expected duration of individual operations and / or process as 
a whole. It should be assumed that the duration of the process 
or a fragment therefore can not be shorter than the sum of its 
parts operation times. It can also impose conditions limit on 
the time factor, imposing time constraints and specifying the 
conditions under which it makes it possible to refuse to accept 
the order (eg. due to too short lead time required). 

Expected timing indicators for individual operations may 
implicitly define the time you book different types of resources 
assigned to specific operations. 

Defining indicators of time means that for some systems will 
need to impose a verification procedure. The most common 
ERP systems, but also include in WMS (Warehouse 
Management Systems) or CRM can be built and control 
procedures counting the execution time of each operation 
based on the registration of relevant documents. These 
procedures will be recognized during the conversion of 
business process models for system procedures [29]. 

At the stage of planning processes the role of the time 
factoris increasing. The spatial visualization may also be used. 
When planning the execution time of specific processes, one 
of the essential elements of a resource management 
organization. Spatial visualization can be useful mainly when 
the forecast will be the implementation of multiple processes 
in parallel. Using the map of the organization with the 
presentation of the available resources and the use of 
intelligent technologies can be booked map specific resources 
to complete the process. Description the individual objects on 
the map can be combined with the technology hypertext so 
directly on the map allow applied the relevant records in 
databases describing the object. Dynamic Visualization may 
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indicate that the facilities will be available at an assumed 
within the process. 

The application of these solutions will require the 
integration of GIS with ERP (or others), where it is recorded 
by a description of the required facilities, and business process 
modeling tools in which you saved the process model. GIS 
tools should have functions such as spatial simulation, 
visualization and intelligent periodic maps of hypertext. 

The key benefits of the time factor can be achieved in the 
implementation phase and process control. Using the 
integration of GIS with DB (and DocB) of ERP, CRM, CAD-
to-date, you can visualize the map with the registration 
documents describing projects following operations processes. 
Creating a process map, you can track the status of each of the 
processes. In addition, using GIS technology it is possible to 
overlay map of the processes. In this way, the involvement of 
individual organizational units (actors) in the functioning of 
the organization can be indicated. On the basis of the 
documents describing the implementation of the operation 
should be a description of the state of the resources used to 
implement the operation. Thanks to this it can be specified, 
inter alia, the state of resources and their consumption, 
availability and more. On this basis it is possible to indicate 
the usefulness of the resources or the level of consumption. 
With various types of data processing functions can be of 
different types of parameters to calculate, which could provide 
the attributes describing the AD for each object. United 
visualized resource can be presented on one definite point in 
time, on-line updated or animations can be carried their states 
at a given time, as well as the simulation of expected 
conditions in the future by using the assumed planning data.  

Visualization of the spatial can also be used for control 
purposes. Assuming a specific period of time, any defects, 
deficiencies can be visualized that occurred in a given period 
of time. This allows to build an incentive system of the 
organization. Animations of specific processes, phenomena, or 
fragments of reality may indicate emerging negative or 
positive phenomenon and that outlines the trend. It seems that 
it is much easier to interpret than the map is a dynamic set of 
tables. The data can be collected in distributed DB systems 
[30] 

With maps visualized it is possible also to find what is 
currently available, and whether they can be used (appropriate 
symbology may indicate that the resource is reserved within a 
specified period). Therefore, the application of the time factor 
significantly larger usefulness of the proposed tools. 

The use of the proposed solutions require the use of 
appropriate technology. The starting point is the integration of 
different types of information systems (including GIS, ERP / 
BI, CAD / CAM, CRM, SCM). Appropriate interfaces must be 
able to communicate on-line with the wide area network 
(especially the Internet). This allows data stored in different 
systems can be imported into GIS and processed, and then 
visualized. GIS tools should provide appropriate analytical 
functions, taking into account the time factor allowing the 

current animation and simulation predicted phenomena.  
From the point of view of design and planning processes of 

resource use animation time (dynamic visualization of the 
level of use of specific types of resources) may be a factor in 
stimulating entrepreneurship. It can manifest itself new project 
business processes in order to develop the unused resources. 

The use of the time factor is a relatively new development in 
order to visualize phenomena. So far, dynamic modeling was 
adjusted to simulate phenomena in geographic environments. 
In relation to business processes, the main problem is the need 
for multiple calculation procedures for different issues seems 
that in this case will be the future of the object-oriented 
technology DB followed for the development of GIS, 

VI. CONCLUSION 
The thematics taken into consideration in the article is a 

research section in the larger whole, whether it is the use of 
GIS technology in description of business processes. The main 
current research is thus aimed at the integration of different 
types of information systems, data formats and tools of ICT 
(Information Communication Technology). However, it is 
difficult in this time of a skip a factor in the development of 
the proposed tools. 

Taking into account the time factor, will make it easier to 
visualize the phenomena or more dynamic business processes. 
It should also influence the perception of better presented 
maps. 

Although theoretical considerations have character, their 
preparation was based on empirical research conducted with 
many interviews and research with representatives of different 
environments. Application basic problem stems from the 
difficulty of finding entities, which is, in conscious way, 
introducing management process undertaken by the extended 
business process modeling. Companies engaged in the 
development of GIS tools have just become the subject of the 
application of their products, not only for geographical 
purposes. Companies producing other systems (eg. ERP / BI) 
assume that their functions are analytical and planning level is 
adequate to the needs of the client and so far they are afraid to 
invest in the proposed technologies. Large traders so far not 
yet fully coped with the integration of all the applicable 
systems. 

Therefore, the analyzes were carried out on the base of 
technological possibilities of these tools. In contrast, 
application options discussed should come to the end of the 
fourth dimension. 
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Abstract— Following the advancement of IT technology, high 

quality open API market has emerged that are developed by 
outstanding developers. Especially, Wordpress is showing rapid 
growth in the open-source CMS market. Accordingly, the Korean 
CMS market is also experiencing change from the previous focus on 
XEengine into the Wordpress platform. Nevertheless, even though 
Wordpress market is growing in Korea and the number of homepages 
using Wordpress is rapidly increasing, it is still far behind the global 
market trend. The interpretation is that it is because UI in Wordpress 
does not fit the Korean sentiment. Hence, this paper developed 
Wordpress UI that is suitable for Korean sentiment by designing and 
implementing plug-in that supports application of Five-color and 
patterns useful for decorating blogs in traditional Korean style using 
Wordpress. 
 

Keywords—wordpress, plug-in, korea style, CMS  

I. INTRODUCTION 
OCUMENT is a Wordpress (http://wordpress.org) is one 
of the open-source CMS that has a characteristic of 

enabling free modification of website or menu composition 
even in case one is not familiar with HTML [1]. Wordpress is a 
writing tool that supports easy building and management of 
website and approximately 15% of the global websites are 
made using Wordpress. Moreover, since Wordpress is made in 
‘mobile response web design' that is compatible with mobile 
website, it has an advantage in that there is no need to build a 
separate webpage exclusively for mobile. Moreover, it is easily 
connected to social network service (SNS) such Twitter and 
Facebook. Hence, Wordpress is an interior tool that helps easy 
building and management of website and makes homepage 
easily seen on diverse mobile devices [2].  
Homepage using Wordpress is composed of frame, theme, and 
plug-in. Currently, there are more than 7,500 plug-ins in 
official plug-in directory. In addition to this, a number of other 
supporting services are providing various themes and plug-ins. 
However, growth of theme or plug-in using Wordpress is 
stagnant in Korea.  

II. RELATED RESEARCH 

A. Wordpress Market Place 
Figure 1 below presents the Wordpress usage and its market 
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share as of January 2015 shown in W3Tehchs CMS trend. 
Wordpress turned out to occupy 23.3% of the total market 
based on the usage [1].  

 

 

Fig. 1 Amount of CMS Usage 

B. Wordpress Plug-In 
Plug-in in Wordpress is a core component that enables users 

to freely change Wordpress as they wish without altering the 
core code of Wordpress. Plug-in is capable of realizing any 
imaginable function and most of the standard CMS works can 
also be processed using plug-in [3]. Plug-in in Wordpress is 
created using Wordpress API and the Wordpress can be 
limitlessly extended when plug-in is used. Moreover, in case of 
using plug-in, one can add function to Wordpress without 
altering the core code[4]. Hence, plug-in can be made either 
simple or complex according to the nature of tasks.  

C. Five-Color 
Five-color, also called as five colors of five directions, is 

traditional Korean color composed of five colors of yellow(黃), 
blue(靑), white(白), red(赤), and black(黑). It is based on the 
concept of Yin and Yang that says the energy of Yin and Yang 
emerged to become heaven and earth and these two energies of 
Yin and Yang subsequently created the Five Elements of 
tree(木), fire(火), earth (土), gold(金), and water(水). Five 
Elements also involve five colors and directions. With the 
center and four directions as standard, yellow(黃) means 
center, blue(靑) means East, white(白) means West, red(赤) 
means South, and black(黑) means North [5]. 

D. Plug-In Security 
When creating plug-in, defending security against hacking or 

exploit is one of the most important stages. If security flaw of 
plug-in is exposed to malicious hacker, the whole website 
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composed of Wordpress can be disrupted [6]. 
For this, there is a security tool built in Wordpress that can 

enhance safety of plug-in. Nonces used in Wordpress means a 
number that can be used only once. In Wordpress, secret key is 
generated in order to determine whether diverse task requests 
(option storage, form template submit, Ajax request, etc.) are 
illegal and Nonces is used here. The secret key is generated 
prior to task requests, and the created key is transferred 
contained in the task request. The identity of the key is 
subsequently checked before running the script [3]. 

E. Wordpress Hook 
In extending Wordpress function, hook is one of the 

important functions. Hook is a terminology used in Wordpress 
and, in general, it is called hooking. Hooking is a software 
engineering terminology which refers to command, method, 
technique or behavior that changes or interrupts in the middle in 
function call, message, or event that take place among software 
components in computer programs such as operation system or 
applications. In case of using hook, random function can run to 
change the Wordpress function or output in the middle of 
running Wordpress. Hook is the most important method that 
Wordpress contents and plug-in uses to exchange information 
and it can be called as ‘PHP function call that has transmissible 
parameter’ [7]. 

F. Action and Filter 
There are two types of hook. An action hook is run in case of 

event within Wordpress. For example, action hook is the one 
that can be called when new post is registered. A filter hook is 
used when contents are stored in database or changed before 
being printed on screen. The filter hook involves contents of 
post or page. Hence, the contents can be changed after being 
transferred from the database or before being printed on the 
browser screen [7]. 

III. IMPLEMENTATION AND DESIGN 
This paper designed and fabricated plug-in based on 

Wordpress platform. UI was composed using Javascript and 
CSS and color picker was fabricated using JQuery. As shown in 
Figure 2, an independent space was created in the same name 
for WordPress plug-ins to be stored in the WordPress 
installation folder “ wp-content/plugins”. 

 

 

Fig. 2 Plugin Folder of Wordpress 
 
The “inc” folder collects other script files that will be used by 

retrieving from the main plug-in script file 
“ks-fivecolor-plugin.php”. The “images” folder is created to 

store relevant images such as icons and five-colored images. 
The “js” folder stores JavaScript files and the “css” folder 
stores style sheets. Once WordPress is executed, the 
“wp-content/plugins” folder is read in and all plug-ins installed 
inside the folder are identified, and then only activated plug-ins 
are executed. Not only the main system of WordPress, but also 
all plug-ins are executed within the same namespace. 
Therefore, as shown in Figure 3, the names of functions or 
variables were designed using a prefix.  

 

 

Fig. 3 Function Name of Plugin 
 
By using the prefix "ks_fivecolor", conflicts with other 

plug-ins can be avoided and PHP errors can be reduced. In 
addition, as shown in Figure 4, a plug-in header included in the 
main script file was configured. 

 

 

Fig. 4 Plugin Header 
 
The plug-in header is used to obtain information related to 

plug-ins by parsing in WordPress, and plug-in information is 
printed out on the WordPress administrator's screen. The 
header is an essential item that should be included in plug-ins, 
and WordPress cannot recognize the plug-ins without the 
header. Plug-in files saved in this manner are compressed into a 
zip file, and can be used by installing them as plug-ins and 
activating them. 

Figure 5 below shows pattern setting screen using plug-in 
that uses Wordpress developed in this paper. When setting the 
plug-in’s pattern, background color and foreground color can 
be determined and the registered pattern image can be chosen to 
be applied. For development of Korean style plug-in, a function 
that enables setting of Five-color was added differently from 
previous color pickers and patterns were also designed such 
that diverse Korean style patterns can be included. 
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Fig. 5 Color-Picker Prototype 
 
Figure 6 below shows screen where Five-color was applied. 

Korean style color picker plug-in that supports Five-color was 
designed such that background, pattern image, Five-color, etc. 
can be changed. 

 

 

Fig. 6 Choosing the Background Color 
 

It was implemented such that background can be repetitively 
set after choosing the background color or pattern image, by 
applying Background-Repeat. Moreover, it was composed so 
that it can be applied to header and footer of Wordpress. 

Figure 7 and 8 below show a screen where color picker that 
supports Five-color is applied in initial layout of Wordpress 

 

 

Fig. 7 Applied Pattern 
 

 

Fig. 8 Applied Five-color 
 

In this paper, plug-in was designed by applying Korean style 
Five-color, whose provision enables application of Korean 
style patterns, which was impossible in previous color pickers. 
In previous plug-ins, Korean style pattern could not be 
provided or Five-color could not be selected. The plug-in 
implemented in this paper enables controlling the blog’s theme 
using diverse Korean patterns. Not only the background color, 
headers color and footer color can be freely chosen, but also the 
colors can be chosen following the Korean traditional color of 
Five-color in a differentiated manner. 

IV. CONCLUSION 
In recent CMS market, Wordpress became the number one 

domestic CMS tool, surpassing the express engine (XE). 
Following such trend in domestic market, the number of 
domestic homepages that use Wordpress is also rapidly 
increasing. However, there was no case in Wordpress market 
where theme or color that has exclusively Korean color or 
Korean sentiment was applied.  

In this situation, this paper designed and implemented 
plug-in that enables making blog in Han(韓 )guk style by using 
Wordpress whose usage is ever increasing. Previous plug-ins 
and themes were mostly fabricated according to the 
international style. Here, Han(韓 )-style plug-in was fabricated, 
being differentiated from the previously made theme changing 
plug-ins. Considering that literature and information about 
Wordpress in Korea is still insufficient, there can be some 
difficulties when designing and implementing Wordpress in 
Korean style plug-in and theme. 

Wordpress based on open-source enables many developers 
to easily develop additional extended programs, supporting 
limitless extension. Based on the plug-in that uses Korean color 
developed in this paper, it is expected that more plug-ins that fit 
Korean sentiment will be developed in the future. Moreover, in 
addition to the Korean market, its usability as a global plug-in is 
also expected to grow considering increasing amount of global 
attention to Korea these days. 
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Abstract—Contents management system is a system used for 

managing pictures, voices, electronic documents, and other similar 
computer files. Following advancement of the Internet, diverse CMS 
for building webpage have been developed. Among the CMS used for 
building homepage, this paper compared the market shares in Korean 
and international CMS markets and conducted analysis on the 
performance, technology, and usability of Korean and international 
open-source CMS. Although open-source CMS market is expected to 
grow further, development that considers commonly used way in 
Korea will be necessary for the growth of open-source CMS in Korea. 
 

Keywords—OpenSource CMS, CMS, Wordpress, Plug-in 
Software  

I. INTRODUCTION 
OLLOWING the spread of computer and activation of 

the Internet in the 20th century, numerous homepages were 
born, provoking development of software that helps developers 
easily build homepage.  

The number of people other than professional developers 
that open homepages has also increased and the market size of 
the Internet shopping mall recorded 19 trillion KRW in 2010 
[1]. CMS for building homepage makes it possible to manage 
contents in any location as it supports web-based management 
and the utilization of open-source CMS is especially increasing 
these days [2].  
In order to examine the current situation of open-source CMS 
that is becoming widely used, this paper compared 
characteristics as well as pros and cons of open-source CMS 
between domestic and international cases and analyzed their 
market share and usability. 

II. RELATED RESEARCH 
XE (XpressEngine) is a CMS that was once widely used in 

Korea, but the CMS that has largest market share worldwide is 
Wordpress. 

A. XpressEngine 
Among homepage building tools that are provided in CMS 

type to developers in Korea, XE (XpressEngine) is best known. 
Although XE was originally a web program that generates and 
manages BBS (bulletin board system) made in PHP language, it 
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currently provides diverse homepage templates other than 
bulletin board and enables simple development of homepage 
using tool kit. That is, it supports easy fabrication of homepage 
without directly implementing diverse functions through web 
programming.  

B. Wordpress 
Wordpress, which is the largest open-source CMS in the 

world, was founded by Matt Mullenweg in 2003. It is one of the 
installation-type blogs that is intuitively constituted so that 
users can easily understand it after using for a while. It has an 
advantage of excellent flexibility in building homepage and 
utilization of relatively more themes and open-sources 
compared to other tool. As of July 2014, there are as many as 
2,570 themes and 31,435 plug-ins registered in Wordpress 
official homepage [3]. However, it has disadvantages of limited 
design option, vulnerable security such as weak management of 
large-scale contents, etc[4].  

C. Plug-in 
In open-source CMS, diverse plug-ins exist for each tool. 

Plug-in is a core component that enables users to change shapes 
or functions as they wish without altering the core code of 
homepage building tool. Most CMS supports plug-in, but 
manual differs in each plug-in and a series of installation, 
activation, setting and using are required in most cases[5]. 

D. Naver Syndication 
Naver syndication is an API service developed by Naver Inc. 

in Korea in April 2010. This API service is an API that defines 
synchronization rule between the website that contains contents 
and searching service that searches for contents. By addressing 
the disadvantage of previous method used in searching contents 
collection, burden on independent sites can be decreased while 
enhancing the quality of searching service. Moreover, in case of 
using Naver syndication, searching accuracy increases as the 
independent site’s contents are updated in real time and 
formalized web documents are collected [6]. 

III.  MARKET SHARE ATTRACTION OF OPEN-SOURCE CMS 
Figure 1 below shows CMS market share in Korea. As of 

October 2013, Wordpress has the largest CMS market share in 
Korea with its proportion 41.0%. Considering that CMS market 
share of XE (eXpress Engine) exceeded 60% in 2011, it is clear 
that the market is very rapidly changing. This indicates the fact 
that the Korean market is transforming from a local market to a 
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global market. 
 

  

Fig.1 CMS Market Share in Korea 
 

  

Fig.2 CMS Market Share 
 
 Looking at the international CMS market share, Wordpress 

has the number one CMS market share with 59.6%, which is far 
from Joomla that has second-largest market share (9.2%). 
Moreover, as is shown in grey bar graph in Figure 2 that 
indicates absolute usage percentage, one out of five global 
websites are made using Wordpress [3]. 

IV. A COMPARISON OF OPEN-SOURCE CMS 

A. Comparative Analysis of the Open-Source CMS  
Table 1 below shows the comparison results between 

domestically and internationally used CMS that were chosen 
according to their market share. Following the exponential 
growth of Smartphone since 2010, the trend has changed such 
that CMS can support response web. As of now, every CMS 

turned out to be able to support the response web and search 
engine optimization program of SEO[7]. Except for the 
domestic CMS of XE and Gnuboard, all the CMS tools are 
capable of building shopping malls by installing separate 
plug-in. Especially, open-source based Magento is 
independently supporting building of shopping mall site and it 
supports all languages and currencies worldwide as well as 
major global payment methods. As of now, it is used in 1.5 
million shopping malls, which constitutes 35% of the current 
online shopping mall solution market [8,9,10]. 

As for the multilingual support(MNLS:Multi-National 
Language Supplyment), Wordpress, Joomla, Drupal, etc. 
supported all the languages worldwide, while other tools had 
multilingual supports with limited languages. Wordpress 
turned out to have considerably larger number of plug-in 
supports compared to other tools and Magento had fewest. 
Naver syndication is supported by the Korean CMS KimsQ, 
Gnuboard, and XE. As Korean Naver is not well known in 
international CMS market, it was not supported. However, it 
can be used in Wordpress and Drupal by making use of separate 
plug-in and module. As for the program language and database, 
all the seven tools were using PHP and MySQL, while XE and 
Drupal turned out to be capable of using OracleDB, MS-SQL, 
etc., in addition to MySQL. 

B. Comparative Analysis of the Open-Source CMS  
Plan-on planner Kim Beom-soo once mentioned that “when 

strong member management function is required, the domestic 
CMS XE based on bulletin board is more proper than 
Wordpress” [3]. Internationally developed CMS is quite exotic 
in its structure or services. Although this can become an 
advantage in creating global service, it can put limits in case of 
building service for Koreans on the other hand.  

Korean communities are mostly based on bulletin board. 
Large communities such as ‘DCinside’ and ‘Today’s humor’ 
are also based on bulletin board. When managing members in 
community, the members are classified or divided into sub 
groups according to their activities on bulletin boards, which 
are converted to scores. However, in case of using oversees 
CMS, although bulletin board can be made, there is no function 
that delicately manages members as in Korean community 
websites. 

Table. 1 Comparative Analysis of the Open-Source CMS 

 CMS MNLS SEO Market share (%) Shopping 
mall Plug-In Security Dev 

Language Database Responsible 
Web Korea World wide 

World 
wide 

wordpress ○ ○ 41.0 59.6 ○ ○ Ｘ PHP MySQL ○ 

Joomla ○ ○ 1.6 9.2 ○ ○ Ｘ PHP MySQL ○ 

Magento △ ○ 0.1 2.6 ○ △ Ｘ PHP MySQL ○ 

Drupal ○ ○ 4.0 5.6 ○ ○ ○ PHP 
MySQL, 
SQLite, 
Oracle 

○ 

Korea 

XE △ ○ 40.6 0.1 △ ○ ○ PHP MySQL ○ 

KimsQ △ ○ 6.2 0.1 ○ ○ Ｘ PHP MySQL ○ 

GNUboard △ ○ 0.4 0.1 △ ○ Ｘ PHP MySQL ○ 
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Another reason is font and graphical factors. Koreans 
actually put much emphasis on ‘cute’ fonts of homepage and 
they tend to concentrate on its graphical factors. Comparing the 
products displayed on three mostly used international shopping 
malls and top three Korean shopping malls, the difference is 
apparent. While international shopping malls have more text 
factors than graphics, Korean shopping malls have fewer texts. 
In the latter, the texts are either altered in images or more focus 
is put on the products’ appearance and visual effects. Figure 3 
below shows product description pages on one of the famous 
Korean shopping malls and on eBay. In case of many text 
factors, broken text phenomenon does not occur even if the 
page is zoomed in. However, the focus on the product 
description can be dispersed. On the other hand, in case of 
many graphical factors, jagging can occur in graphic-type text 
when the page is zoomed, but focus can be concentrated on 
important product description. 

 

 

Fig.3 Comparison of ebay.com and auction.co.kr 
 
Therefore, Korea's Web service market requires membership 

management functions to mange communities, and the open 
source CMS is required to develop and support plug-ins to 
compensate for those functions. However, product information 
on shopping sites operated in Korea tend to process even text 
information as graphics. Therefore, if the open source CMS, 
which basically supports the recent responsive Web, is 
implemented, it might not be able to respond to various mobile 
devices. For this reason, contents should be produced and 
improved by dividing them into text information and graphical 
elements. 
 

V. CONCLUSION 
Use of Wordpress in Korea is continuously increasing with 

an establishment of Wordpress User Forum in 2012. In current 
situation in Korea where the Smartphone penetration rate 
surpassed PC penetration rate, development of CMS response 
web has become more important. More progresses are expected 
of Wordpress that supports ‘mobile response web design’ and 
enables easy extension by many developers as it is based on 
open source. 

This paper conducted comparison analysis on the 
characteristic and performance of Wordpress, by comparing the 
domestic and international cases, for the purpose of 
investigating the current situation of Wordpress. It turned out 
that CMS used in Korea possesses Korean unique 
characteristics. For introduction of more international CMS to 
Korea, it will be necessary to develop bulletin board and 
member management contents in a way that is commonly used 
in Korea, along with font or graphical factors development.  To 
this end, this study plans to research Korean-style plug-in 
development technologies and guidelines on the production of 
contents that will be placed into the CMS. 

 

REFERENCES   
[1] Market Analysis(2004-2010), KISDI(Korea Information Society 

Development Institute) , 2011. 
[2] Shreves, Ric. "Open Source CMS market share." white paper, 

Water&Stone, Summer , 2008. 
[3] Sangwook Ahn, WordPress, Five charming three kinds of limits, 

bloter.net, 2014 
[4] Walden, James, et al. "Security of open source web applications." 

Proceedings of the 2009 3rd international Symposium on Empirical 
Software Engineering and Measurement. IEEE Computer Society, 2009. 

[5] Williams, Brad, Ozh Richard, and Justin Tadlock. Professional 
WordPress Plugin Development. Wrox Press Ltd., 2011. 

[6] Naver Developer Center, Syndication API Service Open, 2010 [Online]. 
Available: http://www.ddaily.co.kr/news/article.html?no=61445 

[7] W3Techs.com 
[8] Smartphones appeared four years … ’40 years’ , PC penetration pass, 

2015, [Online]. Available: http://10korea.com/smartphones-appeared 
-four-years-40-years-pc-penetration-pass/ 

[9] Introducing Magento Open Source online shop solution., 2013, [Online]. 
Available: http://runean.com/magento/ 

[10] ranker.com 
 
 
Yangwon Lim is a full time lecturer of Multimedia Engineering Department of 
Andong National University, Korea. 
 
Youseck Yang, Hyeonpyo Hong, Geunwoo Ahn and Jeongwoo Lee are 
students of Multimedia Engineering Department of Andong National 
University, Korea. 
 
Jihyeon Hwang and Yonggoon Kim are employees of Webonomics company, 
Korea. 
 
Eunju Park is a PH.D. student of Multimedia Engineering Department of 
Andong National University, Korea. 
 
Hankyu  Lim received the B.S. degree in Electronics Engineering from 
the Kyungbook National University in 1981. He received the  M.S. degree in 
Computer  Engineering from the Yonsei University in 1984. He received the 
PH. D. degree in Computer  Engineering from the Sung Kyun Kwan University 
in 1997. He is a professor of Andong National University.  
 
 

  

 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 169



Support for reports and forms printing in wxWidgets
GUI toolkit

Michal Bližňák, Tomáš Dulík and Roman Jašek

Abstracts—Despite its maturity and wide range of built-in features,
the well-known cross-platform GUI toolkit called wxWidgets still lacks
support for easy printing of reports and forms even in the latest version
3.0.2 released in October 2014. Although there are several technolo-
gies provided by the library which could be used for this purpose (like
HTML-based forms) none of them are targeted directly to the printing
process with all needed and expected functionality. This paper intro-
duces new library add-on called wxReportDocument which fills this gap
and allows users to easily create rich reports and forms able to preview
and/or print run-time application data.

Keywords—wxWidgets, cross-platform, reports, forms, printing,
data, binding, C/C++

I. INTRODUCTION

WELL-KNOWN cross-platform GUI toolkit called wxWidgets
offers wide range of features covering nearly all function-

ality of target operation systems including GUI definition, pro-
cesses and threads control, file system access, sockets, streams
and many other features [2][5]. Unfortunately, dedicated support
for printing of forms or reports is still missing even in the lat-
est version of the library (at the moment the version number is
3.0.2 released in October 2014). Although there exists general
support for printing allowing users to "manually" draw onto the
printer’s canvas (including print preview functionality) and pos-
sibility to print HTML-based content [3], there is no easy way
how to defined full-featured reports and forms able to publish
run-time application data stored in scalar variables or arrays.

This article introduces new wxWidgets add-on library called
wxReportDocument created at Tomas Bata University aimed to
fill this gap. The library offers a functionality needed for cre-
ation of print reports and forms. User-defined forms can be
printed by using the library’s internal printing back-end based
on the wxWidget’s printing framework or it can be saved to an
output XML file (via any available output stream) for further us-
age. Also, it allows users to define unlimited number of printed
pages consisting of various, highly customizable page items as
shown later in this article.
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II. WXREPORTDOCUMENT LIBRARY’S INTERNALS AND
STRUCTURE

The wxReportDocument library is created upon C++ imple-
mentation of wxWidgets GUI toolkit as its feature add-on. It
uses built-in classes for graphics output, printing and previewing
support and creates upper-level interface for definition of forms
and reports. It can be used with both main wxWidgets 2.8 and
3.0 branches and can be easily obtained from wxCode add-ons
repository [1].

Fig. 1 inheritance diagram of page item classes

The library consists of the following main components:

Report document is encapsulated by wxReportDocument
classwhich can be regarded as a main library class responsible
for management of defined document pages. It also defines API
functions for serialization, printing and previewing of the doc-
ument. Typically, the report document class instance should be
created and initialized at the application start-up and should be
available during all application’s life-time.

Report page is a basic printing entity managed by the report
document encapsulated by wxReportPage class. Each the
document can contain one or more report pages. Moreover, one
report page defined by the user can be divided into several printed
pages automatically when needed (e.g. when a table placed onto
specific report page exceeds its vertical dimension) so the over-
all number of printed pages can be higher then number of user-
defined pages.

Report page item is a single graphic object defined by the
user and placed onto the report page which is encapsulated by
wxReportPageItem class or another inherited ones. It can be
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a static graphics object like bitmap image and vector shape (rect-
angle, cirle or line), static text object defined in the source code,
dynamic text object displaying textual representation of values
created at the run-time, statically or dynamically defined tables
or another user-defined item with custom drawing.

The Figure 1 show inheritance diagram of all available report
items supported by the RP library.

Report style is a non visual object defining attributes of
report page or report page item. It is encapsulated by
wxReportStyle class whose objects can be assigned to re-
port page items or directly to document page. It allows definition
of foreground and background color, font, border style and other
properties.

The Figure 2 show inheritance diagram of all available report
styles supported by the RP library.

Fig. 2 inheritance diagram of report style classes

In addition to the mentioned components and classes the wxRe-
portDocument library includes also other auxiliary classes encap-
sulating needed functionality. In the most cases, these classes are
not intended to be used directly by the end-user so we will not
discuss them here in details. For more information about them
please refer to the library’s project documentation available from
the distribution package.

III. DEFINITION OF THE REPORTS AND THE FORMS

The following chapters deal with specific tasks needed for suc-
cessful document creation.

The fist step needed for the proper report document creation
is definition of a report document object and setting its proper-
ties. As mentioned above, the report document object should be
persistent for whole the application’s life-time due to possibility
to ask for the refresh/drawing of the document anytime later. Of
course, this functionality is highly dependent on specific usage
scenarios so it is completely up to the user how the report docu-
ment object will be treated.

Now let us focus to the report page creation process. It
is supposed that the reader is familiar with basic aspects of
programming with C++ language and with usage of wxWid-
gets library as well. Also assume that global instance of
wxReportDocument class named m_Report already exists
like shown in Listing 1.

Listing 1: Main document repor tobject
1 # i n c l u d e <wx / r e p o r t / r e p o r t d o c u m e n t . h>
2
3 wxReportDocument m_Report ;

header
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Fig. 3 basic page layout

A. Basic page layout
After the creation of the document object basic properties in-

cluding the page size and margins can be set. Also notice that one
document page is created at the document object initialization by
default so it is not needed to do that explicitly.

Now, let us to discus basic page layout as shown in Figure 3.
The report page consists of three main parts: header, cus-

tom page area and footer. The page width, height and
margins surrounding the custom area can be set by using
wxReportPageStyle class as can be seen from Listing
2. Remember that wxReportDocument library uses millimeters
[mm] as its native dimension units type for all sizes and position-
ing.

Now, let us to define dimensions of the page and its margins.

Listing 2: Page layout definition
1 wx Rep or t Pag eS t y l e pgs ;
2 pgs . Se tWidth ( 210 ) ;
3 pgs . S e t H e i g h t ( 297 ) ;
4 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;
5 pgs . S e t B o r d e r ( wxRP_ALLBORDER ) ;
6 pgs . Se tBackg roundCo lo r ( wxColour ( 220 , 220 , 220 ) ) ;
7
8 m_Report . S e t P a g e S t y l e ( pgs ) ;

Defined page can be previewed by using special API
function called ShowPrintPreview() defined in
wxReportDocument class like shown in Listing 3.

Listing 3: Show report in preview window
1 m_Report . ShowPr in tP rev i ew ( t h i s , wxSize ( 640 , 850 ) ) ;

As a response the application shows print preview window
displaying defined pages and allowing user to print the content
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Fig. 4 print preview window

by using available printers as can be seen from Figure 4. Also,
the document can be printed immediately without showing the
preview window by using wxReportDocument::Print()
function.

Headers and Footers In contrast to page items placed into cus-
tom page area, items managed by the header or the footer are not
restricted by specified page dimensions and margins. It means
that given positions of header/footer items are absolute while
standard page items coordinates are relative to origin of the cus-
tom page area. In general, the content of the header, the footer
and the custom page area can be the same. The difference is that
a content of the header and the footer is repeated on all document
pages while content of the custom page area can be unique. Also,
there exists dedicated function for placing the page items into the
header/footer declared in wxReportDocument class.

Listing 4: API for definition of the header/footer content
1 void wxReportDocument : : AddItemToHeader ( c o n s t

wxRepor tTex t I t em& t e x t I t e m ) ;
2 void wxReportDocument : : AddI temToFooter ( c o n s t

wxRepor tTex t I t em& t e x t I t e m ) ;

The following code shown in Listing 5 illustrates how to add
some content into the page header.

Listing 5: Definition of the header content
1 wxRepor tTex t I t em h i ;
2
3 h i . S e t S i z e ( 200 , 20 ) ;
4 h i . S e t T e x t A l i g n ( wxRP_CENTERALIGN ) ;
5 h i . S e t P o s i t i o n ( wxRP_CENTER , 10 ) ;
6 h i . AddText ( " Lorem Ipsum . . . " ) ;
7
8 m_Report . AddItemToHeader ( h i ) ;

Lorem Ipsum ...

- 1 -

Fig. 5 numbered page with header

Page numbers The main class encapsulating
printed document includes also API function called
InsertPageNumbering() suitable for specification of
page numbers. Of course, it is also possible to do that by using
user-defined text items placed into the headers/footers but the
dedicated function does lot of needed work itself.

The InsertPageNumbering function allows users to
specify:

• format of page number in printf-like way,

• text style used with the page number,

• X- and Y- coordinates of the page number (in absolute val-
ues),

• target container (i.e. wxRP_HEADER, wxRP_FOOTER or
wxRP_BODY respectively) and

• starting page.

Let us to define page number placed into the footer and show
the result in Figure 5.

Listing 6: Definition of the page number
1 w x R e p o r t T e x t S t y l e ns ( " t s _ n u m b e r i n g " , wxFont ( 1 0 ,

wxFONTFAMILY_SWISS , wxFONTSTYLE_NORMAL,
wxFONTWEIGHT_NORMAL) ) ;

2 m_Report . I n s e r t P a g e N u m b e r i n g ( "− %d −" , ns , wxRP_CENTER ,
285 ) ;

IV. REPORT STYLES

In the most cases, the library works in some sort of state-
tracking mode which means that the defined styles are applied
on all items added to the pages later after the style’s definition
and assignment. There are several classes encapsulating style
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objects as shown in Figure 2 which can be used for specific
needs. For example, wxReportStyle is base common style
object defining mainly page/items borders and background color,
wxReportPageStyle class can be used for definition of over-
all document look, wxReportTextStyle class can be used
for styling of page text items, wxReportParagraphStyle
class can be used for styling of text paragraphs, etc.

The style objects can be assigned to relevant page items or to
the document page itself and can be re-used freely. Note that
some page items can use several style object at the same time.
Let us explain the styling process on text item encapsulated by
wxReportTextItem class.

Text item can contain several words or lines with user-defined
line endings and can be also divided into one or more paragraphs.
The text item uses two different style objects: the text style and
the paragraph style which are inherited from base report style.
Except the common properties such are border style, border and
background color the text style allows users to defined used font
and foreground color while the paragraph style allows definition
of text alignment, indentation, line height and paragraph spacing.
Both styles can be assigned to the text item concurrently and are
valid until replaced by another style object.

Now, let us to examine how the style objects assigned to the
text item can affect its look.

At the first a text item consisting of three paragraphs with stan-
dard Lorem Ipsum content will be defined and inserted into the
document page as shown in Listing 7

Listing 7: Definition of text item
1 f l o a t wid th = pgs . G e t S i z e ( ) . x − pgs . Ge tLe f tMarg in ( ) − pgs .

Ge tRigh tMarg in ( ) − 1 0 ;
2
3 wxRepor tTex t I t em t i ;
4 t i . S e t P o s i t i o n ( wxRP_CENTER , 5 ) ;
5 t i . S e t S i z e ( width , 0 ) ;
6
7 /∗ assume e x i s t i n g lorem_ipsum_par_1 , lorem_ipsum_par_2

and lorem_ipsum_par_3 s t r i n g v a r i a b l e s c o n t a i n i n g
p r i n t e d t e x t ∗ /

8 t i . AddText ( lo rem_ipsum_par_1 ) ;
9

10 t i . AddNewParagraph ( ) ;
11 t i . AddText ( lo rem_ipsum_par_2 ) ;
12
13 t i . AddNewParagraph ( ) ;
14 t i . AddText ( lo rem_ipsum_par_3 ) ;
15
16 m_Report . AddItem ( t i ) ;

The text item’s dimensions are calculated and specified at lines
1 and 5. Notice that just the width must be set by the user here
- the height will be (in this case) calculated by the library itself.
After that, the text item is center on the page within previously
defined margins. The vertical position of the text is 5 millime-
ters under the top page margin. The content is divided into three
paragraphs (see lines 10 and 13) and inserted by dedicated func-
tion at lines 8, 11 and 14. Finally, the newly defined text item is
added to the page at line 16.

Now let us to play with the styles little bit. In the following
sample, three style objects are used to style paragraphs, text con-
tent and the text item itself.

Listing 8: Definition of styled text item
1 f l o a t wid th = pgs . G e t S i z e ( ) . x − pgs . Ge tLe f tMarg in ( ) − pgs .

Ge tRigh tMarg in ( ) − 1 0 ;
2
3 / / d e f i n e common r e p o r t s t y l e

4 w x R e p o r t S t y l e r s ;
5 r s . S e t B o r d e r ( wxRP_ALLBORDER, wxColour ( 2 4 5 , 245 , 245) ) ;
6 r s . Se tBackg roundCo lo r ( r s . G e t B o r d e r C o l o r ( ) ) ;
7
8 / / d e f i n e t e x t s t y l e
9 w x R e p o r t T e x t S t y l e t s ;

10 t s . S e t F o n t ( wxFont ( 1 2 , wxFONTFAMILY_ROMAN,
wxFONTSTYLE_ITALIC , wxFONTWEIGHT_NORMAL) ) ;

11
12 / / d e f i n e paragraph s t y l e
13 w x R e p o r t P a r a g r a p h S t y l e ps ;
14 ps . S e t T e x t A l i g n ( wxRP_CENTERALIGN ) ;
15 ps . S e t P a r a g r a p h s S p a c e ( 5 ) ;
16 ps . S e t B o r d e r ( wxRP_ALLBORDER, ∗wxBLACK, 0 . 2 ) ;
17
18 / / d e f i n e t e x t i t e m
19 wxRepor tTex t I t em t i ;
20 t i . S e t P o s i t i o n ( wxRP_CENTER , 5 ) ;
21 t i . S e t S i z e ( width , 0 ) ;
22
23 / / s e t a l l s t y l e s
24 t i . S e t S t y l e ( r s ) ;
25 t i . S e t A c t i v e T e x t S t y l e ( t s ) ;
26 t i . S e t A c t i v e P a r a g r a p h S t y l e ( ps ) ;
27
28 t i . AddText ( lo rem_ipsum_par_1 ) ;
29
30 t i . AddNewParagraph ( ) ;
31
32 / / mo d i f y s t y l e and a p p l y them on n e x t paragraph
33 t s . S e t B o r d e r ( wxRP_BOTTOMBORDER, ∗wxRED, 0 . 1 ) ;
34 t i . S e t A c t i v e T e x t S t y l e ( t s ) ;
35 ps . S e t T e x t A l i g n ( wxRP_RIGHTALIGN ) ;
36 t i . S e t A c t i v e P a r a g r a p h S t y l e ( ps ) ;
37
38 t i . AddText ( lo rem_ipsum_par_2 ) ;
39
40 t i . AddNewParagraph ( ) ;
41
42 / / mo d i f y s t y l e and a p p l y them on n e x t paragraph
43 t s . S e t B o r d e r ( wxRP_RIGHTBORDER, ∗wxRED, 0 . 1 ) ;
44 t i . S e t A c t i v e T e x t S t y l e ( t s ) ;
45 ps . S e t T e x t A l i g n ( wxRP_LEFTALIGN ) ;
46 t i . S e t A c t i v e P a r a g r a p h S t y l e ( ps ) ;
47
48 t i . AddText ( lo rem_ipsum_par_3 ) ;
49
50 m_Report . AddItem ( t i ) ;

At the first, a basic report style named rs is created at
line 4. This object is used for drawing of light gray rect-
angle filling the text item’s area. It is necessary to define
both border and background color as can be seen at lines
5 a 6 because no page item can be filled without existing
border. The borders can be specified by combination of
binary flags wxRP_LEFTBORDER, wxRP_RIGHTBORDER,
wxRP_TOPBORDER, wxRP_BOTTOMBORDER or simply
wxRP_ALLBORDER. This general style object can be assigned to
any type of page item by using wxPageItem::SetStyle()
function.

Next, a text style object called ts is created at line 9. This
style type can be applied just onto text items and allows defini-
tion of text font. This style can be assigned to the text item by
using wxReportTextItem::AddActiveTextStyle()
function as shown at line 25. From this point, any text value
added to the text item uses this text style until changed to another
one.

Finally, the paragraph style object is created at line 13
to specify various paragraph’s properties like paragraph
spacing or text alignment. Also, both text and paragraph
style objects allow definition of their own borders. Borders
defined by paragraph style are applied onto all following
paragraphs added to parent text item while borders defined
in text style object are applied onto single words. Paragraph
style object can be assigned to parent text item by using
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Lorem Ipsum ...

- 1 -

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut enim ad minima
veniam, quis nostrum exercitationem ullam corporis suscipit laboriosam, nisi ut
aliquid ex ea commodi consequatur? Nullam eget nisl. Fusce tellus odio, dapibus
id fermentum quis, suscipit id erat. Vivamus luctus egestas leo. Donec quis nibh

at felis congue commodo. Nam sed tellus id magna elementum tincidunt.
Suspendisse nisl. Maecenas lorem. Sed ut perspiciatis unde omnis iste natus
error sit voluptatem accusantium doloremque laudantium, totam rem aperiam,
eaque ipsa quae ab illo inventore veritatis et quasi architecto beatae vitae dicta
sunt explicabo. Quis autem vel eum iure reprehenderit qui in ea voluptate velit
esse quam nihil molestiae consequatur, vel illum qui dolorem eum fugiat quo

voluptas nulla pariatur? Mauris elementum mauris vitae tortor. Maecenas aliquet
accumsan leo. Aliquam in lorem sit amet leo accumsan lacinia. Curabitur sagittis

hendrerit ante.

Vivamus luctus egestas leo. Aliquam erat volutpat. Ut tempus purus at lorem.
Donec vitae arcu. Aliquam ornare wisi eu metus. Nulla pulvinar eleifend sem.
Nam quis nulla. Temporibus autem quibusdam et aut officiis debitis aut rerum

necessitatibus saepe eveniet ut et voluptates repudiandae sint et molestiae non
recusandae. Vivamus luctus egestas leo. Nullam eget nisl. Sed ut perspiciatis

unde omnis iste natus error sit voluptatem accusantium doloremque laudantium,
totam rem aperiam, eaque ipsa quae ab illo inventore veritatis et quasi architecto

beatae vitae dicta sunt explicabo.

Neque porro quisquam est, qui dolorem ipsum quia dolor sit amet, consectetur,
adipisci velit, sed quia non numquam eius modi tempora incidunt ut labore et
dolore magnam aliquam quaerat voluptatem. Nullam at arcu a est sollicitudin
euismod. Maecenas sollicitudin. Etiam ligula pede, sagittis quis, interdum
ultricies, scelerisque eu. Sed convallis magna eu sem. Aliquam in lorem sit amet
leo accumsan lacinia. Nemo enim ipsam voluptatem quia voluptas sit aspernatur
aut odit aut fugit, sed quia consequuntur magni dolores eos qui ratione
voluptatem sequi nesciunt. Nullam justo enim, consectetuer nec, ullamcorper ac,
vestibulum in, elit. Itaque earum rerum hic tenetur a sapiente delectus, ut aut
reiciendis voluptatibus maiores alias consequatur aut perferendis doloribus
asperiores repellat. Nulla accumsan, elit sit amet varius semper, nulla mauris
mollis quam, tempor suscipit diam nulla vel leo. Sed ac dolor sit amet purus
malesuada congue. Vivamus porttitor turpis ac leo. Nullam faucibus mi quis velit.
Praesent id justo in neque elementum ultrices. Nulla quis diam. Morbi scelerisque
luctus velit. Nullam rhoncus aliquam metus. Class aptent taciti sociosqu ad litora
torquent per conubia nostra, per inceptos hymenaeos. Etiam quis quam.

Fig. 6 styled text item

wxReportTextItem::AddActiveParagraphStyle()
function. Fully styled text item is resulting from the sample code
is show in Figure 6.

V. POSITIONING OF THE PAGE ITEMS

As mentioned in previous chapters, all page items can be po-
sitioned within custom page area or within the headers/footers
areas by using absolute coordinates which are specified in mil-
limeters. In addition to the absolute positioning, also predefined,
automatically calculated position marks are available. These are:

• wxRP_LEFT,

• wxRP_RIGHT,

• wxRP_TOP,

• wxRP_BOTTOM,

• and wxRP_CENTER.

All position marks can be used for both vertical and horizontal
positioning as shown at line 20 in Listing 8.

VI. PAGE ITEMS

In general, printed pages consist of set of page items with
user-defined properties and styles. The following sub chapters
describes all available item types in details.

A. Text items
Text items encapsulated by wxReportTextItem class can

be used for inserting of single words or complex paragraphs as
shown in Chapter IV.

There is also another important feature of the text item: it
can display content of assigned variable updated at run-time au-
tomatically or on demand. It means that real displayed text

do not has to be "hard-coded" in source code, but can be
read from program variables. Assignment of source variable
can be done via wxReportTextItem::AddVariable()
function which can take reference to short, int, long,
float, double, char and wxString variables as its argu-
ment. This feature is ideal for definition of printed forms filled
with calculated values, text phrases, etc. Values from assigned
variables are converted to its textual representation automati-
cally before printing/previewing or when requested by user via
wxReportDocument::RefreshVariables() function.

B. Tables
Another very useful page item provided by wxReportDocu-

ment library is table item. As expected, the tables can be used for
printing of data in tabular form. The table item is encapsulated by
wxReportTableItem class which defines rich API suitable
for handling its data, dimensions and style. The class members
allow user to customize the table in many ways: if required, each
table cell can be styled in completely different way, data can be
inserted into the table per cell, per row and also per column. The
table cell can contain single textual value or assigned variable
used for filling the cell with desired value at run-time similarly
to the text item as mentioned above (actually, the table cell is the
text item so it provides similar functionality). Moreover, the ta-
bles can contain row or cell headers and are divided into several
blocks fitting parent document page automatically when needed.

Now, let us demonstrate the table item’s API. The example
shows how to create simple table and how to fill it with values
stored in array of integers. The sample code could be as follows:

Listing 9: Simple table item
1 / / c r e a t e a r r a y on i n t e g e r s
2 wxArray In t columnValues ;
3 f o r ( s i z e _ t i = 0 ; i < 8 0 ; ++ i ) columnValues . Add ( i ∗ 10

) ;
4
5 / / d e f i n e page s t y l e
6 wx Rep or t Pag eS t y l e pgs ;
7 pgs . Se tWidth ( 210 ) ;
8 pgs . S e t H e i g h t ( 297 ) ;
9 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;

10
11 m_Report . S e t P a g e S t y l e ( pgs ) ;
12
13 / / c r e a t e t a b l e i t e m and c e n t e r i t w i t h i n document page
14 wxRepor tTab le I t em t a b l e ;
15 t a b l e . S e t P o s i t i o n ( wxRP_CENTER , 10 ) ;
16 t a b l e . S e t T e x t A l i g n ( wxRP_LEFTALIGN ) ;
17
18 / / d e f i n e d e f a u l t s t y l e used a l s o f o r t a b l e h e a d e r s
19 w x R e p o r t T e x t S t y l e c e l l s S t y l e ;
20 c e l l s S t y l e . S e t B o r d e r ( wxRP_BOTTOMBORDER ) ;
21 t a b l e . S e t C e l l s S t y l e ( c e l l s S t y l e ) ;
22
23 / / i n s e r t s i x columns w i t h cus tom h e a d e r s i n t o t h e t a b l e
24 f o r ( s i z e _ t c = 0 ; c < 6 ; ++c ) t a b l e . AddColumn (

columnValues , w x S t r i n g : : Format ( " Header %u " , c ) ) ;
25
26 / / s t y l e s p e c i f i c t a b l e rows
27 c e l l s S t y l e . S e t B o r d e r ( wxRP_NOBORDER ) ;
28 f o r ( s i z e _ t i = 0 ; i < 8 0 ; ++ i ) t a b l e . S e t C e l l s S t y l e F o r R o w

( c e l l s S t y l e , i ) ;
29
30 / / a d j u s t t a b l e c e l l s s i z e s a u t o m a t i c a l l y
31 t a b l e . S y n c h r o n i z e C e l l s S i z e s ( ) ;
32
33 / / add t h e t a b l e t o t h e document
34 m_Report . AddItem ( t a b l e ) ;

The most interesting aspect of this sample is the way how the
table content is defined: the table columns are filled with values
stored in array on integers as can be seen at line 24. Also, the
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Header 0 Header 1 Header 2 Header 3 Header 4 Header 5
0 0 0 0 0 0
10 10 10 10 10 10
20 20 20 20 20 20
30 30 30 30 30 30
40 40 40 40 40 40
50 50 50 50 50 50
60 60 60 60 60 60
70 70 70 70 70 70
80 80 80 80 80 80
90 90 90 90 90 90
100 100 100 100 100 100
110 110 110 110 110 110
120 120 120 120 120 120
130 130 130 130 130 130
140 140 140 140 140 140
150 150 150 150 150 150
160 160 160 160 160 160
170 170 170 170 170 170
180 180 180 180 180 180
190 190 190 190 190 190
200 200 200 200 200 200
210 210 210 210 210 210
220 220 220 220 220 220
230 230 230 230 230 230
240 240 240 240 240 240
250 250 250 250 250 250
260 260 260 260 260 260
270 270 270 270 270 270
280 280 280 280 280 280
290 290 290 290 290 290
300 300 300 300 300 300
310 310 310 310 310 310
320 320 320 320 320 320
330 330 330 330 330 330
340 340 340 340 340 340
350 350 350 350 350 350
360 360 360 360 360 360
370 370 370 370 370 370
380 380 380 380 380 380
390 390 390 390 390 390
400 400 400 400 400 400
410 410 410 410 410 410
420 420 420 420 420 420

Header 0 Header 1 Header 2 Header 3 Header 4 Header 5
430 430 430 430 430 430
440 440 440 440 440 440
450 450 450 450 450 450
460 460 460 460 460 460
470 470 470 470 470 470
480 480 480 480 480 480
490 490 490 490 490 490
500 500 500 500 500 500
510 510 510 510 510 510
520 520 520 520 520 520
530 530 530 530 530 530
540 540 540 540 540 540
550 550 550 550 550 550
560 560 560 560 560 560
570 570 570 570 570 570
580 580 580 580 580 580
590 590 590 590 590 590
600 600 600 600 600 600
610 610 610 610 610 610
620 620 620 620 620 620
630 630 630 630 630 630
640 640 640 640 640 640
650 650 650 650 650 650
660 660 660 660 660 660
670 670 670 670 670 670
680 680 680 680 680 680
690 690 690 690 690 690
700 700 700 700 700 700
710 710 710 710 710 710
720 720 720 720 720 720
730 730 730 730 730 730
740 740 740 740 740 740
750 750 750 750 750 750
760 760 760 760 760 760
770 770 770 770 770 770
780 780 780 780 780 780
790 790 790 790 790 790

Fig. 7 simple table item spread over two document pages

column’s header is defined there. In addition, two different styles
are used with the table. The first one defined at line 18 is used
for both table cells and the column headers while the second one
defined at line 27 is assigned just to specific table rows. Notice,
that the extent of the table exceeds document page dimensions
so the table is divided into two pieces. The result of this sample
code can be seen in Figure 7 which shows both printed pages.

C. Images

In addition to standard document elements like text item or
table item mentioned in the previous chapters, the wxReportDoc-
ument library supports also set of static graphics items suitable
for improvement of the document look.

The first item we are going to discuss here is image item en-
capsulated by wxReportImageItem class able to display im-
ages loaded from file system. The image item can be positioned
similarly to text or table items within the custom page area od
header/footer. It can be used in conjunction with dedicated style
class called wxReportImageStyle allowing user to set im-
age borders or margins. Also, PPI value can be customized via
wxReportImageItem::SetPPI() API function so the im-
age will be scaled in accordance to the set PPI value.

Let us to illustrate usage of image item on a simple example.

Listing 10: Simple image loaded from file system
1 / / d e f i n e page s t y l e
2 wx Rep or t Pag eS t y l e pgs ;
3 pgs . Se tWidth ( 210 ) ;
4 pgs . S e t H e i g h t ( 297 ) ;
5 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;
6
7 m_Report . S e t P a g e S t y l e ( pgs ) ;
8
9 / / d e f i n e image s t y l e

10 wxRepor t ImageS ty le i s ;
11 i s . S e t B o r d e r ( wxRP_ALLBORDER, wxColour ( 1 0 0 , 100 , 100) ,

0 . 7 5 ) ;
12
13 / / c r e a t e image i t e m w i t h cus tom PPI and a p p l y cus tom

s t y l e on i t .
14 wxRepor t ImageI tem img ;
15 img . S e t P a t h ( " . . / u t b . png " ) ;
16 img . Se t PPI ( 200 ) ;
17 img . S e t P o s i t i o n ( wxRP_CENTER , wxRP_CENTER ) ;
18 img . S e t S t y l e ( i s ) ;
19
20 m_Report . AddItem ( img ) ;

Fig. 8 centered image item

Fig. 9 hierarchy of shape items classes

The Listing 10 shows how to use custom image style defined at
lines 10 and 11 and how to scale the source image by altering its
PPI value as can be seen at line 16. Also, built-in position marks
wxRP_CENTER are used for centering of the image within the
main page area. Output of this source code can be seen in Figure
8.

D. Static graphics

Another way how to improve printed document’s look is to use
basic static graphic primitives like lines, rectangles and circles
for highlighting of important parts of the document. For that pur-
pose, the wxReportDocument library provides in addition to the
image item also set of classes encapsulating these graphic objects
which may be added to the document page. In contrast to the im-
age item no position marks like wxRP_LEFT or wxRP_CENTER
can be used for the placement - only absolute positioning is al-
lowed there.

All static graphic primitives are inherited from common base
class wxReportShapeItem defining API functions used for
styling of the item. The shape base class allows definition on
border/line color, line thickness and style and also definition of
fill color if applicable.
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Rectangles Probably the most common graphic primitive
used in various printed documents and forms is rect-
angle item. This document item is encapsulated by
wxReportRectangleShape and allows user to define its
position, size, border and fill color. The usage of this class is
straightforward and is illustrated in the following Listing 11.

Listing 11: Definition of rectangle shape
1 / / d e f i n e document page s t y l e
2 wx Rep or t Pag eS t y l e pgs ;
3 pgs . Se tWidth ( 210 ) ;
4 pgs . S e t H e i g h t ( 297 ) ;
5 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;
6
7 m_Report . S e t P a g e S t y l e ( pgs ) ;
8
9 / / c r e a t e r e c t a n g l e shae

10 wxRepor tRec t ang leShape r e c t ;
11 r e c t . S e t T o p L e f t C o r n e r ( 0 , 0 ) ;
12 r e c t . Se tWidth ( 190 ) ;
13 r e c t . S e t H e i g h t ( 237 ) ;
14 r e c t . S e t L i n e C o l o r ( ∗wxBLUE ) ;
15 r e c t . S e t F i l l C o l o r ( ∗wxGREEN ) ;
16 r e c t . S e t L i n e T h i c k n e s s ( 4 ) ;
17
18 / / add t h e shape t o t h e page
19 m_Report . AddItem ( r e c t ) ;

Circles Circles can be created and added to the document page
by using wxReportCircleShape as shown in Listing 12.
The circle item uses the same positioning and styling policy like
the rectangle item.

Listing 12: Definition of circle shape
1 / / d e f i n e document page s t y l e
2 wx Rep or t Pag eS t y l e pgs ;
3 pgs . Se tWidth ( 210 ) ;
4 pgs . S e t H e i g h t ( 297 ) ;
5 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;
6
7 m_Report . S e t P a g e S t y l e ( pgs ) ;
8
9 / / c r e a t e c i r c l e shape

10 w x R e p o r t C i r c l e S h a p e c i r c l e ;
11 c i r c l e . S e t C e n t r e C o o r d ( 95 , 95 ) ;
12 c i r c l e . S e t R a d i u s ( 95 ) ;
13 c i r c l e . S e t L i n e C o l o r ( ∗wxBLUE ) ;
14 c i r c l e . S e t F i l l C o l o r ( ∗wxGREEN ) ;
15 c i r c l e . S e t L i n e T h i c k n e s s ( 4 ) ;
16
17 / / add t h e shape t o t h e page
18 m_Report . AddItem ( c i r c l e ) ;

Lines The last static graphic item supported by the library is
line shape. As expected, the item allows users to define lines
with specified staring and anding point, color and style. The class
encapsulating this item is wxReportLineShape and can be
used like demonstrated in Listing 13.

Listing 13: Definition of line shapes
1 / / d e f i n e page s t y l e
2 wx Rep or t Pag eS t y l e pgs ;
3 pgs . Se tWidth ( 210 ) ;
4 pgs . S e t H e i g h t ( 297 ) ;
5 pgs . S e t M a r g i n s ( 10 , 10 , 30 , 30 ) ;
6
7 m_Report . S e t P a g e S t y l e ( pgs ) ;
8
9 / / c r e a t e l i n e shape and s p e c i f y i t s s t y l e

10 wxRepor tLineShape l i n e ;
11 l i n e . S e t L i n e C o l o r ( ∗wxRED ) ;
12 l i n e . S e t L i n e T h i c k n e s s ( 2 ) ;
13
14 / / add a l i n e l e a d i n g from top−l e f t t o r i g h t−bo t tom page

c o r n e r

15 l i n e . S e t P o i n t s ( wxRea lPo in t ( 0 , 0 ) ,
16 pgs . G e t S i z e ( ) − wxRea lPo in t ( pgs . Ge tLe f tMarg in ( ) + pgs .

Ge tRigh tMarg in ( ) ,
17 pgs . GetTopMargin ( ) + pgs . GetBottomMargin ( )

) ) ;
18 m_Report . AddItem ( l i n e ) ;
19
20 / / add a l i n e l e a d i n g from top−r i g h t t o l e f t −bo t tom page

c o r n e r
21 l i n e . S e t P o i n t s ( wxRea lPo in t ( pgs . G e t S i z e ( ) . x − pgs .

Ge tLe f tMarg in ( ) − pgs . Ge tRigh tMarg in ( ) , 0 ) ,
22 wxRea lPo in t ( 0 , pgs . G e t S i z e ( ) . y − pgs . GetTopMargin

( ) − pgs . GetBottomMargin ( ) ) ) ;
23
24 m_Report . AddItem ( l i n e ) ;

VII. CONCLUSION

As shown in the paper, wxReportDocument add-on to wxWid-
gets GUI toolkit can be regarded as fully functional, production-
ready library helping users to define, print and even store various
documents and forms easily. Notice that not all provided func-
tionality is covered by this article. Not mentioned interesting
features are for example an ability to define custom page items
or to serialize/deserialize document content to/from XML file.

The library itself is published under wxWidgets License which
means that there are no legal restrictions for using the library so
it can be used for both open-source and closed-source projects
freely. Thanks to that the library has been already used in two
commercial project developed at our university which proved its
maturity.

Source code of the library can be obtained from wxCode
source repository [1] and can be build against wxWidget 2.8.x
and wxWidgets 3.0.x GUI toolking by using any of supported
compiler. In addition to the sources also Doxygen-based docu-
mentation [4] is available at the same location.
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Abstract— The main aim of this publication is to identify 

possibilities provided to modern enterprises by the use of processes 
which are components of the system of marketing automation. The 
concept of marketing automation represents a completely new reality; 
it is a shift from communication that is based on mass distribution of 
a uniform message to communication that is realistically 
personalised, individual and fully automated. This is a completely 
new idea, a kind of coexistence in which sales and marketing 
departments closely cooperate with each other to achieve the best 
possible results. This is also a situation where marketing can confirm 
its contribution to the revenue generated by an enterprise. However, 
marketing automation also means huge analytical possibilities; it is 
real growth in the value of an enterprise, its added value represented 
by the set of knowledge acquired by the system about customers and 
all the processes performed in an enterprise, both marketing and sale 
processes. The introduction of a marketing automation system leads 
to a change in the existing model of functioning, not only of the 
marketing department but also a marketer. Everything that is 
provided by marketing automation, including cumulated unique 
knowledge about the customer, is also the critical marketing value of 
every modern enterprise. 
 

Keywords— marketing automation, marketing tools, marketing 
communication, sales process.  

I. INTRODUCTION 
VERY industry faces a range of specific challenges and 
actions. One of key, most important tasks is to build 

permanent, partner relations with customers that are based on 
the principles of mutuality. In the age of slow economic 
growth, winning a customer is an important process in each 
enterprise. This process becomes significant, if it makes it 
possible, by using its capabilities, to answer the following 
question: how to effectively win customers, then optimise the 
cost of this process, and finally persuade the customer to make 
a purchase.  Universal access to the Internet resources and 
development of modern technologies, as well as constant 
changes of marketing models, make it more difficult to 
implement effective campaigns without the use of integrated 
systems of marketing automation. 

This expanding range of possibilities was noticed already 
10 years ago by marketers in the United States, leading to the 
emergence of processes that enabled monitoring of the 
behaviour of e-mail recipients beyond the mere opening of a 

 
 

message. This is how processes known today as marketing 
automation were created. The main task of such systems is to 
monitor the behaviour of the recipient of a message on a 
particular website. Information obtained in this way can be 
used to identify the needs of the recipient and to specify which 
 
elements of the offer are most interesting to potential 
customers. This information allows a message to be adapted to 
the needs of a particular potential customer, and if sent at the 
right time, it can strengthen the impact of the message. In 
modern world, the Internet has become an essential element of 
a consumer's existence, a place where products and services 
are searched for and where direct purchases are made. 

In simple terms, marketing automation is technology that 
allows companies to improve marketing processes, better 
organise their tasks, fully automate applied strategies and 
precisely evaluate their effectiveness, and consequently to 
achieve a significant increase in ROMI (Return On Marketing 
Investment) [1]. The aim of such a system is to automate 
routine marketing tasks, and the functions of Marketing 
Automation include, among other things [2]: 
− maintenance of databases about the existing and potential 

customers of the company as well as e-mailing lists,  
− monitoring and analysing customer behaviour in mobile 

applications and behaviour of visitors to certain websites, 
− segmentation of a company's potential customers by 

specific details, such as age, sex, place of residence or 
interests, 

− monitoring the recipients of sent e-mails, 
− management of B2B visits - identification of companies 

visiting a website, 
− automated management of marketing campaigns. 

A typical system of marketing automation provides a range 
of possibilities, both in terms of monitoring the behaviour of 
contacts on a website and reaction to such behaviour [3]. It is 
an answer to a new situation that occurred on the market as a 
result of a few factors related with both the model of customer 
behaviour and the way of reaching them with the offer.  
Marketing automation systems emerged as an expansion of e-
mail marketing systems extending their capabilities to include 
the function of monitoring user behaviour on a website. This 
led to further development of these systems, which now only 
slightly resemble the first solutions from this field. 

Nowadays, marketing automation is a system designed as a 
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tool for comprehensive support of marketing and sale 
activities in a company, with a focus on integration and 
synchronisation of processes taking place in these two areas. 
Lack of cooperation between marketing and sale is now one of 
the main reasons for failure of classical marketing. A change 
in the purchasing model, customers’ taking control over this 
process, and a wide access to information from various 
sources - all these factors have had a huge impact on 
marketing effectiveness. 

II. NEW CONDITIONS OF THE PROCESS OF COMMUNICATION IN 
THE ASPECT OF MARKETING AUTOMATION 

Promotional activities of an enterprise undergo continuous 
changes, which is mostly determined by changing popularity 
of particular media. New media (the so called mobile and 
online media) show the biggest growth in the share in 
consumed media basket. For mobile media, the year on year 
growth in consumption is over 50% [4]. Data clearly shows an 
increasing role of new media [5]. Changes that are currently 
occurring have already affected activities undertaken by 
numerous enterprises in the area of marketing communication 
[6]. 

Enterprises’ communication campaigns based on the 
concept of insideout no longer attract the attention of 
customers [7]. Advertising campaigns that used to be crucial 
for promotional campaigns show decreasing effectiveness 
today. Therefore, the answer to problems connected with 
decreasing level of effectiveness and acceptance of 
promotional activities of an enterprise is communication 
through new media. New media changed the position of 
stakeholders in the process of communication with an 
enterprise. Nowadays, it is the customer that initiates 
interactions with an enterprise. 

In order to establish relations with the customer, an 
enterprise often has to offer valuable information in new 
media, sometimes even outside the main domain of its 
business activity. The customer usually finds valuable, 
trustworthy content using an internet browser. Therefore, an 
effective way to convey a message is to create value for the 
customer by providing interesting educational, entertainment 
or factual information, instead of sending promotional 
messages or messages intended to stimulate sales.  

Communication activities focused on the implementation of 
a promotional function should be based on a very careful and 
in-depth analysis of the recipient of the message. That's why 
software for automating marketing campaigns is so popular 
[8]. The achievement of desired sales stimulation effects 
requires an in-depth knowledge about the customer, based not 
only on social and demographic data, but above all on 
behavioural information. Unfortunately, obtaining data about 
customers' communication or purchase behaviour is a task that 
takes time, IT and procedural solutions, not to mention the 
customer's consent to gathering information about their 
behaviour.  

Today, enterprises have access to information and 
communication technologies, and there are no technical 
restrains of processing large collections of information. 

Enterprises are equipped with tools such as marketing 
automation that enable them to generate a customized offer, 
but there is an obstacle on the way to fully use the marketing 
potential of technologies, which is the customer’s willingness 
to provide access to their data to an enterprise. Therefore, the 
main barrier to the use of technology potential is access to data 
and the customer's consent to collecting, storing and 
processing of this data as well as making it available.  

The functioning of marketing automation is presented in 
figure 1, and its main tasks can be divided into [9]. 

Outbound marketing - systems of marketing automation, 
complementing e-mail marketing systems, which have 
functions designed to distribute content to recipients from 
their database.  This process, referred to as outbound 
marketing, can be implemented by sending e-mails, SMS or 
MMS messages, dynamic generation of advertisements or 
content of a website.  

Inbound marketing — is a different strategy for winning 
new customers, which involves actions to ensure that the 
potential customer finds the offer he is interested in by 
himself.    Marketing automation may be used both to generate 
websites and advertisements, and to suggest appropriate 
content in a blog or social media. The main role of marketing 
automation in this case is to provide accurate analytical data to 
better adapt the content being created to the needs of 
recipients.  

Analysis of needs – in order to make the message reach 
their recipients, both in the case of inbound marketing and 
outbound marketing, it is necessary to gather appropriate data 
about potential customers. One of the main advantages of 
marketing automation is the possibility to collect a wide range 
of data about customer behaviour in the real time and to link it 
with information about each of potential customers in the 
database, which allows marketing to be customized to each 
recipient according to the one-to-one principle. 
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Figure 1. Functioning of marketing automation 
Source: own work  
 
In this discussion, it is necessary to mention lead 

generation, i.e. an activity that isn't directly connected with 
marketing automation, but is necessary for it to work properly.    
Systems of this type, although they are not originally designed 
to increase traffic on a website, require implementation of 
tools for increasing website traffic in an organisation. The 
main aim of lead generation is to gather e-mail addresses or 
other contact data, e.g. telephone numbers, of potential 
customers. This objective can be implemented in a number of 
ways, often incorrectly referred to by the common term 
"advertising." The process of obtaining contact data is mainly 
implemented by means of website forms that are completed 
during performing various activities, such as subscribing a 
newsletter, receiving a discount code, downloading special, 
otherwise unavailable documents. In terms of increasing 
traffic on a website and the number of people interested in 
completing forms, lead generation tools can be divided into 
[10]: 
− SEO (Search Engine Optimization), i.e. positioning of a 

website in internet browsers, 
− viral marketing - creating a video, picture, infographics or 

internet memos shared by Internet users as something 
worth seeing,  

− presence in social media - running a corporate website, 
establishing interactions with subscribers, providing 
valuable content, 

− keeping a thematic blog connected with business activity. 
Lead generation is often confused with demand generation 

due to the fact that it partially uses the same tools. However, 
there is a diametrical difference between these strategies in 
terms of the purpose of their use. Lead generation is intended 
to obtain the biggest possible number of contacts. To achieve 
that, it is necessary to use forms and offer some valuable 
content in exchange for leaving contact data. In contrast, 
demand generation consists in providing information about an 
offer to the widest possible group of receivers. To meet this 
condition, it is necessary to eliminate all barriers that can 
reduce the dissemination of information to potential 
customers, including all kinds of forms. Although lead 
generation and demand generation often use the same tools, 
these are strategies that practically cannot be applied at the 
same time [11]. 

III.  USE OF MARKETING AUTOMATION TO SUPPORT  
A SALES PROCESS  

Sales funnel is an illustration of a theoretical road travelled 
by an Internet user from entering a website to becoming a 
customer. The exact shape and number of stages of a sales 
funnel depend on a number of factors, such as industry, 
company, customer profile, product profile, sales and 
marketing targets, situation in the environment of an 
enterprise, available offer, applied marketing tools etc. 
Therefore, sales funnels vary across companies. Often, there 
are a few funnels within one company. Below are a few key 
elements for the functioning of a funnel [12]: 
− attracting visitors - preliminary phase for a sales funnel. 

Leads can be obtained through inbound and outbound 
marketing; 

− Conversion of visitors into leads - leaving contact data; 
− Qualification of leads - assessing which of the leads 

obtained are suitable for further actions, as a substantial 
part of leads provide false data;  

− Conversion of leads into MQL (Marketing Qualified 
Leads) — MQLs are leads that have been qualified as 
requiring marketing campaigns. The conversion takes 
place by subscribing a newsletter, downloading documents 
or participating in a webinar. This point opens the door to 
the operation of the system of marketing automation. 

− Lead nurturing - aimed at converting leads into purchase 
leads. It usually takes form of a cyclic mailing containing 
valuable content, but more and more often it is a dynamic 
and multi-channel process. 

− Conversion of a lead into SQL and transferring it to a sales 
department - conversion of a lead into SQL (Sales 
Qualified Lead) is the aim of creating a sales funnel. The 
system of marketing automation is invaluably helpful here, 
as it is able to automatically recognise a real conversion of 

 

Marketing department 

Sales process gap 

Sales department 

PROBLEM 1. Marketing does nothing 
more than building the brand. It is not 

interested in what happens to the leads 

PROBLEM 2. Necessity to incur the cost 
of winning the same lead again 

Problem 3. Sales department handles 
only 20% of customers who would 

anyway make a purchase, whereas 80% 
of customers are abandoned  

Building the brand and reach, and 
winning customers (lead generation) 

 
Developing a customer’s/lead’s interest 

and education 
 

Converting leads into customers, sale of 
services and customer retention 

Marketing Automation enables automatic processing 
of leads before they reach the sales department. Lead 

Nurturing prevents lead leak and may have the 
following forms: e-mail marketing campaigns; 

customised content on a website; mobile and SMS 
campaigns;  marketing in Google, on Facebook 

LEAD LEAK 
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leads and transfer them to sales departments without the 
interference of marketing staff.   

− Further activities with a new customer - depending on the 
strategy, the funnel can be stopped at this point or 
continued, e.g. to sell more products to the customer. This 
point is not permanent, and may not be present in certain 
industries. It can also be implemented in several separate 
sales funnels. 

Marketing automation systems work in each of the points 
above, but the most important area of their operation is the 
space between the marketing department and sales 
department. In the classical sales model, there are no specified 
patterns of activities that should be taken at this stage. After 
generating leads, marketing departments leave them 
unattended or send all leads directly to sales departments. This 
is not an optimal solution, as it causes leads to leak 
excessively, results in a gradual decrease of the contact 
database, overload of sales departments, necessity to obtain 
the same lead anew, general chaos and lack of cooperation 
between marketing and sales.  

Lack of communication between marketing and sales is 
mainly the effect of a business model in which these 
departments function separately. In the case of traditional 
marketing tools, this was a reasonable step, but today, in 
internet marketing, it significantly limits the possibilities of 
acting. Nowadays, we can see a need to fill a lead gap - the 
gap between generated leads and the sales department. 
Activity in this area is characterised by certain limitations 
resulting from changes in customers' purchase models. 

In the age of the Internet, it is usually assumed that the 
control of the purchase process lies with a potential customer. 
The customer decides whose offer to read, what content to 
receive, which one to accept and which one to reject. The 
modern customer is less prone to be influenced by 
advertisement, and relies more on other people's opinions, 
documented articles in trade press and knowledge shared in 
specialised portals. He absorbs messages both in text and 
audiovisual forms. He is willing to establish contacts with 
other users with similar problems, but is sceptical about 
interaction with sales departments of companies whose offer 
he views. For that reason, an effective activity in the area of 
lead gap requires providing the customer with valuable 
informational content and avoiding activities that have the 
character of an offer.  

The process of impacting a potential customer by providing 
him with high quality factual content is called lead nurturing. 
Lead nurturing is one of the most important methods for using 
marketing automation systems to increase the number of 
potential customers. Lead nurturing is a new marketing term 
connected with conducting marketing campaigns designed to 
prepare a potential customer to make a purchase. It is most 
often used in the area of B2B sale of products and services. 
The aim of a lead nurturing project is to provide potential 
customers with knowledge and information necessary for the 
sales department to conduct a sales campaign [13]. 

The main advantage of lead nurturing is constant control 
over the interaction between a lead and the company. To 

achieve that, it is necessary to establish the actual demand of a 
lead for information, find out what are his interests or 
requirements, and to react by providing him with valuable 
content, especially in the face of information chaos [14]. 

In its most simple form, lead nurturing consists in ensuring 
educational care to a contact by cyclically sending him 
messages, e.g. in the form of a newsletter. More advanced 
forms may use varied channels to reach a lead, including 
online webinars, social media, e-mail marketing, SMS 
messages and dynamically generated websites. It is also 
possible to use all these channels interchangeably or at the 
same time. A frequently used practice is to support the process 
of lead nurturing with telephone conversations. 

Lead nurturing projects have a few objectives [15]: 
− conversion of leads - the main and fundamental aim of lead 

nurturing is to impact the conversion of a lead to next 
stages of a purchase process, i.e. graphically speaking to 
walk a lead through a sales funnel. 

− maintaining contact with a potential customer - which is 
necessary to sell a product or service. Thanks to lead 
nurturing, the contact between the company and potential 
customers is not broken off. As a result, it is not necessary 
to regain the same leads, e.g. through advertising. 

− Provision of key information - thanks to lead nurturing, a 
company can take partial control over the information 
reaching its potential customer. It can include content that 
supports conversion. 

− Image creation - by offering valuable, useful content to 
leads, their creator is perceived as a specialist in a given 
industry.   

− Indicating appropriate leads to sales departments - thanks 
to modules of assessment of potential customers in terms 
of their readiness to make a purchase, it is possible to 
automatically transfer leads that underwent conversion into 
SQL in the real time. Such activity significantly shortens 
the response time of a sales department, increases sales, 
and frees sales specialists of the necessity to contact with 
"cold leads".   

− Reduction of operating expenses - thanks to automatic 
distribution of contents and automation of sales funnels it 
is possible to reduce costs generated by marketing and 
sales, both in terms of savings on campaigns and reduced 
need for staff 

IV. USE OF MARKETING AUTOMATION IN THE LIGHT 
 OF RESEARCH 

Marketing automation systems have evolved for years, 
going a long way from their original form of expanded 
systems for e-mail marketing. Nowadays, they are tools that 
collect data from numerous sources and have a multi-channel 
impact on potential customers. Over more than ten years of the 
existence of this type of systems, a range of ways to use them 
to support marketing and sales have been developed. This 
goes far beyond the original purpose of marketing automation, 
i.e. guiding leads inside sales funnels.   

Research showed that implementation of marketing 
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automation leads to increased frequency of mailings and at the 
same time improvement of their effects. 58% of those 
surveyed confirmed sending up to 20 e-mails monthly. 47% of 
those surveyed send fewer than 10 e-mails per month. The 
latter group contains the biggest number of companies that do 
not use any technologies intended for e-mail marketing 
mailings. They account for 43% of companies [16].  

Another interesting conclusion of the survey is the fact that 
the use of traditional e-mail marketing platforms does not 
affect the frequency of mailings. 61% of companies that use 
such platforms send fewer than 10 e-mails monthly. For 
comparison, in the case of companies using marketing 
automation only 31% send fewer than 5 e-mails per month. 
Moreover, this percentage falls to 20% when a company uses 
marketing automation longer than one year [17]. 

Based on research we can indicate three main concerns 
connected with implementation of marketing and sales 
automation [18]: 
− Has the company got appropriately qualified staff to use 

new tools? 
− Can Marketing Automation bring real benefits? 
− Can the enterprise afford to implement Marketing 

Automation? 
The survey shows that [19]: 

− 65% of companies expect that ROI (return on investment) 
will become the most important indicator of the 
measurement of their business results over the next three to 
five years, whereas only 46% are prepared for that;  

− 79% of marketing departments have not developed a 
method for turning leads and potential customers into 
customers who pay; 

− 63% of marketers refer every, even weak, lead directly to 
the sales department, although maximum 30% of such 
leads qualify for that; 

− 91% of company owners cut marketing budgets in the first 
place. 

Nowadays, we can notice a change in purchase models, 
which is directly connected with growing Internet penetration, 
while research shows that [20]. 
− A purchaser wants to control as much as 70% of the 

purchasing process 
− 90% of consumers do online research before the purchase  
− This shows that there is a gap in the sales process (lead 

leak), as the purchaser makes a decision to purchase 
a product much earlier. The gap in the sales process and 
how it is filled by the Marketing Automation system is 
illustrated in figure 2. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2 Impact of the marketing automation system on the gap in 

the sales process   
Source: own work  
 
The survey shows that more and more marketers perceive 

advantages of marketing automation, and this system is 
currently used by 56% of B2B marketers. 19% consider 
starting to use this system. 17% claim that they are aware of 
the advantages of this solution, but they are not using it yet. Of 
companies that implemented the MA system, 78% have been 
using this solution for over a year, whereas 29% - for less than 
12 months. More than 15% of companies have been using this 
system for over 5 years. An interesting issue is the period of 
time between the purchase of the system and its full use. The 
survey shows that the majority of marketers (81%) 
implemented the system within 6 months [21]. 

When asked about the advantages of using this system, 
marketers mention: more leads and their better quality (68%), 
higher effectiveness of marketing campaigns (51%) and better 
conversion rates (42%). Better rates of consumer involvement 
were indicated by 33% of respondents, whereas 35% noticed 
the advantage of better possibilities of consumer targeting.  
For 32%, an important thing was shortening the sales cycle, 
whereas for 25% - bigger traffic on the website. The most 
important functionalities of the Marketing Automation system 
were, as rated by those surveyed: lead nurturing (52%), 
integration with CRM, social media and mobile platforms 
(49%), analysis and reports (47%), lead scoring (39%), 
management of campaigns (38%), e-mail marketing (37%) 
and monitoring of consumer activity (38%). Those surveyed 
mentioned also obtaining leads, monitoring visits on websites, 
segmentation, content publication, monitoring social media 
and indicators connected with consumer involvement.   
Among the difficulties encountered on the way to make a full 
use of Marketing Automation, marketers indicated, among 
other things: budgetary constraints (39%) and lack of qualified 
staff (36%) [22]. 

Creating the brand and reach and winning customers  
(lead generation) 

LEAD LEAK 

Developing a customer’s/lead’s interest   
and education 

Converting leads into customers, sale of services and 
customer retention 
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Functionalities, benefits and difficulties connected with the 
system of marketing automation are presented in figure 3.  

 

Fig. 3. Functionalities, benefits and difficulties connected 
with the system of marketing automation. 

Source: own work based on literature. 
 
61% of the companies surveyed use the Marketing 

Automation system to some extent, whereas as many as 37% 
don’t use it at the moment, but they plan to introduce this 
solution in the near future. Only 10% of the enterprises 
surveyed do not plan at all to use automation.  86% of 
marketers using Marketing Automation claimed that this 
system helped them to achieve important objectives, such as:  
− sales growth – 49%, 
− obtaining a bigger number of leads – 49%, 
− better lead nurturing – 45%, 
− increased customer involvement – 39%, 
− increased effectiveness of marketing – 35%, 
− better measurability of the effectiveness of actions – 27%, 
− more precise focus of the campaign on a particular group 

of customers – 28%, 
− better coordination of marketing and sales departments – 

30% [23] 
87% of those surveyed think that marketing automation is 

important for their comprehensive programme of marketing 
campaigns, with 66% regarding it as "very important" for the 
success of the strategy adopted. Over half of the companies 
surveyed (55%) plan to increase their Marketing Automation 

budget within the next year, and 46% intend to keep it at the 
current level [24.] 

Reports from surveys inform that 65% of directors of 
companies expect that the return on investment in marketing 
(ROI) will become the most important measure of their 
activities within the next three to five years, but only 43% feel 
that they are prepared for that. According to the majority of 
company owners (87%), the marketing department does not 
create the value of the company, does not take direct 
responsibility for revenue and usually features in financial 
reports as a component of cost centres. The negative standing 
of marketing departments in companies has slightly improved 
in recent years as a result of the increasing role of the Internet 
in the functioning of companies and the change of sales 
models, which led to specialist positions created in companies 
that require analytical knowledge and skills [25]. 

V. SUMMARY 
The emergence of marketing automation is the result of 

changes of the conditions in managing marketing 
communication. Processes taking place in new media had the 
biggest impact on marketing communication. The role of the 
recipient in marketing communication is growing. 
Communication of an enterprise no longer fulfils only the 
function of promotional mouthpiece, because the recipient 
more and more actively initiates the process of communication 
with an enterprise. The effectiveness and efficiency of an 
enterprise’s marketing campaigns is growing only if the 
recipient receives interesting, reliable and trustworthy content. 
Marketing automation, thanks to its possibilities, can be the 
most important solution in modern marketing. This thesis 
seems to be confirmed by the results for the whole marketing 
automation market, that grows by several dozen percent year 
by year.   

Marketing automation perfectly fits the latest marketing 
trends, such as the use of Big Data, one-to-one communication 
or content marketing. However, its most important advantage 
is the fact that in the age of information chaos marketing 
automation can adapt the message to an individual recipient. 
Undoubtedly, modern functioning in the information society is 
connected with increasing amount of content coming from all 
directions to the Internet users. Thus, without adjusting the 
message to the current needs of recipients it is not possible to 
attract their attention. Other systems for managing relations 
with customers, despite their obvious advantages, have a 
certain fault connected with their construction - they are 
unable to react in the real time. The assumptions included in 
the process of marketing automation definitely modernise 
campaigns, which enables the achievement of much higher 
return on investment compared with using classical marketing 
tools. The introduction of the system of marketing automation 
leads to a change of the existing model of functioning not only 
in the marketing department but also the marketer. After all 
everything that marketing automation provides, including 
cumulated unique knowledge about the customer, is also the 
critical marketing value of every modern enterprise. 
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Abstract – The article presents a proposal for activities aimed 

at acceleration of access to information regarding key 
competences. It gives justification of why key competences are 
currently important for the effectiveness and efficiency of 
enterprises. System for Professionals, operating in Wielkopolska 
since 2013 is characterized. It was created and is being developed 
in order to monitor competences, especially key ones. An integral 
element of the system is the IT tool, facilitating data and 
information preparation for users, who are at the same time 
subjects of the System for Professionals. Sample results of 
monitoring carried out within the system are presented. They 
concern the needs of entrepreneurs in the Wielkopolska 
voivodeship for key competences. The survey included 918 
enterprises registered in the system.  

 
Keywords – key competences, IT system, skills, acceleration 
 

I. INTRODUCTION 
 

CCELERATION of activities aimed at achieving 
objectives of individuals must be accompanied by 

acceleration of creating knowledge resources in enterprises. 
This problem is discussed by M. Szafrański [1].The faster 
the environment of enterprises changes, the faster 
adaptation activities must take place in those enterprises. In 
the knowledge-based economy, one of the key factors for 
effective and efficient functioning on the market is 
knowledge. As a resource at the origin of processes in an 
enterprise, it should respond in a dynamic and continuous 
way to the changing needs resulting from targets. In 
workstations, it is necessary to increase knowledge, 
especially professional skills, in a continuous way. It is 
equally important, though, for the employees to possess 
well-developed key competences. Improvement of methods 
of monitoring the needs for key competences in businesses 
results in shortening the access time to information about 
gaps in these competences. Consequently, both businesses 
and institutions responsible for educational processes may 
react faster to minimize those gaps both in educational 
systems and in the labour market. One solution supporting 
acceleration of access to information about employers’ 
needs for competences, including key competences, is the 
System for Professionals, operating in Wielkopolska since 
2013. This article presents sample survey results on 
monitoring the skills which are part of key competences.  

 
 
 

II. KEY COMPETENCES AS AN ELEMENT OF 
KNOWLEDGE 

 
Knowledge and skills are often perceived as separate 

elements, especially in the pedagogical perspective – in 
education. For example, European Qualifications 
Framework, in accordance with the recommendation of the 
European Parliament and the Council of the EU of 23 April 
2008, divides learning outcomes [2, p.13] into knowledge, 
skills and competences (personal and social). Similarly, 
skills and knowledge are treated as separate categories in 
Dublin descriptors [3, p.27]. Management science, on the 
other hand, as well as some other sciences (e.g. 
praxeology), describe skills as a category of knowledge. In 
some sources [4, pp.31-33], [5, p.12], knowledge is divided 
into four different categories: 
1) know-what – operational; it is a base for ordinary, 

everyday work; easy to describe with words and easy to 
transfer; 

2) know-how – operational; hidden in human mind; 
connected with experience of how something is done 
and how this ‘something’ operates; difficult to describe 
with the language of signs; obtained through personal 
experience; may be identified with skills; 

3) know-why – including awareness of goals defined in a 
business and justification for achieving them; identified 
with the awareness of changes taking place in the 
surroundings, knowledge of the context of actions 
undertaken; 

4) know-who – knowledge on who is who and what 
knowledge they possess both in the surroundings and 
inside a business; knowledge on the role and status of 
subjects of activities within and outside an organisation.  

G. Probst, S. Raub and K. Rombards treat skills as a 
component of knowledge. They suggest understanding 
knowledge as ‘all information and skills possessed by the 
subject of actions’ [6, p.9]. This paper also treats skills as a 
category of knowledge.  

While analyzing literature, a great variety in classifying 
skills may be noticed. Skills are most often grouped in sets 
called competences. E. Kolanowska [7, pp. 321-322] 
undertook to organize various categories into competences, 
and although she mentions several, they should be treated 
as a set of notions rather than a classification. Detailed 
classifications of professional skills (e.g. [8]) are available, 
but with non-professional ones, there is a great variety 
when giving them names. This makes communication 
difficult between parties interested in information exchange 

System for Professionals – monitoring 
employers’ demands for key competences  

in Wielkopolska 

M. Szafrański, M. Goliński 
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concerning skills. It concerns especially communication 
between employers who look for candidates possessing a 
certain set of skills or – putting it more widely – non-
professional competences, and candidates themselves.  

A special set is the set of key competences that are 
essential both socially and for most entrepreneurs. 
Literature of the subject describes this group of skills in 
detail. Assuming recommendations of the European 
Parliament and the Council of the EU, the following can be 
listed [9]: 
1) communication in the mother tongue, 
2) communication in foreign languages, 
3) mathematical competence and basic competences in 

science and technology, 
4) digital competence, 
5) learning to learn,  
6) social and civic competences,  
7) sense of initiative and entrepreneurship,  
8) cultural awareness and expression. 

These competences may be divided into two sub-groups: 
traditional and horizontal ones [10]. Traditional 
competences include the first four from the above list, 
sometimes adding literacy [10], the latter four create the 
sub-group of key competences [10], [11]. 

 
III. SYSTEM FOR PROFESSIONALS – ORGANIZATIONAL-

TECHNICAL INNOVATION FOR MONITORING COMPETENCES IN 
THE LABOUR MARKET 

 
A motivation to carry out work in the System for 

Professionals was the AWT® programme [12]. AWT® is a 
programme, started in 2006 at Poznań University of 
Technology, called Technical Knowledge Accelerator 
(Akcelerator Wiedzy Technicznej®), aiming at increasing 
effectiveness and efficiency of activities shaping 
relationships between the educational systems and the 
labour market. Assumptions of designing the future are 
realized through acceleration. Innovative, unusual solutions 
are frequently chosen, since they are often more effective 
and more economical compared to classical, less effective 
ones, but ones with a lower risk of failure. Focus research 
and individual surveys aimed at analyzing the needs of 
employers showed that there is a lack of up-to-date, 
detailed and reliable information on competences and 
qualifications of candidates for jobs in enterprises. The 
needs of employers were the reason why goals realized in 
the System for Professionals are being developed. 
However, the System concentrates on managing 
information regarding the needs of the labour market. An 
innovative vision on solving the existing problems was 
essential for the creation and development of the system. 
Innovations are mainly of organizational character and are 
integrated networked [13, p. 37]. The digital solution – the 
central tool of the System for Professionals  – developed 
and adapted every functionality in cooperation with its 
users, taking into consideration mutual relations in the 
labour market, and even in education. Cooperation of 
numerous subjects, frequently of varied character, is 
nowadays the basis for success of the innovation [14, 15]. 
Each of the modules of the system serves to realize a 
separate function, is evaluated and improved in each design 
and implementation iteration – agile software development 
[16]. Put together, the modules create a system of 
information exchange within the same databases, the same 

authorization and authentication system. Easy access to 
information ensures a cohesive interface The structure of 
the software (source code) and the composition of 
databases allow developing the tool through functional 
modifications and day-to-day improvement of the interface. 
Due to a large scope of tasks realized in the System and 
numerous groups of users, the system is composed of 
modules. In the latest version of the System, released in 
2015, the following functionalities can be listed: 

Module for the entrepreneur – the most important 
functionality of the system – enables to define precisely 
requirements for an employee in a particular position. The 
structure of the user interface gives an intuitive solution to 
create an offer for an employee, apprentice or trainee. The 
system makes it possible to describe the profile of 
competences, and thus plays the role of a mobile 
recruitment system. Free registration and use of the System 
help minimize costs and shorten the time – two significant 
parameters of recruitment process evaluation [17, 18]. 

Module for students/graduates is a base describing the 
potential of vocational schools students. The potential 
employee presents their competence profile, which is 
automatically compared against job offers in the base. The 
module provides for the evaluation of employee’s 
competences based on 360º degree method [19]. 

Module of career counselling – enables planning the 
educational path and support in professional development. 
Referring to the structure of job description – built in a 
hierarchy from basic skills through competences and 
qualifications – the module may be used for the description 
and evaluation of a single job position [20] or to 
characterize human capital in the organization as a whole 
[21].  

Module of manager of practical training – the module 
allows facilitating the process of managing trainings at the 
employer’s site and to organize forms of employment other 
than full-time/partial-time, expected by employers [22]. 

Module of trainings – training companies publish their 
offers of courses and trainings in response to the needs of 
the labour market and complement the formal – school 
education.  

E-learning module – along the System for Professionals 
there is a module of distance learning. It is a form of 
integrated education and self-education system, which 
together with ‘anticipatory’ vocational practice takes the 
form of triplex education – as a developed form of dual 
education [23].  

Analytical module – allows generating real-time reports 
and bipartite analyses on the labour market and education 
in the Wielkopolska region; it also provides complex 
reports already generated and commented.  

A dynamic growth in the number of the system users and 
positive opinions of institutions evaluating the System give 
the right to claim that it is a useful tool, bringing expected 
benefits.  

 
IV. EXAMPLES OF MONITORING KEY 

COMPETENCES WITH THE USE OF THE SYSTEM 
FOR PROFESSIONALS 

 
A. The significance of key competences 

System for Professionals makes it possible to create 
numerous analysis sections. For example, significance of a 
competence from the perspective of employers can be 
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examined. Due to priorities accepted for the Wielkopolska 
region, the system currently gives the possibility to 
examine the employers’ demand for skills obtained on the 
level of secondary vocational level only. According to 
Central Statistical Office of Poland, in the year 2012, there 
were as many as 8.56m out of 15.59m of economically 
active employees (i.e. nearly 55%) with secondary 
vocational education, post-secondary education or 
vocational education. In spite of this, entrepreneurs find a 
deficit of employees with professional skills. A similar 
situation can be observed in the region concerned. 
Therefore as early as in 2008, a bill [24] was passed by the 
Board of the Region of Wielkopolska. It defined the frames 
of vocational education development. Formal vocational 
education is perceived  by enterprises as an element of 
preventive action, which M. Szafrański described in the 
context of vocational apprenticeship [25]. Adaptation of 
education towards acceleration of providing graduates with 
professional skills is one of the priorities of the 
educational system. However, employers expect candidates 
for jobs, apprenticeships and trainings to show a proper 
level of skills that constitute key competences. According 
to the representatives of employers who were interviewed, 
these skills accelerate employees’ adaptation to work after 
hiring them [1]. Current scope of implementation of the 
System for Professionals assumed the classification of 
professions and skills as given by the Act of Law of 
Minister of Education on the curriculum for vocational 
education [8] (state law).  

In the System for Professionals it is entrepreneurs who 
publish their offers of job, apprenticeship and training. 
These offers are received mainly by graduates of technical 
schools and vocational schools, but also by students of 
these schools (in case of apprenticeship and training). The 
offers include general information, indications of 
vocational skills and key competences expected by 
employers. As a result of the classification accepted [8], all 
skills are divided in the system into three sets: 
1) skills common for all professions,  
2) skills common for individual areas of education,  
3) professional skills. 

Skills common for all professions are in fact skills that 
constitute key competences. They are skills that – from the 
perspective of the Polish vocational education system – all 
graduates of vocational schools should possess. Therefore, 
employees with vocational education should also possess 
them. Monitoring offers published in the system by 
employers gives information as to which skills are most 
important from their point of view, and how demand for 
these skills evolves over time. It concerns also skills that 
constitute key competences, called ‘common’ in the 
system, in reference to all professions included in the 
classification of professions published by the Ministry of 
Education (MEN). 

More than two years after the implementation of the 
system (January 2013 to April 2015), the number of 
common skills (connected to key competences) in the 
system is greater than the number of skills in the 
classification prepared by MEN, which was used as the 
starting point. A reason for this is also the language used 
in enterprises, substantially different from that of the 
curriculum, formalized to a large extent. Most employers 
reject partially the language of the curriculum, and since 
the ‘life’ of the system depends greatly on the 

entrepreneurs’ activity, the skills classification in the 
system evolves, showing imperfections of adapting the 
official systems of skills descriptions to practice. System 
for Professionals facilitates monitoring linguistic 
differences and similarities of two different environments 
(education and economy). On the one hand, it introduces 
phrases demanded by employers, and on the other hand, it 
helps keep the order of definitions, systemizing the 
language proposed by employers. Employees use most 
often colloquial language, which is imprecise, ambiguous, 
the use of which results in blurred notions. To use a 
completely deformalized language in the system of 
information exchange would inhibit communication 
between parties participating in the information exchange. 
M. Szafrański [1] described the problem of ambiguity of 
phenomena connected with knowledge management 
defined by employers. It was manifested during research 
between 2010-2012, while creating the system in the part 
led by the author.   

Although this article discusses key competences, and 
research results presented below concern skills related to 
them, it is necessary to add that professional skills 
included in the System for Professionals are those 
attributed to certain professions. Common skills in 
individual areas of education are connected to the area of 
education described in detail in the Act of Law on the 
curriculum in vocational education [8]. 

The basis for research on the demand for key 
competences in enterprises of the Wielkopolska region are 
data from the System for Professionals. On 10 April 2015 
there were 918 enterprises registered in the system – they 
are the research sample. These enterprises, publishing 
offers of job, apprenticeship and training between 1 
January 2013 and 10 April 2015, indicated demand for 112 
common skills. 

Monitoring shows that enterprises which use the system, 
indicate the demand for common skills in accordance with 
the Pareto-Lorenz principle. 70% of all indications of 
common skills occurring in offers translate to about 21% 
of skills, i.e. only 24 out of 112 mentioned in the offers as 
desired, in other words – necessary. Indication of a given 
skill means that the employer indicated it as expected from 
the candidate in the offer of job, apprenticeship or training. 
The offer may indicate many skills. The total number of 
indications of a given skill in the period concerned means 
that this skill was indicated in all offers that many times. 
Based on the above observation it may be stated that for 
enterprises which use the system, nearly 80% of common 
skills indicated at least once are unimportant or of 
marginal importance. The Pareto-Lorenz principle also 
applies to SMEs (70% of indications of 23 skills, 
constituting 21% of all 109 common skills indicated by 
SMEs) and large enterprises (70% of indications of 26 
skills, constituting 26% of all 99 common skills indicated 
by large enterprises) regarded separately.  

Even these basic results are a source of valuable 
information not only for enterprises, but also for 
institutions responsible for the educational policy and 
educational processes in the region. This information may 
translate into planning actions which would accelerate the 
increase of the level of key competences, essential for 
enterprises, and thus for the whole economy.  

Research carried out suggests that only between 7 and 
10 of common skills indicated in the System for 
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Professionals are those which make up 30% of all 
employers’ indications (table 1). 

Table 1. Relationships between common skills most often 
indicated and all common skills indicated in the System for 
Professionals: CS–common skills, SP–System for Professionals.  
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[1] [2] [3] [4] [5] [6] 
SMEs 

01.2013 
-06.2014  69 2622 863 8 12% 

11.2013 
-04.2015  

10
9 2834 919 9 8% 

01.2013 
-04.2015 

10
9 3470 1041 8 7% 

LARGE ENTERPRISES 
01.201

3 
-06.2014  

61 258 83 6 10% 

11.201
3 

-04.2015  
99 481 150 10 10% 

01.201
3 

-04.2015 
99 525 161 9 9% 

ALL ENTERPRISES 
01.2013 
-06.2014  69 2864 853 7 10% 

11.2013 
-04.2015  

11
2 3315 1048 9 8% 

01.2013 
-04.2015 

11
2 3995 1182 8 7% 

 

Research up to date shows common skills for professions 
most often indicated by employers in the system. They are: 
1) respect the rules of behaviour and ethics (4.5% of 

indications), 
2) cooperate in a team (4.1%), 
3) respect confidentiality (3.7%), 
4) be creative and consistent in task realization (3.6%), 
5) be able to cope with stress (3.4%), 
6) be open to changes (3.4%), 
7) foresee results of action taken (3.4%), 
8) update knowledge and develop professional skills 

(3.3%). 
 These eight skills indicated in employers’ offers as 
required were 29.4% of all 4078 indications of common 
skills registered. 
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 The frequency of skills indication is slightly different 
when enterprises are divided into SMEs (including micro 
enterprises) and large enterprises.  For SMEs, the first eight 
common skills indicated in offers are those listed above. 
The list was created when analyzing indications of all 
enterprises. For large enterprises, however, the following 
skills were less important: foresee results of action 
undertaken (9th in indications of large enterprises) and 
update knowledge and develop professional skills (10th in 
indications of large enterprises). From the perspective of 
large enterprises in the period analyzed, more important 
were the following skills: be able to plan a working day (5th 
in indications of large enterprises, whereas in case of small 
enterprises it was 22nd), be able to organize own 
workstation (6th in indications of large enterprises, whereas 
in case of small enterprises it was 23rd). As research in 
large enterprises co-creating the System for Professionals 
in the analyzed period shows, planning and organizational 
skills are of more importance. They are related to fulfilling 
the managing function in enterprises. These skills were not 
so significant for SMEs examined. The question may be 
posed – whether they are less important in this category of 
enterprises, or if persons preparing job offers undervalue 
functions of planning and organization in SMEs. Or 
perhaps, work positions for which these offers were 
published by large enterprises had a different specific 
character. These questions could be answered to some 
extent by analyzing the detailed content of the offers 
published in the system. Nevertheless, research results 
obtained by analyzing data from the system may be fodder 
for other research, pondering the reasons for discrepancies 
in the perception of key competences in enterprises of 
various sizes.  
 Apart from examining the importance of individual 
skills constituting key competences, the change in 
importance of these skills over time may also be examined 
in the System for Professionals. One may attempt at setting 
change trends of the skill importance by calculating the 
percentage of indications of a given skill in the total 
number of all indications. Figures 1-4 present importance 
changes over time of chosen common skills for professions.  



 
 
Fig. 1. Importance change over time for the skill respect the rules 
of behaviour and ethics in SMEs and large enterprises based on 
skill indications in offers of job, apprenticeship or training 
published in the System for Professionals. 
 
Fig. 2. Importance change over time for the skill cooperate in a 
team in SMEs and large enterprises based on skill indications in 
offers of job, apprenticeship or training published in the System 
for Professionals. 
 

 

Fig. 3. Importance change over time for the skill respect 
confidentiality in SMEs and large enterprises based on skill 
indications in offers of job, apprenticeship or training published in 
the System for Professionals. 

 

 
Fig. 4. Importance change over time for the skill be creative and 
consistent in task realization in SMEs and large enterprises based 
on skill indications in offers of job, apprenticeship or training 
published in the System for Professionals. 
 
 Trend lines on the graphs are solely examples. An in-
depth analysis should decide whether the aspect of seasonal 
changes should be taken into consideration.  
 

B. Space analysis 
 System for Professionals is dedicated to entrepreneurs 
looking for employees with certain competences. Among 
many expectations related to the detailed character of 
employee profile, key competences play a special role. Due 
to the varied availability of employees in the area of the 
Wielkopolska region, an important factor is the declaration 
of mobility by persons looking for a job. Frequently, the 
main factor when choosing a job is the distance between 
place of residence and place of work [26]. Mobility and 
related decisions of choosing a job very often influence the 
professional career of an employee. Employees’ choices are 
reflected by employers’ decisions connected with managing 
the business (opening a branch, remote work) and payroll 
policy (commuting and housing expenses compensation). 

Authors of this article realized projects connected with the 
problem of mobility and optimization of information 
describing locations, which were used to create the System 
for Professionals [27], [28], [29]. In practical business 
management, the problem of availability of employees with 
certain key competences has a strong influence on human 
capital costs, and in consequence – on the future 
development of the business. More and more often, 
availability and cost of human potential expressed in 
qualifications possessed decide about the location of a 
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business. All these parameters are directly or indirectly 
reflected in the data gathered by System for Professionals. 
Both job offers and employees’ job applications are 
identified by the address, allowing geolocation. It is 
essential due to costs of work of the candidate and the 
possibilities of building a steady bond with the enterprise. 
A declaration of the commuting distance is also an initial 
criterion of the choice of employees – optimizing the 
recruitment process. A varied structure of employment and 
flexible changes of competences in enterprises were taken 
into account while designing the System for Professionals. 
An employer may find forms of partial employment 
(including remote work), carry out internal recruitment in 
the Module of career counselling or increase employees’ 
competences through E-learning. All these factors may be 
subjects of analyses in the System, especially of space 
analyses.  
 System for Professionals assumes not only day-to-day, 
detailed communication between employers and 
employees, but also the possibility to draw conclusions on 
the labour market. Based on the data from the System for 
Professionals, synthetic one-subject reports or detailed 
thematic studies are published. 
 An example of conclusions regarding the labour 
market in space grouping of the data from the System for 
Professionals may be the use of hierarchical clustering. 
Based on offers published by 918 employers (most of them 
published more than one offer), space analysis of 
competence needs in the region was carried out. Due to the 
limitations of this article, only potential analytical-
prognostic possibilities of the System for Professionals are 
presented. For the needs of this article, competences for 
regions and sub-regions in Wielkopolska were aggregated. 
It is, however, possible, to analyze individual sub-regions.  
 
Table 2. Space analysis of factors in sub-regions in search of 
similarities based on offers published in the System for 
Professionals – common skills for professions most frequently 
expected by employers. 
 

 
 
 Table 2 presents a chosen possibility to select 
homogenous groups of data based on Euclidean distances. 
Factors accepted for the analysis of sub-regions in the 
example concerned the unemployment rate in the sub-
region, the number of job offers and the number of 
common skills for professions, most frequently expected by 
employers (the skills were discussed in point A). As a 
result of comparison of the qualities mentioned above, 
characterizing the labour market and the needs of 
employers’ looking for employees through the System for 
Professionals, a diagram of average differences was created 
– fig. 5. Based on the analysis of concentration, the 
following typology groups can be defined: a) Kalisz region 
and Konin region, b) lower gravity between Leszno region 
and Piła region and c) no connections between the city of 
Poznań and Poznań region. The analysis carried out is a 
starting point for in-depth research, based on less synthetic 

data, and for conclusions on the needs of business 
management.  
 

 
Fig. 5. An example of hierarchical clustering, grouping regions of 
similar typology based on offers of SMEs from the System for 
Professionals – common skills for professions most frequently 
expected by employers. 
 
Table 3. Space analysis of factors in regions, searching for 
similarities, based on offers published in the System for 
Professionals – common skills for professions expected by 
employers.  
 

 
 
Table 3 presents parameters characteristics of the labour 
market. Among the qualities mentioned, common skills for 
professions expected by employers and the unemployment 
rate are given. 
 

Region Area [km2]
Unemployment 

[#of people] Job offer
Common skills for 

professions 

City Poznań 261 13 800 155 459
Leszno region 3 602 13 856 19 38
Kalisz region 5 786 24 823 150 224
Konin region 6 397 23 955 21 75
Piła region 6 459 21 995 29 140
Poznań region 9 541 41 018 207 282
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Fig. 6. An example of hierarchical clustering, grouping regions of 
similar typology based on System for Professionals – common 
skills for professions expected by employers. 
 
 Based on groups of sub-regions according to chosen 
factors, fig. 6 shows several segments showing similarities. 
Three groups possess qualities enabling mutual gravity and 
four regions show individuality. This type of grouping may 
be an initial selection for further analysis. Another step 
should be to find special factors for similar groups of 
regions. Analyses of this type may help entrepreneurs 
decide on the location of the branch or explain difficulties 
connected with finding a given competence in that region. 
Local authorities may use such analyses to forecast the 
educational potential or the necessity to introduce courses 
and trainings developing competences. As the System 
develops and data grows, entrepreneurs and local 
authorities will be offered more precise analyses and 
forecasts. 
 

V. CONCLUSION 
The problem of  systems of computer aided for 

business environment monitoring is present in the literature 
for a long time [30]. Development of Information 
Technology and Management is responsible for their 
improvement. The article presented only chosen 
possibilities of how to use the System for Professionals. At 
this stage of development, analyses may be enhanced with 
the factor expressing the expected level of certain skills. It 
is also possible to compare evaluation of employers and 
candidates. One of the most important activities is currently 
improvement of quality of data used in research. In the 
nearest future, it is planned to: 
1) increase the number of users to enable conclusions for 

sub-regions, poviats (counties) or big cities, 
2) transfer the system to other regions and target groups 

of users in order to lower unit costs of the system and 
also to examine the influence of cultural differences as 
well as demographic, social, geographical and other 
characteristics on the evaluation of the importance of 
key competences, 

3) attribute skills from the system to key competences in 
a less ambiguous way, to create aggregated factors, 

4) prepare automatic reports and develop a system of fast 
information about changes in the importance of a skill 
over time and space, 

5) further popularize the system among entrepreneurs, 
6) prolong the lifespan of users in the system through the 

development of mechanisms of building relationships 
with them.  

On 16 April 2015, the Board of the Wielkopolskie 
Voivodeship invited Poznań University of Technology to a 
seven-year partnership, which will involve, among others, 
development of the System for Professionals, including 
development of the research system. Other activities are 
undertaken to encompass groups of candidates other than 
students and graduates of secondary vocational schools.  
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Abstract—A new data assimilation method based on the 

properties of stochastic diffusion processes is derived.  The method 
combines variational and statistical approaches commonly used in 
data assimilation theory. The proposed scheme minimizes the 
variance of the trajectory of a diffusion process considered as the 
limit process of sequence of applications of data assimilation 
technique in conjunction with the numerical model. This scheme 
differs from the Kalman-filter and appears as the consequence of the 
path-of-least-resistance principle, reducing the assimilation problem 
to a system of linear equations in model phase-space. This method is 
applied into the HYbrid Coordinate Ocean Model (HYCOM) and 
assimilates satellite sea level anomaly data from the Archiving, 
Validating and Interpolating Satellite Ocean Data (AVISO) over the 
Atlantic Ocean.. This method is applied to correct the model 
dynamics in Atlantic. Several numerical experiments have been 
performed. The experiments show that the method substantially 
changes the synoptic and mesoscale structure of ocean dynamics. 
 

Keywords—Diffusion stochastic processes, ocean data 
assimilation, Kalman gain matrix, sea level anomaly, ocean 
dynamics, synoptic and mesoscale structure.  

I. INTRODUCTION 
ata assimilation (DA) techniques are common in 

operational oceanography and weather and climate 
forecasting [1]. The goal of those techniques is to combine the 
ocean and/or atmosphere background state produced by a 
numerical model with independent observations and to create a 
new state, the so-called objective analysis. This analysis 
should represent the ocean and/or atmosphere physics better 
than the pure model background. It should provide analyzed 
variables closer to the observations in any reasonable sense 
and, therefore, should produce a better forecast if used as the 
numerical model initial condition. The skill and usefulness of 
any assimilation technique can be assessed by the deviation of 
the analysis with respect to independent data and also by the 
computational cost and programming, among other aspects. 
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Most of DA approaches are divided into two large groups, 
namely the variational or functional schemes and statistic or 
dynamical-statistic schemes. The first group is represented by 
the three- or the four-dimensional variational schemes (3D-Var 
or 4D-Var) [2]˗[4], while the statistic approach is mostly 
represented by the Kalman-filter scheme and its simplified 
version the Ensemble Optimal Interpolation scheme (EnOI) 
[5], [6]. There are several original hybrid schemes combining 
aspects of both approaches [7], [8]. 

  The main difference of these two main ideologies is on 
how to minimize the model error, i.e., the difference between 
the model and unknown truth after assimilation. The 4D_Var 
approach seeks the analysis as the optimal initial condition and 
turns the model trajectory starting from this initial condition as 
close as possible to observations. On the other hand the 
statistical approach seeks the optimal Kalman gain (weight 
matrix) to keep the balance between the model solution and 
observations after DA. Therefore, 4D-Var changes the initial 
condition at the beginning of the observational window while 
the Kalman filter changes the model state instantaneously and 
independently of the initial condition that produced this model 
state. Because of this reason the Kalman filter realization is in 
general simpler than the 4D-Var. However, the Kalman filter 
does not consider the assimilation as a process, since once the 
model error is estimated the correction of the model state is 
made at once. Alternatively, the 4D-Var considers the time 
evolution of the model error in the observational window. 

 The current work derives and uses another DA scheme, a 
hybrid scheme, in which the Kalman gain is sought with 
explicit dependence on the initial condition that produced the 
model background state and the difference between model and 
observations at the assimilation time. Unlike the Kalman filter 
scheme, this approach uses the general path-of-least-resistance 
principle, which in special cases, is reduced to the minimum 
variance problem in conjunction with a known tendency shown 
by the observational data. It should be mentioned that this 
tendency may not coincide with the model tendency.  In the 
present work, the observational tendency is calculated in 
phase-space and details are presented below. Theoretically the 
proposed scheme is based on the properties of diffusion 
stochastic processes but for its realization it is sufficient to 
know the model gradient and error covariance matrix as in 
both the 4D-Var and the Kalman-filter.  

The numerical ocean modeling is an important part in 
geophysics. Starting from the fundamental works [9], [10]   
this scientific area passes a great way and now it is one of the 
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most important and developed direction in oceanology and 
Earth studies. DA experiments were here performed with the 
HYbrid Coordinate Ocean Model (HYCOM) [11], [12] 
version 2.2.14 configured over the Atlantic Ocean from 79°S 
until 55°N and 100°W until 20°E, including Caribbean sea but 
excluding the Mediterranean Sea and the Pacific Ocean. Sea 
level anomaly data from the Archiving, Validating and 
Interpolating Ocean data (AVISO) [available from 
www.aviso.altimetry.fr] were utilized. In this direction the 
current work continues the studies previously published in 
[13], [14]. 

Since this paper mostly focuses on geophysical studies all 
necessary mathematical formalism is presented very 
specifically for the geophysical community. Abstract 
formulations and redundant generalizations were avoided. The 
present work is a fragment of a general data assimilation 
system under development for operational purposes within the 
Brazilian Oceanographic Modeling and Observation Network 
(REMO) [www.rederemo.org]. 
Therefore, the main goals of the current study are: (i) to derive 
and develop a new hybrid data assimilation method; (ii) to 
show the feasibility of its application; (iii) to investigate the 
impact of the assimilation of sea level anomalies with the 
proposed method and (iv) to compare its performance with the 
EnOI technique. 

II. MATHEMATICAL FORMULATION 
Let the ocean numerical model be integrated on the time 

interval [0,T] on the gridded domain and X  be the model state 
vector that encompasses for instance, temperature, salinity, sea 
surface height (SSH) and others. Let the number of grid points 
be denoted as gN  and the number of model variables be mvN . 

Then the dimension of X will be g mvN N r× = . Let Y be the 

observational vector and oN  the number of observations each 
with ovN variables, for instance, temperature and sea surface 
height anomaly (SSHA). Then the total dimension of the 
observational vector state is o ovN N N× = . Normally, 

mv ovN N≥  since not all model variables are observed. As it is 
usual in DA theory two ocean state vectors are introduced, 
namely the analysis and background states, ,a bX X , 
respectively. They are linked by the equality  

 

1 1( )a b i i bX X K Y HX+ += + − ,                   (1) 
 
where matrix K  is the so-called Kalman gain with dimension 
r×N  while matrix H with dimension N×r   is the observation 
operator that projects the model space into the observational 
space. 

The interval [0,T]  is broken down into 
subintervals 1 0 1[ , ], 0 ....i i lt t t t t T+ = < < < = , and at times 

, 1,...,it i l=  assimilation is executed according to formula (1), 

so at all moments it  one has the equality 

, 1 , 1 1 1 , 1( )a i b i i i b iX X K Y HX+ + + + += + − .          (2)                                                                                

 
Let the model background or first-guess be given on each of 

those subintervals be denoted as  , 1 ,( )b i a iX F X+ = . 

Therefore  
 

, 1 , 1 1 ,( ) ( ( ))a i a i i i a iX F X K Y HF X+ + += + − .        (3)  

 
Finally, if the model ( )F x  is represented as 

1

( ) ( , )
i

i

t

i
t

F x x x dτ τ
+

= + Λ∫  for some Λ , Eq. (3) is turned 

into 
1

, 1 ( , )
i

i

t

a i ai ai
t

X X X dτ τ
+

+ = + Λ +∫  

                          (4) 

    
1

1 1 ( , )
i

i

t

i i ai ai
t

K Y HX H X dτ τ
+

+ +

 
+ − − Λ  

 
∫ . 

 
 Since Eq (4) is written in term of analyses, hereafter the 

subscipt a will be omitted. 
 In [7] it was shown that under certain physically 

reasonable conditions the process , , 1,...,a iX i l=  can be 
approximated by the stochastic diffusion process of the 
following type  

 
( ) ( ) ( ) ,dX t I KH dt KQK dW′= + Λ +            (5) 

 
where X is the identity matrix, ( )( )Q E Y HX Y HX R′= − − +  is 
the model error covariance matrix plus observational error 
covariance matrix. The latter is supposed to be independent of 
the model, dW is the standard notation of a white noise random 
variable and the apostrophe ´ denotes the transpose of a vector 
or a matrix. Time t belongs to the subinterval 1i it t t +< < . 
Furthermore the subscript  i will be omitted if it does not lead 
to any uncertainty. As usual the model is supposed to be 
unbiased with respect to observations, i.e., ( ) 0E Y HX− =  
where symbol E stands for the ensemble average or 
mathematical expectation. 

 As it is seen in (5) this process is determined for all grid 
points and all variables. Without loss of generality it is 
possible to suggest that matrices KH and Q are invertible, so 
there exist 1( )KH − and 1Q− . This condition simply means that 
each model variable and observational variable are linearly 
independent, i.e., no variable can be linearly represented by 
the others.  

Now the assimilation problem may be formulated as 
follows: find out the Kalman gain K by minimizing in the 
sense of matrix norm the diffusion matrix KQK ′  under the 
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conditions that the drift vector or tendency ( )I KH+ Λ  is 
given and equal to C. According to this formulation vector C is 
an r-dimensional vector given at all grid points and having 
certain value for each model variable.  In order to 
mathematically solve this optimization problem, the theory of 
conditional extremes will be applied [15]. According to this 
theory a functional L is constrained as follows: 

 
 ( , ) [( ) ] ,L K KQK I KH Cϕ ϕ′= + + Λ −             (6) 
                                     
where φ  is an auxiliary unknown r-dimensional vector string, 
the so-called Lagrange multiplier vector. The minimization of 
this functional leads to equations 
 

1 ( ) 0,
2

( ) .

KQ H

I KH C

ϕ′ ′+ Λ =

+ Λ =
                      (7)                                                                                 

 
Equations (7) are matrix equations which are equivalent to   

(r+1)×N linear scalar equations containing the same number 
of unknown variables. Since matrices KH and Q are invertible 
this system of linear equations always has a unique solution.   

 The solution of system (8) can be obtained explicitly. It is 
the following  

 
1

1

( )( )
( )

C H QK
H Q H

−

−

′− Λ Λ
=

′Λ Λ
.                (8)                                                                        

 
The great advantage of the presented theory is the 

opportunity to calculate not only the analysis but its 
distribution as well. This distribution will be given by Fokker-
Planck equation  

 
2

2

( , ) ( ) 1 ( )
2

p t x I KH KQK
t x x

′∂ ∂ + ∂
= − +

∂ ∂ ∂
,          (9)                                                                        

 
where ( , )p t x is the probability density. This equation is solved 
under initial condition 0 0( , ) ( )p t x p x=  and boundary condition 

( , ) 0,p t ± ∞ = where 0 ( )p x is an a priori given function. 

III. RESULTS OF NUMERICAL SIMULATION 
This method has been applied in conjunction with the ocean 

circulation model HYCOM [11], [12] with its recent 
configuration, version 2.2.14  [13], [14]. In the current version 
the model grid is configured over Atlantic from Antarctic up to 
55°N, it has a spatial resolution 0.25° in eastward-westward 
direction and varied spatial resolution in southern-northern 
direction with minimum distance 0.25° between 10°S and  
10°N. In vertical this version has 21 density layers as reference 
coordinate, total 480×760×21 grid points. Model calculates 

109 independent variables in each grid points, namely sea 
surface heights, 3 barothropic variables (horizontal velocities 
and barotropic pressure) and 5 baroclinic variables for each 
reference level, namely horizontal velocities, layer thickness 
temperature and salinity. As entered information only sea 
surface height anomalies are taken from archive AVISO, 
observed and daily recorded sea surface heights minus their 
temporal average over 8 years, 2002-2009.    

Several preprocessed steps have been performed before 
assimilation experiments. Since model is assumed to be 
theoretically unbiased the observed bias must be removed 
from observations. This is done according to the so-called 
along-track strategy bias removing [14]. Model data and 
observed data independently over the each observational 
satellite track are averaged and then their difference 
(observational averaged minus model average over each track) 
is subtracted from observations. Also, to minimize the number 
of observations needed to assimilate all data lying beyond the 
considered domain as well as all data occurred on islands or at 
the continental model cell are through off. 

The observational trend C and matrix Q also are constrained 
on the preprocessed step. For each grid point the circle with 
radius 0.25 grid distance is taken and all observations occurred 
within this circle are averaged and assign to this grid point. 
Then the value C at this grid point will be equaled to new 
constrained average minus model value on the previous time 
step at this point. The procedure to constrain the matrix Q is 
more complicated. It is defined through the anomaly strategy 
as it is usually done in Ensemble OI method. Previously model 
is forced by NCEP climate reanalysis for 40 years. Then last 
10 years of this run is taken as the basis. Over this 10 year the 
average value and anomalies (real model output minus 
average) are recorded for each day. Then the covariance Q is 

calculated as 
1

1 ( )( )
ensN

i i
iens

Q x x
N

θ θ
=

′= − −∑ where iθ  is 

anomaly at each observational point and i=1,..,Nens , x is the 
model value interpolated onto this point on previous time-step, 
Nens= 50. To assimilate data at specific date, 5 nearby days are 
taken equidistantly, for instance, if assimilation is doing at 
April 7 the anomalies are taken at April 1,4,7,10, 13. As it is 
followed from this construction the matrix Q is N×N 
symmetric matrix and, as it was said before, it is invertible.  

Once these preprocessed parameters are defined the 
assimilation experiments with the aforementioned scheme have 
been carried. Experiments started at April 1, 2011 and last 15 
days with daily assimilation. Matrix K  is constrained with 
respect to (9) and analysis X(t+dt) is found out according to 
(4). This is done for al x. 

Experiments show that the applied DA method works 
properly and really assimilates data. Figure 1(a-c) 
demonstrates respectively SSHA field after assimilation 
(analysis), before assimilation (background) and their 
difference on the last day of experiment (15-th day). One may 
see in Fig. 1(a) the mesoscale structure of SSHA clearly 
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pronounced in Northern part of domain (Gulfstream zone) and 
also in Drake Passage zone and Brazil-Malvinas zone in 
Southern Atlantic. Amplitudes of anomalies reach up to 0.6 
which seems as a very large impact in synoptic scale.  Fig 1(b) 
reproduces the same structure as Fig.1(a) but with smaller 
amplitudes and weakly pronounced mesoscale dynamics. 

 

 
 

 

 

 
Fig. 1 SSHA fields on 15-th day of assimilation (a) after assimilation (b) 

before assimilation (c) their difference.  
 
It is seen very well in Fig.1(c) (analysis-background). There 

are very well pronounced eddies with the amplitude up to 0.3 
in Northern and Southern parts of Atlantic both with positive 
and negative dynamics. As a conclusion one may asserts that 
the DA captures and even aggregates the mesoscale and 
synoptic structure of SSHA rather than the control 
calculations. The exceptions are the eddies in Gulfstream zone 
which are simulated in both experiments. 

 
Fig. 2 SSHA control on 15 th day of assimilation.  

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 195



 

 

Figure 2 shows the map of SSHA in twin experiment 
(control) on the same day. 

IV. CONCLUSION 
The new DA method is theoretically derived and practically 

realized in the current work. This method is quite simple in its 
applications and allows capturing the real synoptic and 
mesoscale oceanic structure. This work shows that the DA of 
altimetry reduces the model error and approaches the model 
trajectory close to the observations. Also, this study shows that 
it is possible to constrain the error bounds for the resulted 
trajectories. 

Only SSHA data are assimilated in this work, however it is 
possible to expand this method to all observed (measured) 
data.  
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Abstract—The work deals with further development of an 

original approach to porous media flow simulation using a 
kinetically-based model and explicit methods for its numerical 
implementation. Flow of three-phase slightly compressible fluid is 
under consideration. The computational algorithm is adapted to 
hybrid supercomputers with graphics accelerators and demonstrates 
high parallelization efficiency on test problems concerning 
infiltration processes. 
 

Keywords—Multiphase porous medium flow, quasigasdynamic 
system of equation, automatic data partitioning, parallel 
implementation. 

I. INTRODUCTION 
ATHEMATICAL modeling of multiphase fluid flows in 
porous media is necessary for solving many practically 

important problems, in particular, investigations of processes 
of hydrocarbon recovery and processes of contaminant 
infiltration into the soil. It is well known that numerical 
simulation of these large-scale processes is very time-
consuming and impossible without the employment of high-
performance computer systems. Nowadays the rapid growth in 
the computer performance is mainly achieved due to the use of 
hybrid architectures including multicore CPUs and different 
accelerators like graphics processing units (GPU). Usage of 
GPU for general-purpose computations is a perspective 
modern trend to solve problems of mathematical physics with 
high accuracy for the reasonable time. However such 
architectures cause serious difficulties in the software 
development. Computational algorithms with logical 
simplicity, for example, explicit finite-difference schemes can 
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be adapted easily to hybrid supercomputers and allow to 
exploit them more efficiently. 

In the present paper a new approach to porous medium flow 
simulation is discussed: the model constructed by the analogy 
with the quasigasdynamic system of equations [1], [2] is 
applied to the case of three-phase fluids and assumes 
implementation by explicit difference schemes with rather a 
mild stability condition. The parallel software library for 
modeling processes in the subsurface [3] is supplemented now 
with new computational modules including an original 
procedure of automatic data partitioning among processing 
units to provide the optimal load balancing.  

The developed tools are verified by solving a number of 3D 
test problems of three-phase infiltration over computational 
grids up to 40 million points. High parallelization efficiency is 
achieved on a classical cluster as well as on a GPU-based 
cluster. 

II. GOVERNING MODEL AND COMPUTATIONAL ALGORITHM 
The mathematical model of multiphase porous media flows 

is developed by the analogy with the kinetically-consistent 
finite difference (KCFD) schemes and the related 
quasigasdynamic (QGD) system of equations [1]. We start 
from the classical model of slightly compressible fluid flow in 
a porous medium [4] written as follows: 

 

div 0,
t
ρ ρ∂

+ =
∂

u  (1) 

 

= grad ,K P
µ

−u  (2) 

 
( )0 0 .P P β ρ ρ= + −  (3) 

 
Here ρ is the density, P is the pressure, u is the Darcy velocity, 
K is the absolute permeability, μ is the dynamic viscosity, β is 
the compressibility factor, P0 and ρ0 are constant base values 
of the pressure and the density. 

On the basis of the so-called principal of minimal sizes [1] 
we assume the existence of some minimal reference space and 
time scales which act as lower limits of description details. For 
example, in gas dynamics the free path of a molecule and the 
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time interval between molecule collisions are values on such a 
scale. For porous media flows the minimal reference length l is 
a distance at which the rock microstructure is negligible (this is 
a distance of the order of hundred rock grain sizes), the 
minimal reference time τ is time for inner equilibrium 
establishing in the volume with the reference size l. 
Microscopic equations for filtering fluids are averaged over 
these reference scales [2]. Ideas applied at the derivation of the 
QGD system are combined now with the differential 
approximation technique. Consequently the traditional 
parabolic continuity equation (1) gets a regularizing term and a 
second order time derivative with small parameters having the 
sense of the corresponding minimal reference scales: 

 
2

2 div div grad ,
2
l c

t t
ρ ρτ ρ ρ∂ ∂

+ + =
∂ ∂

u  (4) 

 
where c is the magnitude of the order of the sound speed in 
fluid. The additional diffusion term in the right-hand side 
guarantees solution smoothing on length l. 

Hyperbolic equation (4) can be approximated by the 
conditionally stable three-level explicit scheme of the second 
order of approximation on time and on space using central 
differences for discretization of the convective term "div ρu".  

In previous works, e.g. [2], it was shown that instead of the 
strong time-step restriction of explicit schemes for parabolic 
equations 

 
2~t h∆ ∆  (5) 

 
the scheme for (4) has the next milder stability condition: 

 
3/2~ ,t h∆ ∆  (6) 

 
where Δh is the spatial grid step. 

In paper [2] the kinetically-based model for two-phase fluid 
flow in a porous medium was proposed. The given below 
system of equations introduces the generalization to the case of 
three-phase fluid flow (the subscript α indicates the phase – 
water (w), Non-Aqueous Phase Liquid (n) or gas (g)): 
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1.Sα
α

=∑  (10) 

 
Here φ is the porosity, Sα is the α-phase saturation, qα is the 
source of fluid, kα is the relative phase permeability, g is the 
gravity vector. 

The system is completed by relationships for the relative 
phase permeability. In the case of three phases kα is determined 
by Stone approach after K. Aziz and A. Settari [4]. Capillary 
pressures, defined as the difference of phase pressures Pα, are 
described by the Parker approximate model with Van 
Genuchten parameters [5].  

For numerical implementation of the above system an 
algorithm of the explicit type is proposed. On each j-th time 
level the next sequence of operations are fulfilled (starting 
from the initial and boundary conditions for primary variables 
Pw,, Sw and Sn): 
• Calculation of pressures Pn and Pg via Pw and capillary 

pressures; 
• Calculation of phase densities from (9); 
• Calculation of Darcy velocities from (8); 
• Calculation of the term (ραSα) on the next time level from 

(7) via the three-level explicit difference scheme;  
• Calculation of Pw,, Sw and Sn on the next time level solving 

the following system of three nonlinear algebraic equations 
in each point of the spatial grid (state equations (9) and the 
just obtained values (ραSα) are used, Pcnw  and Pcgn are 
capillary pressures): 
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This system can be solved, for example, by Newton's method 
that takes only a few iterations. 
• Data exchange at multiprocessor computing. 

III. PARALLEL IMPLEMENTATION AND TEST PREDICTIONS 
All computations have been performed on hybrid 

supercomputer K100 built in Keldysh Institute of Applied 
Mathematics (Moscow). The system consists of 64 nodes, each 
of them includes 2 six-core CPUs (Intel Xeon X5670, 2.93 
GHz), 3 graphics accelerators (NVidia Fermi C2050, 448 
cores, 1.15 GHz, 2.5 GB of GDDR5) and 96 GB of DDR3 
SDRAM. The original communication system named MVS-
Express is constructed on the basis of PCI-Express and 
Infiniband with the transfer rate up to 700 MB/s, the latency is 
about 1.2 microseconds. The cluster peak performance is 100 
TFLOPS. 

A parallel software library was earlier developed by the 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 198



 

 

authors to simulate processes in the subsurface using 
supercomputers with graphics accelerators [3]. The kinetically-
based model and corresponding explicit algorithm underlie the 
library. Due to the logical simplicity the algorithm is easily 
adapted to hybrid architectures of modern supercomputers.  

The code is written in C/C++ in combination with CUDA 
and MPI. The library is oriented on solving problems in 
regular domains covered by Cartesian computational grids. It 
allows computations of 3D problems with double precision. 
Modular programming strategy is realized — the library 
consists of calculation, communication and control modules. 
Data partitioning (the geometrical parallelism principle) and 
data exchange on inner boundaries of sub-domains are chosen 
as the parallelization technique. Library routines can run on 
any number of CPU cores or GPUs from different nodes of a 
NUMA cluster. Approaches to exploit GPUs are discussed by 
the authors in papers [3], [6]. In particular it is pointed out that 
optimization of the access to various types of GPU memory is 
very important. In the current implementation cached memory 
has the preference, invariable parameters of the problem are 
loaded to the constant memory, the number of the global 
memory accesses is reduced, the register and local memory is 
used if possible, the shared and texture memory is not used. 

The library is now supplemented with new computational 
modules for modeling three-phase fluid flows. Furthermore, 
the original procedure of automatic data partitioning among 
processing units (CPUs or GPUs) is incorporated into the 
library in order to provide the optimal load distribution on the 
basis of a priori estimation of the run time.  

The computational domain can be divided into subdomains 
in one, two or three directions. The total run time of an 
application on a hybrid cluster consists of three main 
components: the time of actual numerical calculations, the time 
of data exchange between cluster’s nodes and the time of 
copying data between the operative memory and the own GPU 
memory within one node. The share of each component 
depends as on the given computer system as on the 
configuration of domain partitioning. The algorithm of optimal 
domain partitioning is carefully described in [7].  

During the current research some three-phase fluid flows in 
a homogeneous porous medium were predicted. Thus the 
process of three-phase fluid infiltration into the soil, namely 
redistribution of phases in a porous medium under the gravity 
influence, has been simulated. The computational domain is a 
parallelepiped with an impermeable boundary surface. This 
reservoir is filled with sand saturated by water, oil and air 
uniformly. The initial conditions are as follows:  

 
0.4, 0.35, 0.25,

.
w n g

w atmospheric w

S S S
P P ghρ

= = =

= +
 (12) 

 
The problem is quasi-one-dimensional therefore the 

obtained results can be presented as profiles of phase 
saturations at different time moments (see Fig.1 (a), (b)). The 
coordinate x is the distance from the reservoir top.  

(a) 

 
 

(b) 

 
Fig.1 Profiles of saturations in the problem of phase redistribution at 

two different time moments:  
(a) - 83 minutes, (b) - 1500 minutes. 

 
One can observe that under the gravity the water phase 

occupies mainly the lower part of the reservoir, the oil phase – 
basically the middle and slightly the lower part, and the gas 
phase – almost the whole upper part. Such distribution is 
physically correct. It is caused by the difference in phase 
densities and the given functions of relative phase 
permeability.  

At the solution of the above test problem visible effect of 
the use of optimal domain partitioning is demonstrated. The 
computational grid size is 200 × 200 × 100 = 4 million points. 
The number of operating CPU cores changes from one to a 
hundred and for each fixed number of processing units the own 
optimal domain distribution is chosen automatically. Strong 
scaling of the code is estimated when run times of 50 time 
steps are measured. One can see that the speedup (Fig.2 (a)) is 
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close to linear one and the efficiency (Fig.2 (b)) fluctuates near 
90 per cent. Jumps of the efficiency occur due to different 
configurations of the domain distribution depending on the 
number of CPU cores. 

 
(a) 

 
 

(b) 

 
Fig.2 Strong scaling of the code for phase redistribution problem: 

(a) - speedup, (b) - efficiency. 
 

A similar problem has been solved in the cubic domain. The 
process of water infiltration into an impermeable box through 
the hole situated in the centre of box’s top is considered. Like 
the previous case the porous medium inside the box is initially 
saturated by water, oil and air uniformly. Equation (7) includes 
now a constant source of water. The speedup of computations 
on hybrid cluster K-100 was estimated for this problem 
solution. The code ran as on CPUs as on GPUs from different 
nodes of the cluster. The speedup of about 45 was achieved 

when a GPU was compared with a CPU core, the 
computational grid size was 6.3 million points. The time 
needed for calculation of 100 time levels of the problem was 
measured: a CPU core took 30 hours, but a GPU – only 45 
minutes for these computations. Weak scaling of the code was 
investigated at simultaneous increase of the number of 
computational grid points and employed GPUs. GPUs' run 
times were compared with run times of one CPU core at the 
same grid refinement. Thus the code runs about 270 times 
faster on six GPUs versus one CPU core at the computational 
grid size of 37.8 million points. 

IV. CONCLUSION 
The performed research confirms that in spite of difficulties 

of GPU-based supercomputer employment GPGPU computing 
is very promising for the solution of large-scale applied 
problems, in particular, for detailed description of flows in the 
subsurface.  

In the nearest future the created approach will be 
complicated by allowing for heat transmission in order to 
simulate perspective thermal methods of oil recovery based on 
in-situ combustion. The presented investigation can be useful 
for the prediction, optimization and control of hydrocarbon 
recovery processes, for the realization of new technologies to 
increase the oil production rate. 
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Abstract—The raw analog data generated from almost any noise 

source in nature has a normal distribution of values. Cryptography 

applications usually require true random number generators (TRNGs) 

to output random data streams that have a uniform distribution of 

values. Since TRNGs use a noise source to generate the random data, 

and that source usually has a normal distribution, the TRNG has to 

convert the distribution. If the TRNG is implemented in a low power 

device such as a microcontroller, the algorithm for distribution 

conversion needs to be lightweight and efficient in terms of using as 

much of the raw data as possible. Current market implementations 

convert the analog data into digital data by employing a comparator 

or a Schmitt trigger. This method wastes a large amount of random 

input data, lowering the throughput of the TRNG. This paper 

presents a novel algorithm that enables distribution conversion in low 

power devices. The low memory requirements and efficient 

processing make it suitable for implementation in microcontrollers or 

other low power cryptographic devices. The algorithm is also 

flexible, allowing for any size of noise samples. 

 

Keywords—Algorithm, distribution, random, security, TRNG.  

I. INTRODUCTION 

ANDOM number generation for cryptography applications 

is usually a critical operation. The random data required is 

often used to form encryption keys, in this case, the random 

number generator must be practically unpredictable as 

described in [1]. Predicting the outcome of the random number 

generator (RNG) can lead to access of encrypted data by an 

unauthorized third party. An example of this is the exploitation 

of Dual Elliptic Curve Deterministic Random Bit Generator’s 

flaw is presented in [2] by the NSA. In order to minimize the 

possibility of outcome prediction, critical cryptography 

applications employ true random number generators (TRNGs) 

when feasible. These RNGs use a physical noise signal as the 

source of the random data. Since the signal output from some 

noise sources is practically impossible to predict, these signals 

are ideal for use as RNGs. 
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Unfortunately, the distribution of the values in a noise source 

is usually not suitable for use in cryptography. Cryptography 

applications almost always require the data distribution to be 

uniform [3], meaning the probability that the RNG will 

generate any value in the value domain is always the same. On 

the other hand, many noise sources that are suitable for use in 

RNGs usually have a normal distribution according to [4]. The 

signal coming out of these sources oscillates around a specific 

point, i.e. 0V or some DC offset, and the possibility that some 

value X will be generated drops rapidly with the increase in 

magnitude of X. In order to use these data in cryptography 

applications, some means of converting the distribution from 

normal to uniform must be applied first. 

II. TRADITIONAL RANDOM DATA HARVESTING METHODS 

Converting data with a normal distribution to data with a 

uniform distribution can be easily achieved if data losses are 

tolerated. A simple way to achieve this conversion is by using 

a comparator with a threshold positioned at the DC offset of 

the noise signal as shown in [5]. Since the noise has a normal 

distribution, represented by a Gaussian curve as presented in 

Fig. 1, with the peak of the curve located at the DC offset, the 

probability that a certain value is located below the DC offset 

is the same as the probability that the value is located above 

the DC offset. 

 
 

If the output of the comparator is represented as a binary 

value, i.e. binary 0 if the noise signal is below the DC offset 

and binary 1 if the noise signal is above the DC offset, these 

data can be packed into bytes. Since each bit in any generated 

byte has the same probability of being either binary 1 or binary 

0 as any other bit, the distribution of the generated bytes will 

always be uniform. 

Efficient distribution conversion algorithm in low 

power TRNGs for embedded security applications
 

Blerim Rexha, Dren Imeraj, Ehat Qerimi and Arbnor Halili
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Fig. 1 Comparator output (b) depending on the noise signal input (a) 
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The main problem with the solution above is the data losses 

during signal quantization as described in [6] and [7]. Since 

the noise signal is analog, each sample taken from the signal 

using the solution presented above contains more information 

than whether the signal is above or below the DC offset. This 

implies that the solution presented above is not efficient in 

terms of data throughput. 

Another problem with the solution above is the difficulty 

modifying the noise signal before sampling the bits. Some 

noise sources do not originally have a normal distribution of 

values, therefore they require some operations to be applied in 

the noise signal in order to make them suitable for conversion. 

An example of this is the output of a reverse PN junction noise 

source. 

 

 
Fig. 2a The original distribution of the noise signal 

 

 
Fig. 2b The distribution of the values obtained by calculating the 

difference between two consecutive samples 

 

In Fig. 2a is presented the original distribution of over 130 

million samples taken directly from the noise source is shown. 

Clearly, the distribution in Fig. 2a is far from being a normal 

distribution. Fig. 2b shows the distribution of the values 

obtained by calculating the difference of two consecutive 

samples, Xi and Xi-1, from more than 130 million samples used 

previously. This figure shows a clear normal distribution. If a 

signal with the distribution, as presented in Fig. 2a is fed into a 

comparator, no matter where the threshold is specified, the 

probability of getting a binary 1 and the probability of getting 

a binary 0 out of the comparator will not be the same since the 

distribution is not symmetrical around the DC offset. 

To overcome the problems described above, this paper 

presents an algorithm that uses samples of the noise signal 

quantized using an analog to digital converter. This way, the 

device running the algorithm can use more information from 

each sample as well as be able to pre-process the samples in 

order to alter the distribution of the input signal before feeding 

the samples to the distribution conversion algorithm 

III. GENERATING RAW DATA 

In order to test the algorithm presented in this paper, special 

hardware has been designed and implemented. The noise 

source used in this implementation is a reverse biased PN 

junction as described in [8]. This noise source is truly random 

since its signal is a result of two non-deterministic physical 

phenomena, quantum tunneling and avalanche multiplication 

[9], [10]. This noise source has been chosen for its good noise 

quality, high frequency and high stability. 

The noise generation circuit consists of a BJT transistor 

with its base-emitter terminals reverse biased. Under high 

enough reverse voltage on those terminals, the current flowing 

through this transistor will become noisy due to the effects 

mentioned above. This current is amplified by another BJT 

transistor which is later AC coupled. The AC coupling will 

remove the DC offset generated by the amplifying BJT 

transistor since the magnitude of that DC offset is too high 

compared to the magnitude of the noise signal. To make the 

noise signal suitable for the analog to digital converter, a new 

DC offset is added on the noise signal. Since the impedance of 

the DC offset generation resistors and the AC coupling 

capacitor is high, the analog to digital converter may alter the 

noise signal while sampling it as shown in [11]. To overcome 

this issue, a buffer is added between the analog to digital 

converter and the DC offset generator resistors. This buffer 

consists of an operational amplifier configured a unity gain 

buffer. The reason for using a unity gain configuration on the 

operational amplifier is because of the gain-bandwidth product 

associated with the operational amplifier. As seen in [12], 

increasing the gain of the operational amplifier reduces its 

bandwidth. The problem introduced by the lack of 

amplification is that the noise signal level is low. To overcome 

this problem, a suitable reference voltage for the analog to 

digital converter is used. 

Fig. 3 presents a schematic diagram of the implemented 

noise generation circuit. The reverse bias voltage is generated 

by a boost converter that converts 5V to 30V. Feeding 30V to 

the noise generation and amplification stage will generate 

about 400mV peak AC coupled. The DC offset generation 

stage will generate an offset of 550mV, which will make the 

signal suitable for the analog to digital converter that uses a 

1.1V reference voltage. An important thing to consider is the 

values of the AC coupling capacitor and the DC offset 

generation resistors. Since this stage acts as a high pass filter, 

it is important to choose the values properly so that important 

low frequency components of the noise signal are not 

attenuated.  
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Fig. 3 – Noise generator circuit (a) and boost converter (b) 

IV. SHIFTING TO UNIFORM DISTRIBUTION 

Suppose a set consisting of a finite number of 10 bit 

randomly generated values with a normal distribution. Also 

suppose that this set is represented as a binary matrix, with its 

rows containing the sample's bits and the columns showing the 

samples themselves, as presented in Table 1 

 

Table I- An example of a binary matrix of samples 

MSB (9) 0 1 0 0 1 0 1 1 0 0 

8 1 1 0 1 0 1 1 1 0 1 

7 1 0 1 1 1 1 0 1 0 1 

6 1 1 1 1 0 1 1 1 1 0 

5 1 1 0 1 1 0 0 0 0 1 

4 1 0 1 0 1 1 0 0 1 1 

3 1 0 1 1 0 1 1 0 0 0 

2 0 1 0 1 0 0 1 1 0 0 

1 1 0 1 0 0 0 1 0 1 1 

LSB (0) 1 1 1 0 1 0 1 0 1 0 

 

If one calculates the average time it takes a bit position (on a 

specific row) to change its state, it can be concluded that the 

time interval increases exponentially going from the least 

significant bit (LSB) to the most significant bit (MSB). In 

order for this data to be used as random data, the average time 

it takes the LSB to change its state must not be higher than 1 

sample, otherwise each two following samples would have the 

same value. 

Since the LSB takes 1 sample to change its state, the time it 

takes other bit positions to change their state can also be 

represented in samples. In order to shift to uniform 

distribution, each bit position must have the same average time 

it takes to change its state, 1 sample. 

The goal is to reconstruct a new set of N-bit values with a 

uniform distribution. Since it is known that the LSB takes an 

average of 1 sample to change its state, each LSB can be used 

to construct the new set of N-bit values. But this is not true for 

the other bit positions. Since other bit positions take an 

average of more than 1 sample to change their state, these bit 

positions must wait before they are used. The waiting time 

depends on their average time it takes them to change the state. 

If a bit position takes an average of 2 samples to change its 

state, only one in two samples from the original set can pass 

this bit to the new set. In the meantime, the bit positions that 

are waiting can be XORed. 

By using the bit positions not more than their average time 

needed to change their state in the original set, it is ensured 

that each bit in the new set has an average time of state change 

of 1 sample 

V. ALGORITHM IMPLEMENTATION 

In the Fig. 4 is presented the C pseudo code, in accordance to 

the algorithm definition in Section IV. The array holding the 

Thresholds can be experimentally determined using the 

algorithm defined in Section VI. 

ConvertToUniform (Data, DataLength): 
n = 0 
XORSample = 0 
XOR_Counts = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0} 
Thresholds = {1, 2, 4, 8, 16, 32, 64, 128, 256, 512} 
 
WHILE n < DataLength 

XORSample = XORSample XOR Data[n] 
n = n + 1 
 
FOR i = 0 TO 9 

XOR_Counts[i] = XOR_Counts[i] + 1 
   
IF XOR_Counts[i] IS EQUAL TO Thresholds[i] 

IF BIT i OF XORSample IS 0 
ADD BIT 0 TO OUTPUT 

ELSE 
ADD BIT 1 TO OUTPUT 

ENDIF 
    
XOR_Counts[i] = 0 
 
IF i IS EQUAL TO 9 

XORSample = 0 
ENDIF 

ENDIF 
ENDFOR 

ENDWHILE 
RETURN 

 

Fig. 4 – C pseudo code for conversion algorithm 

 

The InsertBitToOutput(BitValue) function inserts the bit given 

as a parameter to the output data. At this point, the data 

constructed by this function has a uniform distribution since 

the bits given as a parameter the funcion have passed through 

the distribution conversion function. 
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VI. DETERMINING THE THRESHOLDS 

In order to make use of most of the data generated by the 

noise source, the Thresholds array of the algorithm must be 

determined based on the characteristics of the noise source. 

Index N of the Thresholds array holds the average number of 

samples that need to be read before the state of bit position N 

changes. Since the characteristics of each noise source differ, 

in order to achieve the best results the Thresholds array must 

be determined experimentally. This can be done once, if the 

characteristics of the noise source do not drift, or the values of 

the Thresholds array can be updated each time a new sample is 

obtained from the noise source. The first method requires less 

computational resources but can lead to errors in the generated 

random data, while the second method is more resource 

intensive but offers better reliability. 

Since the Thresholds array holds the number of samples 

that need to be read before a specific bit position can be used, 

the array can be constructed by calculating the number of bit 

flips on a large set of samples and dividing the number of 

samples in the set by the number of bit flips. 

The C pseudo code, as presented in Fig. 5, can be used to 

determine the Thresholds array for a given sample set. 

 
CalculateThresholdsArray(SampleSet, SampleCount, 

         Thresholds, SampleSize): 

FOR n = 0 TO SampleSize – 1 
 

IF BIT n OF SampleSet[0] IS 0 
LastBit = 0 

ELSE 
LastBit = 1 

ENDIF 
 
FlipCount = 0 

 
 

FOR i = 1 TO SampleCount – 1 
 

IF BIT n OF SampleSet[i] IS 0 
CurrentBit = 0 

ELSE 
CurrentBit = 1 

ENDIF 
 
 

IF (LastBit IS 1 AND CurrentBit IS 0) OR  
(LastBit IS 0 AND CurrentBit IS 1)  

FlipCount = FlipCount + 1 
LastBit = CurrentBit 

ENDIF 
ENDFOR 

 
Thresholds[n] = SampleCount / FlipCount 

 
ENDFOR 
 

RETURN 

 
Fig. 5 – C pseudo code for calculating the threshold array 

 

The sample set fed to the function as defined in Fig. 5 must 

be as large as possible in order to get good results. 

VII. QUALITY OF RESULTS 

The quality of the algorithm is measured based on the 

performance and the algorithm in terms of data throughput and 

based on the quality of the generated random data. 

The throughput of the algorithm is based on the Thresholds 

array. The number of uniformly distributed bits that can be 

obtained from an N bit normally distributed input value, as 

presented in (1). 

 

0

1

[ ]

N

i

M
Thresholds i

             (1) 

 

Using (1), it can be concluded that the Thresholds array in 

Section V has an output of almost 2 uniformly distributed bits 

for each normally distributed input sample. Since the threshold 

for the LSB will always be 1 (otherwise the data cannot be 

used as random data, as described in Section IV), and the 

thresholds for the other bits are always finite, the effective 

output of the algorithm is always more than 1 bits for each 

sample. Compared to the traditional method of extracting 

uniformly distributed data using a comparator or a Schmitt 

trigger Error! Reference source not found., the algorithm 

offers higher throughput since the traditional methods offer a 

throughput of 1 bit for each sample. 

The quality of the generated data is measured using a set of 

randomness testing tools offered by the CrypTool software, 

most of which are proposed by NIST in [13] and Intel in [14]. 

In the Table II are presented the tests performed of 128KB of 

data generated by the algorithm:  

 

Table II Randomness test results 

Test Max. test value Test value 

Frequency test 3.841 0.623 

Poker test 14.07 5.423 

Runs test 9.488 4.217 

Serial test 5.991 2.167 

 

Another test, also proposed in [13], which indicates 

missing patterns in the generated data is the entropy. The 

entropy indicates the level of “chaos” in the data. If the 

generated data is organized in bytes (8 bit words), the resulting 

entropy of the 128KB of data used for the tests, as presented in 

Table 2, using CrypTool the value of entropy comes out 7.99. 

With such a high entropy, compression algorithms would not 

be able to find any patterns in the data, making it impossible to 

compress the generated random data. 

VIII. CONCLUSIONS 

The algorithm presented on this paper increases the 

distribution conversion performance compared to the 

traditional method of using a comparator or a Schmitt trigger. 

The implementation presented in section V is lightweight 

and can easily be implemented in microcontrollers or other 

embedded applications. The same microcontroller can be also 
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used to sample the analog noise signal which makes the TRNG 

cost effective and small in size. 

The algorithm can be dynamically adopted to obtain as 

much data from the noise source as possible. This is done by 

updating the Thresholds array every time a new sample is 

obtained.  

The implementation of the distribution conversion in 

software also offers the flexibility of specifying the output data 

format, as well as the distribution itself. The user can specify 

whether the distribution should be converted or not. 

In order to test the algorithm, a special electrical circuit has 

been built. This circuit uses the reverse biased Emitter-Base 

junction of a BJT transistor to generate a noise signal. This 

signal is then fed to the analog to digital converter of a 

microcontroller which samples the noise signal and feeds it to 

the algorithm. Prior to developing the algorithm, the circuit 

was used to create a cache of 130 million 10 bit samples of the 

noise. These data were used to test the algorithm during the 

development. As described in Section VII, the algorithm 

passes the frequency test, poker test, runs test and serial test. It 

is important to note that the data in generated by the algorithm 

has an entropy of 7.99 when packed in eight bit words. 

In conclusion, the algorithm presented in this paper is 

suitable for embedded security applications that require a 

TRNG with a relatively high data throughput. The noise signal 

can also be different from pure Gaussian and then pre-

processed in the microcontroller before being fed to the 

algorithm.  

The future work remains to add this efficient TRNG as web 

services for other application, interested for reliable random 

data using any well proven encryption protocols for securing 

data transfer. 
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Abstract—In this paper, a successive elimination algorithm 

for truncated gray-coded bitplane matching (TGCBPM) based 

motion estimation (ME) is proposed. After calculating the lower 

bound for TGCBPM, we can substantially reduce the 

computational complexity by skipping the impossible candidate.  

Experimental results show that this proposed algorithm has an 

outstanding performance in terms of the computational 

complexity although the motion accuracy of the proposed 

algorithm is the same as that of the full search TGCBPM.  

 

Keywords— Video coding, motion estimation, full-search, 

truncated gray-coded bit-plane matching (TGCBPM)  

I. INTRODUCTION 

otion  estimation (ME) plays a critical role in the video 

compression process, since it considerably contributes 

coding efficiency by reducing possible temporal redundancies 

between frames. The full search-based sum of absolute 

differences (FS-SAD) or sum of squared differences (FS- SSD) 

methods can be the optimal estimation of the motion, which 

conducts exhaustive searches within its search range in order to 

find the minimum matching error based on sum of absolute 

differences. However, the FS-SAD method is not suitable for 

real-time applications because it requires excessive 

computation.   

In order to alleviate this problem, many approaches have 

been proposed. Most of the techniques try to minimize the 

whole calculations of the matching criterion [1]-[4] or searching 

points and successive elimination algorithm (SEA) is one of 

those [5]. In SEA, if the pre-calculated lower bound of the block 

matching error is larger than the up-to-date minimum distortion, 

the block matching process of the block will be skipped safely. 

With this process, a number of the matching computations are 
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reduced, while the ME accuracy of the SEA is the same as that 

of the full search algorithm.  

 Some algorithms have been proposed with the different 

approaches that utilize different matching criteria from the 

conventional SAD or SSD, which exploit Boolean operations in 

order to speed up the calculation of the matching criterion itself 

[6]-[10]. These techniques are called binary block motion 

estimation or bit-plane matching (BPM)-based MEs. These 

techniques have two main advantages compared to the typical 

ME algorithms based on SAD or SSD: fast computation of the 

matching criterion using Boolean operation and reduced 

memory bandwidth.  

In [6], bit planes for motion estimation are generated by 

comparing the original image frame against the multi-bandpass 

filtered frame, whose method is called one-bit transform 

(1BT)-based ME. In [7], a multiplication-free 1BT (MF1BT) is 

proposed, which exploits a multiplication-free bandpass filter 

kernel in order to generate bit planes. Two-bit transform (2BT) 

and constrained 1BT (C-1BT) were suggested to improve the 

motion accuracy of 1BT-based ME approaches [8], [9]. In [8], 

two bit-planes are constructed employing basic statistical 

information such as mean and standard deviation. In [9], a 

bit-plane, called a constrained bit-plane, is added to refine the 

performance of 1BT-based ME. In [10], the truncated gray 

coded bit-plane matching (TGVBPM) based ME was proposed. 

This method switches the original frames’ pixels into 

gray-coded ones, chooses some bit planes from the most 

significant bit (MSB), and conducts the block matching process 

using the chosen bit planes. The authors of [10] recommend that 

3 bit-planes are good enough to improve performance of 

previously presented BPM-based ME methods.  

BPM-based ME methods take advantage of fast computation 

of their criteria, but they still exploit FS strategy for all possible 

candidate in the search range. By using the fact, several 

algorithms were proposed to further reduce the computational 

complexity of the BPM-based ME algorithm by exploiting early 

termination scheme [11]-[12] and combining search range 

adjustment method [13]. Note that the ME accuracy of those 

algorithms are not the same as that of the FS-BPM-based ME 

methods.  

SEA method is one of the techniques which effectively 

reduces the complexity of BPM-based ME without any loss [14] 

– [16]. The SEA for 1BT was derived based on the triangle 
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inequality to remove the impossible candidates in [14]. In [15], 

the authors derived the lower bound of the block matching error 

of 2BT by using set theory and triangle inequality. Recently, 

SEA for C1BT was proposed [16]. Because the matching 

criterion of C1BT does not satisfy the metric conditions, the 

authors derive the lower bound of the block matching error 

using the Bonferroni inequality.  

In this paper, SEA for TGCBPM is proposed. The proposed 

algorithm analyzes the TGCBPM matching criterion and 

derives the lower bounds of it based on mathematical techniques 

in order to discard the impossible candidates and save 

computations significantly. Experimental results demonstate 

that the proposed algorithm reduces computational complexity 

substantially while maintaining the entirely same ME accuracy. 

The rest of this paper is organized as follows. In section II, we 

review the previouse SEA techniques for 1BT and 2BT, and 

C1BT.  Section III presents our proposed algorithm. 

Experimental results are provided in Section IV. The conclusion 

is set forth in Section V.   

  

 

II. PREVIOUS WORKS 

In this Section, the previous works of SEA algorithms for 

BPM based ME methods are reviewed including SEAs for 1BT 

and 2BT, because some results in previous works are some of 

the bases of the proposed algorithm. 

A. Successive Elimination Algorithm for 1BT 

The derivation of the SEA for 1BT in [14] starts from the 

basic triangle inequality for binary values. Let b1 and b2 be any 

two one-bit binary value, and then the following inequality 

holds: 

 

1 2 1 2b b b b     (1) 

 

where  denotes the Boolean X-OR operation. 

Streching the meaning of this result in terms of the matching 

measure of 1BT, i.e. 1BTNNMP , we can derive the following 

result: 
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where 
tB  denotes the one-bit representation of the current 

frame, 
1tB 
 denotes that of the reference frame, (i, j) represent 

the search points in the search range [0, N-1], and (m, n) 

represent displacement of a motion vector, respectibly.  If the 

sum norm of the block is not satisfied with (2), the search is not 

performed at the point. The calculation of the sum norm can be 

done efficiently by using the method in [5].  

B. Successive Elimination Algorithm for 2BT 

Let B be a vector as binary seqeunces ( )b i (0 1)i N    . 

The authors in [15] introduce the concept of the Hamming 

weight in order to concisely express the sum norm of the blocks 

and utilize the set theory. The relationship between sum norm of 

( )b i and the Hamming weight of B can be driven with the 

following equality: 
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where ( )Hw   denotes the Hamming weight which is the 

number of nonzero components.  

By using the concept of the set theory, we obtain the 

following inequality: 

 

 ( || ) max ( ), ( )H H Hw w wx y x y   (4) 

 

where || denotes the Boolean OR operation and x  and 

y represent arbitrary two vectors.   

Matching criterion of 2BT is given as  
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where 1,2

tB  and 
1

1,2

tB 
 are the two-bit representations of current 

and reference frames, (i, j) represents the search points in the 

search range [0, N-1], (m, n) represents displacement of a 

motion vector, the motion block size is N N  and 

,s m n s   is the search range.   

The result of the SEA for 2BT can be obtained by using the 

results of (2) and (4) as follows:  
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where we identify a vector 
t
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III. PROPOSED ALGORITHM 

In this section, the derivation of the lower bound for 

TGCBPM matching criterion using the result in section II is 

presented. In order to derive the SEA for TGCBPM-based ME, 

the analysis of the TGCBPM-based ME algorithm is necessary. 

A pixel value that is quantized to 2K
 grey levels can be 

represented as: 

 
1 2 1 0

1 2 1 0( , ) 2 2 2 2t K K

K Kf x y a a a a 

       (7) 

 

where ka coefficients represent the natural binary code and take 

only binary values and K denotes the bit-depth for the pixel. The 

gray-coded version of a pixel value can be obtained from its 

natural binary codes with the following equations: 
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The matching criterion for the TGCBPM-based ME, called 

the correlation metric TGCCM , is given as  
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where (m, n), s, k, NTB, and 
t

kg  denote the candidate 

displacement and search range, bit level, the number of 

truncated bit, and kth level of the binary pixel value with 

gray-coded version, respectively. TGCBPM based ME method 

makes only use of the highest ( K NTB ) bit-planes to compute 

the matching process. Note that, higher order bit-planes have 

higher weight by a scaling factor of 2K NTB
. The ME 

performance of [10] depends on NTB and the authors in [10] 

suggested the value of NTB as 5, which means only 3 bits from 

the MSB are used for the block matching process.  

The purpose of SEA is that the pre-calculated lower bound of 

the block matching error is used to skip the impossible 

candidate that makes the ME process faster. The performance of 

SEA depends on how fast the lower bound is calculated. The 

algorithms in [14] – [16] make the fast computation of the lower 

bound of the matching error by using mathmatical techniques 

suggested in (1) ~ (6), which contributes to increaing the overall 

ME performance in terms of computational time.  

However, it is not appropriate to directly apply the result 

from the previous works in case of TGCBPM. Applying the 

inequality (1) into the (7), we get the following inequality:  
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The last part of (8) can be the lower bound of the TGCBPM 

matching error in order to apply the SEA method with the 

results from the previous works. Of course, a lot of candidates 

point are going to be skipped without performing the block 

matching process with the result of (8). However, the process to 

obtain the lower bound is not efficient, because several 

sum-norm must be calculated depending on the user parameter 

NTB. Assume that NTB is set as 5, as recommended, then the 

process calculating the sum norms requires six times only for 

one candidate search point. Note that the number of sum norms 

to be calculated depends on the value of NTB.  

Note that the gray-code is a well-known code whose mapping 

function can be easily obtained without bit-transforming, once 

the length of the code is determined. In order to utilize the fact 

mentioned above, we define a parameter 
tG  as follow: 
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, which is the integer value of gray-code whose length is 

determined by the given value of the parameters NTB, K and the 

input pixel value, so the calculation of 
tG  can be implemented 

by look-up table. 

Applying (1) and (11) into (9), we obtain the main result of 

the proposed algorithm as follow: 
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Once the value of 
tG is obtained in (12), we have only two 

sum norms left and the number of sum norms does not depend 

on the value of NTB. In the search process, the right part of (12) 

is compared with the minCM  which is the up-to-date minimum 

TGCCM  in the search process. We calculate the TGCCM  of 

(9) only if the condition of (12) is satisfied. Otherwise, we skip 

this search position, move on to the next search position, and 

save the unnecessary operations. Note that the calculation of 

sum norms can be done efficiently using the method in [5].   
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Table I Average PSNR performance (dB) comparison for 

the algorithms 

 

Sequences 1BT C1BT 2BT TGCBPM Proposed 

Akiyo 41.69 42.05 41.88 41.90 41.90 

Bus 24.51 25.04 24.91 25.34 25.34 

Container 37.29 37.98 37.78 37.49 37.49 

Dancer 27.92 28.55 28.84 29.95 29.95 

Football 22.89 23.20 23.16 23.77 23.77 

Foreman 29.80 30.35 30.09 30.75 30.75 

Hall 32.85 34.30 33.64 34.12 34.12 

News 31.71 33.65 33.54 34.42 34.42 

Stefan 22.92 23.09 23.22 23.50 23.50 

Table 29.85 30.53 30.24 30.74 30.74 

Average 30.14 30.88 30.73 31.20 31.20 

 

Table II Average reduction ratio of the calculated points 

(%) 

 

Akiyo 96.13 

Bus 54.08 

Container 81.01 

Dancer 86.02 

Football 50.49 

Foreman 73.69 

Hall 86.94 

News 91.37 

Stefan 54.01 

Table 68.66 

Average 74.24 

 

IV. EXPERIMENTAL RESULTS 

The propose algorithm is simulated with various video 

sequences: Akiyo, Bus, Container, Dancer, Football, Foreman, 

Hall, News, Stefan, and Table. All implemented block matching 

algorithms are programmed by Visual C++.  The motion block 

size is 16 x 16 pixels and the search range is 33 x 33. The format 

of video sequence that we used is CIF (352 x 288) and only 

forward prediction is used. All the searching processes are 

performed in spiral order. The parameter NTB is set as 5, as 

recommended in the reference paper.  

Table I shows the average PSNR (dB) of the BPM-based ME 

algorithms and the proposed algorithm. As shown in Table I, the 

PSNR of TGCBPM based ME is better than that of the other 

BPM-based ME algorithms. In terms of the PSNR point of view, 

we can conclude the PSNR performance of the proposed 

algorithm is totally same as that of the TGCBPM-based ME 

algorithm from the data of the results in Table I and the 

mathematical derivation in section III.  

In order to campare the performance of the proposed 

algorithm with that of TGCBPM based ME, we calculate the 

average reduction ratio of the calculated points. The 

performance gains of the proposed algorithm somewhat 

defferent depending on the squences. The reduction ratio of the 

sequences that have static motion, such as Akiyo and Container, 

is greater than that of the sequences that have complex motion, 

such as Football and Stefan. On the average, the performance 

gain of the proposed algorithm is 74.24% over FS-TGCBPM 

based ME in terms of the complexity point of view. Note that 

the average PSNR performance of the proposed algorithm and 

the TGCBPM based ME is the same.  

 

V. CONCLUSIONS 

In this paper, a SEA for TGCBPM based ME has been 

proposed to improve the performance of the TGCBPM based 

ME in terms of the computational complexity. The proposed 

algorithm suggests the efficient way to calculate the lower 

bound for TGCBPM matching criterion and to eliminate the 

impossible candidates earlier so that the computational 

complexity of the TGCBPM is reduced significantly. 

Experimnetal results show that the computational complexity 

has been reduced substantially, while the PSNR of the proposed 

algorithm is the same as that of the TGCBPM based ME.  
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Abstract The area of software development has passed a rapid 

expansion. An essential part of studies at faculties preparing students 
in the area of computer science is the development of student’s 
programming skills. Despite a heroic academic effort and many 
different theoretical researches which deal with the question of how 
to develop these skills, a substantial minority of students fails 
introductory programming course. We observed this fact at our 
university and noticed it’s similar at other universities. Research 
concerning students’ programming capabilities evaluation with 
regard to the input Dehnadi’s test focused on programming aptitude 
has been done at the Faculty of Informatics and Management and at 
the Faculty of Science, University of Hradec Králové, since 2011. 
Within the research most often students’ mistakes have been deeply 
examined and study materials has been innovated. This paper is 
aimed to study materials innovation with regards to the main student 
mistakes and student learning styles. It could serve to pedagogues as 
an inspiration to their teaching in the mentioned area.  
 

Keywords Development of algorithmic thinking, student learning 
styles, algorithmic thinking evaluation. 

I. INTRODUCTION 
EHNADI et al. developed a programming aptitude test 
which predicts whether a person can become a 

programmer. The test does not require any prior programming 
experience which is an important property that allows student 
pre-screening and teaching adjustments before a programming 
course begins. We have pursued a research project focused on 
programming capabilities evaluation using Dehnadi’s 
approach at the Faculty of Informatics and Management and at 
the Faculty of Science, University of Hradec Králové since 
2011. During the research we deeply examined the most 
common mistakes students make and innovated the study 
materials according to the research results.  

Firstly, we briefly introduce the subject Algorithms and 
Data Structures which is our introductory programming course 
at both faculties. Secondly, we present the main results of 
evaluating student programming capabilities using Dehnadi’s 
test. We follow with a description of the most common 
learning styles that are preferred by the students of our 
university. We conclude this paper with a summary of 
innovations of our study materials with regards to the research 
results and preferred learning styles. 

 
 

II. ALGORITHMS AND DATA STRUCTURES 
The Algorithms and Data Structures (ALGDS) course is 

aimed at basic algorithm construction skills. It is focused on 
novices in the area of programming.  

We use the brick-box approach to explain basic algorithmic 
constructs where only several base elements are available from 
which children (students) are able to create incredible 
buildings (programs). We use a Czech pseudo-language which 
is a modified Pascal programming language with basic 
commands. (Remark: The Pascal programming language was 
created by Nicklaus Wirth specifically for educational 
purposes, cf. [1]) 

A. Lectures and seminars 
We explain all basic algorithmic structures in the lectures. 

We start with those that use single variables. We properly 
explain the idea of each presented algorithm and usually 
demonstrate it with the help of students (e.g. each student tells 
a value and the action of the algorithm is introduced), as well 
as illustrate the progress of each algorithm in a step-by-step 
procedure. After the thorough practising of basic algorithmic 
structures on single variable problems we present one-
dimensional and two-dimensional arrays. Using these data 
structures we also repeat all previous algorithms with a careful 
attention to manipulating array indices. 

The students apply their acquired knowledge during 
seminars to a variety of tasks. They work in groups of two or 
three and each group is responsible for solving one of the 
given tasks. The students are given some time to prepare their 
solutions on a piece of paper. Then each task is illustrated and 
presented by two students (or three, depending on the number 
of groups, each group responsible for the task-solution deputes 
one student) on the blackboard. All students discuss and 
compare the given solutions. This approach is beneficial both 
for the students who are forced to try and find more solutions 
to the given task and for the teacher who has an opportunity to 
open a discussion should there be a problem in the presented 
solutions. For more information see [2].  

B. Study materials 
The whole area explained within the subject ALGDS is 

introduced in the textbook [3], where more than 150 problem 
assignments, questions and exercises are presented. The 
accuracy of a solution can be verified with the help of the 
Algorithms program which is attached together with solutions 
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of all the textbook's given tasks on a CD.  
Students can view the electronic version of the textbook as 

well as download the Algorithms program and other study 
materials corresponding to a lecture (additional lecture notes, 
problem statements of tasks solved in seminars, presentations 
and animations used at the appropriate lecture as a 
complement of the explained matter) in the virtual study 
environment used at the university.  

There is also a detailed plan of lectures available as well as 
credit and exam conditions and samples of credit and exam 
tests.  

III. DEHNADI’S TEST AND RESEARCH RESULTS 
Introductory programming courses at universities often face 

the problem of bimodal distribution of the applicants score. 
There seems to be a clear division between people who find 
programming easy and those who find even basic 
programming tasks difficult. Dehnadi and Bornat observed 
that the level of mental model consistency that learners apply 
when faced with a novel, seemingly nonsensical problem could 
be a good predictor of programming capabilities (see [4]). 
Saeed Dehnadi designed a test focused on discovering future 
programmers before they enter their first programming class 
[5]. 

A. Dehnadi’s test 
Dehnadi’s test [6] is based on assessing mental model 

consistency in the assignment operation. The test consists of 
twelve similar questions. Each question gives a sample C-like 
program, declaring two or three variables and executing up 
to three variable-to-variable assignment instructions. The test 
is evaluated according to an answer sheet and a mark sheet 
which assign mental models to each answer and combine them 
into a total score. There are 11 mental models described in [6]. 
Except for the classical assignment operation model known 
from C or Java, Dehnadi identified 10 other models that were 
used by the applicants. The common ones include left to right 
assignment (as opposed to the standard right to left), 
comparison or assignment without carry (the assignment 
effects are not carried to the next line). If a person is able to 
choose any of these 11 models and use it consistently through 
the whole test, he or she is considered a good candidate 
to become a programmer. The consistency threshold was set at 
8 consistent answers out of 12. Dehnadi and Bornat [4] report 
that 44 % of the applicants showed consistent models, 39 % 
used several models inconsistently and 8 % have refused to fill 
the answers. The remaining 9 % of students are not discussed 
in the paper.” (see [7]) 

B. Research sample  
In the academic year 2011/2012 we decided, for the first 

time, to use Dehnadi’s test at the Faculty of Informatics and 
Management to test our freshmen at the beginning of the first 
programming ALGDS course. We hoped that Dehnadi’s test 
could serve as an orientation resource both for students 
and teachers. Students who belong to the inconsistent group 

should devote a bigger attention to the subject; they should 
study regularly, discuss their solutions with the teacher 
or experienced students and practice their programming skills 
(preferably every day). Teachers would be able to use the 
Dehnadi’s test results to divide students into appropriate 
groups when explaining and practicing algorithm design. 
During the academic years 2011/2012, 2012/2013 and 
2013/2014 data of 343 students who both filled Dehnadi’s test 
and participated in the introductory programming course were 
analysed. 

In the academic year 2012/2013 we started to use Dehnadi’s 
test also at the Faculty of Science to test our first-year students, 
future teachers studying the Informatics specialization. We 
analysed 59 student results in the academic years 2012/2013 
and 2013/2014. 

Because of the fact that there are students coming to the 
university who already have a prior programming experience 
before attending the first programing course we divide the 
students to two groups: students with no prior programming 
experience and students with prior programming experience.  

C. Results and discussion 
The analysis using Wilcoxon rank sum test and additionally, 

a Spearman’s rank correlation test was performed. 
Contrary to the claims in [4], results of our research have 

shown that the Dehnadi’s test cannot predict success in the 
ALGDS course for students with no prior programming 
experience (cf. [8]). 

Nevertheless using the test we are able to predict success in 
ALGDS subject of students with prior programming 
experience. Supposing that about half students attending 
ALGDS subject at both faculties have prior programming 
experience, the Dehnadi’s test can serve as a useful 
information for students not achieving full score to devote 
bigger care to the subject. [9] 

 
Based on many years’ experience we are sure that the 

existence of students who successfully passed Dehnadi’s test 
but did not succeed in ALGDS can be explained as follows: 
Students with prior programming experience usually think that 
their previous programming skills are enough to pass the 
ALGDS subject and do not devote the necessary attention to 
the subject matter. 

On the other hand students who do not succeed in the 
Dehnadi’s test are able to pass ALGDS subject thanks to a 
systematic development of algorithmic thinking. We found out 
that devoting enough time explaining mutual relationships 
among solved problems and carefully, together with students, 
recognizing the differences among almost the same algorithms 
is very helpful for students.  

IV. LEARNING STYLES 
Last several years the Index of Learning Styles (ILS shortly) 

has been used at our university both at the Faculty of 
Informatics and Management and at the Faculty of Science. 
ILS was developed by Richard M. Felder and Barbara A. 
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Soloman and it may be used at no cost for non-commercial 
purposes by individuals who wish to determine their own 
learning style profile and by educators who wish to use it for 
teaching, advising, or research. ILS is an on-line instrument 
used to assess preferences on four dimensions 
(active/reflective, sensing/intuitive, visual/verbal, and 
sequential/ global). It is based on a model developed by Dr. 
Richard M. Felder in collaboration with Dr. Linda K. 
Silverman, generally referred to as the Felder-Silverman 
learning style model. For more information see [10] and [11]. 

The main results concerning student learning styles gained 
from three previous years 2012–2014 at the above mentioned 
faculties can be summarized very briefly as follows (see [12], 
[13]): the sensing and visual learning style dominates student 
preferences (more than 80% students). 

Let us quote [14]: 
Sensing / intuitive learners  
Sensing learners tend to like learning facts, intuitive learners 

often prefer discovering possibilities and relationships.  
Sensors often like solving problems by well-established 

methods and dislike complications and surprises; intuitors like 
innovation and dislike repetition. Sensors are more likely than 
intuitors to resent being tested on material that has not been 
explicitly covered in class.  

Sensors tend to be patient with details and good at 
memorizing facts and doing hands-on (laboratory) work; 
intuitors may be better at grasping new concepts and are often 
more comfortable than sensors with abstractions and 
mathematical formulations.  

Sensors tend to be more practical and careful than intuitors; 
intuitors tend to work faster and to be more innovative than 
sensors.  

Sensors don't like courses that have no apparent connection 
to the real world; intuitors don't like "plug-and-chug" courses 
that involve a lot of memorization and routine calculations.  

Everybody is sensing sometimes and intuitive sometimes. 
Your preference for one or the other may be strong, moderate, 
or mild. To be effective as a learner and problem solver, you 
need to be able to function both ways. If you overemphasize 
intuition, you may miss important details or make careless 
mistakes in calculations or hands-on work; if you 
overemphasize sensing, you may rely too much on 
memorization and familiar methods and not concentrate 
enough on understanding and innovative thinking. 

 
Visual / verbal learners  
Visual learners remember best what they see--pictures, 

diagrams, flow charts, time lines, films, and demonstrations. 
Verbal learners get more out of words--written and spoken 
explanations. Everyone learns more when information is 
presented both visually and verbally.  

In most college classes very little visual information is 
presented: students mainly listen to lectures and read material 
written on chalkboards and in textbooks and handouts. 
Unfortunately, most people are visual learners which means 

that most students do not get nearly as much as they would if 
more visual presentation were used in class. Good learners are 
capable of processing information presented either visually or 
verbally. 

V. INNOVATIVE STUDY MATERIAL FOR THE ALGDS SUBJECT 
We mentioned in section II that students can download the 

textbook [3], the Algorithms program and lecture notes from 
the virtual study environment. 

We used the results gained from analysing student learning 
styles to order the exercises for a given textbook topic from 
easier to more difficult ones. We carefully discuss mutual 
relations among algorithms at the lectures and seminars.  

Until the academic year 2013/14 we had first explained the 
one-dimensional data structure. After the thorough practising 
we had proceeded to two-dimensional array problems. In 2015 
we decided to change this process. We explain each typical 
algorithmic structure for both one-dimensional and two-
dimensional array. We found out that the students are able to 
better comprehend the array index manipulation this way and 
thus better understand the whole subject matter. Compared to 
the previous years the fear of working with two-dimensional 
array indices almost disappeared. 

To support more and more visual learners we have prepared 
another significant innovation. The texts describing the typical 
array manipulation techniques were complemented by colours 
emphasizing structures used in the given algorithm. Let us 
introduce this concept on the typical algorithmic structure 
Inserting a new array element. 

Inserting a new array element 
Let us introduce a typical algorithmic structure used in 

algorithms for adding a new value x after the k-th term of a 
numerical sequence (a1, a2, … , an), 1 ≤ k ≤ n, stored in an 
array a.  
 read(x); 
   read(k); 
  i := n;  
  while i ≥ k + 1 do   
 begin   
    a[i + 1] := a[i];  
    i := i - 1;   
  end; 
 a[k + 1] := x;    
 n := n + 1;   
 
Example 
Let us create an algorithm which adds –1 after the last 
minimum element of a numerical sequence (a1, a2, … , an), 
1 ≤ k ≤ n, and writes out the resulting sequence.  
begin 
 read(n); 
 for i := 1 to n do 
   read(a[i]); 
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min := a[1]; 
 indexMin := 1;   
  for i := 2 to n do 
    if a[i] ≤ min then 
    begin  
      min := a[i];  
      indexMin := i;  
   end; 
 
 i := n;  
  while i ≥ indexMin + 1 do     
 begin   
    a[i + 1] := a[i];  
    i := i - 1;   
  end; 
 a[indexMin + 1] := -1;  
  n := n + 1;   
  for i := 1 to n do  
    write(a[i]);  
end.  

VI. CONCLUSION 
We presented a detailed list of the improvements to our 

introductory programming course at University of Hradec 
Králové that stemmed from our four-year research effort into 
programming aptitude testing and learning style analysis.  

We showed that while early programming aptitude tests 
cannot be used blindly on all students, good discriminative 
results can still be achieved for students with a prior 
programming experience. We can focus on the students with 
prior programming experience who however fail at the simple 
programming aptitude test and improve their success rates in 
the course. 

The research of learning styles led to a technically simple 
but an extremely helpful extension of the textbook that uses 
colour coding to match sentences from the exercise with 
corresponding lines of its algorithmic solution. 

Results achieved from the credit and exam tests show that 
our improved pedagogical approach used in the first 
programming course, Algorithms and Data Structures, is 
successful.  
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Abstract— Starting from the fact that the mathematical abstract 
notions are often hardly understood by students and influence their 
learning outcomes, we created and implemented a set of interactive 
teaching tool packages (ITTPs) consisting of theoretical modules and 
applications in the framework of a Hungarian - Romanian cross-
border project. One of the main ideas was to develop all the 
applications as open source software. The Romanian team focused on 
basic elements of linear algebra and analytic geometry with some 
relevant topics, using an autostereoscopic display for image 
visualization. In this paper we will present the applications for 
viewing geometric objects, namely conics and intersections of 
straight lines, planes and spheres, by pseudo holographic images. We 
extended the concept to work inside a web browser in order to 
eliminate the need to install any other software. All the ITTPs are 
available on the partner universities e-learning platforms and project 
web page.  
 

Keywords— autostereoscopic display, teaching tools, pseudo 
holographic images 

I. INTRODUCTION 
N the last years there has been an increasing development of 
online courses, most of them with interactive components. 

By 2011 the massive open online courses (MOOC) movement 
was materialized in the form of multiple platforms offering 
open courses to large numbers of students, using 
technologically enhanced resources and activities, such as 
virtual laboratories, simulations and cognitive tutors. Hundreds 
of courses are available all over the world on MOOC 
platforms such as Coursera, edX, or Udacity. Rhoades et al.[1] 
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considers that the open educational resources (OER) 
movement have helped increase the availability of a great 
number of courses and educational materials at a global level, 
holding the potential to „revolutionize how higher education 
practitioners, scholars, and policymakers think about and 
define democratic forms of access”.  

In this context, considering the potential and the benefits of 
e-learning platforms, we created and implemented some 
courses for mathematical disciplines, adapted to online 
education. In order to facilitate understanding and learning 
abstract mathematical notions, interactive teaching tools 
packages (ITTPs) have been developed, containing both 
theoretical modules and applications. Some ITTPs are related 
to mathematical analysis, probability, numerical calculus, 
computational algebra, the corresponding applications being 
made using Maxima. ITTPs referring to concepts of linear 
algebra and analytical geometry contain applications created in 
Java (for Android), Java 3D and JavaScript. All of the 
developed applications are open-source. 

These results were obtained in the framework of a 
Hungarian - Romanian cross-border project (see 
Acknowledgement). The Romanian team has developed three 
sets of interactive courses which focus on basic elements of 
linear algebra and analytic geometry. Relevant topics are: 
linear spaces, straight lines and planes, conics and quadrics. 

The interactive applications conceived for these topics 
facilitate the understanding of abstract notions, following the 
perception gained by the student from direct interaction with 
the three-dimensional geometric object. The applications 
created within the project provide the possibility to regard this 
object from different angles.  

An autostereoscopic display was used for visualizing 3D 
objects as holographic images, as well as the outcome of 
parameter changes inside mathematical formulas. For each 
application we created a version which runs on an ordinary 
computer and another one adapted for the holographic device. 
Thus, this device is used for the first time for educational 
purposes. 

In developing these sets of courses, the aim was to give a 
detailed overview of the concepts, with examples that make 
the content more accessible. The purpose of these ITTPs was 
to provide students with a new tool in order to help them 
understand and learn mathematical notions. 

Interactive Teaching Tools for Visualizing 
Geometrical 3D Objects Using Pseudo 

Holographic Images 
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II. SOME TECHNICAL ISSUES  
The use of holographic-like images is a cutting-edge 

technological approach, with applications in different fields 
such as medicine, industry, military, advertising, 
entertainment, computer game development etc. We used this 
technology to improve the quality of education by developing 
new visual-interactive methods for teaching mathematics. 

In their research, Wolfgang Schlaak from the Fraunhofer 
Institute for Telecommunications, Heinrich Hertz Institute [2] 
built an application that allowed physicians to study the 
patients’ CT scans by visualizing them in 3D, with the 
possibility of rotating the image by means of hand gestures 
(called non-contact image control). The display they used was 
an autostereoscopic multiview display, which involved 
tracking the user’s eyes by means of a set of cameras mounted 
on top of the display and adjusting the image accordingly, to 
produce a sensation of depth.  

In developing our applications we used a HoloVision aerial 
image display by Provision [3]. This new type of 
autostereoscopic display does not require any cameras for 
tracking the viewers’ eyes, being based on Pepper’s Ghost 
technique [4], and allows a larger number of persons to 
visualize the projected 3D models without the use of special 
glasses.  

Before our project implementation, to our knowledge, the 
HoloVision display was only used for marketing purposes; we 
are the first scientific team that used the aerial image display 
for educational purposes. 

The main difference between the two technologies is that 
the monitor we used does not have the 3D image attached to 
the display, but rather exhibits similarity to an actual 
hologram. The monitor uses a special mirror in order to focus 
and display the pseudo 3D holographic image.  

The HoloVision holographic device we used is able to 
display a 30 cm image focused at approximately 90 cm in front 
of the monitor, viewable at a 60-degree angle from the center 
and doesn’t require the user to wear any kind of special glasses 
[5]. 

III. THE APPLICATIONS DEVELOPED FOR INTERACTIVE 
TEACHING TOOL PACKAGES 

In this paper we present some of the applications related to 
analytical geometry [6], [7], namely straight lines, planes, 
spheres and conics, which use autostereoscopic display. The 
applications were developed in two versions, one for 
individual study on a 2D monitor and one for presenting the 
topics to a group of students using the 3D display, as the 
viewing angle and distance allow this. It was necessary to 
create two types of interfaces because the HoloVision display 
is optimized to render 3D models focusing the image outside 
of the display area, providing the illusion that the image floats 
in midair in front of the monitor. The 3D image cannot be 
rendered in the same way on a 2D monitor, but the 3D model 
keeps its details on the HoloVision display even if it is scaled. 
In Fig. 1 we present both versions of an application.  

The applications were developed in Java 3D API or 
JavaScript. 

The Java 3D API is an application-programming interface 
used for creating portable 3D applications and applets. It 
provides a library for creating and manipulating 3D models 
and for constructing the structures used in rendering the scene. 
The scene is constructed in the form of graph whose nodes are 
objects that will be included in the application. The graph 
associated to the scene is structured in the form of a tree whose 
root is a virtual world. Developers can easily describe very 
large virtual worlds using this approach [8]. 

JavaScript is a programming language used to make 
interactive web pages [9]. It can run inside any up-to-date 
browser, and also allows extending the applications for mobile 
devices. 

 

 
 

 

Fig. 1 interfaces of the applications developed for holographic 
display and laptop 

 

A. The applications developed for representing straight 
lines, planes and intersections between them 

The ITTP Straight lines and planes in 3-dimensional 
Euclidian space presents the characterization of lines and 
planes by vector and Cartesian equations; formulas are given 
to calculate the distance between two points, the distance from 
a point to a plane, the distance from a point to a line, the 
distance between two non-coplanar lines, as well as to 
calculate the angle between two lines, between two planes, and 
between a line and a plane. 

Fig. 2 shows an application which allows generating the 
image of a straight line by introducing the coordinates of a 
point and a direction vector, and the image of a plane, 
respectively, by introducing the coefficients of the Cartesian 
equation.  

In order to obtain two planes or lines, the requested data are 
introduced successively, and the application checks whether 
the objects intersect each other, in which case it displays the 
angle between them in radians and the coordinates of the point 
or line of intersection. 
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Another application generates the common perpendicular 
line between two non-coplanar straight lines and thus allows 
calculating the distance between them. 

The applications were created using Java 3D API. 
 

 
 

Fig. 2 interface of the application developed for visualizing  
straight lines and planes 

 

B. The applications developed for representing spheres 
and the circle in 3-dimensional space 

In order to generate the image of a sphere, our application 
entails entering the coordinates of the center and radius of the 
sphere. The program calculates and displays the power of a 
point with respect to a sphere (Fig. 1). Data can be given 
successively to represent two, three or four spheres. 
Correspondingly, the program generates the radical plane, the 
radical axis and the radical center, and their equations or 
coordinates respectively are displayed. 

Another application presents the intersection between a 
sphere and a straight line as being the solutions to the system 
consisting of their equations. In this case, the system is 
reduced to a second degree equation which has the most two 
real solution, and thus we have the following three situations: 
the equation has two distinct real roots – the line is secant, i.e. 
it intersects the sphere in two distinct points; the equation has a 
double root – the line is tangent to the sphere; the equation 
does not have any real roots – the line does not intersect the 
sphere. 

In case of intersection between a sphere and a plane, a circle 
is obtained in the 3-dimensional space. The corresponding 
application, whose interface is shown in Fig. 3, allows viewing 
all possible cases, namely: when the distance from the center 
of the sphere to the plane is larger than the radius, the plane 
does not intersect the sphere; when the distance from the 
center of the sphere to the plane is equal to the radius, the 
plane is tangent to the sphere; when the distance from the 
center of the sphere to the plane is smaller than the radius, the 
plane is secant. In this last case, the application generates the 
outline of the circle and displays the coordinates of the center 
and radius of the circle. 

 
 

Fig. 3 interface developed for visualizing position of a  
sphere to a plane 

 
The circle can also be obtained as an intersection of two 

spheres. The application let us analyze all possible situations 
regarding the distance between the centers of the two spheres.  

These applications were also made using Java 3D API. The 
images can be rotated, thus allowing visualization of 3D model 
from different angles. 

 

C. The applications developed for representing conics 
In the ITTP presenting conics, canonical equations are given 

for non-degenerate and degenerate conics, respectively, and 
the reduction of a conic’s equation to its canonical forms is 
presented. Orthogonal invariants are defined too, in order to 
establish the nature and genus of a conic. 

For the graphic representation of conics given by general 
equations, an application allows determining the canonical 
equation of the conic, the center or vertex of the conic and the 
axes or axis of symmetry. To this end, orthogonal invariants 
are calculated and, depending on their values, several cases are 
possible. Examples are presented for the representation of 
conics with center – ellipse and hyperbola, intersecting lines, 
and with no center (unique at finite distance) - parabola, 
parallel lines, together with complete solutions. 

Using JavaScript, we developed applications for 
representations of conics as intersections of a cone surface and 
a plane. It is possible to rotate the whole 3D model for viewing 
the intersection of the plane with the cones from different 
angles. The user interface also allows the movement of the 
plane on the Ox and Oy axes, or its rotation around the Ox 
axis. Conic sections such as the circle, ellipse, parabola or 
hyperbola can be viewed in real time by adjusting the cursors 
(Fig. 4 and Fig. 5). 

The source code for the applications is based on standards 
like HTML5, CSS, the jQuery API [10] for the user interface, 
the Raphael library [11] for working with vector graphics and 
the Conics3D JavaScript extension written by Lodewijk 
Bogaards [12] for the visualization of conic sections. 
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Fig. 4 interface for visualizing a conic section (an ellipse) by 
movement of the plane on the Ox and Oy axes 

 

 
 

Fig. 5 interface for visualizing a hyperbola and the rotation of 3D 
model around Ox axis 

IV. CONCLUSIONS  
Considering the rapid development of e-learning worldwide, 

within our project, we created some online courses for 
mathematical disciplines, designed as interactive teaching 
tools packages (ITTPs). We attempted to make the 
presentation of the topics as student-friendly as possible, so all 
formulas or theoretical solution methods highlighted were 
backed by examples. 

For the applications related to analytical geometry, the use 
of autostereoscopic display provides a new approach both 
from the technical point of view and teaching methods. The 
interactive applications conceived for the topics of these 
ITTPs facilitate the understanding and learning the 
mathematical subjects. 

As future work we intend to develop new applications for 
visualizing 3D geometrical objects as pseudo holographic 
imagines, using the autostereoscopic display, and also to 
extend our research in the medical field. 
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Abstract—The introduction of the domain-driven design (DDD) 

as an alternative approach to software development had the promise 

of achieving several benefits in the process of creating complex 

domain-specific business applications. Due to the focus of this 

approach to the core of the application functionality, improved 

collaboration with domain experts and conceptual modeling benefits, 

it has attracted a reasonable amount of attention from the 

programming community in the past decade. Aforementioned 

benefits have also been able to create unique set of programing 

environments and languages that also move the boundaries of 

efficiency of code execution and application maintenance.  

In this paper we will present and analyze one such tool, namely, 

DSL platform. DSL platform is a service that allows for the design, 

creation and maintenance of business applications. The goal of this 

paper is to analyze the implications of using the DDD through the 

DSL platform on several important aspects of software management. 

Primarily we will focus on the estimation of complex software system 

value and software refactoring and maintenance effort based on the 

models proposed by Groot et al.  

We will show that for complex software systems consisting of a 

number of different components, programming paradigms and 

database systems can highly benefit from this approach. Some of the 

most important benefits pertain to lowering of the cost of software 

maintenance and transcending the properties of reliable business 

applications and databases developed using legacy systems to current 

systems using the underlying domain model. 

 

Keywords— Software development, Software value, Software 

maintenance, Domain-driven design, Software engineering, Software 

refactoring, Legacy systems.  

I. INTRODUCTION 

HERE is a reasonably limited number of papers is current 

scientific literature pertaining to different particularities of 

software development management and practices, such as 

software pricing model practices or adoption of novel software 

development approaches.  Only in recent years overviews of 

some of these aspects of software management have been 

studied and new models have been proposed. At the same time 

practitioners are developing and presenting new frameworks 

and technologies as well as new approaches to software 

development altogether. Only a limited number of these 
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developments enter the mainstream adoption by software or 

even non-software companies.  

One such phenomenon is software development approach 

called domain driven design. This approach tries to offer 

solutions to bridging the gap between business experts and 

software experts that is main drawback in traditional 

approaches that decreases the success rate of many software 

projects. Agile methodologies are more successful in coping 

with this gap for reasonably limited and small-scale software 

systems. When it comes to complex business systems only 

approaches with traditional core principles are available, 

mostly with increased inefficiency and additional development 

and maintenance costs.  

Domain driven design is therefore dedicated in improving 

the development and maintenance efficiency in complex 

business systems. While offering great benefits for this type of 

software systems and additional improvements in various 

aspects of software management, it still faces significant 

obstacles to adoption.  

In this paper we will explain and present the main concepts 

of domain driven design as an adequate software development 

approach for complex business systems. Implementing these 

benefits will be given through description of one particular 

implementation of the approach, a software development tool 

called DSL Platform. Benefits can be critically assessed 

through different software management issues, and in this 

paper we will concentrate on estimation of software asset value 

and maintenance of these assets.   

Goal of this paper is to critically investigate possible 

benefits of adopting domain driven design in software 

management, with particular emphasis on maintenance during 

production phase of software assets. Inevitably these 

considerations will reflect on the value of software asset, so a 

validated approach to estimation of software assets is called 

for. Here we will build on a proposed model of software 

valuation proposed by [2].  

The structure of this paper is as follows: In Section II we 

will describe the main features of domain driven design, its 

advantages and disadvantages as well as the implementation of 

its concepts in a tool called DSL Platform. In Section III we 

will take a closer look at some of the most important software 

management issues that can be affected by the domain driven 

design approach, such as the software maintenance issues, 
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software risk managements and software value assessments 

approaches. In Section IV we will discuss the possible impacts 

of applying domain driven design within the software 

development process for complex coupled heterogeneous 

systems throughout the software process life cycle and 

extrapolate the benefits and issues that the management should 

be aware when considering introduction of domain driven 

design. Finally in Section V. conclusions will be given with a 

few guidelines outlining the main advances DDD and DSL 

Platform can provide for companies using complex 

heterogeneous software systems.  

II. DOMAIN DRIVEN DESIGN AND DSL PLATFORM 

In this section we discuss the domain driven design as a type 

of software development approach, position this approach in a 

wider context and based on our analysis describe a tool that 

implements these features in most consistent manner.  

Domain driven design (DDD) is a software development 

approach that rather than analytically organize the software 

development effort and use conceptual, modeling, 

programming and implementation tools, it tries to make a 

complete model of the problem domain moving the focus of 

the development effort away from tools, techniques and 

methodologies used.  

In the most general terms software development approaches 

can be divided into two diametrically contrasted classes and 

one intermediary class that draws on some of the concepts 

from either of the two main classes [1]: 

 

1) Class of structured approaches. This is a group of 

software development methodologies that are based on a 

process that recognizes distinct phases of the software 

development process. These phases usually align with 

particular stages of the software development life cycle 

(SDLC). Depending on the particular methodology each 

phase can be associated with a stage in SDLC either, 

planning, creating, testing or deploying of the software 

system. Some methodologies can have several phases 

associated with one stage of the SDLC, and others can 

have one phase spanning over or overlapping with two 

stages of the SDLC. The main characteristic of 

methodologies in this group is that each phase needs to be 

completed with some final result, a software artifact, 

before next phase of the process can begin. Some of the 

most common methodologies that belong to this group are 

waterfall software development model, prototyping, 

incremental development, iterative incremental 

development, Boehm’s spiral model, etc. but also object 

oriented approaches. 

2) Class of behavioral approaches. This group of 

methodologies relies on the soft systems approach that 

takes a more relaxed definition of development process. 

Behavioral approaches take a holistic view of the 

organizational systems and social nature of software 

systems (both in development and deployment stages). 

This is why these methodologies promote participation of 

system users and customers during the creation phases of 

the system. Also the development process may return to 

earlier phases as required by the current perspective of the 

software system and even different development activities 

may overlap. Along with soft systems approach we can 

find characteristics of the behavioral approach in agent 

based software engineering [3], [4] as well as in the 

behavior-driven design [5].  

3) Intermediary and transitional approaches. This class of 

approaches to software development shares some of the 

characteristics with the structured approaches and some of 

the characteristics with the behavioral approaches. These 

methodologies represent the synthesis of traditional rigid 

structure and softer humanist elements of the behavioral 

approaches. Agile methodologies represent the most 

typical example of a transitional  approach due to their 

strive to capture the human aspects of organization for all 

stakeholders involved, especially during the analysis and 

planning stages, while still retaining structure in design 

and implementations stages [6], [1]. 

 

Domain driven design (DDD) as a somewhat recent novel 

software development approach tries to change the traditional 

focus from the project methodologies and tools towards the 

core of the problem at hand. DDD goes even beyond a 

particular technology or methodology, or even a framework. It 

is a way of thinking and a set of priorities aimed at 

accelerating software projects that have to deal with 

complicated domains [7]. As such it is very close to behavioral 

approaches, but as it strongly relies on hierarchies of priorities 

and concepts typical for structured approaches, it can be 

regarded as a transitional approach to software development. 

Still, unlike agile methodologies that are focused on a limited, 

small to medium sized software projects, DDD is primarily 

concerned with complex and coupled software systems. As it 

is platform-independent it is an encompassing approach to 

highly coupled systems that use different, even inconsistent, 

technologies and platforms as well as development 

methodologies or practices.  

In order to understand how DDD can connect all of the 

varieties of concepts into a consistent and unified one we will 

take a look at how previous methodologies and frameworks 

represent software projects. Most of them treat a software 

project as an entity that has to be described using a number of 

different perspectives. Since there are a lot of different 

stakeholders involved in the development of any software 

project, a variety of perspectives is used to promote better 

communication and understanding between stakeholders. In 

practice Unified Modelling Language (UML) is mostly used 

for static and dynamic representation of these perspectives. 

UML covers all of the relevant views of the software system, 

its surroundings and dependencies using three groups of 

dedicated diagrams, structure diagrams, behavioral diagrams 

and interaction diagrams [8]. Inevitably, different perspectives 
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may not be entirely compatible and this may present a 

challenge for the development team in continuation with the 

development of the project.    

 Unlike UML that takes on a number of perspectives of the 

model, DDD tries to describe the model by describing its 

domain as a whole and complete model (Figure 1). In this way, 

model itself represents the system being developed. 

Consequentially, programming code is the representation of 

the model. Inappropriate, platform-dependent technical 

programming code would cause lock-out effect for diversity of 

technologies, platforms, methodologies as well as a number of 

stakeholders, especially business experts with no programming 

skills. 

In order not avoid these lock-out effects specific 

requirements are expected from the team communication 

facilities. Firstly a domain specific language (DSL) is required 

to describe the model of the software project, and secondly a 

ubiquitous language for team communication should be used 

and evolved during the development of the project. Consistent 

communication between business domain experts and 

developers expressing their views of the system in terms of 

model concepts will evolve in a ubiquitous language. The team 

understanding of software artefacts will express itself in the 

source code of the system as it represents the model of the 

system (through DSL). Any change in the model will change 

the model and these changes are clearly visible to all of the 

project participants, both business experts and developers [9]. 

DDD is an ongoing process of expressing ubiquitous domain 

language in code [10].  

Implementing key features of the DDD using object oriented 

design can be used to create a unified platform for 

development and evolution of complex software systems. One 

such tool is DSL Platform which we will describe in the rest of 

this Section. 

DSL Platform is a service that helps in designing, building 

and maintaining business applications. It allows for the 

automation of business application development process. The 

platform uses the specific business model as input and outputs 

finished components for corresponding business software 

system. Since DSL platform draws on the strengths of the 

DDD approach, business model is described in understandable 

language for both business experts and development team 

while this description is also a formal specification of the 

system (Figure 2). 

Once declarative specification is defined, any of the 

supported compilers can use this specification to build code or 

maintain databases. True value of DDD approach becomes 

apparent during the maintenance and evolution of the system. 

Any changes made to the business model are automatically 

translated by the platform into Client code or Databases (as 

shown in Figure 2). This functionality alleviates programmers’ 

efforts and moves focus of their work to specific 

functionalities and user experience rather than code 

optimization, refactoring or similar technical tasks. Similarly 

the maintenance or even migration of data to the underlying 

database system is also highly automated.  

 Two main challenges that can be effectively solved using 

DSL Platform and underlying DDD approach is the 

elimination of miscommunication between clients and 

contractors or even among developers within developer teams. 

The other is the elimination of non-creative and repetitive 

work done by developers by automating repetitive tasks of the 

development process.  

A. Tackling miscommunication 

In each software project there is a number of different 

stakeholders that need to communicate their views, ideas and 

concepts between themselves. Due to different backgrounds 

(business backgrounds or engineering backgrounds) as well as 

different perspectives of the project sometimes this 

communication can be misinterpreted. Due to high volume of 

interactions between different groups of stakeholders 

development process may misinterpret customer needs, and 

finally end up with a product that does not fulfill contractors’ 

expectations. This is why DSL platform uses a specific 

language dedicated to describing business problem domains.  

Having a model discussed and represented using the unified 

language with unified meanings and understanding of 

concepts, team communication is significantly improved, 

resulting in a software that meets user need better. 

Documentation that is generated in this manner better specifies 

the software project, promotes consensus among team 

members and has overall higher quality. DSL Platform takes 

the documentation even one step further, since the 

 

 
Fig. 1 model and perspectives of the model 

 

 
Fig. 2 DSL Platform concept 
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documentation itself represents a full formal system 

specification that can be readily used for rapid prototype 

system validation.  

B. Improving efficiency of source code and automation 

The formal specification of the business system can be used 

as a solid basis for improvement of code generation and 

manipulation. Dedicated compiler of DSL Platform can use 

this formal description of functional specifications to create 

any of the components for the finalized business software 

system. These can be libraries targeted for a particular 

programming language or framework or database artifacts for 

any relational or object-oriented database system.  During the 

creation of the software artifacts, due to formal specifications, 

additional improvements of code can be automatized creating 

faster and more reliant execution of system tasks as well as 

creating more maintainable source code for the project. Finally 

a number of database maintenance and administration tasks 

can be performed using DDD model and then implementing 

them by simply migrating changes into a particular database 

system. 

III. ESTIMATION OF SOFTWARE VALUE 

In this Section we discuss the requirement and motivation 

for precise estimation of software value and describe one of 

novel concepts to strategically determining the value of 

software assets. 

In strategic management one of the most important basis for 

decision making is the assessment of economic value assets. 

Even more importance for appropriate decision making is the 

precision in assessing the economic value of intangible assets 

as their value may be harder to realistically judge.  

In software industry this is the case with software assets. 

Majority of assets are internally developed software systems 

that are used either to offer services on the customer markets 

or to sell the software itself on the customer market.  

Software as an asset has some of the properties that 

differentiate it from any other asset, tangible or not [11]: 

1)  Indestructibility. Using software over time does not degrade 

its quality notwithstanding the length of usage or number of 

uses. Consequently this property reinforces the internal 

quality of software asset and its durability, so that the 

change in its value is solely determined by external factors. 

In this respect software value may deteriorate over time 

[13], especially with the technological advancements that 

change the working environment of the software. 

2) Transmutability. Personalization, customization, 

modification and other altering practices of existing 

software systems are easily achieved which results in cost-

effective production of software variants. This is 

particularly important for customer segmentation and price 

discrimination market targeting strategies [12]. 

3) Reproducibility. Since high-quality copies of the original 

software can be produced at low cost may authors agree 

that the marginal cost of production is almost zero [14]. 

Structure of production cost for software products contains 

primarily fixed cost for the software provider. Production 

of each additional unit does not significantly increase the 

total cost. In this respect the potential reproducibility 

deliver to software assets also significantly improves its 

value.  

Along with this features software assets may take advantage 

of different economics phenomena that can also influence the 

estimation of its value. We will mention just a few examples. 

The network effect that the use of final product or services 

may produce in the targeted market segment can create lock-in 

effects promoting customer loyalty and stabile customer base. 

The wider the customer base the more valuable software asset 

becomes according to Metcalf’s law. Consequently the value 

of customer product and services that are based on that 

software asset increases proportionally. Distribution of 

software using corresponsive Internet services reduces or even 

eradicates the costs of logistic and inventory. Internet services 

also may transform software products into services. Many 

desktop applications now are available as online services 

(SaaS) that allow for more effective pricing strategies through 

pricing discrimination.   

All of the above features of software assets should be taken 

into account during the estimation of software value.  

Currently, software value estimation in practice is based on 

three possible approaches [15]: (1) cost-based; (2) demand-

driven or value-based and (3) competition-oriented. 

The cost-based approach is widely used as it is covered by 

the International Accounting Standard 38 – Intangible Assets 

(IAS 38). Main purpose of IAS is to standardize financial 

reports for all countries that accept the standard in order to 

make their financial statements comparable, basic accounting 

principles are adopted. For asset measurement this means that 

there is a preference for underestimating the asset value rather 

than overestimate it. This is why most of the value estimates 

are based on historical value which is usually lower than 

current value, or market value, especially for intangible assets. 

Computer software is treated as an Intangible asset as it is a 

non-monetary asset, without physical substance and 

identifiable. Standard defines that its value is initially 

measured with cost, subsequently measured at cost or using 

revaluation model. Also, it takes into account future economic 

benefits that the asset may yield. Even though these benefits 

may significantly influence the value of software assets, they 

are usually overlooked in practice, so that during the 

estimation of software asset only production costs is taken into 

account. Even production cost does not necessarily translate 

into software value, since during the development of software 

a number of software functionalities may be developed that 

never make it into the final product [2], or increase in project 

costs that do not directly increase the value of software being 

developed (i.e. expensive overheads, accommodation and 

travel costs for team members, etc.). Poor project management 

practices are not taken into account during current estimation 

approaches as well as the quality level of software asset. All 

these elements may lead to overestimation of software assets 
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which in turn is contrary to basic accounting principles. 

Accounting value used for financial reporting, therefore, 

does not reflect the true potential of software assets, honoring 

the specific properties that we described earlier, for the 

purpose of strategic decision making. Using accounting value 

will either underestimate or overestimate capitalization on the 

balance sheet or inevitably misrepresent due diligence before 

possible acquisitions. Strategic decision making requires better 

estimation of the potential of software assets that takes into 

account specific properties and potential software assets offer. 

This is why new approaches are developed in order to make 

the estimation of software value more reliable. In the 

remainder of this Section we will present an estimation model 

based on the notion of technical debt and interest as described 

by Groot et al. 

A. Software Valuation based on Technical Debt and 

Technical Interest 

Technical debt is a type of opportunity cost defined as a set 

of quality issues or problems in software that will cost the 

organization that owns the software greater expanses if they 

are not resolved [16]. Furthermore, there are two major 

components of technical debt [18]: 

1) principle, as cost to repair a software system in order to 

achieve ideal level of quality and 

2) interest, as additional maintenance cost due to the lack of 

quality. 

Technical debt increases over time if the quality issues of 

software are not resolved due to maintenance costs that 

increase as additional effort to negotiate quality issues is called 

for [17]. According to financial economics principle of 

technical debt is a cost that increases over time by the rate of 

interest (Figure 3). 

  

Due to this increase of technical debt over time, it is feasible 

to pay the initial cost to repair software system and bring it to 

the ideal level of quality. At this level lower maintenance cost 

are required for the operation of the system in the future. In 

Figure 4 we can see that future benefits from software system 

operating at the ideal level of quality yielding significant 

savings. 

In order to include technical debt in the estimation of 

software value [2] have proposed a layered Software Valuation 

Pyramid model. This model relies on SIG Maintainability 

model (SIG) to determine the software development level and 

conclude the ideal level of software quality. On top of 

development level estimates they propose metrics that help 

estimate the operational costs of developed software systems 

with three key measures: rebuild effort, repair effort and 

maintenance effort (Figure 5). 

 

Rebuild effort (RbE) is defined as technology-neutral 

measure of technical volume, based on the technology used 

and volume of produced source lines of code (SLOC). Repair 

effort (RpE) is equal to the technical debt of the software 

system which is primarily determined by the quality of 

software development process. This means that only a part of 

the software system needs to be rebuilt and this part is referred 

to as the rework fraction (RF). Maintenance effort (ME) is the 

yearly effort estimated to be required for regular maintenance 

of the system, including bug fixes and small enhancements.  

Based on the above defined metrics [2] propose tree 

different models of estimating software asset value. 

B. Software Asset Estimation Models 

For the purpose of this paper we will consider three models 

of estimating production value of software assets, which will 

be bases of analyzing impact of DDD approach to software 

asset development. All of the models are based on the 

assumptions that (1) there is a known level of software asset 

quality based on SIC metrics described earlier and (2) there is 

 
Fig. 3 Structure of Technical debt over time 

 
Fig. 5 Software Valuation Pyramid (Groot et al, 2012) 

 
Fig. 4 Benefits from maintaining software system at the ideal level of 

quality 
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an ideal level of quality for software asset at hand that is 

higher than the current level of quality as previous empirical 

studies suggested. Even if the ideal level of quality is lower 

than the current level of quality these models of value 

estimations may apply. 

First model is based on Repair effort (RbE). According to 

this model estimated value V is equal to rebuild effort 

discounted by the repair effort (RpE) required to bring the 

quality of software asset to ideal level. 

Second model is based on the Rework fraction (RF). If 

bringing software system to ideal level requires the 

replacement of complete component or set of components that 

the estimated value of the system V is equal to the value of the 

part of the system that does not require any improvements (i.e. 

the value of the fraction that ought not to be reworked).  

Third model is based on Technical interest. Here rebuild 

value (RV) is discounted by the value of technical interest 

during the working lifespan of the software system. Technical 

interest is the increase of maintenance cost that occurs if the 

system is running in its current level of quality. The amount of 

additional maintenance cost is given in Figure 4 as dotted line, 

representing the possible increase of present value of software 

system if it were upgraded to its ideal level of quality before its 

introduction into production phase. 

For further details refer to the paper [2]. 

IV. ANALYSIS OF SOFTWARE MANAGEMENT PRACTICES AND 

DOMAIN DRIVEN DESIGN 

A. Relating Software Asset Value Estimation and Software 

Development Approach 

As we can see in the proposed models of estimating value of 

software assets, all of them heavily rely on the costs that the 

exploitation of software asset incurs. Therefore, we may infer 

that software assets that are not used tend to lose their value, 

since there are no maintenance costs except storage costs. The 

value of these assets decreases until it reaches the value of 

acquisition as defined in IAS 38.  

For software assets that are activated and operational in the 

production system, estimation of its value can be executed 

using described models. The main determinant of the 

estimation level will be related to the quality of software 

development approach. This is inevitable as the Rebuild effort 

(RbE) relies not only on the volume of the system (i.e. SLOC) 

but also the characteristics of the technology used. The 

technological measure includes the properties of software 

development environments, programming languages and 

practices, as well as project management principles and 

software approaches which results in corresponding level of 

software quality. 

On the other hand Repair effort (RpE) takes into account the 

maintenance costs that heavily rely on the choses software 

approach to software development life cycle (SDLC).  

All of the three models benefit from the efficient software 

approach as the estimated value of software asset increases. If 

software approach allows for higher technological coefficient 

the final RbV will be higher resulting in higher value 

estimates. 

In the first model lowering the Repair effort estimate also 

increases the value of the value estimate. Since RpE is equal to 

technical debt we can see that more efficient software 

approach such as DDD results in increased value estimates of 

software asset. 

In the second model lowering the Rework fraction RF 

increased the value estimate. This means that if more 

optimized source code is used smaller part of it will have to be 

reworked in order to increase its quality.  

Finally, in the third model it is even suggested that if more 

efficient software development approach is adopted in later 

stages of software development life cycle (SDLC) it may 

partially improve software value of the system, as the technical 

interest will be discounting the rebuild value RV at a lower 

rate.  

All of the described models can be applied to complex 

software systems that are composed of various development 

frameworks, programing paradigms and languages, database 

frameworks and technologies. Interconnecting this type of 

complex systems generates substantial additional development 

and maintenance costs.  

If these connections can be negotiated from a single 

centralized programing concept represented by a unified 

model of the complete system the effort required to maintain 

the system would decrease. This is why the approach to 

complex software system using domain driven design may 

effectively influence the value of complex systems and 

software assets. This influence can be observed during the 

early development stages, but also during later stages i.e. 

during the production stage and maintenance of the system. 

As we described earlier, DDD is focused on describing the 

domain. For complex systems (such as business software 

systems) this means that only business processes have to be 

described without the concern with technical details.  

Business experts can communicate their understanding of 

business processes to system development teams using a 

unified ubiquitous language that also represents the formal 

specifications of the system. In the end, model represents the 

business domain at hand, with no regard to what part of the 

complex system it refers to (particular functionalities, external 

systems and data sources or databases).  

Further tools that draw on DDD approach can use this formal 

descriptions and using compilers dedicated to particular 

properties of the model create system components in a flexible 

and yet automated way, producing optimized and maintainable 

source code resulting with increased software quality.  

Particularly, tool DSL Platform contains a number of 

compilers that translate the source code of the DDD model 

into different segments of coupled complex heterogeneous 

software systems, building on top of various frameworks, 

languages, libraries and platforms. In this way it synchronizes 

the complete systems and migrates data between database and 

the model and vice versa. Workload for the development team 
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is alleviated so that team members can spend more time on 

designing the domain model itself in cooperation with business 

experts. 

The disadvantage of introducing DDD in software 

development is the additional effort required to adopt this 

software development approach. As software system grows 

alternative software development approaches usually tend to 

increase maintenance cost and decrease quality of code and the 

system gradually degrades. With software system growth DDD 

establishes better management over the complexity of system 

with little degradation of system quality making initial entry 

cost feasible. Also, additional effort and time is needed to 

create a substantial model of the business domain before 

positive effects on the development process become apparent. 

Benefits from moving the focus of the development team 

form technical issues to business logic, as well as the 

improvement of the communication between team members 

improves the quality of software systems developed. 

Additional saving obtained through lower maintenance cost 

and increased quality of source code through better 

performance of execution and improved manageability of code 

can significantly improve the value of complex business 

software systems. However, DDD does not seem to be widely 

spread and accepted in practice.  

B. Investigating DDD Adoption Limitations in Software 

Management Practices 

In order to verify the findings in this paper, several 

interviews were conducted with various team members from 

two software development companies and two financial 

institutions that develop their own software solutions. Based 

on the responses gathered during interviews SWOT analysis 

was conducted. Results are given in Figure 6.  

The advantages were concluded based on the evidence 

described in this paper while the disadvantages needed further 

assessment and data collection obtained through interviews. 

Interviews were largely used to identify weaknesses and 

threats of adoption DDD approach for development and 

maintenance of complex business systems.  

As we can see in Figure 6 strengths refer to core advantages 

of DDD with high emphasis on software management issues 

and especially business management aspects of software 

management, such as focus on business logic, unifying 

business domain for all team members regardless of their 

background and benefits in software quality and, particularly 

important for in-house development, increased software asset 

value.  

On the other hand weaknesses of adopting DDD pertain to 

initial cost of adopting this approach as well as the risk of 

overestimating final system complexity as DDD is highly cost 

inefficient for simple software system. 

The most important weakness is the current state top 

management awareness which represent the main limitation to 

wider adoption of this approach. The highest benefits can be 

achieved in large-scale non-software companies that develop 

in-house software solutions, such as financial institutions and 

banks, where the focus of core business is not on software 

development. These are also the companies where awareness 

and understanding of potential benefits seems to be at a 

comparatively low level as well as the priority in managing 

software development approaches. The main obstacle 

preventing the higher acceptance of the domain driven design 

in practice is the lack of understanding the benefits of DDD 

and potential tools it provides by top level management. As the 

bottom-line in risk management is to prevent potential risks, 

additional adjustments of value estimations of software 

systems does not justify adoption of DDD in companies that 

were interviewed. Additionally, successful adoption requires 

business domain experts to adjust to the domain specific 

language which is characterized by high level of isolation and 

encapsulation which is more familiar to software experts. 

External elements of the SWOT analysis describe the 

potentials of adopting DDD where positive potentials 

represent opportunities to be gained. As we can see in Figure 6 

improved valuations of software assets can be achieved and in 

turn promote better strategic decision making. Also, reduction 

of maintenance cost during production phase improves internal 

rate of return on investment while at the same time extending 

the lifespan of software asset. Equally important is the 

potential of preserving business logic in legacy systems which 

would be otherwise either lost after the discontinuation of 

legacy systems or retained through expensive process of 

reengineering. 

Prolonged lifespan may also lead to one of two most 

important threats in adopting DDD. This is the incentive to 

maintain legacy systems that rely on old technologies, 

programing languages, paradigms or frameworks while 

maintaining high software asset value which may expose the 

company to additional risks such as self-exclusion from trends 

in software developments and increase of inefficiency resulting 

SWOT 
matrix advantages disadvantages 

Internal 

STRENGHTS 
 better team communication 
 focus on business logic 
 automation of particular 

development & maintenance 
tasks 

 unified domain model 
 increased level of quality 
 increased software value 

 

WEAKNESESS 
 high entry costs 
 cost inefficiency for simple 

software systems 
 top management resistance 
 high level of isolation and 

encapsulation in domain 
model may present a 
challenge for business 
domain experts 
 

External 

OPPORUNITIES 
 improved estimation of value 

for developed software assets  
 reduction of maintenance 

costs during production phase 
of software system 

 prolonged lifespan of software 
systems 

 sustaining business logic of 
legacy systems 
 

THREATS 
 incentive to maintain legacy 

technologies and 
programming languages while 
maintaining high software 
value  

 as changes in domain model 
are reflected in system 
components risk of human 
error increases 

 

Fig. 6 SWOT analysis of DDD approach to complex business software 

systems 
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in loss of competitive advantages.  Additional threat that can 

be detected is the possible increase of the importance of 

human error factors since the software model is directly related 

to the system itself, so that any change is readily implemented 

in software components in the production phase. 

V. CONCLUSION 

In this paper we have presented one of more recent 

approaches to software development called domain driven 

design (DDD). We assessed its implications on software 

management process through impact on software value 

estimation and changes in maintenance efficiency. As this 

approach is still to see its wider adoption in practice we first 

took a look at its main characteristics and, building on current 

research, position it according to recent classifications. By 

comparison with other approaches we classified DDD to an 

intermediary group between structured approaches and 

behavioral approaches. In fact, DDD seems to have been the 

missing link since the intermediary class only recognized a 

class of methodologies based on agile software development 

concerned with small and medium projects. DDD completes 

the classification as it is intended for complex heterogeneous 

software systems. 

For the purpose of this paper we took two main benefits 

from DDD describing their practical implementations through 

an existing tool DSL Platform. We estimated the impact of 

these features on two major issues in software management – 

software value estimation and maintenance cost effectiveness. 

We have shown that level of quality of software can be greatly 

improved during development phase through better 

communication and moving focus from technical to business 

arena. During the production phase of software system higher 

quality of code optimizes maintenance cost in comparison to 

suboptimal software system quality. All of this is reflected 

through software asset value. We have shown building on 

software valuation models presented by Groot et al (2012) 

how the changes DDD provides impact all of the three 

proposed models of software valuation.  

Finally we have conducted interviews with information 

officers and managers in software companies and banks to 

obtain data and create a SWOT analysis of adopting DDD in 

companies that manage in-house complex heterogeneous 

software assets. The analysis showed that main obstacle for 

adoption of DDD is lack of understanding the economic 

benefits by the top management.  

This is an important confirmation of current limitation to 

adoption of DDD in mainstream software industry and 

software departments of large companies that should be taken 

into account when communicating research information to 

business users and management.  
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Abstract—During the global economic crises national software 

industries have proven to be one of the most resilient industries. After 

initial fall of the market in 2008 and 2009, recovery followed with a 

period of intensive innovation. Some Asian software industries even 

reported no influence on the market share, such as Thai software 

industry. Nevertheless in smaller economics impact was more 

pronounced but in comparison with other national industries the 

recovery is generally faster.  

In this paper we will concentrate on software companies in 

developing countries and try to investigate the main characteristics of 

small and developing software industry that may create resilience in 

difficult economic setting and serve as a basis for international 

competitiveness. For the purpose of this paper research was 

conducted on the case of Croatia.  

The goal of this paper is to detect the most important opportunities 

and sources of comparative advantages that open these companies in 

global international software markets. Based on the conducted 

research of software industry structure, market targeting and software 

development practices guidelines are outlined on how to strengthen 

the competitive advantage of small national software industries in 

developing countries on the global software markets.  

 

Keywords—Agile software development, Cloud computing, 

Comparative advantages, ICT industry, Offshoring, Software 

development methodologies, Software industry.  

I. INTRODUCTION 

ECENT global economic crises have witnessed that some 

industries suffer significantly more from fluctuations in 

global financial and economic markets during recession than 

others. One of the most resilient industries has proven to be 

industries belonging to the ICT sector. Some of these 
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industries have recorded smaller rates of decline in revenues 

than other industries, while others reported no influence 

whatsoever. A good example is Germany where after the initial 

decline during 2008 and 2009 software and IT industry 

recovered in short period of time. Thai software industry 

reported no influence of the crisis as it readjusted its strategies 

and turned successfully to Asian markets for support [19]. 

European commission has even relied on these industries 

(particular consumer electronics, gaming industry, and 

telecommunications and high technology sector) to lead the 

path to economic recovery believing that these industries can 

induce higher personal consumption expenditures.  

Developing countries also experienced similar effects on 

their national software industries. As the national economic 

stability is primary goal especially in developing and 

transitional countries of South Eastern Europe investigating 

the foundations of this comparative advantage in comparison 

to other industry sector was prompted. 

In this paper we will try to investigate specific features of 

software industry pertaining to structure, market strategies and 

software development practices and determine how these 

features contribute to this comparative advantage.    

Goal of this paper is to provide the insight in current 

software development practices that allow small and medium 

companies, which form the major share of software industry in 

developing countries, to compete successfully on national and 

international software markets providing them with additional 

resilience against local and global market instabilities. Main 

focus will be on the research of diversification in market 

coverage and internationalization, as well as innovation since 

current research indicates that these elements are most 

important characteristics of software industries that resisted 

oscillations during global economic crisis. 

Structure of this paper is as follows: in Section II we will 

present background on specific characteristics of global 

software industry that distinguishes it from other industry 

sectors. Here special attention will be given to the product and 

services this sector provides as well as the overview of latest 

methodologies used in software development. In Section III 

we will make an overview of recent developments across 

global software industry and various software industries in 

Comparative Advantages of Software Industry 

in Developing Countries: Study of Structure, 

Market Strategies and Software Development 

Approaches in Croatian Software Companies  

Nikola Vlahovic, Ljubica Milanovic Glavan and Anja Frankovic 

R 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 227



 

 

Europe. We will define international economic setting, 

software markets and software trends. Here the scope of 

research pertaining to small national industries of developing 

transitional countries will be defined. In Section IV we will 

describe conducted research in Croatia, defining the 

methodology used and obtained results describing the main 

features of software industry in Croatia. In Section V 

discussion of results in relation to current trends will be given. 

We will make a comparative analysis of the research findings 

in Croatia with software industries in other developed and 

developing countries in Europe. Finally in Section VI we will 

present the conclusions and indicate future trends and 

possibilities of software industry in developing countries.  

II. BACKGROUND ON SOFTWARE INDUSTRY FEATURES 

Software industry along with information and 

communication technology is one of the most important 

sectors of international economics in the information age. 

Product and services that are provided through this economic 

sector are of essential importance to overall economic 

development, business development and scientific research. It 

provides an essential incentive to both business spending and 

personal consumption expenditure which in turn generate 

economic growth. On the other hand software industry has 

stayed elusive to industry analyzers and financial markets 

longer than any other sector [13], [14]. This is primarily due to 

a high level of variation that this industry provides to the 

constraints exhibited by analytical methodologies and their 

categorizations.  Furthermore this industry is characterized 

with one of the highest levels of innovation resulting in 

creation of distinctly varied products and services spanning 

over not only software industry but also spilling over and 

expanding to numerous other industries in various forms and 

approaches. Yet software industry has anchored itself as a 

unified industry proving to be highly stabile and resistant to 

economic fluctuations and market instabilities.  

Some of the most important characteristics of the industry 

include the fact that its main products are the most 

complicated man made products and yet intangible in its 

nature. This fact alone calls for highly skilled professionals 

that open up a demand for highly trained professionals such as 

computer programmers, software architects and software 

designers. In turn, high expectations and use of hi-technology 

in their work is compensated by above average salaries that for 

over a decade have positioned these job positions in highest 

paid job positions rankings. Additionally, with the 

development of Internet and Internet Services, particularly the 

World Wide Web service, and due to intangible and digital 

nature of software products, additional access both to job 

positions and customer markets was alleviated and raised to 

international and global level. Currently the most important 

characteristics that drive the growth of software industry 

market share along with the innovation potential it offers 

heavily rely on the definition and repositioning of software 

products from products to services and efficient organization 

of software development process.   

A. Software as a Product or Service 

Software is different from all other types of goods due to its 

intangible nature. By definition software represents the unity 

of computer programs and their documentation [1] which 

allow the computer system to operate and be used by their end 

users. Computer programs represent an organized set of 

digitalized instructions intended for computer systems that 

allows them to perform specific tasks for their users [2]. 

Software documentation describes program functionalities. It 

consists of technical documentation and user documentation 

that is usually part of the software solution presented through 

user interface during software execution but also in separated 

form as external resource. Software can also refer to other 

intangible assets of computer systems, such as database 

definitions and models and data contained in these systems, as 

well as various protocols used in computer communication.  

Software is a digital good and as such, from an economic 

perspective it has three fundamental properties: 

indestructability, transmutability and reproducibility [3]. 

 

1)  Indestructibility. Using software over time does not degrade 

its quality notwithstanding the length of usage or number of 

uses. This may lead to conclude that value of created 

software does not change, but external influences have a 

decisive influence on software value. In this respect 

software value may deteriorate over time [4], as 

technological advancements change working environment 

of existing software solutions. 

2) Transmutability. Personalization, customization, 

modification and other altering practices of existing 

software systems are easily achieved which results in cost-

effective production of software variants. This is 

particularly important for customer segmentation and price 

discrimination market targeting strategies [5]. 

3) Reproducibility. Since high-quality copies of the original 

software can be produced at low cost may authors agree 

that the marginal cost of production is almost zero [6]. 

Structure of production cost for software products contains 

primarily fixed cost for the software provider. Production 

of each additional unit does not significantly increase the 

total cost. In this respect the potential reproducibility 

deliver to software assets also significantly improves its 

value.  

Chronologically, through these fundamental features of 

digital goods, software evolved from a particular product 

delivered recorded on a material medium (such as data disks) 

towards less materialized forms. This transition was driven by 

the potential of creating additional value for customers and 

comparative advantage for its developers. Through habituation 

of end users developers were able to take advantage of lock-in 

effects in targeted market segment and build a solid foundation 

of stabile customer base. 

In order to achieve these potential advantages software 

companies started taking advantage of digital distribution of 
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software using corresponsive Internet services reduced or even 

eradicated the costs of logistic and inventory, while 

additionally promoting convenience for customers, allowing 

for automatic update of software components. 

Finally, dematerialization of software distribution and the 

further development of Internet’s communication capacities 

lead to creation of cloud computing where software itself is not 

even delivered to users as a compact set of computer programs 

and components. Software is radically being transferred to the 

cloud paradigm and being offered as a service. This transition 

was also gradual as we can see in Figure 1. 

 Providing Infrastructure as a Service (IaaS) opened up new 

opportunities for network and internet provider businesses, 

providing Platform as a Service (PaaS) opened up new 

opportunities for software developers and providing Software 

as Service (SaaS) offered additional benefits for end users. 

This radical change has raised the dynamics in the software 

markets, bringing new concepts for both Internet providers and 

software developers in terms of decreasing the investment and 

maintenance costs while improving efficiency. In turn end 

customers benefit from lower prices for their information 

needs, more fair pricing models and higher robustness and 

longevity of their data as ubiquitous computing concepts 

become implemented. 

  All of these trends have been recognized not only by large 

multinational companies but also smaller entrepreneurs that 

recognized the opportunity to acquire powerful tools and start 

innovative businesses.  

B. Current Software Development Methodologies 

With the increase of dynamics in software markets and 

improved availability of tools changes in approach to 

developing software were immanent.  

Additional pressure in creating fast quality software 

solutions promoted the use of agile software development 

methodologies. 

There are twelve principles of agile development, as defined 

in Agile Maniphesto [7] that describe the values and 

standpoint in which agile methodologies for software 

development should be founded. Primarily, agile approaches 

focus on individuals instead on the process while promoting 

improved communication among team members and other 

stakeholders. Key is the development of working software that 

can be easily and quickly changed to adapt to changing user 

requirements and dynamic environment. Some of the most 

important agile methodologies include Scrum, eXtreme 

programming (XP), Kanban, Feature-driven development, etc. 

[8]. Limitations that all of these methods share is the size of 

software system developed since agile approach works best 

with small development teams and systems with limited 

complexity. Large software systems developed by large 

development teams which may rely on legacy infrastructure 

cannot directly benefit from agile approach. This is way 

combinations of more traditional approaches such as 

sequential ‘waterfall’ development, incremental development 

approaches or unified process approaches, with agile methods 

tried to implement agile principles to larger complex software 

systems. Resulting methodologies have been implemented, 

such as Agile Unified Process (AUP), Scaled Agile 

Framework and Large-scale Scrum. 

Along with Agile development different practices pertaining 

to one or more of its methodologies have encouraged the 

development of more recent tools that are based on approaches 

such as Behavior-driven design (BDD), Domain-driven design 

(DDD), Continuous Integration (CI), etc. 

Still, for legacy systems and large-scale complex 

heterogeneous system traditional structured approaches are 

still widely used. 

III. RECENT SOFTWARE INDUSTRY TRENDS IN EUROPE 

European software market is second largest software market 

in the world with more than 231 billion EUR of global market 

share [9]. It is ranked after Northern America and ahead of 

Asia & Pacific Region (including Japan) (Figure 2). 

This is the main driving force for software industry that has 

shown positive trends over the last decade, despite global 

economic fluctuations and occasional economic crises. 

Appropriately, R&D spending in software industry is also 

second largest in the world (after United States and Canada), 

increasing year after year.  In the last five years, though, the 

rate of market grow is decreasing and profits have fallen below 

the R&D spending (Figure 3). 

  

 
Fig. 1 Comparing stand-alone applications and Cloud computing 

services 

  
Fig. 2 Global Software Markets by Region 
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 The main contributor to the EU software market is 

Germany that accounts for half of the revenues, followed by 

United Kingdom with 13% revenue share, France 12% 

revenue share, Sweden with 6% revenue share, The 

Netherlands with 5% revenue share, and other countries with 

less than 3% share each [10]. 

For the most part, software industry along with 

accompanying ICT sectors was the driving force of resisting 

the restrictive fluctuations and economic recession during 

2008 and 2009. During that period software market lost about 

5% but recovered quickly in the following years [11]. This is 

the exact timeframe for increased innovative spur that took the 

advantage of new trends in ICT and software. Some of the 

most important innovative products and services include 

business intelligence software, IT security software, Enterprise 

Content Management, SOA and software as a Service (SaaS). 

Dominant number of innovations relied on cloud computing. 

As we can see in figure 4 globally, developed countries 

intensified development of cloud based services while 

developing countries followed. The same trend is seen in 

European region.  

As cloud computing constituted only 9% of global software 

market in 2013 [12] currently it still dictates leading trends in 

terms of IaaS/Paas and SaaS challenging the potential for 

innovation in software industry (Figure 5).  

In the past decade developing countries have taken the 

opportunities for offshoring of software by the leading 

developed countries [15], [17]. For East and Central European 

countries this trend was additionally enhanced as they had the 

opportunity to develop the required information infrastructure 

using financial support of the EU funds.  

Benefits are mutual for both developed and developing 

countries. Cost of software development reduces for the 

leading software industries of developed countries while 

creation of new software producing regions promotes overall 

economic development in developing countries. It has been 

also shown that developing countries that were initiating 

growth of their software industries through direct foreign 

investment, such as Estonia and Romania, have been able to 

establish and develop software industries more successfully 

than countries that relied primarily on domestic investment, 

such as Bulgaria [16]. 

These investment circumstances and open possibility for 

offshoring developed countries in software development tasks 

provided additional resilience to national economic 

fluctuations observed in the past 5 to 8 years in transitional 

countries. 

 Still features of developing countries’ software companies 

that allow for offshoring and comparative advantage remain 

unclear, insufficiently investigated and defined. In the rest of 

the paper we will present a study on the case of Croatia trying 

to establish the main features of software industry in 

developing transitional country. 

IV. RESEARCHING COMPARATIVE ADVANTAGE OF SOFTWARE 

INDUSTRY IN DEVELOPING COUNTRIES: A CASE OF CROATIA 

In order to understand better the competitive position of 

software industries in developing countries a research was 

conducted in Croatia. Subject of the study was focused on 

active companies that are according to Croatian chamber of 

economy registered for activities that include computer 

programming, consultancy and related activities and 

information service activities services. Also, the study 

included only companies that have reported a minimum of 

12.000 euros of revenue in 2013.  

Goal of the survey was to determine the demographics of 

the companies included in the research, understand the market 

they are selling their products and services and finally 

understand their internal organization with additional emphasis 

on software development methodology that is prevalent in 

their business operations.   

A. Research Methodology 

The research was based on acquiring data from secondary 

sources (i.e. Company Register of the Croatian Chamber of 

Commerce), and primary source through a survey dedicated to 

the earlier described goals of the study.  

  
Fig. 3 R&D spending and profits of EU software industry (Source: 

Truffle Capital) 

 
Fig. 4 Global software market shares between developed and developing 

countries 

 
Fig. 5 Top trends in software industry in 2015 
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Survey was organized in three sections. First section 

contained question pertaining to the demographics of 

companies including size of company, revenue, geographical 

location and number of employees. Second section of the 

survey was used to investigate target markets and the ratio 

between domestic consumer markets and international market 

segments. Finally, in the third section of the survey 

information about the methodology used in during the software 

development life cycle was collected. 

The survey was sent electronically to 650 companies, 

addressed to middle-level management. Exactly 100 of 

companies sent their responses which equals to 15,4% 

response rate. 

Responses were then processes and descriptive statistical 

analysis was conducted.  

B. Research Results 

The average age of companies is 12,6 years as the 

registration of companies first began in 1990 when Croatia 

gained independence. Some of the companies registered in 

first couple of years were actually active even before, but 

overall we can say that software industry in Croatia is a young 

industry with average rate of growth of 4 companies with 

yearly revenues of at least 12.000 EUR each year. 

Software companies gravitate towards Zagreb city area as 

this is the major financial and business area in the country. 63  

companies are registered in Zagreb while the others are 

registered in other cities. 

While only two of largest companies had more than 100 

employees, majority of 71 companies in 2013 had less than 10 

employees, while further 23 companies had between 10 and 50 

employees (Figure 6). 

45% of companies estimated that their revenue in 2014 will 

remain in vicinity of 100.000 EUR or less.   

In Figure 7 we can see that more than 60% of companies 

produce software i.e. computer programs, 18% provide 

services in maintenance of computer systems and equipment. 

The rest of the companies provide other types of information 

services and consultancy. 

Companies earn majority of their revenue on domestic 

markets in 38% while remaining 62% earn their revenue 

abroad (Figure 8).   

Those that export their products and services primarily 

export to European countries (40%) and countries of the 

neighboring South-Eastern countries (35%). About one fifth of 

export is realized on the American market (Figure 9). 

48% of companies have adopted primarily agile 

methodologies for the development of their software products. 

While Scrum is the methodology most widely accepted, 

companies in most cases use a combination of agile 

methodologies such as combinations of Scrum, Adaptive 

Software Development and eXtreme Programming. There is a 

significant 15% of these companies that rely on the Open 

Source development (Figure 10). 

Rest of the companies (52%) use more traditional 

approaches to software development. In this case companies 

mostly use component-based development taking the 

advantage of reusability (55%) and RUP Methodology (19%). 

Other methodologies that are used in lesser extent are Joint 

application design and other rapid software development 

methodologies (Figure 11). 

 

 

  

 
Fig. 6 Software companies by size – number of employees 

 

 
Fig. 8 Ratio of domestic and international markets  

 
Fig. 9 Software companies exports by region  

  

 
Fig. 10 Companies that adopted agile methodologies and most dominant 

methodologies used 

  

 
 

Fig. 7 Software companies by dominant business activity 
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There is a good representation and diversification of various 

architectural designs of software solutions covering desktop 

applications, client-server architecture and service oriented 

architecture (SOA), but also significant number of solutions of 

web applications, mobile applications and cloud computing 

implementations (Figure 12). 

Acquired data also showed that majority, 53%, of solutions 

companies produce are commissioned custom made software 

solutions, 34% of solutions are modified Component-of-the-

Shelf (COTS) and the remaining 13% belong to Open source 

solutions.  

V. DISCUSSION 

According to Croatian Bureau of statistics production of 

software in Croatia between 2008 and 2012 has been 

continually increasing following the more general trend in EU 

software industry, despite global economic crisis (Figure 13). 

  

On the other hand during that same period Croatian GDP 

had negative growth rate. Hence, software industry showed 

remarkable resilience to negative global trends. As we can see 

this is also true for other developing countries in EU that we 

described earlier. This means that specific nature of software 

industry, its position and opportunities can be used to alleviate 

negative trends in economic fluctuations. This opportunity was 

not fully realized due to overall small fraction of software 

industry in total national GDP. 

Results of the research show that Croatian software industry 

consists of only several large companies and a group of young 

small and medium companies (Figure 6). Unlike large 

companies, these small and medium companies have adopted 

agile approach to software development as their main 

competitive edge both in domestic but also in international 

markets. Fast development, quick-win strategies in discovering 

and targeting new markets, infrastructural readiness and 

familiarity with recent technologies are the main attributes that 

allow dynamics and readiness to follow global trends in 

software industry. 

If we cross-reference the main findings of the research with 

recent trends in software industry we will see that: 

 

1) One third of revenues of Croatian software companies 

(Figures 8 and 9) comes from two leading software markets 

(Northern America and Europe in Figure 2), testifying 

significant level of offshoring to developed economies. 

This strategy allows for better inflow of international 

capital in situations when domestic capital is scarce or too 

expensive. Also offshoring improves domestic knowledge, 

as well as it may empower domestic companies that can 

make use of code and components produced as by-products 

for initiation of propriety software projects and services. 

This is possible due to reproducibility and transmutability 

of software. 

2) Even though packaged/desktop software is dominating 

Croatian production (Figure 12) as in any developing 

country (Figure 4), cloud computing is well represented 

(Figure 12) allowing for participation in global trends 

(Figure 5) through innovation of these services reassuring 

continued growth.  

3) Agile methodologies and high number of small and 

medium companies make national software industry agile 

and prepared for dynamics typical to the global markets.  

4) Strengthening software industry by national strategies and 

institutional support can help overall initiation of economic 

activity since all industries rely on ICT in greater or lesser 

degree. Taking advantage of international support through 

European institutions offering financing of infrastructural 

projects, regional development projects and scientific 

research projects through EU Funding my develop a long-

term comparative advantage [18]. 

  

 

 
Fig. 11 Companies that use traditional approaches to software 

development and most dominant methodologies 

  

 
Fig. 12 Dominant Software Architecture of developed solutions 

(a) 

 (b)    

Fig. 13 Comparing trends in revenue from software in (a) EU and (b) 

Croatia 
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VI. CONCLUSIONS 

In this paper we have described the main characteristic of 

the global software markets and software industries. We have 

indicated current trends in terms of technological innovation 

but also in terms of business practices and macroeconomic 

conditions.  

Distinction between developed and developing countries 

and their respective software industries was made. Even 

though both developed and developing countries have shown a 

great level of resilience to economic fluctuations in 

performance of software industries. Developing countries are 

more suspect to suffer from economic fluctuations so we tried 

to determine key features of software industries in developing 

countries that make this type of industry more resilient to 

macroeconomic conditions than other types of industries. 

Through literature overview and secondary statistical data 

we have shown that there is a continuous growth of software 

industry on any level, especially during global economic crisis 

in 2008 and 2009.  

In this context research of structure, market strategies and 

software development approaches was conducted among 

Croatian software companies. 

Results have shown that there is a significant comparative 

advantage of strengthening software industry in developing 

and transitional countries since its benefits on the entire 

economy are valuable. Stabilizing effect during decrease of 

economic activity, investment potential especially through 

direct international investment, and innovation are the main 

benefits detected during the research. The main perquisite of 

obtaining these advantages is agile orientation of software 

companies, openness to international markets and solid 

infrastructure.  
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Abstract— The application of mathematical modeling in 

technological processes of production allows to control the process, 
quality and production volume, and also to predict the level of 
technogenic impact on the environment while creating 
environmentally benign technologies. Recent studies including the 
development of an innovative method for recycling of protein waste 
as well as technologies of sheepskin raw materials pickling applying 
collagen dissolution products (CDP) are used as a tool of 
mathematical modeling.  

The aim of the research was the construction of a mathematical 
model of symbiotic effects of acids and bacteria upon the structure of 
the modified collagen and optimization of the environment for 
directed breaking of ties of fibrous collagen with the software 
application. 
 

Keywords—computer technology, modified collagen, 
mathematical modeling, fermented milk compositions.  
 

HE present level of science and technology development 
with the application of information technologies and the 

methodology of the system analysis allows to increasingly 
explore the processes in chemical engineering and 
microbiology with regard to the phenomena and effects of a 
lower level of the hierarchical structure. The analysis and 
solution of this problem is assumed by improving the 
efficiency of the use of up-to-date mathematical apparatus and 
methods for system studies. 

The application of mathematical modeling in technological 
processes of production allows to control the process, quality 
and production volume, and also to predict the level of 
technogenic impact on the environment while creating 
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environmentally benign technologies. 
The introduction of mathematical methods of experiment 

planning allows you to: 
 1.To exclude considerably the intuitive approach, to replace 

it with the scientifically substantiated program of conducting 
experiments, including an objective assessment of the  
experiment results at all subsequent stages of the research; 

 2. To determine the minimum number of experiments, 
allowing to carry out valid statistical interpretation of the 
results at each stage of the study; 

3. Even in case of the incomplete study of the mechanism of 
the process it can be possible to obtain its mathematical model 
including the most important input parameters. 

 Such mathematical model can be used to control the 
process and determine the appropriate mode of operation. 

In addition, using this model it is possible to adjust and 
refine theoretical ideas about the studied process [1]. 

 The basic models of microbiology in the form of simple 
mathematical equations reflect the most important qualitative 
properties of living systems: the possibility of growth and its 
limitations, the ability to switch, spatial-temporal 
heterogeneity. 

 These models are applied to explore the possibility in 
principle of spatial-temporal dynamics of systems behaviour, 
their interactions, the behavior of the systems under various 
external influences - random, periodic, etc. 

 The analysis of the literature in the field of the technology 
of leather and fur allows to draw a conclusion about the 
necessity to create new methods of processing of collagen-
containing raw materials, taking into account the requirements 
for environmental clean production.  

Recent studies including the development of an innovative 
method for recycling of protein waste as well as technologies 
of sheepskin raw materials pickling applying collagen 
dissolution products (CDP) are used as a tool of mathematical 
modeling.  

The aim of the research was the construction of a 
mathematical model of symbiotic effects of acids and bacteria 
upon the structure of the modified collagen and optimization 
of the environment for directed breaking of ties of fibrous 
collagen with the software application. 

The application of computer technology in 
optimizing the conditions of directional 
breaking of fibrous collagen linkages  

Shalbuev Dm.V, Zharnikova E.V., and Radnaeva V.D. 

T 
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I. MATERIALS AND METHODS 
The process of obtaining products of collagen dissolution is 

a complex chemical-technological processes based on the 
destruction of both alkali-and acid-labile ties. 

To reduce the losses of protein in the process of destruction 
of acid-labile ties it is suggested to use sour milk composition 
(SMC) previously developed by the authors [2].  

SMC represent a symbiosis of acid-tolerant microorganisms 
and organic acids and enzymes produced by them. It is 
assumed that the presence of acid-tolerant microorganisms in 
SMC will ensure the destruction of acid-tolerant ties. Based on 
the above it can be assumed that in case of destruction of 
intermolecular acid-labile ties of SMC it can be possible to get 
CDP with high molecular weights with good colloidal-
chemical properties by maintaining a significant amount of the 
polypeptide groups in  the structure of CDP. 

 Fermented milk compositions participating in the 
technology of manufacturing the products of collagen 
dissolution, of particular interest was the formation of the 
biochemical and biophysical characteristics of the finished 
product in the process of the influence on the raw materials  of 
different fermentological factors, the use of simulation to 
identify the dominant factors responsible for the formation of 
quality characteristics of the product. 

  CDP was produced by processing raw materials in SMC 
after preliminary alkaline-salt treatment. As a resource 
material there was used the non- standard raw hide [3] 
processed according to the method of production of leather of 
chrome tanning [4]. Further processing was carried out 
according to the scheme presented in Fig. 1. in the 
environment of BPWin by applying the methodology of 
functional modelling IDF0. 

 
Figure 1 - Algorithm of processing raw materials to produce 

CDP 
Acid treatment of collagen-containing raw material was 

carried out by SMC, which was obtained through cultivation of 
symbiosis of kefir grains in pasteurized cheese whey [5]. 

 The figure shows that disordering the structure of collagen 
to obtain CDP is a complex and multistage process; its results 
depend on many factors. Given this fact and the features of 
object modeling, mathematical modeling has been chosen as 
the basic method of solving the task.  

The study of the process of disordering in the structure of 
collagen to obtain CDP refers to the practical tasks and 

requires simple mathematical apparatus. All the calculations 
were done in Microsoft Excel. 

 As input variables, there have been selected treatment 
temperature and titrated acidity. The processing temperature 
must be optimal, since its lowering can cause the inhibition of 
the metabolic processes of microorganisms and a temperature 
increase will lead to their death. The quality of the resulting 
product depends on the degree of destruction of acid-labile 
links that is provided by the action of organic acids and 
enzymes present in the SMC. The decrease of titrated acidity 
to 200◦T and more no longer gives a positive result due to the 
insufficient quantity of lactic acid in SMC.  The processing 
temperature significantly influences the productivity of the 
microorganisms, consequently, on the degree of pulping. The 
degree of acid-labile links destruction depends on the value of 
titrated acidity.   

 Mass fraction of ash and fatty substances have been used as 
output variables. Mass fraction of ash is an indicator 
characterizing the composition of SDP, as well as additional 
contaminants that may reduce the quality of the finished 
product. 

 Mass fraction of extracted by organic solvents substances 
can characterize the change in the composition of the product 
in the process of treatments due to the initiation of extraction 
by the action of symbiosis of  microorganisms in the 
temperature intervals, and the initial presence of fatty 
substances in the starter.  The pH of chlorine-potassium extract 
characterizes the presence of H+ ions in the test media, which 
is important when carrying out acid treatment of collagen-
containing raw materials. The yield of gelatin is the criterion 
characterizing the degree of disordering in the structure of 
collagen, release of low molecular weight proteins under 
varied conditions of the process of CDP obtaining. 

At first there was conducted a preliminary experiment to 
determine the factor space. The results of the preliminary 
experiment also showed that output variables in the constraints 
imposed on the input variables may change according to the 
linear law. Given these circumstances, to construct a 
mathematical model there was selected the plan of complete 
factorial experiment. The number of experiments for two input 
variables (k = 2) is: N = 2k = 4. 

 Experiments have been performed in the laboratory. To 
compensate for systematic errors of the experiment there has 
been determined the sequence of implementation of 
experiments using the table of random numbers 
(randomization).  

Statistical analysis of the significance of the estimated 
coefficients of the model and verification were performed in 
accordance with the formulas of regression analysis. 

The coefficients of the regression equation were determined 
by the method of least squares according to the methodology 
[6]. Below is the augmented matrix of experimental design in 
coded (X1,X2) and natural (Z1,Z2) variables, and the results 
of the experiment to determine the mass fraction of mineral 
substances (Y1), the mass fraction of fatty substances (Y2), pH 
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of chlorine-potassium extract (Y3), the yield of gelatin (Y4) 
(table 1). 

Table 1 - Augmented matrix of planning a full factorial 
experiment 2 

 
X0 X1 X2 X1X2 Z1 Z2 Y1 Y2 Y3 Y4 

1 1 1 1 24 331 4,01 10,5

8 

5,7

7 
98,56 

1 -1 1 -1 4 331 4,76 11,7

7 

4,1

0 
85,69 

1 1 -1 -1 24 143 2,07 13,2

8 

3,9

1 
94,59 

1 -1 -1 1 4 143 3,92 16,0

9 

4,5

9 
40,23 

The mathematical model has the following form: 

211222110 XXbXbXbbY +++=                                (1) 
The coefficients of the regression equation were considered 

significant if the following condition was provided: t calc.>t tbl., 
where t calc. - the calculated values of Student’s criterion for the 
coefficients of the equation, and ttbl. is the tabulated value of 
Student’s criterion (determined at the level equal to 0.05, the 
number of degrees of freedom (f=4). If the calculated Fisher’s 
criterion is less than the tabular one then the  regression 
equations adequately describe the experimental data. The 
obtained models are valid only for the selected region of the 
input variables changes, i.e. for the temperature of the ongoing 
dissolution from 4 to 24◦C and titrated acidity of SMC from 
143 to 331◦T. 

To determine the optimal parameters of the process of 
dissolution of collagen the equation of coded variables was 
transformed into the equation in natural units (normalized 
model). They found the equation describing the dependence on 
the process conditions the following quality indicators CDP: 
gelatin melting out, mass fraction of substances being 
extracted with organic solvents and mineral substances, the pH 
of chlorine-potassium extracts. 

 In determining the yield of gelatin the regression equation 
takes the following form (2): 

2121 37,1036,1281,1667,79 XXXXY −++=         (2) 
 The resulting equation was used to optimize the parameters 

of the process of dissolution of collagen. The analysis of the 
equation shows: 

 a) the coefficient b1 had the largest value (in absolute 
quantity) , therefore the process temperature has the greatest 
influence on the yield of gelatin in the studied range ; 

 b) the coefficient b12 is significant, thus, in the investigated 
range of the two input variables, the joint effect of temperature 
and titrated acidity of the composition has a significant 
influence on the output variable (although in absolute quantity 
the value is small). 

 In determining the yield of gelatin after transformation the 
normalized equation has the following form (3): 

50,11014,030,030,4 2121 −−+= ZZZZY                (3) 
  Fig. 2 shows a graphical representation of one of the 

models, which demonstrates the dependence of the studied 
parameters, in particular, the yield of gelatin on the parameters 

of the process conducted. 

 
Figure 2 - Graphical representation of the dependence 

model of the mass fraction of the yield of gelatin upon process 
parameters 

From figure 2 it is seen that the output change of gelatin is 
proportional to the temperature rise and titrated acidity. When 
choosing the optimal parameters of the acid dissolution of 
collagen in addition to gelatin melting out it is necessary to 
have an additional criterion by which it is possible to judge 
about the quality of the resulting product. By equation (3) 
there have been calculated theoretical values of the yield of 
gelatin from titrated acidity (figure 3). 

 Figure 3 – Dependence of gelatin melting out in CDP on the 
changes in the quantity of titrated acidity 

Analyzing the graphical representation of the model (figure 
3), it should be noted that gelatin melting out is growing 
significantly with the increase in titrated acidity of the 
composition and temperature. 

 When determining the mass fraction of mineral substances, 
the regression equation has the following form (4): 
 21 69,061,069,3 XXY +−=                                        (4) 

The analysis of the equation shows: 
a) the coefficient b2 has the largest value (in absolute 

quantity) , consequently, the greatest influence on the mass 
fraction of mineral substances in the investigated range is 
provided by the  titrated acidity of fermented milk 
composition; 

 b) the coefficient b12 turned out to be  insignificant, 
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therefore, in the investigated range of the two input variables, 
the joint effect of temperature and titrated acidity of the 
composition has an insignificant impact on the output variable. 

 When determining the mass fraction of mineral substances 
after transformation the normalized equation has the following 
form (5): 

21 01,007,085,2 ZZY +−=                                          (5) 
The resulting equation was used to optimize the parameters 

of the process of dissolution of collagen. Below (Fig. 4) for 
example, is the graphical representation of the model 
describing the dependence of the mass fraction of mineral 
substances on the parameters of the process 

 
Figure 4 – Graphical representation of the dependence model 
of the mass fraction of mineral substances of CDP on process 
parameters 

II. RESULTS 
Thus, it was found that simulation models make it possible 

for computers to model and predict the processes in nonlinear 
complex systems, with all living systems being such ones, they 
are thermodynamically nonequilibrium. On the basis of the 
analyses of output parameters of the process of acid treatment 
of collagen-containing raw material, it is shown that there is no 
universal objective assessment indicator end of this process. It 
is established that a significant change in the content of 
proteins occur during the step of titrated acidity with 40-60ºТ 
and with the step of temperature  4ºC.The optimal parameters 
of acid treatment of SMC are titrated acidity in the range of 
300-380ºТ and the temperature of 20-22 degrees. It is shown 
that the symbiotic influence of prokaryotic organisms, as well 
as enzymes and acids produced by them, have the identical 
impact on the structure of macromolecules of collagen that 
allows you to set the optimal parameters of acid treatment of 
SMC. 

On the basis of the obtained results there have been 
developed the theoretical basis for the symbiotic influence of 
prokaryotic organisms and acids produced by them on the 
structure of collagen: 

1. The composition of the SMC, which is a symbiosis of 
acids, enzymes and prokaryotic organisms, which may affect 
the structure of collagen causing disordering. 

2. The resulting product obtained in the course of the impact 

of SMC on the structure of collagen is inherently a 
polyelectrolyte which is confirmed by its good solubility, 
electrical conductivity and rheological characteristics. 

3. The application of SMC as acidic agent promotes the 
formation of high molecular weight ions (associates). 
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Abstract:   Internet technologies evolution, from Web 1.0 

to web 2.0 and web 3.0, has led us towards the definition of 

new requirements to be considered in the design and 

development of new application. It is important to note that 

depending solely on the request to satisfy user need is not 

effective. Indeed, the emergence of many researches related 

to the study of user behavior has enhanced the retrieval 

information effectiveness. Typically, the context and the 

user profile are the main elements to characterize the user. 

Hence, we aim through this contribution to build a rich 

profile and to provide him suitable services. 

Keywords: Search Personalization, User Profiles, 

Retrieval information;  

1. INTRODUCTION 

Obviously, there is a need to have each user 

individualized and to get appropriate and pertinent 

information he is looking for. Current engine search 

are not very effective. Indeed, this dissatisfaction 

depends on several factors, including: 

- The exponential number of services: the 

increasing of available information and services 

in digital format (text, audiovisual) is 

uncontrollable problem. 

- The variety of user goals:  Every user has 

specific context, goal and intention when 

searching for information [1].  

- The last factor is the bad query formulation: 

Typically, The queries are very short, imprecise and 

therefore they give an incomplete specification of 

individual user’s information needs.  

In light of these challenges, several solutions and 

technologies are taken place to develop the retrieval 

search mechanism such as: adaptation 

contextualization personalization. We believe that 

these techniques are complementary. The 

personalization is the desired result of the adaptation 

and contextualization.   

Personalized systems address the previous problems 

by building, managing, and representing information 

customized for individual users. This customization 

may take the form of filtering out irrelevant 

information and/or identifying additional information 

of likely interest for the user. Research into 

personalization is ongoing in the fields of information 

retrieval, artificial intelligence, and data mining, 

among others [2].  The effectiveness of this 

mechanism is measured by its ability to differentiate 

between for example Madonna sent by a historian 

and the same query sent by a young looking for the 

updates on the famous star.  

If we do a thorough reading of the previous   factors 

and solutions we will deduct that the Knowledge 

about computer users is very beneficial for assisting 

them, predicting their future actions [3]. This was 

confirmed by Joel.S in her article “the weakness of 

traditional search technologies does not take into 

account the user profile [4]. The profile plays an 

important role in many fields and has attracted a lot 

of research interest. A good user profiling strategy is 

fundamental component in search engine 

personalization .User profile is a set of information 

allows to better understand the user needs and to 

predict her/his intention. The intention is a new 

concept that has penetrated the field of information 

retrieval; it is a highest degree of the comprehension 

of the user, it has been proposed to bridge the gap 

between low level, technical software-service 

descriptions and high level, strategic expressions of 

business needs for services. 

As result, we will highlight in this work to the 

personalization approach taking into account the 

profile and the use requirement for predicting his 

future intention. This new vision is based on building 

a rich profile based on user intention; it is obvious 
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 that the user profiling relies on three major pillars. 

These are similarity (user based, content-based), trace 

handling, and the prediction (machine learning, 

Bayesian network). We will focus in this paper to 

insert each choice of service by the user in his/her 

profile this way is more efficient because 

it takes into consideration the user's choice. This 

contribution is small part of our complete system; we 

propose in this paper some propositions to better 

understand the intent of user. The rest of this paper is 

organized as follows: Section (2) describes the 

evolution of the retrieval system. Next in section (3) 

we briefly present the notion of user profile and the 

ways of building profile. Finally in section 4, we will 

give a conclusion and other prospects. 

1. Information retrieval system   

                      

Information retrieval (IR) is the task of representing, 

storing, organizing, and offering access to 

information items. IR is different from data retrieval, 

which is about finding precise data in databases with 

a given structure. In IR systems, the information is 

not structured; contained in free form in text (web 

pages or other documents) or in multimedia content 

[3]. To better understand the functioning of these 

systems, we propose a brief history of the research 

and development of information retrieval systems 

starting.  

1.1. Classic information retrieval 

Information retrieval expression was invented by 

(Calvin.N 1948) a student at the University of 

Minnesota in his master's thesis. The field of 

information retrieval dates back in the early 1950, 

shortly after the invention of computers, the pioneers 

of the time were keen to use the computer to 

automate the search.    For information, which 

exceeded the human capacity, however, the real birth 

of this area was after the emergence of indexing 

technique. Classical information retrieval systems 

(IRS) considers that the user request is the sole 

source of knowledge about the user’s information 

need. However, this resource is often insufficient for 

describing the user’s preferences; it usually consists 

of a few short keywords, which are generally 

insufficient for giving a complete and accurate 

picture about what the user is really looking for.  In 

fact, when the system depends on the query it returns 

the same result regardless of who submitted the 

query.  Also, the same query is not essentially the 

same intent.  

 

                 
                                 Fig 1: Classic system 

 

The first figure shows the users’ behaviors after the 

receipt of results, generally most user express their 

dissatisfaction of the returned result. Then, they will 

be forced to reword another query. As a result, it was 

necessary to rethink the construction of more 

efficient systems. The need for more effective 

information retrieval has lead to the creation of the 

notions of the semantic web and personalized 

information management, 

1.2. Recent system. 

In recent years, many researchers have devoted their 

efforts to develop retrieval search so that they make 

this operation an easy and a clear task. To achieve 

successful result in this way, it was necessary to 

review three primordial elements.  

 

a. User requirement. 

As users are being submerged by a large amount of 

information pushed them each time they request a 

service, there is need to have each user individualized 

and to get appropriate and pertinent information he is 

looking for. Understanding user requirements is an 

integral part of recent information systems. It is now 

widely understood that successful systems and 

products begin with an understanding of the needs 

and requirements of the users [5].the satisfaction of 

user needs can be achieved only when the system has 

a good modeling of user profiling.                 

  

b. Queries 

The users tend to ask short queries, even when the 

information need is complex. Irrelevant Documents 

are retrieved as answers because on the ambiguity of 

the natural language (words have multiple senses). 

Original request limitation: 

 Ambiguity of the original query or the user 

typing error. 

 Complexity in terms of the transformation 

of natural language in an understandable 

formal request by the used database 

management system. 
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  Complexity in terms of the formulation of 

requests corresponding to the responses that 

can be produced. 

 

To meet this lack many web search engines today 

offer query reformulation suggestions by, for 

example, mining query logs [6]. 

 

c.  System 

 At the system level, several approaches and 

techniques are given rise like, web semantic 

contextualization, adaptation and personalization. 

Importantly, all these techniques work together to 

offer the best services to the user. The following is an 

overview of the concepts of these techniques. Shilit 

and Theimer [7] refer to context as location, identities 

of nearby people and objects, and changes to these 

objects, the existing definition are: where you are, 

who you are with, and what resources are nearby the 

emergence of context is given. Ehu states that all 

Web personalization alleviates the burden of 

information overload by tailoring the information 

presented based on an individual user’s needs [1].In 

fact, the existing approaches answer partially the 

questions related to the personalization because its 

performance is highly related to the understudying of 

the behavior of user along with the ability of the 

system to provide different results to similar queries 

sent by two different users.  Adaptation is a 

mechanism to adapt the system according to the user 

context. As defined Francisco J and all, Although the 

ultimate goal of this adaptation is always for the 

ultimate benefit of the end user, many approaches 

and techniques have been used to various degrees of 

experience and maturity that effectively and 

efficiently support context-aware adaptation[3]. 

The construction of user profiles is a key issue for the 

study of adaptation, recommendation or 

personalization mechanisms of information in order 

to take into account user’s specific needs. These 

profiles are built and enriched according to the 

interactions of the user with the information system. 

So, if a user has low activity for example, his profile 

is not or badly known and the mechanisms which 

refer to it are less effective; 

2. PROFILE             

  The first challenge to a personalized search system 

is how to collect and use the information from   the 

user available on the web? In the Web domain, user 

profiling is the process of gathering information 

specific to each visitor, either explicitly or implicitly 

and representation of the user within the system.  

As we have reported previously, there are two ways 

create user profile. 

 

 Implicit: the system acquires the 

information necessary to build user profile 

in monitoring or tracing their actions. For 

example, if user saves a document on his 

computer, he is probably interested by this 

document or he intends to use it in the 

future. This way relies on the deduction of 

the preferences of user.  

 

 Explicitly feedback: Unlike the first method 

this method is more significant than the 

previous one as it reflects the user's own 

real choice. In this sense, we find resources: 

“like” in social networks, the votes and the 

forms. 

 Despite the efforts made, the user requirement remains 

a challenge, and therefore, our contribution aims to 

help users in their research so that they would not need 

to modify a previous search query in hope of retrieving 

better results. In this paper, we will not only present a 

system which takes into account each interaction with 

the machine, but also we will register intention of user 

to predict the future intention.  

3. INTENTION 

Among definitions proposed by literature, we may 

find several definitions of intention. 

The term intention has several different meanings. 

According to [8] an intention is an “optative” 

statement expressing a state that is expected to be 

reached or maintained. The notion of Intention can be 

seen as the goal that we want to achieve without 

saying how to perform it. [9] Define an intention as 

the goal to be achieved by performing a process 

presented as a sequence of intentions and strategies to 

the target intention.  Generally the intention is 

presented as a composition of verb and Target and 

other optional parameters (giving more precision to 

the intention). 
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 - Verb: determines the action allowing the 

determination of the meaning of intention. 

- Target: represents either the object existing 

before the satisfaction of the intention or the 

result created by the   action allowing the 

realization of the verb. 

- Settings: direction, track, time. 

this new concept in field of research has paved the 

way to the emergence of new kind of service called " 

intentional service"., this type of services bridge the 

gap between  low level, technical software-

service descriptions and high level language 

expressed by user. 

4. INTENTIONAL APPROACH FOR BUILDING RICH USER 

PROFILE 

In our user centric approach, we propose a 

mechanism of building a rich profile based on user 

intention, our objective is to achieve a heist level in 

user modeling to select the most appropriate service 

that satisfies his/her immediate intention service, and 

to predict to him other services  . This approach will 

be helpful to overcome the problems already 

mentioned; the knowledge of user preference and the 

expected intention ensure a good filtering of returned 

result. To accomplish success result our system 

consists of several steps the first is the filling of the 

user form and select for each field the verb to 

complete its meaning.   

 

1- Profile creation  

Our System includes two types of users the first is a 

simple visitor newly entered who don’t have profile; 

technically, this problem is referred to as cold start. It 

is prevalent in almost all recommender systems, and 

most existing approaches suffer from it [4] .the 

system relies on the request similarity to provide him 

a suitable service. The second is a loyal user who is 

registered and has his own profile. In this paper, we 

will highlight the case of the second user. This type 

of user has already filled out a form. Accordingly, 

this form contains three basic elements personal data: 

(name, age, address, gender), centers of interest, and 

finally the skills. These elements are necessary to 

identify and get an idea on the preferences of the 

user. Thus, a user ends up having their own profile. 

That is in the form of ontology. Using ontologies in 

modeling the user profile has been proposed in 

various applications like web search This model will 

allow finding similarities between the elements of the 

user query and the attributes of profiles; in short we 

have used ontology because we need semantic and 

clear hierarchy. Beside, the filling of form our system 

propose to the user to complete each field which 

requires specification by choosing appropriate verb, 

to stay in intentional context, and to respect lexical 

formalism for simple intention. As already mentioned 

intention presented in this work uses a lexical 

formalism with verb, target and one or more 

parameters that give more specification to a verb. The 

verb and the target are mandatory in formulation of 

intention while the parameters are optional. The 

presence of the verb of the target allows the system to 

predict the user services 

 
 

Fig 3: User profile form 
 

2- Profile updating 

 The updating of profile comes after each submission 

of query the system extracts the target or product (the 

element searched) and the verb from the query 

(example: listen to the music, music is the target. In a 

second time, the system verifies the existence of 

target in the profile, in the positive case the query 

will be enriched by what the user chose forward. 

 

 
 

Fig 4: Existing information 

 

In the opposite case: the system offers to the user  

The system offers useful service to the user which 

depends on hybrid solution, user or content similarity 

and prediction (matching-learning and Bayesian 

network). We will detail these techniques later in 

another work. When the user chooses his appropriate 

service, our system automatically records this 

preference in their profile. In fact, the update of the 

profile especially the construction of a new branch 

requires a set of steps. 

The first is searched the word in ODP ontology, 

Open Directory Project are emerging as an important 

support for ontology engineering. The system reads 
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 from right to left, the system stops when it finds a 

matching between user profile and ODP element. In 

the following example, if the system finds that water 

sport exist in the profile, it must add the attribute 

swimming and diving; otherwise, it must build entire 

branch. 

 

 

 
Fig 5: lack of information 

4. CONCLUSION AND PROSPECTS 

This work presents dynamic user profiling approach 

that aims to better understand user requirements, to 

provide him adequate and suitable service. This 

contribution revolves around a major technique the 

construction of a rich profile based on the user traces. 

It is necessary to highlight that this approach added 

important value of the profile 

because it is based on a clear statement of the 

user's preferences. 

Our future works will present the implicit 

side for the construction of profile as similarity and 

deduction ad we will present the 

weighting techniques of the profile elements. 
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Abstract— Minimally Invasive Surgery is a surgery technique 
that provides evident advantages for the patients, but also 
some difficulties for the surgeons. In medicine, the Augmented 
Reality (AR) technology allows surgeons to have a sort of “X-
ray” vision of the patient’s body and can help them during the 
surgical procedures. In this paper we present two applications 
of Augmented Reality that could be used as support for a more 
accurate preoperative surgical planning and also for an image-
guided surgery. The AR can support the surgeon during the 
needle insertion for the Radiofrequency Ablation of the liver 
tumours in order to guide the needle and to have an accurate 
placement of the surgical instrument within the lesion. The 
augmented visualization can avoid as much as possible to 
destroy healthy cells of the liver.  
 

Keywords - Augmented Reality, medical images, minimally 
invasive surgery, RF ablation 

I.  INTRODUCTION 
The actual trend in surgery is the transition from open 

procedures to minimally invasive interventions. Using this 
surgery technique visual feedback to the surgeon is only 
possible through the laparoscope camera. Furthermore direct 
palpation of organs is not possible. Minimally Invasive 
Surgery (MIS), such as laparoscopy or endoscopy, has 
changed the way to practice the surgery. It is a promising 
technique and the use of this surgical approach is nowadays 
widely accepted and adopted as a valid alternative to 
classical procedures.  

The use of MIS offer to surgeons the possibility of 
reaching the patient’s internal anatomy in a less invasive 
way. This reduces the surgical trauma for the patient. The 
diseased area is reached by means of small incisions made 
on the patient body called ports. Specific instruments and a 
camera are inserted through these ports. The surgeon uses a 
monitor to see what happens on the surgical field inside the 
patient body.  

With the use of MIS the patient has a shorter 
hospitalizations, faster bowel function return, fewer wound-
related complications and a more rapid return to normal 
activities. These advantages have contributed to accept these 
surgical procedures. If the advantages of this surgical 
method are evident on the patients, these techniques have 
some limitations for the surgeons. In some systems, the 

imagery is in 2D. With this limitation the surgeon needs to 
develop new skills and dexterity in order to estimate the 
distance from the anatomical structures. We have to 
consider that he had to work in a very limited workspace. 
Modern systems use two cameras to offer a 3D view to the 
surgeon but this technology is useful when the working 
volume is not too small. 

Medical images (CT or MRI) associated to the latest 
medical image processing techniques could provide an 
accurate knowledge of the patient’s anatomy and 
pathologies. These informations can be used to guide 
surgeons during the surgical procedure to improve the 
patient care. 

The Augmented Reality (AR) technology has the 
potential to improve the surgeon’s visualization during the 
MIS surgery. This technology can “augment” surgeon’s 
perception of the real world with the use of information 
gathered from patient’s medical images.  

AR technology refers to a perception of a physical real 
environment whose elements are merged with virtual 
computer-generated objects in order to create a mixed 
reality. The merging of virtual and real objects in an AR 
application has to run in real time. Virtual objects have to be 
aligned (registered) with real world structures. Both of these 
requirements guarantee that the dynamics of real world 
environments remain unchanged after virtual data has been 
added [1]. 

The use of AR technology in medicine makes possible 
to overlay virtual medical images of the organs on the real 
patient. This allows the surgeon to have a sort of “X-ray 
vision” of the patient’s internal anatomy.  

In order to obtain a correct alignment of virtual and real 
objects a registration procedure is needed. This procedure 
requires the real time position tracking of the objects in the 
real world. This task can be accomplished with the camera, 
recognizing in some way the position and alignment of 
some objects in the scene, or with special devices called 
tracker. In surgery using a tracker usually improves the 
system uncertainty. 

Using AR in surgery produces a better spatial 
perception and a reduction in the duration of the surgical 
procedure. 

The aim of this paper is to present an AR system that 
could be used as support for a more accurate surgical 
preoperative planning and also for image-guided surgery. 
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The application can support the surgeon during the needle 
insertion in the radiofrequency ablation of the liver tumours. 
We modified the library on which our application is based to 
support an optical tracker that could improve the 
performance of the system.  

II. PREVIOUS WORKS 
Many research groups are now focusing on the 

development of systems that assists surgeons during the 
minimally invasive surgical procedures. 

Furtado and Gersak [1] present some examples of how 
AR can be used to overcome the difficulties inherent to MIS 
in the cardiac surgery. 

Samset et al. [3] present some decision support tools. 
These tools are based on concepts in visualization, robotics 
and haptics and provide tailored solutions for a range of 
clinical applications. 

Bichlmeier et al. [4] focus on the problem of misleading 
perception of depth and spatial layout in medical AR and 
present a new method for medical in-situ visualization.  

Navab et al. [5], [6], [7] present a new solution for 
using 3D virtual data in many AR medical applications. 
They introduce the concept of a laparoscopic virtual mirror, 
a virtual reflection plane within the live laparoscopic video.  

De Paolis et al. [8] present an AR system that can guide 
the surgeon in the operating phase. The main goal of the 
system is to prevent erroneous disruption of some organs 
during surgical procedures. They provide distance 
information between the surgical tool and the organs and 
they use a sliding window in order to obtain a more realistic 
impression that the virtual organs are inside the patient’s 
body.  

Nicolau et al. [9] present a real-time superimposition of 
virtual models over the patient’s abdomen in order to have a 
three dimensional view of the internal anatomy. The authors 
have used the developed system in an operating room and to 
reduce the influence of the liver breathing motion they have 
tried to simulate the patient’s breathing cycle.  

LiverPlanner [10], [11] is a virtual liver surgery 
planning system developed at Graz University of 
Technology that combines image analysis and computer 
graphics in order to simplify the clinical process of planning 
liver tumor resections. The treatment planning stage enables 
the surgeon to elaborate a detailed strategy for the surgical 
intervention  and the outcome of pre-operative planning can 
then be used directly for the surgical intervention.  

Maier-Hein et al. [12] present a system developed for 
computer-assisted needle placement that uses a set of 
fiducial needles to compensate for organ motion in real 
time; the purpose of this study was to assess the accuracy of 
the system in vivo. 

Stüdeli et al. [13] present a system that provides 
surgeon, during placement and insertion of RFA needle, 
with information from pre-operative CT images and real-
time tracking data. 

III. AR FOR THE RF ABLATION OF THE LIVER TUMOUR 

Hepatic cancer is one of the most common solid 
cancers in the world. Hepatocellular carcinoma (HCC) is the 
most common primary hepatic cancer. The liver is often the 
site of metastatic disease, particularly in patients with 
colorectal adenocarcinoma. 

The use of chemotherapy for malignant form of liver 
cancer rarely led to good results in long-term survival rate. 
Surgery led to the best results for hepatic cancer care. 
Unfortunately only from 5 to 15 percent of patients with 
liver cancer can undergo to a potentially curative resection 
of the liver cancer [23]. 

 
 

Figure 1.  The effect of the RFA technique at the liver tumour 

Patients with confined disease of the liver could not be 
candidates to resection because of multifocal disease. 
Another factor that could preclude surgical treatment is the  
proximity of tumor to key vascular or biliary structures. 
This preclude a margin-negative resection potentially 
unfavourable in case of presence of multiple liver 
metastases. Very often the tumor is associated to a pre-
existent cirrhosis that can further reduce resection margins. 

Liver transplant is the only radical therapy that 
eliminates the risk of recurrence. Unfortunately it can’t be 
always used. So, since most of patients with primary or 
malignancies confined metastatic at the liver are not 
candidates for surgical resection, different approaches to 
control and potentially cure liver diseases were developed. 

The Liver Radiofrequency Ablation (RFA) is a 
minimally invasive treatment for liver cancer used since 
1980’s. It consists in the placement of a needle inside the 
liver parenchyma in order to reach the centre of the tumor 
lesion. When the lesion center is reached, an array of 
electrodes is extracted from the tip of the needle and it is 
expanded in the tumor tissue. From these electrodes is 
injected in the tumor tissue a radiofrequency current that 
causes tumor cell necrosis for hyperthermia (the local 
temperature is higher than 60 °C and cancer cells are more 
sensitive to heat than normal cells). 

In Figure 1 is shown the needle insertion and array 
expansion of the RFA technique on the liver tumour. 

One problem in using radiofrequency tumor ablation 
technique is the correct placement of the needle. To ensure a 
maximum efficacy of the treatment the needle has to reach 
the center of the tumor. 

Today surgeons use ultrasound, CT or MNR images 
acquired during the needle placement in order to correctly 
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direct the needle towards the center of the tumor. The use of 
these two-dimensional images makes the insertion 
procedure very difficult and requires sometimes more than 
one insertion.  

In addition, the surgeon, in order to destroy all tumoral 
cells, applies the RFA on an extended area of the liver. In 
this way a large number of healthy cells are also destroyed. 
This practice can cause to the patient a number of other 
different consequences. To reduce this problem is of 
primary importance to reach the center of the tumor. 

A guidance system of the needle in tumour ablation 
procedures can be obtained using Augmented Reality 
technology. With the superimposition of the virtual models 
of the patient’s anatomy (liver, vessels, biliary ducts, cancer, 
etc) exactly where are the real ones, it is possible to make 
the needle placement task less difficult. In this way the 
surgeon has a sort of x-ray 3D vision of the patient internal 
anatomy. 

The purpose of this AR application is to provide a 
guidance system that can help the surgeon during the needle 
insertion in liver RFA. The position and orientation of the 
ablation tool are measured using some reflective spheres 
attached to. These spheres are detected by an optical tracker 
that measure the position and orientation of the real ablation 
tool. These measure permits to orient the virtual ablation 
tool in the virtual world where virtual models of the patient 
anatomy are placed. 

To achieve a correct augmentation it is necessary to 
have a perfect correspondence between the virtual organs 
and the real ones. This is very important in an image-guided 
surgery application because a very small error in the 
registration phase can cause a serious consequence on the 
patient due a bad alignment of the virtual organs on the real 
ones. 

The tracking system is also used in order to permit the 
overlapping of the virtual organs on the real ones. The 
registration phase is one of the most delicate step in an AR  
system for surgery. An accurate registration is necessary to 
obtain a correct alignment of virtual models on the real 
ones. The registration is obtained using fiducial points. 
These points were defined on the patient body and identified 
on the patient tomographic images. During the registration 
phase the surgeon is asked to touch on the patient body with 
the tracker measure tool the point that the application shows 
on patient 3D models. In this way the application can 
establish the transformation between the “real” world and 
“virtual” world. Once registered the patient should not be 
moved. If the patient position can change during surgery it 
is necessary to fix to the patient body a tracker tool that 
permits to measure its position and orientation. 

The novel aspect of our application is the use of an 
optical tracker that should decrease the guidance unceratinty 
in needle positioning. 

IV. DEVELOPED APPLICATION 
The application is provided of an user interface 

designed to be simple and functional at the same time. In the 
left side of that interface we placed the application control 

panel. On the right-top window we show 3D models and the 
augmented reality scene. On the right-bottom there are the 
three smaller windows where axial, coronal and sagittal 
views of CT dataset are placed.  

 

!

 

Figure 2.  Clipping visualization applied to the liver and thoracic cage 

The application offers to surgeon the possibility to 
study the case study before going in operating room. There 
is the possibility to apply a clipping modality that permits 
the surgeon to dissect the model and study its internal 
structure changing the opacity of the organs (Figure 2,3). 
The dissection could be made along the three principal axes 
of tomographic images.  

The application features described till now are part of 
what we consider the pre-operative planning task. During 
this task the surgeon can use the application to study the 
pathology in a more simple and natural way than that 
provided by simple CT slice visualization. 

For the navigation and augmentation task are devoted to 
the surgery room. Here the surgeon needs to use the optical 
tracker and to carry out the registration task. When the 
registration process is complete, a virtual ablation tool is 
shown in 3D view. It is coupled with the real ones and 
follows its movements.  

In Figure 5 is shown the augmented visualization of the 
3D virtual model over the patient’s body (a dummy) during 
a preliminary test in the operating room. In the image is 
shown also the model of the needle used for RFA. This 
visualization should guide the surgeon during the needle 
insertion in the radiofrequency ablation of the liver tumour. 

V. USED TECHNOLOGIES 
A reconstruction of the 3D model of the anatomical 

structures of the patient is required in order to improve the 
standard slice view.  

An efficient 3D reconstruction of the patient’s organs is 
generated by applying some segmentation and classification 
algorithms to medical images (CT or MRI) of the patient. 
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The image segmentation consists in the identification of the 
pixels that belong to a specific anatomical structure. This 
process can manual, semi-automatic or fully automatic. The 
grey levels in the medical images are replaced by colours 
that are associated to the different anatomical structures 
[14]. After the segmentation of each slice of the dataset the 
software can reconstruct the 3D model using a model 
maker. This alghorithm combines the results of 
segmentation of each slice and the slice tickness parameter 
to build a tri-dimensional model. 

 

 

Figure 3.  3D model from the CT dataset 

Nowadays there are different software used in medicine 
for the visualization and the analysis of medical images and 
the 3D modelling of human organs. Mimics [15], 3D Slicer 
[16], and OsiriX [17] play an important role among these 

tools. Some of them are also open-source software. 
In our application we have used 3D Slicer for the 

building of the 3D model of the patient’s organ. 3D Slicer is 
a multi-platform open-source software package for 
visualization and image analysis. It has many builtin 
segmentation alghorithms and also a model maker module. 
Fig. 1 shows a 3D model built from CT scan of the patient 
with the liver tumors models in green. 

The AR guidance application was developed using 
Image-Guided Software Toolkit (IGSTK) framework [18]. 
It is a set of high-level components integrated with low-
level open source software libraries and application 
programming interfaces. 

In the developed AR platform we use an optical tracker. 
This tool is able to detect some retro-reflective spheres  
intentionally introduced in the surgical scene. These spheres 
are placed on the surgical tools. They provide within a 
defined coordinate system the real-time spatial 
measurements of the location and orientation of the surgical 
instruments used during the surgical procedure.  

In the first prototype of the system we have used the 
Polaris Vicra optical tracker [19]. After the test in the 
operating room we changed the tracking system to ensure 
surgeons more freedom of movement.  For this reason we 
decided to use the Bonita Vicon tracking system [20]. This 
tracking system uses a variable number of separated 
cameras that can be better positioned in the operating room. 

A specific library has been developed and tested for 
interfacing with the Bonita Vicon tracker. This library was 
integrated inside IGSTK framework. 

At the base of the functioning of IGSTK there is the use 
of a state machine that allows to increase the safety and 
robustness of the toolkit [21].  

The use of a state machine, in fact, allows to limit and 
control the possible behaviors of application in order to 
ensure that it is always in a formal state planned in the 

 

Figure 4.  Working modality of IGSTK library components 
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design phase. This guarantees a reproducible and 
deterministic behavior that eliminates the risk of application 
design formal errors. 

The separation between public and private interface of a 
IGSTK component (object) is shown in Figure 4.  

When a user send a request for an action through a call of 
a public method, this request is translated into an input for 
the state machine. The state machine taking into account the 
current state and the sent input changes its state as expected 
in the design phase. In any case, the object will always be in 
a known state because each type of behavior has been 
programmed. 

The IGSTK Tracker component communicates with the 
tracker to obtain the position and orientation relative to each 
tool that is present in the acquisition volume. This 
information is then transmitted to other IGSTK components 
who request it. 

The two classes of IGSTK framework that provide for 
trackers management are:  
• “igstk::Trackers” that serves to manage the status 

information of the tracking system; 
• “igstk::TrackerTool” that manages the information 

associated with each tool present on the scene. 
The “igstk::Trackers” class uses the interface of the 

“igstk::Communication” class for the management of 
communications. This allows to prevent blockage of the 
application in the case of any lack of connection with the 
tracker. In this case an error event is generated in a non-
blocking mode. The tracker acquired data are stored into a 
memory buffer. 

The class “igstk::PulseGenerator” generates the clock 
used by the application in order to synchronize all events. In 
this way, reading and updating of the data are asynchronous 
operations and this allow high standards of safety and 
performance. 

To calibrate the instrument used in the surgical 
application and obtain the transformation elapsing between 
the tool and the point of interest has been implemented the 
PivotCalibration algorithm. This algorithm permits to store 
the position and orientation of the tracker tool holding fixed 
the position of the instrument tip and moving the tool in the 
space [22]. 

VI. APPLICATION TESTING 
The first test of application was made on a dummy. We 

tried to overlap the 3D models of a real patient on the 
dummy, as shown in Figure 5. These models were generated 
from a sample, anonimized CT dataset. This test was not 
successful because there was a misalignment between the 
dummy and the virtual models. This is due to a different 
thoracic girth between patient and dummy.  

To overcome this problem we decided to make a 
preliminary qualitative test of application in the operating 
theater. This test is designed to evaluate the application 
uncertainty in the operating room and also all the possible 
issues related to a live use in the operating room. 

A selected case of patient with superificial liver cancer 

lesions was found by surgeons. The patient will undergo to 
a traditional open surgery liver RFA.  

After a traditional needle insertion we started the 
application and made registration. At this moment it was 
verified if a good overlap with tumor and real organs was 
obtained. In this case we obtained good qualitative result.  

The test doesn’t add risks for the patient, if compared 
with traditional RFA surgery, because the application was 
not used to guide the needle insertion. Anyway the patient 
was informed on the nature of the experiment and signed an 
informed consent form. 

 

Figure 5.  Augmented visualization of the 3D virtual model over the 
patient’s body (a dummy) 

VII. CONCLUSIONS AND FUTURE WORK 
In this paper we present a guidance system for needle 

placement in radiofrequency ablation of the liver  tumour.  
The application has been tested previously on a dummy 

and afterwards a first test has been carried out in the 
operating room during an open surgery procedure for the 
liver tumour resection. 

The laboratory test consists in a simple overlapping of 
real patient models  obtained from a simple anonimized CT 
dataset on a dummy. The results of this test were not as 
expected because there was a significally difference in 
thoracic girth between patient and dummy. 

We decided to move to the operating room to test the 
application in a qualitative manner on a real patient. The 
models were built from patient’s CT scans. The test in the 
operating room has also the aim to evaluate all the possible 
issues of that operating scenario. In Figure 6 is shown a 
phase of the first test in operating room. 

The test on the real patient led to good results. A correct 
overlap of virtual models on real patient was obtained in this 
case.  

The test in the operating room produced interesting 
results for all the aspects related to the costraints of the 
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particular environment. Operating rooms are overloaded of 
systems and devices and an efficient use of space is 
mandatory. In this first test the correct position of the 
devices close to the operating table has been defined and a 
precise definition of the more appropriate fiducial points 
used for the registration phase has been decided. 

Surgeons judged the tracker volume of interaction to be 
not sufficient. For this reason we decided to change the 
model of the optical tracker used in this first test to obtain a 
bigger volume of interaction. A specific library was 
developed and tested for interfacing with this new tracker. 
This library was integrated within the IGSTK framework. 
This new tracker should be tested in the laboratory to 
evaluate its measure uncertainty and the in the operating 
room to evaluate if the new volume of inceraction can be 
sufficient for the surgeons.  

Anyway surgeons were excited and think that the AR 
technology can help them in the needle placement task. 

 
Figure 6.  First test in the operating room 

The next test will be done on a pig liver in order to 
measure the precision of the image-guided application. 
We’re planning also to design a quantitative test in 
operating room to evaluate what is the application guidance 
uncertainty. 

We are also taking into account the possibility to 
include in the system the simulation of the virtual model 
deformations due to the breathing of the patient. 
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Abstract - In the sector of medical services the human capital has 

a significant meaning among intangible resources, its knowledge and 
competences, relational internal resources with patients and structural 
resources. The paper presents selected case studies of management of 
intangible assets within health care industry in Sweden and in Poland. 
It was indicated that the informational technology, especially the 
internet technology is an effective support in management of 
intangible assets within health care industry 
 

Keywords— Health care industry, Intangible assets,  National 
quality registries,  

I. INTRODUCTION 
An organization’s strategy describes how it intends to create 

value for its stakeholders (customers, shareholders, citizens 
etc) by exploiting their internal resources and capabilities [1, 
2].  

Traditionally, these strategies were focused on competitive 
forces and psysical resources, such as machines, equipments 
and financial capital. In today’s economy, the businesses has 
shifted from seller’s markets to buyer’s markets and customers 
have become more demanding. Factors like innovation, speed, 
differentiation have become critical [3, 4].  

“More recently, intangible assets have been identified as 
key resources and sources of competitive advantage…It is 
argued that a sustainable competitive advantage results from 
the possesstion of resources that are inimitable, not 
substitutable, tacit in nature, and synergistic.” [4] 

II. INTANGIBLE ASSETS  
There is the growing gap between the book value and 

trading value of organizations is the reason of greater interest 
in the conception of intellectual capital. This intellectual 
capital is identified by many researchers as intangible assets 
which can be used for building the value of the organization. 
[5]  

International Accounting Standards Board defines an 
intangible asset as: "an identifiable non-monetary asset 
without physical substance." [6] There are two major 
caracteristics of intangible assets: they neither create value nor 
generate growth and they represent capabilities and potential 
for future growth and income. [7]. 

Table 1 below describes commonly accepted categories of 
intangible assets: human assets, relational assets and structural 
assets. [4].  
 

 

 
Table 1: Taxonomy and short description of intangible assets 

INTANGIBLE ASSETS DESCRIPTION

HUMAN ASSETS

Include: Skills, competence, commitment, motivation, 
loyalty of employees. Key components: know-how, 

technical expertise, problem solving capability, 
creativity, education, attitude, and entrepreneurial 

spirit. 

RELATIONAL ASSETS

Include: all forms of relationships a company has with 
its stakeholders and customers. Key components: 

licensing agreements, partnering agreements, contracts 
and brand image. 

STRUCTURAL ASSETS

Include: all intangibles that stay with the organisation 
such as corporate culture, routines and practices such 
as tacit rules, intellectual property, processes whose 

ownership is granted to the company by the law.   
 
It is worth indicating that among identified about 200 

intangible resources by representatives of the resource school, 
only the part of them is an object of turnover in the market [8]. 

Common health care industry intangible assets are mostly 
focused on relational assets as: patient relationships; medical, 
dental, and other professional licenses; certificates of need; 
facility operating licenses and permits; physician (and other 
professional) employment agreements; physician (and other 
professional) noncompetition agreements; executive (and 
other administrator) employment agreements; executive (and 
other administrator) noncompetition agreements; 
administrative services agreements; medical (and other 
professional) services agreements; facility or function 
management agreements; equipment use or license 
agreements; equipment and other supplier purchase 
agreements; joint venture agreements; joint development or 
promotion agreements. In human and structural assets counts: 
patent files and records (manual and electronic); electronic 
medical records computer software; medical and 
administrative assembled workforce; office systems, 
procedures, and manuals; position or “station” procedures and 
manuals; service marks and service names; a professional’s 
personal goodwill; an entity’s institutional goodwill; medical 
(other professional) staff privileges. [9]. 

Most health care industry participants own and operate 
intangible assets. These intangible assets can be industry-
specific (e.g., patient charts and records, certificates of need, 
professional and other licenses), or they can be general 
commercial intangible assets (e.g., trademarks, systems and 
procedures, an assembled workforce) [10]. 

Management of intangible assets within health care industry. 
A comparative study between Sweden and Poland  
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III. NATIONAL QUALITY REGISTRIES AS 
INTANGIBLE ASSETS IN SWEDISH HEALTH CARE 

INDUSTRY 
National quality registries (NQR) in Sweden have a long 

history. From the beginning, they were created by the 
individuals who themselves would benefit from them in their 
professional lives.  

NQRs are a system of quality tools which aim to 
continuously improve and provide good health care. This 
means that healthcare has to be consistent (equal treatment for 
all patients, throughout the country) and to ensure that 
treatments are fact based. NQRs contain individualized data 
concerning patient problems, medical interventions, and 
outcomes after treatment; within all healthcare production in 
the country. The individualized data is protected by several 
laws. NQRs also enable: 

• Monitoring the progress made in health care, both 
for the individual patients, as well as at the 
aggregate group level (for example, a group of 
cancer patients). 
• Following patient outcomes per county, hospital or 
clinic. 
• Support the health care work (for example, 
checklists). 
• Compare healthcare units’ own work over time and 
identity areas for improvement. 
• Research based on data from Sweden’s healthcare 
units. 
In Sweden there are six Regional Cancer Centres and six 

Competence Centres. Registers in cancer field (approximately 
twenty national quality registers) are organized in six Regional 
Cancer Centres (RCCs): Norr, Stockholm Gotland, Syd, 
Sydöst, Uppsala Örebro och Väst (see Figur 1 below).  

 

 
Figur 1: Six Regional Cancer Centres in Sweden (source: SKL) 

RCCs work for a more patient-focused, equitable and 
effective cancer care. These centres receive, encode, record 
and verify the information annually forwarded from the region 
to the Cancer Registry at the National Board.  

RCCs have a common goal and full autonomy. There are 
ten criteria that specify the frame and focus of the RCC 
activities and its organization:  

1. Design and implement a plan for the region's on 
prevention and early detection of cancer.  

2. Manage and coordinate the region work in order to make 
cancer care chain more effective.  

3. Have a plan that ensures cancer patients' access to 
psychological support, rehabilitation and good quality 
palliative care across the region.  

4. Strenthen patients' position in their cancer care.  
5. Design and implement a plan for the development of the 

region's cancer care.  
6. Reinforce progress towards knowledge-driven cancer 

care. 
7. Strengthen clinical cancer research both in the region and 

in the country.  
8. Have a clear management structure with strong roots 

within the county, interact with other RCCs and have systems 
for monitoring cancer care quality.  

9. Develop a strategic development plan for cancer care in 
the region.  

10. Develop a plan for cancer care level structuring and 
support the implementation of the plan. 

Registers in cancer field have a common technology 
platform, owned by county councils / regions and the 
management and development of RCC. 

Six competence centers (“registercentrum”) for the other 
NQRs (approax. 60) have been established [8]: 
Registercentrum Norr (RCN), Uppsala Clinical Research 
Center (UCR), QRC Stockholm, Registercentrum Västra 
Göteland (RVG), Registercentrum SydOst (RCSO) and 
Registercentrum Syd.  

 In these competence centres, several registries share the 
costs of staff and systems that a single registry could not bear, 
e.g., in technical operations, analytical work, use of registry 
data to support clinical quality improvement, and helping to 
make registry data beneficial for different users. These six 
Competence Centres have not a common technology platform. 
Hence, a continued development of the registries can be 
assured, although the system follows a decentralized model, 
i.e. each register is governed by an executive board.  

Results from NQRs are available to medical units and 
county management over the Internet. Results from NKRs are 
also accessible by reports like “Open Comparison and 
Assessment”. There reports are freely available to all, 
including citizens.    

Citizens do not have access to the results over Internet. 
Recently, there are some attempts (by some NQRs) to enable 
reports even to citizens. 

IV. EXAMPLE FROM COUNTY COUNCIL OF 
DALARNA (SWEDEN) 

The Swedish Association for Diabetology (SFD) 
established The Swedish National Diabetes Register (NDR) in 
1996 in response to the St. Vincent Declaration, whose 
purpose was to persuade European countries to reduce the 
prevalence of diabetes complications. [11]. 

The NDR is maintained by the Swedish Society for 
Diabetology on behalf, and with the financial support, and the 
Swedish Association of Local Authorities and Regions. [11]. 

The NDR is the largest diabetes register in the world. 
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Approximately 90% of all Swedish people with diabetes were 
entered in the register in 2013. The NDR has engaged the 
participation of both hospitals and primary care clinics. The 
overall objective is to reduce morbidity and mortality, as well 
as to maximise the cost-effectiveness of diabetes care. The 
register offers a unique opportunity to monitor the quality of 
care in terms of risk factors and the potential complications of 
diabetes, as well as the evolution of treatment methods. [11]. 

Electronic data entry at www.ndr.nu provides a clinic with 
immediate access to its results, as well as county-bycounty 
and nationwide comparison statistics. A patient’s data may be 
entered repeatedly throughout the course of a year. 
Approximately 86% of NDR users sign on with personnel 
cards.  [11]. 

County council of Dalarna transmitt data directly from 
medical record to the NDR database. 100% of all county’s 
people with diabetes were entered in the register in 2014 (by 
the law the patient has the right to say no to registration). All 
data entries are automated and validated on a continual basis. 

Each specialist clinics as well as primary care clinics has 
immediate access to its own outcomes, as well as nationwide 
comparison figures. The results are based on input data for the 
period of time that the user selects. A diabetes care unit can 
autonomously generate their annual report, including 
nationwide comparison figures. The reports serve as a tool for 
monitoring and improvement efforts.  

This register data is documented evidence and leads to 
better outcomes for patientents. The critical factors for success 
are measuring results integrated into the overall diabetes care 
process, as well as training the entire team to participate in the 
improvement effort. Another factor that is crucial is the 
commitment of physicians and other professionals to 
measuring results, collecting data and discussing what they 
have learned. 

The NDR in County council of Dalarna is the “success” 
example for management of human and structural assets in 
health care industry.  

V. „QUICK ONCOLOGICAL THERAPY “AS AN EXAMPLE OF 
MANAGEMENT OF INTANGIBLE ASSETS IN POLISH 

HEALTH CARE INDUSTRY 
 
The Polish healthcare system for a dozen or so years is 

facing profound reforms. The most important determinanats of 
changes are: 
• limited access to Healthcare, 
• the long time of waiting for a visit at the specialist 
• requirements of the European Union towards Poland as 

the member state, 
• limited funding of medical services, 
• demographic changes of societies 
• lack of competition among insurers, 
• unequal status of public versus private healthcare 

providers,  
• indebtedness of public healthcare institutions 
• development of information technologies which facilitate 

implememntation of e-health system. 
The basic direction of reforms in Polish healthcare system 
concerns implementation of e-health system. E-health system 
can improve prevention of illness, delivery of treatment, and 
support a shift from hospital care to primary care. E-Health 
can help to provide better citizen-centred care as well as 
lowering costs and supporting interoperability across national 
boundaries, facilitating patient mobility and safety [13]. 
eHealth can benefit citizens, patients, health and care 
professionals but and health organizations. Information 
technologies support management of intangible assets within 
health care industry.  

Among many elements of intangible assets the greatest 
attention is concentrated on: development of internal human 
resources  and their competences (doctors, nurses) and on 
external (patients) resources. The more and more greater 
meaning has a development of internal relations and relations 
with patients. In Poland like in Sweden are supported 
solutions which take into account formation of competence 
centres, particularly concerning cancers. Centres of 
competences assure possibility of wide consultations, supports 
from doctors, supports of patients, assurance of the wide 
access to the full information e.g. about the case history, about 
new methods of treatment, about facilities which have at their 
disposal the latest equipment, about new medicines and 
therapies etc. 

An example of such a solution can be a program „Quick 
oncological therapy”, which became initiated from 1 January 
2015 r.for patients with the suspected cancer. 

Benefits which will be brought from implementation of 
„Quick oncological therapy" are[14]: 
• shortening of queues for patients with the suspected 

neoplasm, 
• the arrangement of the diagnostics process and treatment 

of patient, 
• introduction of quick diagnostics and complex treatment, 
• diminution of the mortality of oncological patients, 
• decrease of medical costs, thanks to the detection of the 

illness in the early stage. 
The process of „Quick oncological therapy” was presented in 
figure 2.  

At the first stage of the process the patient with the 
suspicion of cancer is registered in the IT system „service of 
diagnostics card and the oncological treatment DiLO”. This 
DiLO card called also „ a green card” is a symbol of this 
program and assures patients quicker and more effective path 
of diagnostics and the oncological treatment. 
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Fig. 2. The process of „Quick oncological therapy” 

 
The IT system supporting „the quick oncological therapy” 

is integrated with Polish National System of Information 
Management Circulation (SZOI). The application is centrally 
installed and makes possible the work of many organizational 
units in one place, so in one „bank” of data. The structure of 
the system enables data exchange with other systems, and 
consequently allows for smooth information flow among 
different subjects (with doctors, service providers, with 
Departments of Voivodeship NFZs National Health Fund 
(NFZ). The figure 3 presents DiLO card dervice system. 

 

 
 

Fig.3.  DiLO card service system 

Legend: 
1 – The name and version of the system; 
2 – System menu; 
3 – Operations available for the list; 
4 – The name of the list; 
5 – The block of filters/seraching; 
6 – Navigation options; 

7 – Names of columns and options of classification; 
8 – Positions (elements) of the list and available for them  

          operations 
The system enables: 

• Registration and issueing DiLO card 
• Printout of the DiLO card  
• Cancellation of DiLO card  

Ultimately, the application will enable: 
• Registration of card's usage stages 
• Registration of closing the card 
• Registration of all events with the use of network services 

(synchronization of service provider application or a 
doctor with system).   

The most important resources and functionalities of the 
system: 

• information concerning performed basic diagnostics 
and examination results  

• referral to specialistic consultation  
• the result of preliminary diagnostics 
• information concerning further conduct 
• the end of preliminary diagnostics stage  
• the result of diagnostics  
• information concerning health status of a patient, 

symptoms, performed examinations etc.. 
• diagnosis within the scope of treatment 
• case conference 
• data concerning diagnoses of neoplasm,  
• schedule of treatment fixed at case conference  
• information concerning schedule of tretment.  
 

“The quick oncological therapy” programhas been functioning 
in Poland only for three months and it is difficult in the so 
short time to evaluate its effects. Per today's, both among 
doctors and patients opinions about the efficiency of this 
program are divided. Undoubtedly, it is the example of a new 
outlook on problems of management in healthcare and 
accentuations of intangible assets. The program ensures the 
access to centres of competences and medical councils and 
develops competences of doctors. The assurance of patients 
with an access to full information about their disease and 
diagnoses builds confidence to hospitals and strengthens the 
relation with patient.   

VI. CONCLUSION AND FUTURE WORK 
Management of intangible assets should not be only in the 

field of interest of single subjects (hospitals, clinics), but also 
in care industry.  
The large meaning for the development of the human capital 
has an access to modern medical technologies. It especially 
concerns technological support of the diagnostics (including 
imagery diagnostics) and medical robotics. 
Also the use of telemedicine contributes to the development of 
human capital, increasing possibilities of the professional and 
scientific development of employees. 
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In the relational capital management of hospitals can be used  
patient relationship management systems based on 
commercial CRM systems[15].  
 Management of intangible within health care industry in 
Sweden and Poland was presented on the examples of 
diagnostics programs and oncological treatment. The common 
feature of analyzed examples is the aspiration to the 
construction of common information and knowledge bases 
integrated in the scale of all the country's IT systems. 
Important is also to ensure the access to centres of 
competences development for doctors what is most important 
in building of the confidence of patients to hospitals and 
strengthenings relational capital with the patient, what in turn 
will contribute to the consolidation of the competitive position 
of the hospital in the market of healthcare services 
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1Abstract—In this paper, an automatic system of taking over the 

data of the environment and their automatic transformation in GIS 
Data, for some intelligent map’s generation, is presented. Also, the 
system allows, by using the multi-criteria method AHP, an objective 
analysis of the factors that will be taken into account during the 
system. These factors will be taken over automatically by using the 
LabVIEW Software and with the help of the acquisition board that 
will be connected to the computer. By using the same LabVIEW 
software, the factors will be memorised in an ACESS type database. 
The database will be connected to the Geomedia Professional 
Software, with the help of which an intelligent map will be generated 
automatically. The system allows, not only the automatic collection 
of data, but also their memorization and the generation of GIS 
elements and an objective analysis of the collecting points of data 
could provide a concrete answer regarding the most and least 
polluted points. As a novelty element, the paper allows the analysis 
of the polluted factors using the multi-criteria AHP method in such 
automatic taking-over storage and data generation system. Also, in 
this paper, an economic analysis of the used system will be made. In 
the first part of the paper, the general aspects of the paper will be 
presented. In the second part, the object oriented technics of the 
realization of the virtual apparatus and of the data transfer in the 
Access database. In the third part of the paper, the AHP method will 
be presented. The fourth part will present the physical realization of 
the module system of automatic taking over data, the analysis of the 
polluting factors taking account the AHP method, the automatic 
generation of the object-oriented classes needed for the elaboration of 
the intelligent maps.     

 
Keywords— databases, virtual instrument, object oriented,  GIS.  

 
I. INTRODUCTION 

 
 The development of human society has led to a negative 
anthropic and technogenic impact on the air quality, resulting 
in a significant series of adverse effects on human health, flora, 
fauna and ecosystems in general. In urban areas, the 
environmental dimension, the economic and the social one 
interfere the most [7].  
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 Four out of five European citizens live in urban areas and 
their quality of life is directly influenced by the state of the 
urban environment. A high quality of the urban area also 
contributes to reaching the priority of the revised Lisbon 
strategy, which is „to make Europe a more attractive place to 
live and invest”. The attractiveness of the European cities will 
enhance growth potential and also job generation, and 
therefore cities will be key factors for the implementation of 
the Lisbon Agenda. In the case of urban habitats, 
transportation is “guilty” for more than 50% of NOx, particles 
(PM) and volatile organic compounds (VOCs), over 25% of 
CO2 emissions and 80% of the noise level.  
 The U.S. Environmental Protection Agency's (EPA) Clean 
Power Plan, proposed in June 2014, would limit carbon 
pollution from existing power plants [8]. 
 Vehicular air pollution has been recognized as a major 
anthropogenic activity responsible for deteriorating air quality 
in urban areas. One of the major traffic related air pollutants 
which have serious health effects is carbon monoxide (CO). 
One of the major components of traffic related air pollutantion 
is carbon monoxide (CO) that results from the incomplete 
combustion of fuel. CO does not participate in secondary 
atmospheric reactions but has approximately 210 times more 
affinity for the hemoglobin (Hb) than oxygen (O2). Carbon 
monoxide enters the bloodstream through lungs and form 
Carboxy hemoglobin (COHb), a compound that inhibit blood 
capacity to carry oxygen to organs and tissues. Though studies 
have ruled out any possibility of detectable increase of genetic 
damage in blood cells due to moderate air pollution levels [9]. 
 The automatic taking over and the analysis of the data using 
the AHP method (Analytic Hierarchy Process) and of 
generating the element’s classes necessary to elaborate the 
intelligent maps consists of hardware components: sensors of 
the acquisition board, apparatus used for measuring the 
polluting factors and also, of software elements, like: 
LabVIEW, Geomedia Professional, Access Database, figure1.  

The data will be taken over, with the help of the sensors or 
with the help of the specific apparatus which will be connected 
to the computer. In the case in which the data will be taken 
over by the help of the sensors, the IEPE (Integrated 
Electronic Piezoelectric) sensors were used, the acquisition 
board NI 9234, NI Mseries. In the case in which the taken over 
data by the specialized apparatus, the Drager Pac III apparatus 
has been used for the measurement of the monoxide carbon 

Automatic acquisition, processing and 
analysis of data system, using the AHP multi-

criteria method 
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and the sound level meter EXTECH 407780 for the sound 
measurement. The Drager Pac III apparatus is equipped with a 
sensor for the concentration measurement of the monoxide 
carbon. The values showed on the display apparatus are 
represented in parts on a million (ppm), these values must be 
multiplied with 1,16, and the resulted value represented in 
mg/m3. The virtual apparatus will be made using the compute, 
by the help of the LabVIEW software. The multi-criteria 
analysis will be realized by a virtual apparatus. Another part 
(branch) of the system will allow the data memorization in the 
ACCESS database for their following use in the class 
generation process (features classes) used for the elaboration 
of the intelligent maps. 

 
II. OBJECT ORIENTED PROGRAMMING IN 

LABVIEW 
 

In object oriented programming with LabVIEW [5], a class 
consists merely of a user defined data type together with 
methods that can be applied to values of that data type. Once 
could say that object oriented programming in Labview allows 
the developer to create object oriented wires. Object 
orientation in Labview means the following: 

1. Simple Inheritance. Neither multiple inheritance nor 
interfaces as in Java. 

2. Strict encapsulation. Data of a class are always private. 
Public or protected data do not exist. 
 As in other object oriented languages, a derived class 

may overload an abstract method of its base class. However, 
the override method must have exactly the same input and 
output parameters as the respective method of the parent class. 

 

 
Fig. 1 The System presented in this paper 

 
In object oriented programming for Labview [6] are three 

fundamental consequences. 
1. Objects contain only data and no active code. 

Agents do not exist. 

2. Labview does not have classical variables. For the 
same reason, in Labview has no equivalence to the 
concept of a constructor and a destructor. There are 
neither constructors nor destructors. 

3. Objects can only be accessed "by value" and 
never "by reference". 

The fundamental differences between object programming 
in Labview and conventional object oriented languages 
prevent a straightforward implementation of design patterns 
that are based on the idea of objects as entities. However, 
many of those design patterns are useful for designing control 
systems.  

 
III. ANALYTICAL HIERARCHY PROCESS (AHP) 

METHOD 
 

Analytic Hierarchy Process (AHP) is used for decision 
making when a decision (choice of some of the available 
alternatives, or their ranking) is based on several attributes that 
represent criteria [1]. Solving complex decision problems 
using AHP method is based on their decomposition in a 
hierarchical structure whose elements are goal (objective), 
criteria (sub-criteria) and alternatives. An important 
component of the AHP method is a mathematical model by 
which priorities of elements are calculated (weighted), for 
elements that are on the same level hierarchical structure. AHP 
was successfully used in environmental impact assessment for 
determining of weights for impact categories in paper [3]. In 
paper [4] AHP was used for verification of results gained by 
quantification of environmental aspects and impacts.  

Summary of AHP method consists of converting subjective 
assessments to the relative importance of the criteria scores 
and weights. The method, developed by Saaty [1] proved to be 
the most common form of multi-criteria analysis. AHP input 
data are answers to questions such as "How important is 
criterion A relative to criterion B?". This results are compared 
in pairs, resulting are in scores and weights. For each pair of 
criteria required comparing the importance of the two, 
associating a score as follows (Table 1): 

 
TABLE 1 PAIR OF CRITERIA 

Definition Intensity of 
importance 

Equally important 1 
Moderately more 

important 
3 

Strongly more important 5 
Very strongly more 

important 
7 

Extremely more important 9 
Intermediate values 

2,4,6,8 
 

  
Numbered intermediate values can be used to define 

nuances among the five basic formulation. Of course, if it is 
considered that B is very strongly more important than A, 
when the opposite is true, so A is assigned the value of 1/7 
compared to B. Therefore, since it is assumed that judgments 
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are consistent with respect to all pairs and all the criteria are 
"equally important" to themselves, the total number of 
evaluations will be: 

 
 

 
Fig. 2 General hierarchical model in AHP 

 
Application of AHP method can be explained in four steps: 

1. Setting a hierarchical model of decision problems in 
order with goal on the top criteria and subcriteria at lower 
levels, and alternatives at the bottom of the model (Fig. 1); 

2. At each level of hierarchical structure each elements of 
the structure are compared in pairs, whereby the decision 
makers express their preferences with the help of 
appropriate scale which has 5 degrees and 4 sub-degrees of 
verbally described intensities and the corresponding 
numerical values for them in the range from 1 to 9 (Table 
1); 

3. Local priorities (weights) of criteria, sub-criteria and 
alternatives at same hierarchical structure level are 
calculated through appropriate mathematical model and 
afterwards they are  synthesized in total priorities of 
alternatives; 

4. Implementation of the sensitivity analysis for final 
decisions. 
The matrix A has special features (all of it’s rows are 

proportional to the first row, and they are all positive and aij = 
1/aji is true) and because of that only one of it’s eigenvalue 
differs from 0 and is equal to n. 

If the matrix A contains inconsistent estimates (in practical 
examples almost always), weight vector w can be obtained by 
solving the equation (A−λmax I)w = 0 with prerequisite that 
Σwi = 1, where λmax is the largest eigenvalue in matrix A. 
Because of matrix A properties λmax ≥ n, the difference λmax 
- n is used in measuringes timations consistency. With 
consistency index CI = (λmax − n)/(n−1) measure of 
consistency can be calculated: 

 
CR = CI/RI 

 
Fig. 3 Matrix A 

 
The next step is to determine the set of weights that are most 

consistent with the estimates of the relative importance of the 
criteria. This can be done in several ways. In the method 
developed by Saaty [2], the calculation of the weights is based 
on a relatively complex mathematical apparatus, using matrix 
algebra tools. The results are values associated to eigenvector 
of maximum eigenvalue matrix.  

The calculations are quite complex, so it is necessary to use 
a dedicated program. 

But in practice, we provide a simple method of calculation, 
which gives the same result with two decimal places: 

• Calculate the geometric mean of each row of the 
matrix. 
• It calculates the sum of the geometric mean. 
• Normalized geometric mean. 
 

IV. RESULTS AND DISCUSSION 
The system allows both measurements using dedicated 

equipment, and with the help of sensors and acquisition board. 
Measurements can be performed with the help of the mobile 
laboratory. 

Monitoring points were established to evaluate the 
impact of road traffic on environment and implicitly on 
people. 

By example, in the system, concentration measurements of 
carbon monoxide can be achieved using MG-811 sensor. Also 
this sensor is good for measurement CO concentration. This is 
an onboard signal conditioning circuit for amplifying output 
signal and an onboard heating circuit for heating the sensor. 
The MG-811 sensor is basically a cell which gives an output in 
the range of 100-600mV (400—10000ppm CO2). The 
LMC662 is used as the amplifier because of its ultra-high input 
impedance. According to the datasheet of MG-811, this sensor 
require an input impedance of 100-1000Gohm. This sensor 
need one analog input and one digital for connect the sensor to 
Arduino Mega Microcomputer. The Arduino Mega is a 
microcontroller board based on the ATmega1280. It has 54 
digital input/output pins (of which 14 can be used as PWM 
outputs), 16 analog inputs, 4 UARTs (hardware serial ports), a 
16 MHz crystal oscillator, a USB connection, a power jack, an 
ICSP header, and a reset button. It contains everything needed 
to support the microcontroller; simply connect it to a computer 
with a USB cable or power it with a AC-to-DC adapter or 
battery to get started.  

 The block schema is presented in figure 4. 
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Fig. 4 The block schema of conection, sensor to microcontroller 

 
 The data obtained through hardware presented will be 

analyzed in Labview software.This permitted: 
• Easy used Arduino digital input/output , analog 

input, I2C, and Serial Peripheral; 
• Interface from LabVIEW; 
• I/O engine sketch to load on Arduin; 
• Communication wireless via XBee or Bluetooth; 
• Loop rates: USB tethered (200 Hz) and wireless 

(25 Hz); 
• IDE arduino sketch and LABVIEW toolkit VIs 

help to specification functionality. 
 The panel of this virtual instrument is shown in figure 5. 
 

 
Fig. 5 The panel of CO concentration part of the system of 

automatic aquisition, processin and analyze data 
 

Furthermore, we will present one of the most important 
parts of the automatic acquisition, processing and analysis of 
environment data system, which is the analysis of the AHP 
multi-criteria method implemented within the system. The 
virtual instrument created in this system is based on objected-
oriented programming. The input data is processed by using 
the LabVIEW functions. With the help of these functions the 
data is memorised in a database, in order to be further used in 
the realization of the objected classes for the generation of the 
intelligent maps of the Geomedia Professional Software.  

The system allows measurements for the diverse polluting 
chemical factors, like: NOx, PM10 dust and ozone. 

The multi-criteria analysis that we will further present it is 
based on real measurements of the NOx, PM10 dust and ozone 
made in 4 different points from Sibiu: Union square, Alba-
Iulia street, DN 1 306 km and the Sub Arini park.  

The virtual apparatus projected for the realization of the 

multi-criteria analysis works as follows: 
• A subjective appreciation of the importance of each point 

stated above is made depending on the number of vehicles, 
number of people that are found in that concrete point at a 
certain time. The comparison matrix of pairs is realized, the 
weight of each observation point is calculated, the priority 
vector Lamda, CR and CI are being calculated. The block 
diagram are presented in figure 6.    
• Depending on the measurements made for each of the 

polluting factors, the virtual apparatus will calculate the weight 
of each polluting factor from the observation points taken into 
account, figure 7. 

 

 
Fig. 6 The diagram of VI for measurement points in AHP analysis 
 

 
Fig. 7 The panel of VI for all polluant factors 

 
• Finally, the matrix of polluting factors is obtained. This 
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will be multiplied with the observation point’s weights 
matrix. The virtual apparatus allows the determination of the 
most and least polluted observation point, depending on the 
subjective appreciation made upon them and also, 
depending on the weight that each polluting factor has in the 
observation points. The final results are presented in figure 
8.  

 
•  

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 8 The matrix of weght for polluant factors and final matrix 
with results 

For the presented example we can observe that the most 
polluted point is DN 1 306 km, followed by Alba Iulia street, 
Unirii Square and, as expected, Sub Arini park.  

The presented system allows the automatic memorization of 
data measured and processed in ACCESS database. This is 
very important for the GIS Maps generation. The ACCESS 
table in which the data is saved is in this way projected, as for 
it to hold the specific object class attributes, which will be 
presented in the map that will be generated using the 
Geomedia Professional Software, in figure 9.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9 The map with the observation points and database 
connection 

 
V. CONCLUSIONS 

 
The automatic system for the taking over, processing and 

data analysis allows obtaining the object class attributes used 

for generating the intelligent maps.  
The data are taken over and processed using the objectual 

technology and the implemented functions in LabVIEW. Plus, 
the system offers the possibility of the data analysis through 
sensors, microcontrollers, acquisition boards and specific 
apparatus, which is highly unused in the current literature. The 
multi-criteria analysis is made depending on the user’s will. 
The elaborated system is very important because of the fact 
that it excludes the intervention of the human factor in the 
acquisition process, taking over and data memorisation.  

In the future the system will be extended by using other 
analysis methods, like for instance the TOPSIS method or 
other optimization technics based on genetic algorithms. Also, 
it is very important the automatic generation of the pair 
comparison matrix, depending on the factor’s values  
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Abstract— As ports are worldwide centers of intermodal 
changing in transportation of goods, since last years of the 
nineteenth century are increasingly equipped with lifting and 
cargo transportation equipment. By this way, both the massive 
mechanization of the activities and the evolution of 
automation technologies opened the window of opportunity to 
change processes and use of systems with automatic controls, 
as long as the number of dockworkers decreases. In several 
industrial plants, the effects of these changes are quite visible, 
as long as result in increased production and lower risk 
exposure. However, from the point-of-view of jobs 
opportunities, the inverse is not strictly proportional, in 
comparison with significant people reduction. The use of 
robots in industrial manufacturing led to the emergence of so-
called lights out processes or dark factory. Considering the 
new trend in progressively mechanized/automated cargo 
terminals, the displacement of port workers for other activities 
is very real and intense. Regarding some peculiarities and 
characteristics of multipurpose terminals handling in ports, 
will this trend dominate for the foreseeing future? This article 
discusses this question in three parts: automation, port 
automation and the effects of mechanization, automation and 
possible consequences for jobs and work in ports. 
 

Keywords— Automation, Port Automation, jobs and workforce.  

I. INTRODUCTION 

HE cargo movement in ports undergone a worldwide 
transformation. The infrastructure of port waterfront, 
berths, facilities have evolved considerably, making it  
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capable of supporting efforts from load requests of thousands 
tons arising from equipment appliances mounted.  

The mechanization and the introduction of container led to 
the reformulation of shipping transport and the whole 
operation in ports. The automation of port systems brings 
continuous advances. Cargo handling reach increase amount 
meanwhile, for workers, it is observed a severe reduction of 
jobs. This paper addresses this issue in three stages: 
automation, port automation port and discussion of the effects 
on dock work. 

According to historical records dating back to 270 BC, 
Vitruvius studied possibilities of a clock powered by water, 
apparatus referred to as rudiments of automation. 

In productive activities, it is considered replace work and 
human efforts by devices and equipment that have better 
overall result, concept called mechanization.  

In an applied way, we have the progressive use of tools and 
systems based on physical principles related to: work, 
momentum, power, hydraulic and pneumatic pressure, wind, 
gravitational, thermal, electric, solar power, etc… 

The development of mechanisms and equipment and its 
incorporation into the organized production dates back to the 
period of so-called Industrial Revolution, with the classic 
example of the looms with drives the steam produced in 
boilers and mechanical sets of motion transmission as 
cylinders, piston, piston rods, shafts, pulleys, rotors, cams, 
distribution gears, etc. 

According to Mamede Jr [1], "from the industrial 
revolution, muscle strength gave way to machines," by 
mechanized production. 

The systematization of productive activities allowed the 
occurrence of the second industrial revolution, the 
implementation of the assembly line, in the early years of 20th 
century, with the large-scale production of the products. 

Therefore is widely accepted that the process of 
mechanization is a preliminary step in gradual trend on enroll 
in to automation systems. 

Automation sets the basis for the third industrial revolution, 
the revolution resulting from the digital age. Thus, in a reverse 
cycle, a large scale production provides a possibility for 
manufacturing using high technology even for few quantities 
with compatible costs, starting with sophisticated sets as jet 
engines. 

Port operation – increase of automated systems, 
decline of workforce jobs? 

Aureo E. P. Figueiredo, Ricardo de D. Carvalhal, Sérgio Hoeflich, Letícia Figueiredo, Sergio L. Pereira, 
Eduardo M. Dias  
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II. INDUSTRIAL AUTOMATION 
Some authors indicate Automation is a neologism from 

automation, and refers to the use of technology to facilitate the 
work of human or extend their physical and mental capacity. 

Control and automatic control refers to the use device 
(controller) that without the help of human action make a 
system behave the way you want. 

Among the areas of knowledge involved in automation, we 
have the inter sciences: mechanical, electrical, electronics, 
telecommunications and information systems. 

This consideration is quite important, as they relate Zugge, 
Pereira, Dias [2], "the problem is frequent considerable that a 
lot of information does not create any knowledge". In 
addition, recommend for the improvement of systems the 
integration between IT (Information Technology) and AT 
(Automation Technology), "Nowadays some companies are 
investing a lot of money and effort to integrate IT and AT. 
However, some companies have not been achieving the 
success they expected “which indicates the complexity of this 
improvement”. 

 

III. HIERARCHY LEVELS OF INDUSTRIAL AUTOMATION 
Industrial automation can take various roles in industries, 

since the automation of an operation to a large set of 
sequential activities, with the participation of so-called 
industrial robots. 

Facing to the diversity of production processes, there are 
different types of classification called Automation Level. The 
table below shows the traditional model Purdue Reference 
Model, levels basis for the standard ISA 95. 

 
Table 1 - Purdue Reference Model PRM 
Levels Description 

5 Business Systems, strategic planning and 
corporative management 

4 Plant level, production and programming, ERP, 
MRP and MES 

3 Operation Unit Level 
2 Machine/Process Automation Level 
1 Controller Level 
0 Sensor/Actuator level 
 
Lydon, B [3]  points to a technology evolution that could 

simplify that level hierarchy, as “more controllers are 
supporting multiple Ethernet ports to interact directly with 
industrial and business network that exists throughout 
industrial plants”.   

In other way, Rother M Harris R. C , [4]  describe a 
hierarchy that consider systems subdivision with different 
levels of automation in its subsystems or processes, also said 
semiautomatic, where there is partial involvement of manual 
action. 

 
 
 

 

 
 
And also explains "level three offers the most efficient and 

flexible combination of the movements of the operator and 
materials.” 

 

IV. PROCESS AUTOMATION – INDUSTRIAL PLANTS 
The market competition makes the automation of processes 

in the industrial area a very important condition, with the 
increasing deployment in the assembly lines of automated 
procedures, using robots and mechatronic devices. 

By the automation of production, the industrial sector has 
advanced considerably with the introduction of robots in 
assembly lines. 

In a compact physical space of the production line, robots 
replace humans with speed and efficiency, especially in 
repetitive and dangerous tasks with greater potential risk of 
accidents. 

The nature for the related process has distinct impacts 
behold production conditions usually defined in industrial 
plants. 

For production planning, the limitation of time and space, 
with constant repetition of movements, paths and routes are 
likely to be supplied and standardization within the degrees of 
freedom of movement of robots. 

An important reference is called standardized time, or 
simply takt time, that Rother M, Harris R. [5] at LEAN 
methodology describe as "the rate at which the finished 
product needs to be completed in order to meet customer 
demand," so, described mathematically, takt time is: 

 
Available time for production / required units of production 
 
Nowadays, the digital hortator beats by software and 

hardware the rhythm of industrial operations. 
 

V. PROCESS AUTOMATION – INDUSTRIAL PLANTS, DARK 
FACTORIES  

Many industrial manufacturing units are named 
manufacturer, referring to the Latin word for to handmade, or 
handcraft, i.e. to make something by manual skills. Industrial 
sector uses strongly automation on the assembly lines 
considering the usage of robotics, mechatronic devices, 
pneumatic systems and other types of automated systems. 

Conditions defined for industrial plants as production and 

Table 2 - Adapted from Rother M. Harris R,.LEAN directions 
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process characteristics favored this transformation. 
The growth of this production system induces, at its limit, to 

a highly robotized production environment, where the man 
participation is minimal, practically restricted to the 
supervision and control of the continuity of processes. 

This automation, robotics where the drive eliminates the 
lighting, result "manufacturing lights out" processes, and 
industrials plants also known as "dark factory". The need for 
lighting is the human controller of the process, at least for 
repairing, adjusting jam although mainly focusing on system 
supervision. 

This situation was not yet effective for several reasons, 
including the complexity of the robots and their high costs of 
implementation and operation, requiring expensive specialists. 

Still, some areas of production such as plastic injection, 
laser cutting and printing have made significant progress in 
automation. 

The increased use of robots in factories will be possible 
with the advancement of technology, allowing less expensive 
costs of acquisition and set up robots, in order to simply the 
operations in great scale, and even more productive. 

Currently, industrial production processes still consider as 
high valuable the participation of man, in new tasks in which 
the abilities and skills are useful.  

VI. PORT  AUTOMATION - INTRODUCTION 
The application of automation in port processes in the 

movement of goods led to structural changes. 
As well known, the transportation of goods from the coast 

to the vessels along centuries was performed by smaller boats 
- with the climatic difficulties of sea currents and waves. 

This situation stimulated, where possible, the construction 
of precarious wooden structures to where the draft allowed 
positioning the vessel, for a dry access to the ships. 

The building of safe pier docks with solid structures in areas 
protected from the weather (and also from pirates), brought 
the ship moored closer to waterfront,  accessible platform for 
animals and land transport vehicles, and implementation of 
deposits near the berth, adjusting production to ship traffic. 

The stable bases permitted to developed specific equipment 
for lifting and transport of loads that, according P. Alfredini, 
E. Arasaki .[6]  should consider the continuity of operations 
without times waist in intermediaries of equipment operations, 
by the use of temporary storage areas with multifunctional 
devices. 

VII. AUTOMATED VESSELS 
The continuous advancement in technology brings every day 

new automated ways in the movement of goods. Therefore, 
companies started to design cargo carriers without onboard 
crew, considering remote operation. 

This condition has resistance in several countries, facing to 
the current lack of security guarantees, mainly environmental. 

On the other hand, presents itself as a perspective for the 
near future, operating in the marine environment like the 
drones aerial vehicles VANTs (unmanned) or VARP 

(remotely piloted). 

VIII. AUTOMATED TERMINAL 
In containers terminals, the fundamental rules of logistics 

guide the design of load plans by the ship planners, 
considering the sequence of ports at which the ship will 
operate, according that “the first a load is boarded the latter 
will be removed”. 

The relative position of the containers in the ship hold, 
(inside), or on the deck (outer), is referenced spatial 
orientation relative to the ship (bow, stern, portside, 
starboard), according to the position set on the loading plane 
array. Bay (longitudinal) and row (transverse) consider a 
horizontal plane, and the vertical tier position.  

Fig. 1 presents the bay, row and tier positioning. 
    

  
 

Fig. 1 - Bay, row and tier positioning. Containers loading matrix. 
Image adapted from Oceanica UFRJ. 

 
Regarding its capacity containers, vessels are indicated as 

shown at table 3. 
 

Table 3 - Adapted from oceanica UFRJ 
Number of TEUs Vessels Types 

< 1000 Small feeder 

1001 - 2800 Feeder 

2801 - 5100 Panamax 

5101 - 10000 Post Panamax 

10001- 14500 New Panamax 

> 14500 ULVC Ultra Large Container Vessel 

 
Nowadays one of largest ship in operation at the time, 

CSCL Globe, with a capacity of 19,000 TEU, moored in 
Rotterdam in January 2015. It also announces the construction 
of a new ship for more than 20 thousand TEU. 

For the East-West route, the main in terms of cargo volume, 
these super ships are supposed to operate mainly in the future 
channel of Nicaragua with planned capacity for vessels up to 
25,000 TEUs or 400 thousand tons. The Panama Canal, even 
with the current expansion, had its capacity increased up to 
15,000 TEUs or 150,000 ton (New Panamax). 

IX. AUTOMATED OPERATION IN CONTAINER TERMINAL 
When ship is moored at the pier and its position is 

validated, this condition also validates up the spatial position 
of each container indicated in the matrix structure of the cargo 
plan, allowing the start of operations. 

From the ship plan, based load plan, along with the 
movement of the lifting equipment, an automated operation 
the “carousel" of trucks driven by programming can start the 
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journey with stroke and established operation, integrated with 
other equipment such as reach stackers, RTG (rubber tired 
gantry crane) RMG (rail mounted gantry crane) transporters 
and quarry gantry cranes. 

Port operations Multi cargo ports:  
 

Producer to → Regulator yard→ Port Terminal →  ship 
Generic boarding algorithm 

 
Port operations could be realized in many levels of 

mechanization and automation. Equipment considered for 
each material and mode of transport, road, railway, waterway 
and pipeline. In smaller scale, the use of lifts and airport 
connections systems. 

X. OPERATION WITH CONTAINERS – GENERIC BOARDING 
ALGORITHM 

 
Producer to Regular Yard Port Terminal Ship 
Truck 
Arrival 
Notification 

Standby 
Scheduling 
Authorization 
Continues 
Trip 
 

Access 
Identification 
Positioning 
Control 
Equipment 
Discharge 
(forklift/reach 
stacker /rtg) 
Loading 
Truck 
Transport 
Positioning 
Quarry 
Crane/LTM 

Receipt 
Positioning 
Bay/Row/Tier 
Lashing 
Liberation 
Ship Deliver 

 
This is a type of mechanized operation with good prospects 

for automation in ports and terminals. 
Since receiving the container in the terminal entrance, 

access control, positioning in the courtyard, integration into 
the cargo plan, the mobilization to the sideline, loading on 
board in ship hold or deck. 

On arrival at the port of destination, repeat the sequence in 
reverse order, according to the containers schedule. 

 
 
 
 
 
 
 
 
 
 
 

XI. OPERATION OF DRY BULK – GENERIC BOARDING 
ALGORITHM 

 
Producer to Regular Yard Port Terminal Ship 
Truck 
Arrival 
Notification 

Standby 
Scheduling 
Authorization 
Continues 
Trip 
 

Access 
Identification 
Positioning 
Control 
Equipment 
Discharge 
(Hopper/Elevator/ 
conveyor/Tripper) 
Load (Carrying 
Shovel) 
Hopper/Elevator/ 
conveyor 
Ship loader 

Cargo 
Hold 
Receipt 
Liberation 
Ship 
Deliver 

 
The solids unpackaged, bulk are generally derived from 

products:  
• Vegetable - sugar, cereals (maize, soybeans, 

wheat, and others) pellets. These products are 
dependent of protection against moisture and must 
be packaged in appropriate warehouses.   

• Minerals: sulfur, phosphate rock, bauxite, salt, coal 
and raw materials for fertilizers among others. 
According to the particle size and other physical 
characteristics, the products could stay in a open 
yard. 

The packaging of bulk solids requires protection systems 
and environmental control, and workers. According to the 
particle size and other physical characteristics, plant products 
are flammable and require protection systems and firefighting. 

Ships for bulk solids transport must be equipped with the 
appropriate holds to receive loads, busy with cargo equipment 
or continuous discharge or batch. 

Table 4 describes capacity for bulk carriers. 
 

Table 4 - Capacity for bulk carriers. Adapted from  
http://www.worldtraderef.com/WTR_site/vessel_classification.as
p 

Capacity dwt Vessels Types 

10.000 to 30.000 Handy Sized 
30.000 to 50.000 Handy max 
50.000 to 80.000 Panamax 

80.000 to 200.000 Capesize 
>200.000 Very large ore carriers 

400 mil ton Valemax 
 
The bulk solids for export is received at the terminal from 

trucks, waterways barges or rail cars with discharge hoppers. 
For the unloading of trucks is often the use of the truck lift 

system, and gravity unloading the posterior position of the 
cart. 

Railway wagons have bottom opening and systems to 
discharge directly into the hoppers. 
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The hoppers are willing transported on belt conveyor for 
yard or warehouse conforming trapezoidal piles from mobile 
discharger from a structure tripper. 

Another form of storage are warehouses of grains, generally 
circular and high dimensions that generates concentrated 
loads, which require special soil foundations. 

At the boarding operation, bulk is loaded with belt conveyor 
that carry the products directing to the holds of ships 
equipment called ship loaders. When are used bags the ship 
loaders are provided with a dispensing reel. 

In reverse operation, the ship unloader, the discharger 
removes the vessel's hold material grabs or suction, according 
to the product characteristics. Hence, after discharge into a 
hopper, it is transported to the warehouse or directly to trucks 
and wagons. 

XII. LIQUID BULK – GENERIC BOARDING ALGORITHM 
 

Producer to Regular 
Yard 

Port terminal Ship 

Ducts 
Notification 
Pumping 

Receipt 
Stock 
Scheduling 
Connection 
Ducts 
Notification 
Pumping 

Receipt 
Stock 
Scheduling 
Connection 
Ducts 
Notification 
Pumping 

Cargo Hold 
Receipt 
Liberation 
Ship Deliver 

 
Traditionally, liquid bulk is one of the most automated 

forms of goods handled in ports. The predominant cargo are 
fuels of mineral or vegetable origin, vegetable juices, liquefied 
gases, chemicals. 

They always are careful operations that require strict 
compliance with safety standards to avoid disastrous 
occurrences. 

The placing product in tanks requires holding basins for any 
leaks, level control devices, pressure, and temperature. In the 
discharge and suction operations, the safety valves have 
special care, as well as grounding systems and prevention 
systems, monitoring and automated firefighting. 

It is known that even small electrostatic charges may cause 
sparks and harmful consequences in environments with 
potentially flammable materials and explosives. 

The liquid bulk from tanks is pumped into the vessels hold; 
all with the preventive measures the terminal itself or port 
PAM - Mutual Aid Plan - when necessary Publication 
Principles 

 
 
 
 
 
 
 

XIII. GENERAL CARGO - GENERIC BOARDING ALGORITHM 
 

Producer to Regular 
Yard 

Port Terminal Ship 

Truck 
Arrival 
Notification 

Standby 
Scheduling 
Authoriza- 
tion 
Continues 
Trip 
 

Access 
Identification 
Control 
Equipment 
Discharge 
(Forklift/Reach 
Stacker/Rtg) 
Loading Truck 
Transport 
Positioning 
Quarry crane 

Receipt 
Positioning 
Bay/Row/Tier 
Lashing 
Liberation 
Ship Deliver 

 
Products not classified as containers or bulk are referred as 

general cargo. 
Several products are moved packed in bags of various sizes. 

More recently, in large bags. Also drums, coils, profiles, 
ingots, bales, etc . 

Transport could be combined on wooden pallets or tied 
pieces or slings 

Still under the general cargo designation are included big 
parts of project cargo or special sets or large unit equipment, 
volumes or masses, such as turbines, electric transformers, 
rotors, locomotives, cranes, propellers of wind generators, 
quarry cranes, RTG cranes, wagons, locomotives, rails, ships, 
with brackets and specific lugs for connection of lifting and 
conveyance. If necessary, are used specific vessels for special 
transport. 

For this study highlights the cargo of wind propellers, the 
difficulties lifting, positioning and locking of packaging. 
There is no automation in this operation. 

XIV. PROSPECTS FOR AUTOMATION – IN ADDITION TO 
EFFICIENCY, SAFETY AUTOMATION IN TO THE PORTS 

About security in domestic and foreign concept of a port or 
terminal, highlights the IHMA- International Harbour Masters 
Association [8] is:  

 “Most, if not all, navigable rivers, channels, ports, harbors 
and berths are subject to danger from, for example, tides, 
currents, swells, banks, bars or revetments, traffic density and 
changes in depths.  

And continues: “Such dangers are frequently reduced by 
lights, buoys, signals, warnings and other aids to navigation 
and can normally be met and overcome by proper navigation 
and the handling of a vessel in accordance with good 
seamanship. And concludes: “The reputation of a Port is 
largely dependent on its safety record and efficiency. Any 
damage to a port’s safety record may affect on its reputation 
and by extension, its trade” Many ports have their own VTS – 
Vessel Traffic System, for controlling arrive, port activities 
and depart of ships. 

About safety, the commotion caused by accidents and 
personal injuries must be considered as the port environment 
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influences directly to the worker safety and integrity, his 
family, the work team, and even relationship social circle, 
feels the impact of any accident victimized by the worker. 

Accidents tend to cause breakdown of the teams motivation 
contaminating the work environment, underscoring due to 
their frequency and severity. 

However, how society acknowledges and judges accidents? 
Thus, the moral and social losses are exacerbated by the 

ratio of fatalities and perception, as presented in IMO-FSA 
[9], which demonstrates the public aversion to accidents when 
he says: 

"Society in general has a strong aversion to accidents with 
multiple victims. There is a clear perception that a single 
accident victims in 1000 is worse than 1000 accidents in 
which dies (kills) a single person." 

If, on the one hand there is a spectacle more severe injuries, 
on the other notes to popularization of smaller, affecting the 
balance of his analysis and correction. Mechanized equipment 
and automated systems must have operation conditions that 
preserve people that operate them. 

 

XV. PORTS, AUTOMATION AND PRODUCTION WORKFORCE 

A. Socioeconomic aspects and conflicts at work. 
The implementation mechanisms with increasing 

production capacity have correspondence with the reduction of 
jobs in these activities. This situation led to armed conflict as 
referred to historically playfulness, social movement in the 
second decade of the nineteenth century. 

Led by Nelson Ludd, aggregated workers who mobilized 
against replacing workers with machines, invaded industries 
and breaking equipment. Afterwards, unions appeared to 
collectively fighting over workers' rights. 

B. Automation and work 
On systems with self of automation, should be avoided 

human presence restricted to authorized circulation areas, so 
should not remain people to avoid accidents, even with sound 
from handling equipment when moving. 

It is what is observed at the terminals where automation is 
implemented progressively reducing up the human presence in 
the courtyards. These act in the control and supervision of the 
process steps. Centralized automation system provides a 
possibility for the operator to monitor and control field area by 
checking high-resolution cameras. An actual example is the 
Euromax terminal in Rotterdam. 

These terminals due to their level of automation seem like 
ghost terminals, where is not allowed people stay in the cargo 
area. 

Its main feature is the reduction and even elimination of 
direct human participation in the activity, with the man in the 
monitoring and supervision. It follows from the cost savings 
resulting from energy saving, and materials, improving the 
accuracy and quality of operations. 

The automation of operations and processes frees man's 
work in repetitive activities and unfavorable conditions in 

which there is discomfort and potential risk of accidents and 
illnesses. The reduction of costs related to the work reflects 
the lower application hours and related charges. 

So with less human involvement, expected better quality 
and productivity, with fewer accidents due to fatigue and 
tiredness. Additionally fewer complaints and wage demands. 

However, even in the most automated processes in dark 
factories, have not yet reached projected results, the basic 
finding of the operational difficulties of adjustment processes, 
which confirms the finding that the most important in the 
production process are people prepared to realize it and 
driving it. 

Hence the contribution that experience and knowledge are 
fundamental to success in the processes. They should be the 
subject of care in their preservation and enhancement for 
transmission to reviewers. 

C. Port jobs and workforce 
Process automation - terminals and non-specialized port 

facilities 
The goods handling environment in the ports of various 

loads differs significantly, almost in opposition of the 
processes in industrial plants, since in them notes the diversity 
of goods, work areas, actions to develop and mainly of agents 
who perform, workers. 

For the workers, every period change the places where carry 
out the activities, ships to be operated, the corresponding 
goods and procedures, co-workers, the hot / cold climatic 
conditions, the periods of day / night, natural light or artificial, 
or even the night pitch of the paths between rows of 
containers. 

In cases where partners and staff members are permanent, it 
is natural to develop collective skills, interaction for 
knowledge, in synergy characteristic of team game that allows 
influence for improvement. 

In these teams, alternating hierarchy at every turn, 
knowledge also requires frequent training to perform multiple 
tasks, lead and organize. 

The intensive use of human labor in working conditions 
under hard working conditions, characterized long period until 
start the utilization of large equipment mechanization that 
caused the deployment of people.  

At the beginning of the use of clamshells as implements of 
cranes for bulk handling, tells us T.C. Zotto .[7] about the 
gunshots from angry workers in the first grabs, similar to 
actions such as the attacks and destruction of equipment of the 
industrialization period. 

From the port worker point of view, even arduous working 
conditions are important to support subsistence of themselves 
and their families. Hence the historical reaction to processes 
that reduce jobs. 

However, for a long time, the man remained the major force 
element in the movement of goods on board ships and ashore. 

The use of lifting equipment and cargo handling evolved the 
capacity of quickly load ships to increase the number of trips 
and dispose of goods to destination markets. This evokes the 
observation of K. Marx [10] in the mid-nineteenth century: 
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"You can ask if all the mechanical inventions made so far 
lightened the daily work of any human being", since the true 
intention of the capital was to reduce the price of the goods. 

In contemporary terms, T. Picketty [11] manifests one of 
the expressions of this bias automation in his work "The 
capital in the XXI century", which argues that (r) rate of return 
on capital will fall slower than (g) rhythm economic growth.  

Hence, if it is sufficiently easy to replace workers with 
machines, if the elasticity of substitution of capital for labor is 
greater than one, widen the gap between r and g. thus 
concludes an immediate consequence of redistribution of 
income, workers in return for capital. 

D. Changes in dock work - Containers, production and 
jobs 

Port work at early years of the twentieth century was still 
essentially manual. Huge queues of workers carrying bags in 
the back were the typical views of labor between warehouses 
and ships. 

At the end of the twentieth century and the beginning of the 
current, was the multiplication of cargo movement, fostered 
by the dynamics of the economic situation and facilitated by 
the automation of processes, with the "revolution" world due 
to the intensive use of containers, with loads of all kinds put in 
charge safes. 

This conceptual change leads to what F. Bruno et al. [12]   
refer to "the simple thing the container did was sharply lower 
the cost of shipping goods from one place to another. 
However, the container revolution also changed the mechanics 
of shipping: the logistics, the speed and capital's structure ". 

Add that the use of containers provided for the conditions, 
and the mechanization of the operations, the automation of the 
terminals. 

“that containerization is a monument to most powerful law 
in economics, that of unanticipated consequences””.  

And about jobs reduction, continues Fabiano [12]: “labor 
leaders feared the container, but even they were not prepared 
for the speed with which destroyed ”water-front-job”, against 
the prediction of 30% reduction, in reality 75% has vanished 
by 1976”. 

Port activities implementation are traditionally held by 
temporary contracted workers, strongly aggregated into their 
own unions, with great tradition of defending their categories. 

How then place the reduction of temporary dockworkers? 
The Brazilian law of port modernization has established the 
creation of OGMO - Organization for Labor Management, by 
replacing the workers of the Port Authority. In addition, 
policies for training and redeployment of workers. 

Modern equipment has operational characteristics that allow 
the operator to go through a preliminary training simulator to 
know the movements and possibilities. Then, when it is 
demonstrated the ability (skills) enough, supervised training 
takes place in own equipment under limited conditions to 
acquire the resourcefulness needed to take the solo operation. 

Equipment manufacturers developed simulators systems 
with workplaces similar to the operating equipment, sensors, 
controllers and speed adjustment devices, range, and other 

control measures of the operation. 
Thus, the increasing mechanization and automation in port 

and multipurpose cargo terminals are incipient, and 
progressively increased by the incorporation of technologies 
directed to the speed and intensity of movement, creating 
complex situations that require constant attention. 

 

XVI. CONCLUSION 
About automation influence in production activities, 

McMillan [13] observes that: “People make errors. 
Automation has been very successful at reducing these errors 
although it may just be relocating human errors to another 
level.” 

In addition, continues, “A person is still needed for 
performing cognitive-based tasks, as another system check 
and provide needed flexibility for unexpected events”.  

When people experimented is been pushed away from the 
workforce, more specialists systems are required, to support 
decisions. The results may be not the same. 

Thus, for multimodal terminals and ports, the present 
situation is certainly still far away from the so-called ghost 
terminal, where intense automation and consequent reduction 
- invisibility - the absence of human work would be the 
compared to dark factories of industrial activities. 

If, for advanced cultures is understood that automation 
displaces people from dangerous function, painful and 
exhaustive, more and more the training people to work in 
automated systems is required for repositioning of workers. 

Ports applications of automated systems must preserve for a 
long time the workers contribution, based in skills and 
experience, ability for prevent and problems solutions. 

 

REFERENCES    
[1] J.Mamede Jr, “Instalações Elétricas Industriais”, Capítulo XIV 

Automação, Ed. LTC, 2007, p 633. 
[2] C.T.Y. Zugge, S.L. Pereira, E.M. Dias, Integration of Information 

Technology and Automation: Facilitators and Barriers”. WSEAS 
transactions on systems and controls, issue 5, v 5, 2010 p 372.  

[3] Lydon, B. “Simplifying Automation System Hierarquies” 2012 Editor 
Automation.com acess march20,2015. 

[4] Rother M.  Harris R,. “Creating a continuous flow” Publ. LEAN 
Enterprise Institute, 2001 p13. 

[5] R.Harris, “O nivel de automação ideal” acess march 2015                                                 
http://www.lean.org.br/comunidade/artigos/pdf/artigo_43.pdf,  

[6] P. Alfredini,,;E.  Arasaki,  Engenharia Portuária, p 770, Ed. Blucher, 
Brazil 2014 

[7] T.C. Zotto, “O trabalho de Estiva – Modernização e Tradição, os 
desafios da tecnologia e da gestão no cais, SP LTr, 2002. 

[8] Harbour Master Nautical Safety and Port Environment. Available: 
http://www.harbourmaster.org/hm-port-safety.php. Access: March 
2015  

[9] IMO International Maritime Organization - Amendments to the 
guidelines for formal Safety Assessment (FSA) for use in the IMO 
Rule-Making Process (MSC/Circ.1023 - MEPC/Circ.392) FN 
Diagrams  oct16 2006. 

[10] K.Marx The Capital  Livro 1 n 1, Ed. 70 Lisboa, 1979 p. 69 
[11] T. Picketty The Capital in the XXI Century, 
[12] B. Fabiano, F.Curro, A.P.Reverberi, R.Pastorino.“Port safety and the 

container revolution, A statistical study on human factor and 
occupational accidents over the long period” – Chemical and processes 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 265

http://www.lean.org.br/comunidade/artigos/pdf/artigo_43.pdf
http://www.harbourmaster.org/hm-port-safety.php


 

 

engineering department “G.B. Bonino” University of Genoa, Italy. 
Safety Science 48 (2010). 

[13] McMillan, G.K. “Process Industrial Instruments and Controls 
Handbook”, McGraw Hill 5th ed. 1999, pg 8.18 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 266



  
Abstract—This paper aims at presenting a pilot project for the 

implementation of a system of traceability of medicines in the 
largest Public Hospital complex in Brazil, Hospital das Clínicas, so 
that it is able to comply with the regulations of the Brazilian 
National Medicines Control System. Firstly, it introduces the 
background of the track and trace regulation in Brazil and its 
impact on Hospital das Clínicas. Secondly, it discusses track and 
trace implementation processes in five other countries, comparing 
their experiences. Then it presents and comments on the specific 
features and challenges of the Brazilian law, before proposing a 
pilot project for Hospital das Clínicas. This pilot project underlines 
the importance of an effective model for the implementation of 
track and trace mechanisms in the whole medicines supply chain.  
 

Keywords—Traceability of medicines, SNCM, pilot 
project, RDC54/2013, public hospital.    

I. INTRODUCTION 
ncreasing efficiency in the health care system is one of the 

main responsibilities of any government. In this process the 
correct use of medication is a key factor. Today in Brazil 
there are three predominant irregularities to be faced in 
order to contribute to improvements in the use of 
medications. They are the following: 

a. Use of medicines without certified origin, due to 
falsifications, contraband, and product robbery 
during transportation; 

b. Sales of medications without therapeutic 
equivalence, fostered by bonuses given to 
pharmacies, which are paid by the downstream 
links of the pharmaceutical chain; 

c. Elimination of unsafe practices of transportation 
and storage of medicines, which can endanger their 
quality.  

The Brazilian government trying to improve patient’s 
security established medicines traceability across the 
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phamaceutical chain with the National Medicines Control 
System (SNCM), by passing Law 11.903 on January 14, 
2009 [1]. Law 11.903 was systematized by the Brazilian 
National Health Surveillance Agency (ANVISA) , through a 
Board Resolution, Resolução da Diretória Colegiada (RDC) 
n.o 54 in 2013 [2], detailed by norms contained in Instrução 
Normativa (IN) n.o 6 in 2014 [3], and clarified by a technical 
note, Nota Técnica (NT) n.o 1, in 2015 [4].  

The SNCM aims at preventing simultaneously the three 
main irregularities in medication use. With this aim, 
ANVISA conceived a unique logic model to regulate the 
operation dynamics of medicine distribution [5][6].  

Hospital das Clínicas of the Medicine School of the 
University of São Paulo (HC/FMUSP) is the largest public 
hospital complex in Brazil, with a capacity of 2,200 beds.  
The HC, as an important agent in the Brazilian health 
system, must have its operations comply with the demands 
made by Law n.o 11.903/2009 within the deadlines specified 
by RDC n.o 54/2013.  

Taking into account the pioneer aspect of the logic model 
proposed by ANVISA, the lack of empirical proof of the 
effectiveness of available technological solutions and the 
extent of operations of HC, implementation of SNCM 
becomes a highly complex activity, which must be carried 
out without adding costs for the patients or the institution. 

As there is no possible confirmation of a mapping of 
risks, their probabilities, effectiveness of risk-mitigation 
mechanisms, as well as strategies of reaction to them, this 
paper proposes, theoretically, a scope of execution of a pilot 
project for implementation of SNCM in HC.  

The execution of a pilot project in HC, supported by a 
holistic view and scientific rigor, is a valuable tool to 
accelerate the process of implementation of SNCM in this 
institution. The pilot project for HC has moreover the 
potential of collaborating to answer questions about the 
implementation of SNCM in the public sector, which is one 
of the main factors of doubt as to the feasibility of 
compliance with the regulations in the specified deadlines 
[7].  

The scope of the pilot project proposed in this paper was 
built based on analyses of: 

a. Five implementation experiences of systems with 
similar purposes (Turkey, Argentina, China, 
Europe, and the United States), which are pioneer 
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projects and represent significant improvements in 
global health care;  

b. Requirements defined by ANVISA; 
c. Present characteristics of HC in terms of  business, 

operational and technology processes. 
   The structure adopted in this paper consists of four 

topics which, in the order now presented, provide the 
following points: 

a. A comparative analysis of the models adopted 
globally; 

b. The presentation of the Brazilian model and a 
discussion of what this Brazilian model implies for 
the health system as a whole, for HC, and for the 
patients;  

c. The presentation of HC scenario and the proposal 
of scope for the pilot project; 

d. Conclusions and proposals for future studies. 

II. GLOBAL EXPERIENCES IN THE IMPLEMENTATION OF MEDICINES 
TRACEABILITY  

A. Medicines Traceability in Turkey. 
The Turkish medicines track and trace system is called 

ITS (abbreviation of İlaç Takip Sistemi  which in Turkish 
means "Medicines Traceability System"). Bearing in mind 
that the ITS has been operating since 2010, it can be 
considered a pioneer implementation. Medicines traceability 
in Turkey covers all medication commercialized in the 
country which receive a single mark at item level, i.e., on 
the medication’s secondary package [6][8]. The marking on 
the secondary package is made by a datamatrix two-
dimensional code. 

Traceability in the pharmaceutical chain in Turkey 
comprises manufacturers, distributors, hospitals, 
pharmacies, assistance organizations that need 
reimbursement with medication expenses, and the country’s 
health surveillance agency, "Turkish Medicines and Medical 
Devices Agency", which plays a crucial role in the process, 
as illustrated on fig. 1. 

In the Turkish model medicines traceability control 
consists of two layers: 

a. Corporate layer: In this layer the organizations 
which participate in the manufacturing and 
distribution of medicines have a system 
architecture dedicated to control: the receipt of 
valid serial numbers (in the case of manufacturers), 
the medicines movements within the organization 
to identify medicines with serial numbers, the 
permissions from the government layer to transfer 
the possession of medicines to another organization 
and, lastly, the report of internal movements 
considered critical by the surveillance agency.   

 

 
Fig. 1: Physical and logical flow of serialized medicines distribution in 

Turkey. 
 

Government layer: The government layer is responsible 
for controlling serial numbers liberation for medicine 
identification, for validation of transfers of possession 
among organizations that belong to the chain, for 
registration of movements, and for storage of track and trace 
data of medicines commercialized in the country.  

B. Medicines Traceability in China. 
A "China Food and Drug Administration" (CFDA), the 

Chinese health surveillance agency, determined the 
implementation of medicines traceability in China in waves. 
The first wave, which started operation in 2013, covered 
serialization of the pharmaceutical chain of medicines listed 
on the "National Essential Drug Lists" (NEDL) of 2009. 
After the first wave there followed a series of partial 
implementations, aiming at total completion of track and 
trace implementation in December 2015, with serialization 
and control by CFDA of all the products commercialized in 
the country  [9].  

In terms of control structure the Chinese model is similar 
to the Turkish model, in so far as both consist of two layers. 
The significant differences dwell basically: 

a. In the way in which manufacturers obtain 
permission to serialize medicines in the CFDA,   

b. In the set of movements that are controlled by 
CFDA in each link of the chain, and  

c. In the strategy of implementation adopted.  
Besides the differences mentioned above, the method 

used for marking medicines is also a peculiar feature of the 
Chinese system. In this system bar coding is the technology 
adopted instead of datamatrix technology [9]. 

C. Medicines Traceability in Argentina. 
In Argentina implementation of medicines traceability 

began with the publication of Resolution n.o 435 in 2011 by 
the Health Ministry [10], which was later detailed by 
"Administración Nacional de Medicamentos y Tecnología 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 268



Médica" (ANMAT) through Regulamentation n.o 3683, also 
in 2011 [11]. The track and trace scope follows the same 
line of the other nations, aiming at covering traceability of 
all medications commercialized in the country, by means of 
implementing the system in waves, the first of which has the 
goal of controlling traceability of products regarded as 
critical.   

Again, in terms of control the structure adopted is similar 
to the one in the Turkish model. Both consist of two layers 
and a surveillance agency which centralizes the control of 
critical movements within and among organizations.   

The main difference between the systems is their 
building. In the Argentinian system, the ANMAT formally 
adopted several components of the standard proposed by 
EPCGlobal11. Based on this fact it might be concluded that 
from ANMAT’s point of view the adoption of a global 
standard is a facilitating factor in the implementation of the 
system. 

 

D. Medicines Traceability in Europe. 
In Europe the implementation of medicines traceability 

was a public-private initiative began with a pilot in Sweden. 
The operational phase of the pilot lasted from September 
2009 to February 2010. Its scope was reduced, for it only 
included 14 manufacturers, 25 products, and 25 pharmacies.   

The implementation of medicines traceability in Sweden 
was the result of a joint effort made by the European 
Federation of Pharmaceutical Industries and Associations 
(EFPIA), the European Association of Euro-Pharmaceutical 
Companies (EAEPC), the Groupement International de la 
Repartition Pharmaceutique (GIRP), and the 
Pharmaceutical Group of the European Union (PGEU) 
[12].  

The aim of the project in Sweden was to gather 
information to support the development of regulations on 
medicines traceability in the European Union (EU). Based 
on that the European Falsified Medicines Directive (EU-
FMD) was published. It defines December 2017 as the final 
deadline for the implementation of the traceability system to 
be concluded. A further development of this effort was the 
creation of the European Medicines Verification 
Organisation (EMVO), a non-profit organization, kept by 
the medication registration holders, with the goal of 
providing the system, called European Medicines 
Verification System (EMVS), for tracking medicines in the 
EU member states [13]. 

The control model of the EMVS system consists of three 
layers: the corporate layer, the national layer, and the 
regional layer. The corporate layer is responsible for 
controlling the traceability events which take place within 
organizations. A regional HUB is fed by data from the 
registration holders, answering for the distribution of data 
about medicines to the national layer. The national layer in 
its turn is responsible for answering the information queries 

 
1 www.g1.com  

of pharmacies and distributors. 
It is important to point out that in the EMVS verification 
model of the medicine serial number in its regional layer is 
mandatory for the pharmacies prior to sale of the medicine 
and optional for the distributor.  

Two characteristics that differentiate the European model 
from the others are: 

a.  the optional query of the medicine traceability 
in the distributor, and   

b.  the transfer of responsibility for traceability to 
a non-profit organization.  

The non-mandatory feature of traceability in the 
distributor does not imply a greater difficulty of relating 
problems with medicine quality due to deviations from the 
good practices of medication storage and distribution. And 
the participation of a non-profit organization in the process 
may mean that, in comparison with other models, the 
traceability here could be implemented with less need of 
public investment. 

However, in spite of the fact that EMVO is a non-profit 
organization, in case the estimate made as to the prices 
charged for similar services by private companies in the 
United States and Brazil is really confirmed, the costs of 
association to the organization are significantly higher. This 
might eventually make it impossible for small manufacturers 
to become associated in EMVO, what can be actually 
understood as a deviation of its purpose in the sense of 
creating a commercial barrier to newcomers to the European 
market. 

E. Medicines Traceability in the United States. 
In the United States medicines traceability is a long-time 

demand, which began in California in 2004, when the bases 
for the concept of e-pedigree were established in order to 
prove authenticity of medicines by means of electronic 
documents concerning their movements in the chain [14].   

In 2013 when the Drug Quality and Security Act (Law 
113 – 54) was published, it was defined that medicines 
traceability would have national reach and that, similar to 
what had happened in other nations, the implementation 
process would happen in three waves [15]:  

a. In the first wave, with deadline set for 2015, 
traceability will occur at batch level, with 
verification and storage of movements; 

b. In the second wave, with its beginning set for 2017 
and its end in 2020, traceability will come to occur 
at the level of serialized items and boxes, again 
with verification and storage of movements; 

c. In the third wave, set for 2023, traceability will 
become mandatory at item level. 

The control structure of the traceability system in the 
United States, unlike what happens in the other countries 
analyzed, has only one layer. In the American model only 
the organizations that participate in the pharmaceutical chain 
are responsible for building medicines traceability.  
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The logic used in the model is one of transfering the data  
necessary to building a track and trace point to point system   
among the organizations and towards the patient. From this 
perspective, Fig. 2 presents the physical and logical flow of 
serialized medicines distribution in the USA.  

 

 
Fig. 2: Physical and logical flow of serialized medicines distribution in 

the United States.  
 
With the point to point transfer it is possible to recover 

the whole record of movements that took the medicine to the 
observation point, in any organization belonging to the 
chain. Furthermore, in this model terms, the agency can 
check such a record at any time. 

The American model strategy has a progressive feature of 
improvement of control over the authenticity of 
medications. In the first phase of implementation the 
consumer is able to retrieve data at batch level, i.e., retrieve 
data which confirm that a certain batch was sent to the link 
of the chain where the query is being made. In the second 
phase the consumer is able to confirm that the batch was 
sent to the link where the query is being made, as well as 
confirm that the serial number of the medication belongs to 
the set of numbers associated to the batch under scrutiny. In 
the third phase the consumer can check that the batch was 
sent to the link, that the serial number belongs to the set 
associated with that batch, and that it is expected that the 
serial number under scrutiny is in the link where its 
authenticity is being investigated.  

 Another feature that differentiates the American strategy 
from those of other countries is that it allows the 
organizations themselves freedom to define the best way of 
establishing communications control among the links of the 

chain. This flexibility of the model, which had already been 
recommended in the Californian law in 2004, brought about 
new elements to be considered in designing a track and trace 
solution [16] [17] [18]. Within the scope of this paper four 
aspects are pointed out: 

a. Volume of data: The concern with the volume of 
data stored and in transit among the links; 

b. Technological partnership: The feasibility of 
having a technology partner responsible for 
operating data exchange among the links; 

c. Governance: The definition of roles and 
responsibilities of organizations (manufacturers, 
distributors, retailers, technology partners, and 
surveillance agency) in view of flaws in the 
building of track and trace data; 

d. Standardization: The standardization of the 
architecture of systems, processes, data models, 
message layouts, and other elements necessary to 
building a track and trace system solution. 

III. MEDICINES TRACEABILITY IN BRAZIL 
 
The implementation of SNCM will happen in two phases. 

In the first, called pilot, the holder will have to prove the 
efficiency of his track and trace systems in three batches of 
medicines, from manufacturing to dispensation point. This 
phase is expected to end in 2015. In the second phase, which 
is supposed to end in 2016, the holder will have to expand 
the capacity of his systems to track all his products. 

In Brazil, similarly to what happens in the United States, 
the organizations which take part in the pharmaceutical 
chain are also resposible for the control of the SNCM. 
However, aiming to fulfill the goal set by the Brazilian State 
of employing medicines traceability to fight the use of 
medicines whose source is not certified, the 
commercialization of medicines with no therapeutical 
equivalence, and to eliminate transportation and storage 
practices that endanger the quality of medications, the 
Brazilian model differs from the American in the way 
control is made.  

In this aspect, the basic difference of the Brazilian model 
is that the medicine registration holder, manufacturer or 
importer, plays a relevant role in the process, answering to 
ANVISA for: 

a. controlling the movements of medicines within 
their operations; 

b. controlling the movements of medicines among the 
organizations that participate in the pharmaceutical 
chain; 

c. replying to ANVISA’s queries concerning the 
current positions of medicines commercialized by 
the company, as well as the sequence of 
movements which took the medicines to the 
observation position; 

d. monitoring the chain and notifying deviations in 
the process. 

For this to happen a point to point communications 
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connection between the registration holder and the other 
links in the chain is supposed to exist, making the 
registration holder the center of track and trace control of his 
medications. Fig. 3 presents the  physical and logical flow of 
serialized medicines distribution in Brazil. 

 
Fig. 3: Physical and logical flow of serialized medicines distribution in 

Brazil.  
 
In practice the SNCM nominates the registration holder 

leader in the process. Thus it is natural to expect the 
registration holder to be even more selective when it comes 
to choosing his direct and indirect business partners. Giving 
priority to better structured partners theoretically means 
having partners more capable of following good 
manufacturing practices (in terms of storage and distribution 
of medicines) and less subject to improper commercial 
proposals, such as bonus sales.  

Considering the number of agents in the pharmaceutical 
chain, a point to point connection among partners is not 
technically feasible. To solve this problem, there is the 
understanding that having a technological partner is 
essential in order to mediate communications among the 
links. This partner would have to: 

a. execute transactions of data transfer about 
possession of the medications among the 
organizations;   

b. make the exchange of messages generated in 
different standards possible ;  

c. validate the effectiveness of transactions; 
d. storage track and trace data about the  

medications; 
e. report queries of the agencies.   

Based on the convergence of issues raised during the 
analysis of the global models studied in this paper, we have 
prepared a set of points about the SNCM implementation,   

organized into five dimensions which can influence the 
implementation itself:  

a. Business model: The adoption of a technology 
partner is practically mandatory in the Brazilian 
model. Today the business model of technology 
partners consists of service fees based on the 
volume of medicines commercialized by the 
registration holders. These partners should be 
approved by private associations, in order to 
assure they have technical and financial 
conditions. The business model of technology 
partners, the authority of associations to give 
their approval to them, as well as the criteria for 
approval of technology companies, are not 
consensual among the participants of the chain  
who fear that such an approval process might 
result in implementation of a commercial 
barrier to new companies wishing to take part in 
the pharmaceutical chain.   

b. Confidentiality: One of the factors that can 
jeopardize the implementation of the system is 
the obligation that the downstream links of the 
chain share data with the registration holder. 
Sharing such data has an impact on the usual 
information asymmetry among the links in the 
chain. Information about storage levels might 
be used in commercial dealings in a way that is 
disadvantageous to the downstream links. 
Nevertheless, this is not the only negative 
factor. The level of data sharing with the 
technology suppliers is also sensitive for the 
oraganizations, which can resist doing that since 
the partner is able to store the record of several 
commercial transactions among manufacturers 
and other links of the chain, and this 
information can be liable to leaking. 

c. Standardization: Traceability of medicines is a 
global demand, and several nations tend to 
adopt open standards like the one of GS1. In 
cases in which no government recommendation 
exists, as in the USA, the market must come to 
an agreement. Coming to an agreement can take 
long and prove to be even impossible. That 
results, therefore, in at least three scenarios: 
1. a delay in the implementation of the 

SNCM; 
2. an implementation based on the 

convergence of organizations to a market 
standard that is established in view of its 
efficiency; 

3. a revision of position by ANVISA, in 
relation to defining a standard. 

d. Operational efficiency: The implementation  of 
the SNCM implies significant changes in 
operation. It increases the number of plant-
floor, storage, and dispensation points tasks, 
something which might demand a manpower 
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increase in operation. Because of that, selection 
and training processes might be necessary, 
something which may also tamper with 
deadlines for compliance with the regulations. 

e. Technical feasibility: The uniqueness of the 
Brazilian model demands different levels of 
development and customization, even when one 
considers solutions used in other countries as 
platforms, because prior solutions can prove 
useless when SNCM implementation reaches 
full operational level.   

IV. PROPOSAL OF SNCM PILOT PROJECT FOR HOSPITAL DAS 
CLINICAS - SCOPE 

 
Considering all the open questions related to SNCM, it is 

necessary, in order to guarantee patient’s security, to verify 
the effectiveness and efficiency of implementation of a track 
and trace solution from the point of view of operation, 
processes, and technology. In these terms, the Hospital das 
Clínicas (HC) pilot project has as its objective to map out 
the risks for the patient and the institution, besides preparing 
the organization to react to those risks. 

The relevance and importance of HC for such a purpose 
derives from its size, caring for 5 million patients a year, 
with a volume of 100 million reais in purchases of 
medicines delivered by over 200 suppliers.   

Building data about medicines traceability in Hospital das 
Clínicas (HC) is an operation that begins in its distribution 
center (DC). The center is responsible for the distribution of 
about 1,200 medicines, provided by a chain of more than 
200 suppliers. These medicines are distributed to 11 
institutes, which have approximately 250 points of 
dispensation. Fig. 4 presents the main stages in the 
distribution logistics inside the DC and HC, together with 
the several events of interest for the SNCM, which must be 
collected in each of the stages of the medicines movements.  

In terms of operation it is proposed that the pilot control 
medicines traceability of ten business partners within the 
center of distribution of the Hospital, as well as their 
distribution in one of its institutes. This approach will allow 
observation of some operational difficulties in the handling 
of the medicines from different suppliers in the center of 
distribution, as well as the dispensation of medicines in 
different types of dispensation points in one of the institutes 
of HC. 

In terms of processes the pilot will make possible a better 
understanding of the impacted processes, and also of the 
needs to create new mechanisms to make the gradual 
introduction of medicines, institutes, and dispensation points 
feasible. 

From the point of view of technology the pilot with ten 
business partners will allow verification of the challenges of 
communication with several business partners, possibly 
involving the need of communication with several 
technology partners. 

As HC is a hospital with high medication consumption, 

the pilot will also contribute for the registration holders 
participating in it at one site to assess the readiness of their 
processes and systems to control the collection of events of 
dispensation of medicines, in compliance with IN6/2014, at 
a high volume. 

Carrying out a pilot project as comprehensive as the one 
proposed means having the potential to offer a significant 
tool for the surveillance agency, which can use the amount 
of data from the pilot as a basis to validate premises 
assumed in regulamentation, as well as eventually provoke 
the reassessment of requirements of RDC54/2013, 
IN6/2014, and  IT1/2015, before the beginning of the second 
phase of SNCM implementation, as stated by RDC54/2013.  

Execution of the pilot project will allow: 
a. a clear understanding of the risks for patient and 

institution,  
b. definition of probability of effectiveness of risk, 

associated severity, reinforcement or 
development of mitigation mechanisms, as well 
as   

c. formulation and selection of proposals of 
reaction to rrisks.  

Thus, carrying out a pilot project in HC is an essential 
step for the compliance of the institution with the regulation 
and very possibly a relevant contribution for the agency and 
the society in terms of an empirical experiment. 

  

V. CONCLUSIONS 
When presenting in this paper a proposal of scope for a 

pilot project of implementation of the National Medicines 
Control System in Hospital das Clínicas, we have 
considered several important aspects. First, the history of the 
Brazilian regulation with the challenges it presents to the 
largest hospital complex in Latin America. Second, the 
pioneer experiences of track and trace implementation in 
other countries and how they compare with one another. 
Third, we have shown the characteristics of the Brazilian 
law which regulates medicines traceability and, in view of 
implementation experiences of similar laws in the countries 
discussed and compared in the previous section, we have 
raised some still controversial issues, whose impacts on the 
effectiveness of the system must be taken into account. 
Finally, the pilot project for Hospital das Clínicas aims at 
implementing a medicines track and trace system which 
allows observation and comprehension of possible risks for 
patients and institution, resulting from flaws in the system. 

The implementation of a project such as the one here 
presented benefits all parties involved in the process. As it 
implements medicines traceability in one part of its 
operations, Hospital das Clínicas will take an important step 
in the compliance with the law that regulates SNCM. 
Moreover, it is essential to underline the need for such a 
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pilot so that there is a mensuration of the operational risks 
involved, as well as a safe evaluation of the practical 
feasibility of the terms demanded by the law. The more 
empirical results are obtained in the scale of this proposal, 
the more feasible will it be to evaluate and improve the 
system. Considering the direct and indirect motives for the 
implementation of SNCM, there is no denying that it is in 
society’s best interest that the system should become 
operational as soon as possible. On the oher hand, the 

impact of a non-adequate implementation of SNCM can be 
drastic, and this reinforces the importance that studies such 
as this one be carried out in multiple links of the chain, 
employing different perspectives, with scientific rigor, 
seeking a solid level of knowledge in phase with the 
timetable of SNCM implementation.  

 
 
 

  
 

 
 

Fig. 4: SNCM Process Flow of Events inside HC  
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A tabu search using guide trees-based neighborhood
for the multiple sequence alignment problem

Tahar Mehenni

Abstract—Nowadays, current Multiple Sequence Alignment
(MSA) approaches do not always provide consistent solutions.
In fact, alignments become increasingly difficult when treating
low similarity sequences. Tabu Search is a very useful meta-
heuristic approach in solving optimization problems. For the
alignment of multiple sequences, which is a NP-hard problem, we
apply a tabu search algorithm improved by several neighborhood
generation techniques using guide trees. The algorithm is tested
with the BAliBASE benchmarking database, and experiments
showed encouraging results compared to the algorithms studied
in this paper.

Keywords—multiple sequence alignment, tabu search, neighbor-
ing, guide tree.

I. INTRODUCTION

Multiple sequence alignment (MSA) is a very interesting
problem in molecular biology and bioinformatics. Although
the most important regions of DNA are usually conserved to
ensure survival, slight changes or mutations (indels) do occur
as sequences evolve. Methods such as sequence alignment are
used to detect and quantify similarities between different DNA
and protein sequences that may have evolved from a common
ancestor.

Sequence alignment is the way of inserting dashes into
sequences in order to minimize (or maximize) a specified
scoring function [1], [2]. There are two classes of sequencing;
pairwise sequence alignment (PwSA) and multiple sequence
alignment (MSA). The latter is simply an extension of pairwise
alignments that align 3 or more sequences. Both MSA and
PwSA can further be categorized as global or local methods.
As global methods attempt to align entire sequences, local
methods only align certain regions of similarity.

The majority of multiple sequence alignment heuristics is
now handled using progressive approach [3]. Progressive also
known as hierarchical or tree methods, generate a multiple se-
quence alignment by first aligning the most similar sequences
and then adding successively less related sequences or groups
to the alignment until the entire query set has been incorporated
into the solution. Sequence relatedness is describing by the
initial tree that is based on Pair wise alignments which may
include heuristic Pair wise alignment methods. Some well-
known programs using progressive strategies are ClustalW [4],
Muscle [5], MULTAL [6] and T-COFFEE [7]. This approach
has the advantages of speed and simplicity. However, its main
disadvantage is the local minimum problem, which comes from
the greedy nature of the approach.
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Another approach is to prune the search space of the
Dynamic Programming (DP) algorithm for simultaneously
aligning multiple sequences, e.g., MSA [8], [9], OMA [10]
etc. Algorithms of this approach often find better quality
solutions than those of the progressive approach. However,
they have the drawbacks of complexity, running time and
memory requirement, so they can only be applied to problems
with a limited number of sequences (about 10).

The iteration-based approach is also applied to the multi-
ple sequence alignment. Iterative alignment methods produce
alignment and refine it through a series of cycles (iterations)
until no further improvements can be made. It is deterministic
or stochastic depending on the strategy used to improve the
alignment. This approach includes iterative refinement algo-
rithms, e.g,. PRRP [11], simulated annealing [12], genetic
algorithms (SAGA [13], MAGA [14]), Ant Colony [15] and
Swarm Intelligence [16]. Therefore, they can evade being
trapped in local minima.

In this paper, we present an iteration-based approach using
tabu search features to find the global alignment of multiple
sequences, where the neighbors are generated using a set of
operations on the guide tree of the initial solution.

The remaining of the paper is organized as follows. In sec-
tion 2, we present the related work in MSA using tabu search.
Section 3, describes our algorithm. Experimental results are
presented in section 4 and the study is concluded in section 5.

II. RELATED WORK

Tabu Search (TS) [17], [18] was developed by Fred Glover
in 1988. It was initiated as an alternative local search algorithm
addressing combinatorial optimization problems in many fields
like scheduling, computer channel balancing, cluster analysis,
space planning etc. Tabu search is an iterative heuristic ap-
proach that uses adaptive memory features to align multiple
sequences. The adaptive memory feature, a tabu list, helps the
search process to avoid local optimal solutions and explores
the solution space in an efficient manner.

In [19], authors propose a tabu search algorithm for multiple
sequence alignment. The algorithm implements the adaptive
memory features typical of tabu searches to align multiple se-
quences. Both aligned and unaligned initial solutions are used
as starting points for this algorithm. Aligned initial solutions
are generated using Feng and Doolittles progressive alignment
algorithm [20]. Unaligned initial solutions are formed by
inserting a fixed number of gaps into sequences at regular
intervals. The quality of an alignment is measured by the
COFFEE objective function [21]. In order to move from one
solution to another, the algorithm moves gaps around within a
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single sequence and performs block moves. This tabu search
uses a recency-based memory structure. Thus, after gaps are
moved, the tabu list is updated to avoid cycling and getting
trapped in a local solution.

[22] develops in his thesis several tabu searches that
progressively align sequences. He begins by a simple tabu,
called Tabu A, using Dynamic Programming (DP). Then, he
proposes other modified versions of tabu search, using at each
time a new feature for the previous algorithm, like subgroups
alignment, intensification and diversification.

In this paper, we develop a novel tabu search algorithm,
by adapting similar procedures of Tabu search developed by
[22], and adding a new and efficient technique for generating
neighbors using guide trees.

III. ALGORITHM OVERVIEW

We first give a general description of the tabu search compo-
nents of our method (initial solution, neighborhood generation
and intensification method), and then provide a summarizing
pseudo-code description of the main algorithm.

Tabu search works by starting from an initial solution, and
iteratively explores the neighborhood of current solution by
generating the moves called neighbors. In each iteration, the
neighbors are evaluated through the alignment score and the
best neighbor, provided it is not in the tabu list, is selected and
applied to the current solution. This produces a new current
solution for the next iteration. The applied neighbor is added
to the tabu list and it is not allowed for a specified number of
iteration called tabu tenure.

A. Initial Solution:
The generation of an initial solution is an important step

towards getting a final improved alignment. A good initial
solution can effectively converge faster and hence cut the
computational cost. The initial solution of the tabu search is
represented by a tree that is generated using the neighbor-
joining guide tree (NJ) [23], which fixes the order of the partial
alignments in the progressive alignment.

The NJ method constructs guide trees by clustering the
nearby sequences in a stepwise manner. In each step of the
sequence clustering, it minimizes the sum of branch lengths,
selecting the two nearest sequences/nodes and joining them.
Next, the distance between the new node and the remain-
ing ones is recalculated. This process is repeated until all
sequences are joined to the root of the guide tree. Figure 1
gives an example of a guide tree produced by 5 sequences.

The MSA is obtained from the tree as follows: the pair of
sequences on the lowest level are aligned first. Then, the entire
branch containing these two sequences is aligned starting from
the lowest level and progressing upward to sequences on higher
levels. After the MSA is determined, the alignment is scored.

The most popular scoring scheme is the sum of all pairwise
alignments score: Sum-of-Pairs Score (SP).

SP =
n−1∑
i=1

n∑
j=i

Score(Si, Sj) (1)

 

 

 

 

   

 

        2                   5           3                     1          4 

A B 

C 

D 

Fig. 1: An example of a guide tree generated by NJ Clustering
Algorithm as Initial solution for the Tabu Search.

where

Score(Si, Sj) = max


(Si−1, Sj−1) + s(xi, yj)

(Si−1, Sj)− d
(Si−1, Sj) + d

where s(xi, yj) is the score for matching symbols xi and yj
and d is the penalty for introducing a gap.

B. Neighborhood Generation
The neighborhood of the current solution may be generated

by one of the four ways: swapping, node insertion, branch
insertion or distance variation.

1) Generation by swapping: The simplest way of generating
a neighborhood is swapping the order of the sequences (i.e.
leaves) while maintaining the same guide tree topology. the
number of guide trees generated by swapping is n(n − 1)/2,
where n is the number of sequences to be aligned. Figure 2
shows two guide trees (b and c) generated from the initial guide
tree a by swapping the order of the sequences.

 
 

 

 

   

2       5    3       1    4 

A B 

C

D

a)  Initial guide tree. 

 

b)  Neighbor generated from the initial guide tree by swapping 

sequences 2 and 3 maintaining the same tree topology. 

 

c)  Neighbor generated from the initial guide tree by swapping 

sequences 4 and 5 maintaining the same tree topology. 

            a)                                                b)                                                c)                                        

 
2       5    3       1    4 

A B 

C

D

2       5    3       1    4 

A B 

C

D

Fig. 2: Two examples of neighbors generated by swapping
technique from the initial solution.
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2) Generation by node insertion: Neighbors can be gen-
erated from the current solution (i.e. the current guide tree)
by performing certain insertions of nodes. The node insertion
makes it possible to move a sequence node to another location
of the guide tree. This will change the topology of the initial
guide tree, and the new guide tree can be considered as a
neighbor of the original one.

The neighborhood can be generated randomly by this tech-
nique, since the topology of the initial guide tree is not
predetermined. However, we can make only n node insertions
to obtain exactly n neighbors, by selecting randomly a node
to share one of the sequences (leaves) of the guide tree. More
precisely, for each sequence, we choose randomly a node and
move it to share this sequence, and so on. Figure 3 shows
two guide trees (b and c) obtained by inserting nodes to share
predetermined sequences of the initial guide tree a.

 
 

 

 

   

a)  Initial guide tree. 

 

b)  Neighbor generated from initial guide tree by moving sequence 

2 to share parent node of sequence 4. 

 

c)  Neighbor generated from initial guide tree by moving sequence 

3 to share parent node of sequence 4. 

 

                    a)                                            b)                                               c) 

5        3       1    4      2 

A B 

C

D

 2       5   3       1    4 

A B 

C

D

  2       5        3    1       4 

A B 

C

D

Fig. 3: Two examples of neighbors generated by node insertion
technique from the initial solution.

3) Generation by branch insertion: Another way to generate
neighbors from the current guide tree is the branch insertion,
which is moving a branch of the guide tree (or a sub-tree) to
another location. The new guide tree resulting of this move is
considered as a neighbor of the current guide tree. This will
change the topology of the initial guide tree.

Neighbors are generated randomly by branch insertion
move. However, we can make only n branch insertions to
generate exactly n neighbors for the current guide tree. For
each sequence, we choose randomly a branch (or sub-tree)
and move it to share this sequence, and so on. Figure 4 shows
two guide trees (b and c) obtained by inserting branches to
share predetermined sequences of the initial guide tree a.

4) Generation by distance variation: The last technique
used to generate a neighborhood is the distance variation.
Since the initial guide tree is obtained using NJ clustering
algorithm, we can produce N different guide trees based on
the NJ clustering algorithm, N being defined by the user.
Each tree corresponds to a variation of the original obtained
by NJ but adding some random noise into the distances in
order to introduce some variability. The variation introduced
in the guide tree is low enough to keep the distance criteria
but significant enough to provide the necessary flexibility to

 
 

 

 

   

a)  Initial guide tree. 
 

b)  Neighbor generated from initial guide tree by moving 

branch starting with node A to share parent node of Sequence 4. 
 

c)  Neighbor generated from initial guide tree by moving 

branch starting with node B to share parent node of Sequence 2. 

                   a)                                             b)                                              c) 

 3      1    4         2      5 

B A 

C

D

 2       5   3       1    4 

A B 

C

D

 2     3     1     5      4 

A 

B 

C

D

Fig. 4: Two examples of neighbors generated by branch
insertion technique from the initial solution.

generate multiple alternative trees [24]. Figure 5 shows two
guide trees (b and c) produced by adding variation to distances
in the NJ clustering algorithm used to obtain the initial guide
tree a.

 
 

 

 

   

a)  Initial guide tree. 

 

b)  Neighbor generated by adding some random noise into the 

distances of the initial guide tree. 

 

c)  Another neighbor generated by adding some random noise 

into the distances of the initial guide tree. 

                   a)                                             b)                                                 c) 

   2      5    3     1    4 

A B 

C

D

      4    1      2    5      3 

B 
A 

C
D

      4     3    5     1      2 

B 
A 

C
D

Fig. 5: Examples of neighbors generated by distance variation
technique from the initial solution.

C. Intensification Method
Generally, an intensification procedure revisits and examines

good solutions. It maintains the good portions of this solution
and searches to find a better neighboring solution.

When a single MSA continues to have the highest score for
many iterations, the intensification phase aims to escape the
local minima by taking out a solution from the tabu list and
restart another search process.

D. Tabu Search Algorithm
Our Tabu Search algorithm consists of generating a neigh-

borhood of a multiple sequence σ using the techniques cited
above, i.e. Swapping (SWP), Node insertion (NI), Branch
insertion (BI) and Distance variation (DV). The best MSA σ′
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having the higher score Smax is selected for the next iteration
and put in the tabu list TabuList. This process is iterated until
a Tmax global running time is met . The pseudo-code of our
tabu search algorithm is given in Algorithm 1. The details of
this algorithm are explained below.

Algorithm 1 Tabu Search Algorithm for MSA

1: procedure GTREETABU
2: Generate σ an initial MSA using NJ algorithm;
3: Smax:=Score(σ); σmax := σ; TabuList:=[];
4: while not Tmax do
5: Generate a neighborhood N(σ) using: SWP, NI,

BI or DV.
6: set σ′ such that
7: Sσ′ :=maxη∈N(σ)Score(η) and σ′ /∈ TabuList
8: if Sσ′ > Smax then
9: Smax := Sσ′ ; σmax := σ′

10: Insert σ′ in TabuList
11: end if
12: set σ:=σ′
13: end while
14: end procedure

After generating an initial solution using NJ clustering
algorithm, its score is computed. While a time execution
Tmax is not reached, the tabu search is iteratively executed.
Each iteration begins by generating the neighborhood of the
current solution by one of the techniques among: Swapping,
Node insertion, Branch insertion, Distance variation. For each
neighbor, we compute its score in order to set the best neighbor
having the highest score as the new current solution. This
new solution is inserted in the tabu list which has a variable
length depending on the number of iterations with or without
improvement. If there is improvement in a certain number of
continuously iterations, the length is increased in order to insert
other possible solutions. The length of tabu list is decreased if
within many iterations there is no improvement. In this case,
a solution will be get out from the tabu list in order to restart
another search process in the intensification mode.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed approach is implemented in MATLAB and
tested on Intel Core i3-380M Laptop with 2 GB. To
demonstrate the effectiveness of our approach, we have
evaluated it on BAliBASE 2 benchmark base [25]. BAl-
iBASE is a database of manually refined multiple se-
quence alignments. It can be viewed at http://www-igbmc.u-
strasbg.fr/BioInfo/BAliBASE2/index.html or can be down-
loaded from ftp://ftp-igbmc.u-strasbg.fr/pub/BAliBASE2/.

BAliBASE database is divided into five reference sets.
Reference 1 contains alignments of equidistant sequences of
similar length, with no large insertions or extensions. Refer-
ence 2 aligns up to three ”orphan” sequences (less than 25%
identical) from reference 1 with a family of at least 15 closely
related sequences. Reference 3 consists of up to 4 sub-groups,
with less than 25% residue identity between sequences from
different groups. The alignments are constructed by adding

TABLE I: Results given by tabu search using four neigh-
borhood generation techniques on the BAliBASE benchmark
database.

Neighborhood Ref1 Ref2 Ref3 Ref4 Ref5 Average

SWP 90.0 93.0 76.3 87.4 85.1 86.36

NI 90.1 90.0 78.5 85.6 93.3 87.50

BI 90.05 93.8 80.7 93.7 97.9 91.23

DV 90.0 93.5 82.0 91.8 95.1 90.48

homologous family members to the more distantly related
sequences in reference 1. Reference 4 contains alignments
of up to 20 sequences including N/C-terminal extensions (up
to 400 residues), and Reference 5 consists of alignments
including internal insertions (up to 100 residues) [25].

We analyzed the tabu search results from two aspects. The
very first set of tests was aimed at to verify the efficiency of
our techniques of generating the neighborhood. The techniques
are: Swapping (SWP), Node Insertion (NI), Branch Insertion
(BI) and Distance Variation (DV). For each neighborhood
technique, we ran an extensive set of tests on all the datasets
provided by BAliBASE, and computed the scores. The scores
using tabu search with each neighborhood generation tech-
nique are shown in Table I. The Number of Test Cases in
Ref1, Ref2, Ref3, Ref4 and Ref5 are respectively 82, 23, 12,
12 and 12.

One can see in Table I that all the neighborhood generation
techniques perform well in average for all the reference sets.
However, it seems that Branch Insertion and Distance Variation
give the best results for all the sequences of Ref2, Ref3, Ref4
and Ref5. Node insertion gives best results for sequences
of Ref1. We can see that, for all the datasets provided by
BAliBASE, Swapping is not the adequate neighborhood tech-
nique. This can be explained by the nature of the neighbors
generated by a certain technique. For the Swapping technique,
the neighbors have the same topology, so they are not very
different and this will not give more amelioration of the
alignment score. For the rest of techniques, the neighbors
have not the same topology, but Branch insertion and Distance
variation techniques seem to generate more complex guide
trees, and this will give more chances to explore different
solution spaces and thus, ameliorate the alignment score.

In order to verify the efficiency of our algorithm, we
performed another set of tests where the results of our tabu
search algorithm using a certain neighborhood technique is
compared to other MSA tools. For each references set, we use
the adequate neighborhood generation technique which gives
the best results, and compare it to the most competitive MSA
tools in the literature, such as CLUSTALW 1.83 [4], SAGA
[13], MUSCLE [5], ProbCons [26], T-Coffee [7], SPEM [27],
PRALINE [28], IMSA ( [29] and Tabu Search developed by
[19] (called in this paper TS-Riaz) . Except for SAGA and
TS-Riaz, which are taken from [19], the results of the other
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TABLE II: Results given by Tabu Search using neighborhood
techniques compared with other methods on the BAliBASE
benchmark database.

Method Ref1 Ref2 Ref3 Ref4 Ref5 Average

CLUSTALW 85.8 93.3 72.3 83.4 85.8 84.12

SAGA 82.5 95.4 77.7 78.0 86.8 84.08

MUSCLE 90.3 64.4 82.2 91.8 98.1 85.36

ProbCons 90.0 94.0 82.3 90.9 98.1 91.06

T-Coffee 86.8 93.9 76.7 92.1 94.6 88.82

SPEM 90.8 93.4 81.4 97.4 97.4 92.08

PRALINE 90.4 94.0 76.4 79.9 81.8 84.5

IMSA 83.4 92.1 78.6 73.0 83.6 82.14

TS-Riaz 76.0 88.9 71.5 77.3 90.5 80.84

TS-SWP 90.0 93.0 76.3 87.4 85.1 86.36

TS-NI 90.1 90.0 78.5 85.6 93.3 87.50

TS-BI 90.05 93.8 80.7 93.7 97.9 91.23

TS-DV 90.0 93.5 82.0 91.8 95.1 90.48

programs are taken from the work of Layeb et al. [30].
The results of our method illustrate clearly the effectiveness

of using Tabu Search to perform the multiple sequence align-
ment. As it can be seen in Table II, our algorithm performs
well in all the references sets. Our method gives good results
compared to the other MSA tools. In fact, it gives the second
best score for the sequences set Ref4, the third best score for
Ref3 and Ref5, and it is in the fourth place for the remaining
sets, i.e. Ref1 and Ref2. We can see in Table II that our
Tabu search using Branch Insertion neighborhood technique
has a good place for three sequences sets over five, i.e. Ref2,
Ref4 and Ref5. Using the Distance Variation neighborhood
technique gives the third best score for Ref3 set, and Node
Insertion gives the fourth best score for Ref1. It can be seen
overall, that our tabu search method using Branch Insertion
neighborhood technique gives in average the second best score
compared to the other algorithms studied in the paper.

V. CONCLUSION

In this paper we have demonstrated the efficiency of using
tabu search to align multiple sequences. Our algorithm uses
several neighborhood generation techniques. To evaluate our
approach, we have used BAliBASE benchmark. Firstly, we
studied different techniques to produce the neighborhood, then
we compared our algorithm to the most recent and competitive
MSA tools. We have observed through experiments on BAl-
iBASE that for reference 1 and reference 2, the alignments
generated by our method are encouraged. For the remaining

references, tabu search performs better than most of the other
methods studied in this paper.

There are several issues for future work. First, tabu search
comes with a number of parameters that can be experimented
with to observe the respective effect on the search process.
The parameters like tabu list size, tabu tenure, termination
criteria, and neighborhood size can have a direct influence on
the quality of the final alignment. Further studies are needed
to test different scoring schemes and tabu search features.
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Computational automation in modern personalized
medicine - AirPROM project prespective

Michal Kierzynka, Marcin Adamski, Andreas Fritz, Dmitriy Galka, Ian Jones, Dieter Maier, Andrew Wells and
the AirPROM Consortium

Abstract—Modern medicine therapies tend to generate and
rely on an immense amount of data that are usually produced
by CT, MRI and other imaging techniques as well as genetic
data coming from NGS sequencing. In order to plan a patient-
specific therapy these data need to be efficiently analyzed and
interpreted per individual subject. The EU-founded AirPROM
project (Airway Disease Predicting Outcomes through Patient
Specific Computational Modeling) is a prime example of joint
cooperation that aims to develop tools to predict the progression
of selected diseases and response to treatment in the area of
respiratory medicine. This would not be possible without support
of computer science methods. In particular, a lot of effort has
been spent to integrate different software tools and present them
to specialists in a form of one unified system that may be used
without in depth ICT knowledge. This paper presents selected
tools and techniques used to achieve this goal.

Index Terms—personalized medicine, asthma, COPD, automa-
tion, high performance computing, OpenStack cloud systems,
international projects

I. INTRODUCTION

IN the recent years modern ICT technologies have tremen-
dously improved many areas of life, including medicine-

related sectors. In particular, advanced medical imaging, sim-
ulation and statistical software tools analyzing large DICOM
and genomic data sets have benefited most from this devel-
opment. As a result, the personalized medicine has evolved
from being only a future dream to almost everyday reality.
However, these advances would not be possible without a
wide support from the ICT sector. Sometimes it takes a
supercomputing center to analyze all the data coming from
a hospital. Moreover, dedicated computational workflows are
needed in order to save time by making the computations
as automatic as possible, remembering that someone’s health
depends on them.

One important application area for these techniques is res-
piratory medicine. Lung diseases such as asthma and chronic
obstructive pulmonary disease (COPD) affect the lives of over
500 million people worldwide [1] and costs the European
Union alone more than 56 billion euros per year. Even though
doctors have access to an immense amount of information and
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Poznań, Poland, e-mail: michal.kierzynka@man.poznan.pl
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data regarding these diseases, few new therapies have been
developed [2], [3]. The AirPROM project aims to develop tools
to predict the progression of disease and response to treatment
for individual subjects. The project aims also at building multi-
scale simulation models of the whole airway system, as a new
way of characterizing asthma and COPD. Ultimately, this leads
to a personalized treatment, i.e. the ability to find the best
possible treatment for each patient.

In order to make things happen for a large number of
patients and still keep the whole process transparent and under-
standable, the project is assisted by a Knowledge Management
(KM) platform connected to a cloud-based OpenStack storage
system, where the actual data are stored. Using the portal
doctors may browse individual patient’s data and start simula-
tions with desired parameters, e.g. ANSYS LungModeller, on
a high performance remote computing system using the QCG
infrastructure. Moreover, some computational workflows are
triggered automatically as soon as the data are available. As
a result, the medical staff may concentrate more on medical
aspects of the disease and spend more time on patient care.
The AirPROM project also focuses on several other ICT-
related aspects, e.g. multi-scale computational models of the
airways [4], but this paper focuses mainly on the integration
of selected software tools and their automation.

II. COMPUTATIONAL MIDDLEWARE

In order to facilitate the use of advanced high performance
computing (HPC) infrastructure for the non-ICT-experts, Poz-
nan Supercomputing and Networking Center (PSNC) has
designed and developed special middleware software called
QCG (previously known as QosCosGrid) [5], [6], [7]. Its
main role is to create an unified access interface to different
computing resources that are usually managed by various
queuing systems, like TORQUE [8], Slurm [9], etc. QCG
offers highly efficient mapping, execution and monitoring
capabilities for different types of application scenarios, such
as parameter sweep, workflows, MPI or hybrid MPI-OpenMP.
The QCG middleware allows also the large-scale applications,
multi-scale or complex computing models to be automatically
distributed over a network of computing resources with guar-
anteed quality of service (QoS). Finally, the middleware also
provides a number of unique features, e.g. co-allocation of
distributed resources or advance reservation.

Figure 1 presents a simplified architecture of the QCG
middleware. In general, it is divided into two logical levels:
grid domain and administrative domain. The former, i.e. grid-
level services, control, schedule and generally supervise the
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Fig. 1. A simplified architecture of the QCG middleware. Different user tools
may use the same unified interface to access various computing resources that
are possibly managed by different resource managers.

execution of end-users applications, which may be spread
across independent administrative domains. The administrative
domain represents a single HPC cluster or datacenter partic-
ipating in a certain Grid or Cloud environment by sharing
its computational resources. The logical separation of the
administrative domains results from the fact that they are
owned by separate institutions which may still control its own
resource allocation and sharing policies.

Fig. 2. A more detailed architecture of the QCG middleware illustrating
the location of individual services like QCG-Computing, QCG-Notification
or QCG-Broker.

Figure 2, in turn, presents a bit more detailed architecture of
the QCG middleware. A key component of every administra-
tive domain in QCG is the QCG-Computing which provides
the remote access to queuing systems resources. It supports
advance reservations and parallel execution environments,
e.g. OpenMPI, ProActive and MUSCLE [10]. Moreover, it
supports QCG Data Movement services for automatic manage-
ment of input and output data transfers. QCG-Notification is
another service at the administrative domain and as the name
suggests is responsible for notifications, e.g. once a job has
finished or failed for some reason. It is worth noting that

administrative domain services are tightly coupled with the
Grid-level services. One of the key grid service is QCG-Broker
which is a meta-scheduling framework controlling executions
of applications on the top of queuing systems using QCG-
Computing services.

The QCG middleware is used in the Polish grid infrastruc-
ture, called PL-Grid, which consists of five large supercomput-
ing centers, namely: PSNC, Cyfronet, ICM, TASK and WCSS.
Moreover, it is also used in the European Grid Infrastructure
(EGI) platform and the number of its users is still growing.

The ease of use for the end-user is realized through several
client interfaces, cf. Figure 2. One of them, used in the
AirPROM project, is called QCG-Icon. It is a lightweight
application for Windows, MAC OSX and Linux platforms,
aiming to provide transparent access to applications installed
on PL-Grid resources and made available via QCG services.
Apart from a long list of pre-installed applications, like
MATLAB, NAMD, ANSYS, Gaussian, etc., the user may
easily submit, monitor and control a job defined in a form
of a bash script, i.e. perform any kind of HPC computations
remotely without even logging into the actual head node of
the computational cluster. Since the QCG-Icon client may
be parametrized, it is used in a semi-automatic way in the
project. The user is presented with a choice of the compu-
tational resources, while all the patient-specific input/output
data is defined automatically, which greatly reduce the burden
associated with processing multiple subjects.

III. MODERN STORAGE FOR MEDICAL DATA

A. Platon U4 system
The AirPROM partners tend to generate a lot of patient-

specific data, e.g. DICOM images of the lung lobes and
airways, or the genetic data. Therefore, there is a need for
a large, secure, reliable and fast storage system available to
all the partners in the project. At the beginning of the project
(early 2011) cloud-based storage systems, like OpenStack
Swift, were still it their infancy, and for this reason PSNC
proposed to use an archiving service called Platon U4, which
was developed as a service within PL-Grid infrastructure and
was already stable at that time. The main assumption was to
use this reliable storage until the cloud-based systems become
more mature.

The Platon U4 system [11] is a several PB (petabyte) storage
system based on tapes and traditional hard disk drives which
act as a cache system. Every data is replicated geographi-
cally and therefore the data is safe with respect to physical
damage of parts of the system. It is also very secure due
to fastidious security policy. For example, every user must
be authenticated with a personal X.509 certificate and may
access data only from a given location. Furthermore, all the
transfers are encrypted. The data is usually accessed with
SFTP protocol, using WinSCP, FileZilla or SSHFS client tools.
However, the storage is also accessed by batch computations
that are run on HPC machines. In this case the authentication is
done via personal X.509 proxy certificate, which is generated
automatically by QCG-Icon upon job submission.

The data on the storage system have a specific structure,
hierarchy and naming convention. For example, every subject
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has a separate directory in which every partner has its own
subdirectory. Therefore, it is easy not only to browse the data
manually, but also it is a convenient data structure for the
software to read/write the data from/to a specific location.
This is crucial from the automation perspective and will be
discussed in more detail in the next sections.

B. OpenStack Swift
The notion of cloud computing has been one of the key

aspects of the AirPROM project from its very beginning. An
integral part of any cloud is the storage system. This plays an
important role also in the AirPROM project. PSNC has been
working on a cloud-based storage system for several years,
and by the end of 2013 also started to introduce it to the
AirPROM project. The main goal of this transition was to
deliver a storage system that could fit the project requirements
even better than the abovementioned Platon U4 system.

Some of the requirements for the target storage system have
been defined as follows: data integrity, redundancy and high
availability, role based access control and ease of integration
with the applications and the Knowledge Management (KM)
platform. The Platon U4 system, despite its obvious advan-
tages, lacks some of the desired properties, e.g. the integration
with the KM portal is somewhat difficult, as the user needs to
have two separate accounts: one to access the portal and the
other for the storage. Also different software tools need to be
used when the user wants to browse information in the KM
and at the same time interact with the data, e.g. download or
upload DICOM images. Programmable integration of software
tools with the storage was a bit complex too. For these
reasons, PSNC proposed to seamlessly switch to cloud-based
OpenStack Object Storage Swift software for the storage
purposes.

The OpenStack Swift storage system is very different
from from the Platon U4. First of all, it features a flat
directory structure. Fortunately, subdirectories may be eas-
ily emulated by the ”/” sign in the name of a file (here
known as object). When it comes to authentication, only user
name and password combination are accepted, and there is
no support for X.509 certificates. Therefore PSNC has also
developed additional custom authentication mechanism based
on certificates. This was needed as the results of automatic
computations/workflows are uploaded using proxy certificates
and not with user and password credentials. Interestingly, once
the user is authenticated, they receive a token which may
be used to perform any storage operations without additional
authentication for a given period of time, usually 24 hours.
However, most importantly the OpenStack Swift may be
accessed using REST API over HTTPS. This allows for
relatively easy integration of the storage system with other
software tools that are used in the project, possibly using one
of the already existing libraries for Java, Python, Ruby or
other programming languages. This means that applications
may read the input data and store the results directly to the
remote storage system as if they were using a local hard drive
(an example is presented in Section V). Furthermore, the KM
portal is now enabled to read the real content of the storage
system much more easily than it was before.

IV. KNOWLEDGE MANAGEMENT PORTAL

The Knowledge Management portal is a web-based central
access and data source in the AirPROM project. It integrates
clinical and experimental data with information from public re-
sources. Based on semantic mappings, the clinical world of di-
agnostics, physiological and laboratory attributes is connected
with molecular experimental measurements and computational
models which describe biological processes. Large scale data
such as images are stored in the OpenStack Swift environment
while the corresponding metainformation i.e. the documenta-
tion of the data as well as access rights (ACL) are managed
within the KM. In addition, HPC resources connected directly
to the OpenStack storage provide the horsepower for expensive
computational simulations. Based on web services the Open-
Stack, KM and different simulation programs integrate and
provide a unified experience to the user. The graphical user
interface of the KM portal allows users to search for specific
patients by their associated clinical as well as experimental
information. The user can subsequently start imaging based
simulations from web-start clients that, if needed, receive their
authorization from the KM. The required data is automatically
transferred from the storage system to the HPC machines for
simulation. In addition, the KM controls availability of new
image data on the OpenStack and automatically starts image
segmentation processes on the HPC resources which results
in additional information that in turn is searchable in the
KM. The graphical overview of the system is presented in
the Figure 3.

Fig. 3. A diagram presenting lung simulation environment which consists of
multiple connected components: KM portal, OpenStack Swift storage, QCG
managed computational resources, web-start applications and the domain
specific applications.

Therefore, the KM portal acts as a central point of informa-
tion about data available in the project and their semantics.
With this information, the KM portal may automatically
trigger computations that do not require human supervision,
and the other simulations may be launched manually. However,
apart from this, the KM portal is also now a central data access
point in the project. Thanks to the REST API of the OpenStack
Swift, the user may browse the content of the storage using
the KM portal. They may also upload or download any object
using a web-start application that was developed especially for
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this purpose. Importantly, the application was designed to be
able to resume broken uploads and was optimized for efficient
retrieval of objects metadata. As a result the user does not
have to use any third-party tools for data transfer, unlike at
the beginning of the AirPROM project.

V. EXAMPLE APPLICATIONS

This section presents two example software tools that are
used in the project and have been integrated with both the
storage system and the KM portal for either automatic or semi-
automatic runs in a HPC environment at PSNC.

A. Lung lobe volume computation

Materialise Mimics Robot is a server-side solution devel-
oped for unattended processing of large medical data sets.
Mimics Robot can be used for automatic segmentation of 3D
medical images (coming from CT, MRI, micro-CT, CBCT,
3D Ultrasound, Confocal Microscopy) as well as saving the
resulting 3D models in different formats for a variety of
medical and research applications. Moreover, the software is
capable of measuring certain parameters of 3D models such
as volume, dimensions etc. These results can be then inserted
in external databases or saved locally for a later analysis.
Mimics Robot is capable of supporting virtually any type of
input and output storages with miscellaneous authentication
methods. Storage types include but are not limited to NAS,
FTP, database, OpenStack etc. The solution was designed to
be scalable as it includes a built-in load balancer which takes
full advantage of multi-core hardware and even multi-server
network environments. The start of data processing, usually
referred to as a Mimics Robot Task, can be initiated by end
users via built-in Graphical User Interface or over a number
of listening interfaces which can be easily integrated with
external web portals. When Mimics Robot Task completes
the external web portal can be notified via web-service call
mechanism or, alternatively, user can be notified with an email
message.

Fig. 4. An overview of the Mimics Robot workflow in the AirPROM
project. The computations are started by the KM portal (Web-Portal) and
the communication with the remote OpenStack storage system is done
automatically. KM portal is informed once the results are uploaded to the
storage and ready to use.

The Mimics Robot deployment in the AirPROM project
is shown in the Figure 4. In this setup the KM portal

(Web-Portal), which is geographically located in Germany at
Biomax, starts the Mimics Robot Tasks over the Internet via a
web-service call. The Start Task Command identifies a study
in the OpenStack storage which needs to be processed by
Mimics Robot. Mimics Robot and the OpenStack storage are
located in Poland at PSNC which enables relatively fast data
transfer. Mimics Robot Task performs token-based OpenStack
authentication, downloads relevant DICOM images, generates
a Mimics project file, performs automatic lungs segmentation,
measures its volumes and finally uploads resulting files to the
OpenStack storage. The resulting models of lungs (in STL
format) that were segmented fully automatically are shown
in the Figure 5. Additionally, Mimics Robot sends a ”Task-
Done” notifications and lung volumes data to the KM portal
via a web-service call. This way the KM portal may make
these data available to interested users.

Fig. 5. The visualization of the lung lobe geometry segmented by the Mimics
Robot. The left and right lung volumes are calculated correspondingly.

B. Airways resistance simulation with CFD

Within the AirPROM project, the LungModeller application
has been developed as an ”Extension” to the ANSYS Work-
bench and its CFD software, to automate the computation of
the air flow in lungs, on a patient-specific basis. It has been
designed from the outset to exploit cloud computing, so that
the computationally expensive parts can be run using high
performance computing servers, using lung geometry obtained
from segmented CT scans which are stored on a centralized
repository.

The user interface of the application is a stand-alone pro-
gram written in Java. The application outputs a text file de-
scribing the inputs to the process, and calls a batch program to
start the workflow engine. The workflow is based on the AN-
SYS Workbench platform [12], and is implemented using Iron
Python scripts, complemented by application-specific scripts.
The workflow can be run locally, or use the QCG middleware
system to submit the process to the HPC cloud, and upload the
relevant data files to the storage system. Alternatively, it can
be initiated from the Knowledge Management system which
points to a specific lung geometries located in the storage,
in which case the QCG is also used to start and monitor
the computations. Importantly, the communication with the
storage system is performed in an automatic way and its
complexity is hidden to the end user. The complete workflow
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of the integrated LungModeller application is presented in
Figure 6.

Fig. 6. A simplified diagram presenting the data flow of the LungModeller
application integrated with the KM system, QCG middleware, PL-Grid
infrastructure and the storage system.

The features of the CFD patient-specific workflow are as
follows:

• Import of surface description meshes created by the
segmentation software.

• The core of the Framework is based around the ANSYS
WorkBench II workflow engine, using Iron Python as
the scripting language. Future developments of ANSYS
software are based around this workflow engine, and so it
will be easy to update it to include new ANSYS software
developments.

• Automated workflow, from GUI to reporting.
• Addition of boundary labels and boundary conditions,

according to the project requirements.
• Optional creation of a skeleton, a network description of

the branching structure of the airways. This is used to
identify different parts of the lungs for post-processing,
in particular to allow the aggregation of important clinical
indicators such as flow resistance, on a lobe-by-lobe-
basis. These can also be tracked in time for cases where
the full transient cycle is included in the simulations.

• Volume meshing, with different options for accuracy and
robustness.

• Options for using several ANSYS CFD packages, initially
Fluent and CFX, to enable cross-validation of results and
models.

• Automated reporting, to produce an html document with
the outputs needed by clinicians and for accuracy assess-
ment and validation.

VI. CONCLUSIONS

The joint work of several partners within the EU-founded
AirPROM project has proved that the automation in modern
personalized medicine is not only possible but can also greatly
facilitate everyday work of medical specialists. The doctor
may browse well-structured data of an individual in the KM
portal to better understand cause and effect sequence for each
patient. Additionally, they may analyze the patient-specific

source data using the direct connection of the KM portal
with high performance OpenStack Swift storage. Moreover,
the possibility of running a simulation of air flow in lungs
(and possibly other software tools) in a reasonably short time
using HPC environment gives additional value to the whole
system. The AirPROM project may be therefore perceived as
a prime example of how the computer scientists may help to
develop a means to improve the overall experience of modern
personalized medicine.
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Abstract— In the image processing, algorithms to track the object 

is always difficult, yet one of the most important algorithms in the field 
of security. This paper deals with the system capable of automatically 
tracking the object within the area of interest by combining the 
existing tracking algorithm and another detection algorithm. In this 
paper, accordingly, we extract the moving object using a background 
subtraction technique in the video input from the camera. When the 
extracted object comes inside that area designated by the user, it 
performs automatic tracking of the object using a tracking algorithm of 
the Kalman Filter and Camshift. Intrusion detection and response 
systems can be suggested by calculating the time of its staying in areas 
of interest. 
 

Keywords—Object detection, Object tracking, Kalman Filter, 
Camshift, Background Subtraction 

I. INTRODUCTION 
Nowadays in society, issues like information security and 

physical security in order to prepare for and guard against 
hacking and intrusion are spotlighted. In particular, such 
physical security has a lot of restrictions in the place. For 
example, unstable terrain such as the mountains or the sea is 
inevitably vulnerable to security because installation of 
physical security is difficult. In order to address this 
vulnerability, a surveillance and response system with a simple 
camera is installed with a relatively low restriction. And the 
region of interest should be automatically monitored in real 
time without directly monitoring and automatically tracks the 
attacker to be able to prepare for an emergency situation. 

In [1], region of interest is monitored by the dynamic object 
counting program using only detection algorithm using the 
camera. However, the theory is dependent on the simple 
detection algorithm and it can’t obtain a good performance if 
there is an object of multiple directions. 

In [2], it is an algorithm to extract a person's hair and 
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shoulder shape and to track and count objects in the specified 
area of interest. This algorithm shows excellent performance 
when a person is in the front or side but it can’t detect and 
respond effectively to break-ins because tracking of object is 
difficult if someone bends or crawls.  In order to detect 
intrusions by tracing an object, it should have outstanding 
detection performance and track performance notwithstanding 
change of shape, position and posture of an object. And even if 
cameras are installed at different angles, it should be able to 
extract and track the object continuously, which may improve 
the accuracy of the extracted object.  

In this paper, the object is extracted [3], by using the 
difference between two consecutive frames, and tracked 
continuously using the Algorithm  of Kalman Filter and 
Camshift when the extracted object is let into the region of 
interest set by the user [4]. When you acknowledge the 
intrusion situation based on the time change of the trajectory 
analysis and intrusion happens, we propose a response system 
which tells immediately the facts to the control room or 
monitoring agents. 

This paper is organized as follows. Chapter 2 describes 
detection algorithm for moving objects through Background 
Subtraction, explains the detected object through a combination 
of Kalman Filter algorithm and Camshift algorithm and 
Chapter 3 describes automatic tracking and intrusion detection 
in the area of interest using a combination of system model, 
object detection and object tracking and finally Chapter 4 
describes the experiments and conclusions.  

II. OBJECT DETECTION USING BACKGROUND REMOVAL AND 
OBJECT TRACKING ALGORITHM COMBINED WITH KALMAN 

FILTER AND CAMSHIFT 

A. Background Subtraction 
Background removal is useful for extracting a foreground. 

There are many background removal techniques for extracting 
foreground but we use a very simple background removal 
technique. The reason for that is that the use of algorithm with 
more simplicity and fewer amounts of calculation can provide a 
system with faster processing speed rather than a complex 
algorithm because all you should do is to extract just moving 
objects.  In this paper, we used the car frame technique to 
eliminate the background. This method is to extract the portion 
with the great change as much as you want as foreground after 
subtracting one frame from the other one.  Since the image is 

Intrusion detection system in area of interest 
using a background subtraction-based tracking 

algorithm 
Hanbyul Chae 1, Kicheon Hong* 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 286



 

 

always affected by the noise, the difference between the pixel 
values less than 15 is ignored and the pixel values of large 
difference are displayed. That is, if the pixel value difference is 
small, it is set to 0 while set to 255 if it is large.  

 

( , ) ( , ) ( , )1I x y I x y I x yt tδ = − −                              (1) 
255, ( , ) 15

( , )
0, ( , ) 15

I x y
I x y

I x y
δ

δ
δ

≥ 
=  <                               (2) 

.  

B. Kalman Filter 
Kalman Filter is a well-known method in the field of [5] 

motion estimation. It is a recursive algorithm for determining 
the best estimate that minimizes the error in the state vector in 
the linear dynamic system of interference by a white Gaussian 
noise (Linear Dynamic System). Kalman Filter is divided into 
three phases: prediction, measurement and modification. 
Effective tracking of body in Kalman Filter requires a setting of 
an appropriate tracking model. In this paper, we set the state 
vector as the center coordinates of the amount of the detected 
body and the change between the previous frame and the 
current frame, the (ΔX, ΔY) (x, y). 

The state vector of the Kalman Filter at time t is defined as 
follows.      

( ) [ , , , ]x t x y x y Τ= ∆ ∆         (3) 
 
Kalman Filter is evolving along with the system state vector, 

x (t) and the time.

( 1) ( ) ( ) ( )φ ω+ = +x t t x t t                         (4) 
 

w (t) is Gaussian noise whose covariance Q (t) and mean is 0 
and is defined as covariance Q (t). 

 

( )

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 
 
 =
 
 
 

Q t

                              (5)  
 

Measuring vector is given. 
 

z(t) = H(t)x(t) + v(t)                        (6) 
 

V (t) is the covariance, R (t) is Gaussian noise whose 
covariance R (t) and another mean is 0 and id defined as 
covariance R (t).  

1 0
( )

0 1
 
 
  

=R t
                                        (7) 

 
This paper is defined as a state change matrix ∅ (t) assuming 

the face is moved in a straight line with a uniform velocity.  
 

1 0 1 0
0 1 0 1

( )
0 0 1 0
0 0 0 1

 
 
 
 
 
 
 

∅ =t

                              (8) 
 

The input vector is a four-dimensional vector of x, y 
coordinates and is defined as unit matrix H (t) according to △ x, 
△ y-axis and change of matrix.  
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C. Camshift algorithm 
Camshift algorithm [6]  It is the improved method to be 

used in environment of tracking Mean shift algorithm, one of 
color segment method and makes up for weakness of Mean 
shift by using method that can adjust size of search window. It 
is used to track the object at a high speed, and has the feature 
that keeps poor capability in the background of a lot of 
illumination change and noise. It can predict and detect the 
position to be changed using distribution of the Hue values of 
the detected object area and can track the object while it 
searches for the center. The RGB color model is much more 
sensitive to changes in illumination. Therefore, the algorithm 
converts the RGB color space into Hue of the HSV color model 
in order to reduce the impact of lighting on the track objects. It 
establishes a one-dimensional histogram in the region of 
interest, then stored and used as a tracking model. 

Camshift algorithm is a variant of the meanshift algorithm 
already well known and is a search algorithm 

operating on an empirical distribution to extract any objects. 
Figure 1 shows the Camshift algorithm. 
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Fig. 1 Flowchart of Camshift Algorithm 

III. SURVEILLANCE SYSTEM THROUGH SETTING AREA OF 
INTEREST AND OBJECT TRACKING 

A. Structure of whole surveillance system 
Surveillance system model in region of interest, which uses a 

camera proposed in this paper is shown in Figure 2. 

Fig. 2 Surveillance system model for area of interest using a camera 
 
The system requires a camera and a laptop or personal 

computer, and the alarm signal system, which uses the precise 
resolution. It monitors a region of interest in real time through 
the algorithm which proposes a high-quality input image 
coming from the camera. If an intruder has occurred in areas of 
interest, it makes a warning alarm or reports to control center to 
respond quickly. 

 

B. Object Detection Using Background Removal 
It converts the video coming from a camera into a binary 

image by using a car frame technique to distinguish between 
background and foreground.  It removes noise through labeling 
algorithm in converted binary image and extracts object. 
Labeling distinguishes each object by attaching a label of the 
same number to adjacent pixel whereas attaching a different 
number to components not connected. At this time, pixel sizes 
smaller than a certain threshold are removed in order to get rid 

of the small noise. 
,

,
Object PixelSize T

Object
Noise Otherwise

>
= 

                         
(10) 

 With the size of pixels in object area inspected during 
labeling, pixel size smaller than the threshold T is recognized as 
not an object but a noise.  

You can see the results of car frame in Fig3 and Fig4. 

 

Fig. 3 Input image 
 

 

Fig. 4 Result of object detection through differential method 
 

C. Algorithm flowchart of intrusion situation recognition 
The proposed algorithm is applied to the images acquired in 

an indoor environment. Once one of multiple objects detected 
with a multi-frame method comes in area of interest designated 
by user, it traces the object in area of interest by applying 
tracking algorithm combined with Kalman Filter and 
Camshift[7]. Since the tracking algorithm combined with 
Kalman Filter and Camshift can predict the condition of object 
in the next frame successfully, it can trace objects properly and 
detect intrusion situations by analyzing the time the object stays 
within area of interest. Algorithm flowchart of comprehensive 
intrusion is as follows: 

Step 1: Definition of the area of interest. The user draws a 
rectangle on the area he wants to monitor by setting the 
coordinates directly on the screen. This rectangle is the area of 
interest that we have set. 
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Step 2: Acquires images from the camera and stores it in the 
shape of image of RGB domain or Gray domain. Object is 
extracted from the differences between the current frame and 
the previous frame and is displayed in a rectangular framework. 

Step 3: When the extracted object is let into the region of 
interest, it obtains the coordinates of the object within the area 
of interest and starts tracking through a combination of Kalman 
Filter and Camshift [8]. Kalman Filter makes a prediction. The 
prediction of the Kalman Filter is used to catch the initial 
position of the search window of Camshift algorithm and then 
Camshift performs the track. 

Step 4: Set the time the tracked object stays as Time and set 
the threshold value as Threshold.  

If, Time > Threshold, it considers the situation as intrusion 
and proceeds to Step 5. 

Step 5: In case of intrusion, a warning alarm is sounded and 
an action is performed and the system is reset to manual mode.  
The overall system steps and algorithm flow chart are shown in 
Figure 6 below. 

Input Image

Set the area of interest

Convert to gray scale

Extract the moving obeject using the 
difference frame

The detected object is in area of 
interest?

Set an object of interest to object 
internal area of interest

Yes

No

Intrusion occurs and a warning alarm 
is sounded

Track the object of interest using the 
kalman filter and camshift

IF, Time > Threshold

Yes

No

Fig. 5 Algorithm flow chart for detecting intrusion 
 

IV. EXPERIMENT AND CONCLUSION 

A. Results of Experiment on Differences between 
non-invasive and invasive situation 

It shows the difference between results of the 
above-mentioned conditions and the non-intrusion condition. 
Images created by cutting the video frame by frame in both 
cases where the object extracted in the area of interest stays 
shorter than the threshold value or where staying longer than it, 
are shown in Figure 6 and Figure 7, respectively. 

 
Fig. 6 The case where there is no intrusion within area of interest 

 
Fig. 7. The case where there is intrusion within area of interest 
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Fig. 8 Notification after Intrusion detection in the area of 

interest. 
 

Frames per second of the image was 29.7and the threshold 
value for intrusion detection is set at 60 frames(about 2 
seconds) to make an easy demonstration in this experiment.  
When an object comes in the area of interest, it calculates the 
stay time and stores it in the variable frameup. If the object gets 
out of the area of interest before frameup reaches the threshold, 
it considers the situation as non-intrusion while it does the 
situation as intrusion and alarm is sounded when the frame goes 
beyond 60. If the tracked object stays in the area of interest for 
more than 2 seconds, it considers the situation as intrusion and 
the alarm is sounded, as shown in Figure 8 whereas if it stays 
less than 2 seconds, it is regarded as a non-intrusion and no 
alarm is sounded. In order to demonstrate accuracy of the 
system in various environments, tests in changing angles of 
camera and tested in outdoor as well as indoor. Figure 9 show 
the images and result of the experiment where images were 
taken from the camera on top position of the object and Figure 
10 show the result of the experiment in outdoor image. 

 
Fig. 9 The case where camera is installed on top position of 

the object 

 
Fig. 10 The case where camera is installed in outdoor. 

 
If an object comes within the area of interest designated by 

user, it will be traced continuously by the proposed tracking 
algorithm and time when object stays is calculated to detect the 
intrusion.  If the object gets out of the area of interest, no more 
tracking is performed. Automatic tracking success rate in area 
of interest is proved to be high regardless of the angle of the 
camera.  

Table 1. Intrusion detection success rate according to position of 
camera. 

 

Number 

of 

cameras 

Number of 

successful cases 

for detecting 

intrusion 

Intrusion 

detection 

success rate 

In case camera 
is installed in 
front of object 

500 442 88% 

In case camera 
is installed on 
top of object 

500 427 86% 

 

Table 2. Intrusion detection success rate of indoor and outdoor images 

 

Number 

of 

cameras 

Number of 

successful cases 

for detecting 

intrusion 

Intrusion 

detection 

success rate 

In case 
camera is 

installed in 
indoor 

500 442 88% 

In case 
camera is 

installed in 
outdoor 

500 427 86% 

 
In case the camera is positioned in front of the object, the 

intrusion detection success rate was found to be 88% while it 
was found to be 86% in position of top of the object. Automatic 
detection and intrusion detection rate is found to be high 
regardless of the position of camera. In case the image in 
outdoor, intrusion detection success rate is less than the image 
in indoor because the noise according to shadow and the 
movement in the wind. 

 

B. Conclusion 
This paper proposes an intrusion detection algorithm in area 

of interest. Object detection and object tracking results should 
be used to analyze and detect intrusion situations.   

Dynamic object is extracted from the difference in the 
successive two frames of previous frame and current frame and 
once the extracted object comes within area of interest, it traces 
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the object within area of interest using automatically tracking 
algorithm combined with Kalman Filter and Camshift 
algorithm. Based on this, in this paper, it is possible to monitor 
in real-time the area of interest via the algorithm to extract 
moving object by applying background subtraction and the 
tracking algorithm where Kalman Filter and Camshift is 
combined and to trace object accurately within area of interest. 
Intrusion detection and response system is offered based on 
analysis of time-varying trajectory traced. Via the proposed 
system, it has shown a continuous tracking and accurate 
intrusion detection performance. And if an object comes into 
area of interest and the status object is overlapped, objects are 
sometimes recognized as one object while making it difficult to 
detect them. In order to solve it, we made tracking possible by 
separating them even if they come in overlapped conditions and 
tracing objects within any area through tracking algorithm after 
designating an area larger than area of interest designated 
initially. Later, accuracy of intrusion detection will be 
improved by using the shadow removal algorithm.  The 
algorithm described in this paper is accurate in a daytime 
environment whereas intrusion detection is difficult because 
accurate detection and object tracking can’t be implemented at 
a night environment. We are planning to configure a security 
system with better performance by developing an algorithm to 
enable precise object detection and tracking not only in the 
daytime but also at night and improve intrusion detection 
capability using thermal imaging cameras. 
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Abstract— Assessing, evaluating, and predicting student’s 

performance has always been a major research part of the academic 
workers aiming for academic excellence. One of the main issues 
related to this is identifying the major factors influencing it positively 
or negatively.  A major related question, and not yet enough 
researched, is whether students taking courses together has any 
influence on their outcome. To answer this question, this paper 
presented a study of the student’s behavior in course selection. We 
described the population considered under study, and explained the 
methodology followed to accomplish it. Finally, we analyzed 
student’s performance of individual versus common courses taking 
several dimensions like gender, pairs or tribes, passing level (very 
good, good or failing).    The main finding is that student cooperation 
in groups improves the probability of passing courses. Nevertheless, 
good performing students are affected slightly negatively by their 
contribution to the group.   
     

Keywords—Social Network Analysis, Pajek, GPA, Student 
Performance. 

I. INTRODUCTION 
HIS paper presents a study performed on university 
students for observing their behavior in courses they have 

taken. The aim is to determine the level of performance of the 
students when they took their courses individually in contrast 
to when they took courses with their friends. Accordingly, the 
difference in GPA of the students in courses taken individually 
is analyzed and compared to that of courses taken in common. 
In order to reach a reliable conclusion, the relations of students 
between each others were mapped using Social Network 
Analysis and a series of steps have been followed to explore 
these relations, in addition to several tools such as Pajek and 
R, which were used to visualize the results and help us better 
understand the impact of the course selection on the student 
performance.  
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II. LITERATURE REVIEW 
Social Network Analysis SNA is the study of relationships 

of individuals or groups of individuals. SNA has been heavily 
researched and successfully tested in several fields mainly 
related to social sciences, human disease, scientific 
collaboration, business, medicine and many others. However, 
very little work has been done to study the SNA in the 
educational sector [1, 2, 3].   

In general SNA involves two major directions: one direction 
that seeks to understand what influences the formation of 
relational ties in a given population, and another direction 
seeks to understand the impact of the relations within a SNA 
on a specific outcome either at an individual or at the 
population level [1].  

When it comes to the higher educational sector, there are 
several disparate publications related to it. Some papers try to 
overlook on the subject and to show the number and the 
diversity of the research in it [4], others study the influence of 
network association on the success, or on student’s research 
potentials, or on student integration and persistence, or even 
on the distribution of knowledge [1, 3, 6, 7]. 

In our study, a cohort of architecture students was traced.  
The architecture major was chosen for several reasons. First, 
the bachelor of architecture is very selective (out of 500 
applicants only 300 are enrolled) compared to other majors (3 
or 4 years). Third, the success rate within major courses is low 
with an average of 20% of failing students.  11% of the 
courses are repeated two times and 4% are repeated three  
times and more.   

To obtain the degree of bachelor of architecture, a student 
must complete about 57 courses with an overall GPA of at 
least 2.0/4.0 and a minimum cumulative GPA of 2.3/4.0 in the 
Core and Major requirements.  

Among the 57 courses, 43 courses are compulsory courses 
and 14 are elective courses. The number of sections of the 
same course given during the same semester is given in the 
Table 1 shown below.  Only 16% of the compulsory courses 
are given in only one section. This gives the student bigger 
opportunity to choose among multiple sections.  

In principle, students majoring in architecture tend to 
collaborate between each other more than other majors [8, 9]. 
Our hypothesis is to evaluate how much the work in groups is 

Exploratory Social Network Analysis with 
Pajek: Case Study on Student Group 

Performance 
Lionel Khalil, Marie Khair, Tina Daaboul, Marie-Joelle El Hajje 
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affecting the whole group GPA as well as the students’ 
individual GPA. 

 
 
Number of Sections per semester Compulsory 

Courses 
Elective 
Courses 

One section 16% 32% 

Between 2 and 3  34% 30% 

More than 4  50% 38% 

Table 1 Number of Sections per Semester 
 

III. METHODOLOGY 
In order to be able to evaluate, assess, and compare the 

performance of the students between courses taken 
individually and courses taken in common, several steps were 
taken. The rest of this paper will cover first the procedures and 
steps taken to accomplish the study. Next, the treatment of the 
data using mainly Pajek and R in addition to other tools will be 
mentioned. In addition, the sample size that was taken and its 
validity will be presented. Finally, we will illustrate the 
findings and identify the conclusion.    

A. Procedure and Task 
Upon choosing architecture students as a population, the 

study will be based on evaluating whether the performance of 
architecture students at a private university in taking courses 
individually is better/worse/ or same than taking common 
courses with friends. Accordingly, the list of common students 
in architecture that have taken courses during all the six 
semesters inclusively from fall 2012 till spring 2015 was 
taken. The next step was to manipulate the population in order 
to get a valid sample.  

B. Treatment of Data Two-mode network:  
In social network analysis, matrices have been used as an 

efficient tool for representing a small social network and for 
computing results on its structure. In addition, matrices offer 
visual clues on the structure of small and dense networks. A 
matrix is a two-way table containing rows and columns. The 
intersection of a row and a column is called a cell of the 
matrix.  

The selected population consisted of 311 architecture 
students. This data was presented using a binary matrix for 
each semester which shows the courses each student has taken 
for each semester separately.  The six matrices were added to 
obtain a large matrix of all the courses the students have taken 
in the six semesters (Student-Course relation). After obtaining 
the matrix, R and Pajek were used for manipulating and 
visualizing the matrix [10].  Thus, the initial matrix is obtained 
which includes all the 311 student-course relation for the six 
consecutive semesters.  

In Pajek language, affiliation networks consist of at least 
two sets of vertices such that affiliations connect vertices from 
different sets only. In the initial matrix presented (student-
course relation) there are two sets, which are Students and 
Courses. Affiliations connect Students to Courses, not directly 

Students to Students. Figure 1 shows a fragment of the 
Students/Courses network. This type of network is also called 
a two-mode network or a bipartite network, which is 
structurally different from the one-mode networks. 
 

 
Figure 1 Students/Courses Network Example 

 
We followed the solution commonly used to change the 

two-mode network into a one-mode network of students that 
attend common courses, which can be analyzed with standard 
techniques. 

C. Treatment of Data: One- mode network:  
Pajek has special facilities to derive a one-mode network 

from the two-mode network. The submenu Net>Transform>2-
Mode to 1-Mode contains commands for translating two-mode 
into one-mode networks. A one-mode network can be created 
on each of the two subsets of vertices. There is an alternative 
way using “R” on the matrix form of the net.  

By convention, vertices of the first subset Students are 
called rows, whereas columns refer to the second subset 
Courses. These terms are derived from matrix notation. Let M 
be the matrix having Students as rows and Courses as columns. 
The one-mode network for students is M*MT and the one-
mode network for Courses is MT*M. 

In M* MT representing the one-mode network for students, 
called student-student matrix each row and column represents 
one vertex of the network, for instance, the first (highest) row 
and the first (left) column feature on Student. Social cohesion 
is linked to the structural concepts of density and 
connectedness. Density refers to the number of links between 
Vertices meaning how many courses students take together. A 
number in the cell indicates the number of courses shared with 
another student and a zero cell means that there is no course in 
common.  “R” programming language was used in order to 
obtain the student-student matrix by calculating MT*M. 

 

D.   Threshold and Sample Size: 
The Network has a density range from 0 up to 26 courses in 

common. Figure 2 shows the log-linear relation between the 
density and the number of vertices (students in relation). 
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Any Student sharing a minimum number of courses with 
another student is probably a friend of him or her. This 
hypothesis can be validated using Facebook where it was 
checked whether students belonging to a certain tribe or pair 
are really friends.  

 

 
Figure 2 log representation of density per vertices  

 
As a density threshold to deciding whether a group of 

students are friends or not, the number of shared courses 
between them was specified. Two density thresholds have been 
chosen, the first was 14 or more courses in common and the 
second was 9 or more courses in common. The density 
threshold 9 or more and 14 or more were chosen because 
students are allowed to take a maximum of 5 to 7 courses each 
semester. Thus, a student can take around 10 to 14 courses in a 
year; so students that share minimum 9 or 14 courses have 
been together for a minimum of a year.    

Two matrices have been designed: a high density matrix 
with a range of density from 9 to 13 and a very high density 
matrix with a threshold at 14. The initial matrix has been 
cleaned with the diagonal value down to 0 and density 
relations with less than the threshold have been put at 0.  The 
high density matrix is reduced to 94 students and the very high 
density matrix is reduced to 81 students.  To avoid overlap 
between the two Networks, we first consider the tribes and 
pairs in the very high density network and then only the pairs 
from the matrix with high density that share from 9 up to 13 
courses was taken into consideration. Note that one student-
student relation is only shown once. This means that if this 
relation is shown in a very high density matrix (more than 14 
common courses), it will not be shown in the high density 
matrix ( 9 to 13  common courses).  In addition, if two students 
are part of a tribe, they will not be shown in a pair.     

Hence, the high and very high density matrix (14 courses or 
more) were upload on Pajek to get the pairs and tribes. 

E.  Validity of the Sample:  
The sample size required for a specified level of confidence 

in the result with a specified degree of sampling error is 
calculated based on a formula in relation to a population of a 
specified size [11]. But Cook et al [12] and Draugalis et al 
[13] point out that response representativeness can compensate 
a low sample. Several case studies [14,15,16] have presented 
low samples and  identified a small effect of error indicating 
adequate representativeness of their sample. With 26% ratio 
for the sample of minimum 14 courses in common and 57% 
for the sample of 9% in common, the two samples  fulfill and 

are far above liberal conditions of 10% sampling error and 
80% confidence level as per defined by Nulty [17]. 

F. Obtaining Tribes:  
The student-student matrix was placed in Pajek that 

transforms it into a network where it was manipulated into 
groups of students i.e. showing the students sharing the same 
courses as tribes. There are several techniques to detect 
cohesive subgroups based on density and connectedness. We 
identified cliques or complete subnetworks based on the Pajek 
function Layout>Energy>Kamada-Kawai>Separate 
Components. Pajek divided the students into Pairs which 
means they share two courses together and into Tribes where 
they share three or more courses together. 

Figure2 shows the one-mode network of students that is 
derived from the network in Figure 3. It is constructed in the 
following way. Whenever two Students share a Course in the 
two-mode network, there is a line between them in the one-
mode network.  

When students share multiple courses multiple lines are 
replaced by a valued single line indicating the original number 
of lines between two vertices, in other words the number of 
courses in common of two students or the density of the 
relation.  

 
Figure 3 Tribes and Pairs in high density Network 

 

 
Figure 4 Cliques in the High Density network 

 
Independent students are the ones connected with less than 

14 courses (respectively 9) with other students. Pairs of 
students are students who are connected with bidirectional arcs 
with a density of more than 14 (respectively 9). Tribes are 
group of students who are connected with more than 14 
courses two by two (respectively 9). Cliques are group of 
students who are all connected with more than 14 courses 
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(respectively 9). A clique is a set of vertices in which each 
vertex is directly connected to all other vertices  In Figure 4 
there is only one example of clique ( clique of 5 nodes); other 
tribes (clusters) are often cliques with additional students 
linked to some members of the tribes. 

  
 
D. Validity of Tribes: 
As mentioned above, a tribe holds set of students that have 

taken courses together which means that there might be a 
friendship relation between them. In order to make sure that 
our assumption is right, we have checked the friendship 
relation of the tribes on Facebook. Below is the result of our 
analysis. Table 2 shows 19 pairs out of 22 that have a 100% 
match with Facebook network and an overall match of 94%.  
Some tribes were identified on Facebook as friends from their 
friend list and some were identified from their common 
pictures. The 9 pairs denoted by “undetermined” are the ones 
that were either not found on Facebook or their friend list isn’t 
viewable.  

 
Tribe Name Number of Stud in Tribe FB Friends Match Percentage of Match
Tribe 1 3 3 100%
Tribe 2 3 3 100%
Pair 1 2 2 100%
Pair 3 2 2 100%
Pair 4 2 2 100%
Pair 9 2 2 100%
Pair 10 2 2 100%
Pair 11 2 2 100%
Pair 12 2 2 100%
Tribe 4 4 4 100%
Tribe 7 6 6 100%
Tribe 9 15 15 100%
Pair 13 2 2 100%
Pair 14 2 2 100%
Pair 15 2 2 100%
Pair 16 2 2 100%
Pair 17 2 2 100%
Pair 18 2 2 100%
Tribe 8 5 4 80%
Tribe 3 3 2 67%
Tribe 5 14 9 64%
Tribe 6 4 2 50%
Percentage of Match 94%
Pair 2 2 UNDETERMINED N.A
Pair 5 2 UNDETERMINED N.A
Pair 6 2 UNDETERMINED N.A
Pair 7 2 UNDETERMINED N.A
Pair 8 2 UNDETERMINED N.A
Pair 19 2 UNDETERMINED N.A
Pair 20 2 UNDETERMINED N.A
Pair 21 2 UNDETERMINED N.A
Pair 22 2 UNDETERMINED N.A  

Table 2 Validity of Tribes and Pairs 

G. Adding demographic data 
Lastly, demographic data for each student in a tribe and pair 

was collected such as gender, grade, campus, and others. For 
each pair and tribe we calculated the average grade for 
individual and common courses, standard deviation, and 
percentage of courses taken. The data was also analyzed 
depending on gender. The following section will present the 
findings of the study. 

IV. FINDINGS 
A. Gender Inference:  
1) Performance in Individual and Common Courses 

According to Gender: 
To begin with, the first finding concerns the performance of 

students regarding their gender. The goal is to identify whether 
female and male architecture students perform better in 
individual than common courses. Accordingly, the average and 
standard deviation of grades were calculated.  The results 
show that females perform slightly better in individual work 
rather than common, having an average GPA of 2.9 and 2.86 
for individual and common courses respectively. As for males 
the result showed that they perform better in common courses 
than in individual with an average GPA of 2.41 and 2.56 in 
individual and common respectively. The standard deviation 
of the GPA is slightly the same for females in both types of 
courses (0.98 and 0.96) and for males the standard deviation of 
the GPA is higher for individual courses (1.11) than in 
common courses (0.94). 

2) Performance in Tribes According to Gender: 
Another finding concerning the gender is the level of 

performance of students in tribes versus students in pairs 
according to the gender. The results show that females in tribes 
perform better in individual courses than females in pairs (3.09 
and 2.83 for tribes and pairs respectively). As in common 
courses for females the average of grade is better in pairs than 
in tribes (2.82 and 2.95 for tribes and pairs respectively). The 
result for males is better in pairs (2.43) than in tribes (2.36) for 
the average of individual courses and the result is the same in 
common courses (2.56). 

B. Percentage of Passing in Individual and Common 
Courses: 

The percentage of passing and failing a course was 
calculated for both individual and common courses to see 
where the students are more successful. There are three 
categories of grades an architecture student can get on a 
course, either a passing grade (A and B range), a non-passing 
grade (C and D range), or a failing grade (F or withdrawal). 
Accordingly, the percentages of the three types of categories 
of grades were calculated for both individual and common 
courses. The results show a 79% of passing in common 
courses which is slightly higher than percentage of passing 
individual courses (75%). As for the non-passing grades the 
percentages are almost the same (17% and 16% for individual 
and common courses respectively). The percentage of failing 
is slightly higher in individual than common courses (8% and 
5% respectively). 

C. GPA Difference of Common minus Individual Courses: 
 Figure 5 below shows the GPA difference of common 

minus individual courses. The blue line represents the linear 
evolution of the GPA difference, the red line represents the 
outliers and the green line is the boundary. The results show 
that the average difference of GPA is negative 0.09. Figure 6 
shows that regardless the percentage of common courses, GPA 
difference is between -0.04 and -0.02 excluding the outliers.  
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Figure 5 GPA Difference of common minus Individual Course 

  
  
 

 
Figure 6 GPA Difference with percentage of common courses 

 

D. Difference between Standard Deviation (Common minus 
Individual courses): 

Figure 7  shows the difference between standard deviation 
of common and individual courses. Students’ grades are closer 
to each other when they work together in 78% of cases rather 
than when they work alone. This result is independent of the 
percentage of common courses. 

 

 
Figure 7- Difference in the Standard Deviation of GPA 

 

V. CONCLUSION 
The main conclusions which we can draw are: first that 

males perform better in groups while females perform the 

same or worse;  the standard deviation for the grades in group 
course is lesser than that in individual courses meaning that the 
students, once in  groups help each other; third the number of 
students belonging to groups seems low (only one fourth of the 
students) despite the fact that they have the choice to take 
common courses; and finally the percentage of students 
passing the courses is higher in common courses than in  
individual courses. The main finding is that student 
cooperation in groups improves the probability of passing 
courses. Nevertheless, good performing students are affected 
slightly negatively by their contribution to the group. 

 
The limitations of this study are that application of 

subsequent six semesters of architecture students in one 
university can be applied to a local context.  Findings report 
new factors on the GPA with implications to only 
undergraduate students. The generalizability of findings is 
limited because of small sample size and area selected for 
sampling.  

In further works, the study has to be generalized to all 
majors of the university. This study has not examined the 
decision making abilities of students within a tribe, offers an 
area for future research information gathered from this study 
and conclusions made might need further research in other 
university as well. The study is quantitative in nature; therefore 
requires further exploratory analysis in order to address 
remaining research questions on elements which have a 
significant influence on students’ choice of a course. 
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Abstract—Warden  is  a  system  for  efficient  sharing  of
information about detected events (threats) from honeypots, intrusion
detection systems, network threat probes and even external sources,
designed  as  multi-client  queue.  Warden  3  is  thorough  redesign,
building on previous experiences and putting together previous work
on Intrusion Detection Extensible Alert (IDEA) format and up to date
taxonomies, switching from SOAP to JSON flavoured HTTPS and
improving filtering and authentication capabilities on the way.

Keywords—alert,  security  event,  incident  response,  ids,  event
exchange, honeypot, json

I. INTRODUCTION

arden  is  a  system  for  efficient  sharing  information
about  detected  threats,  available  under 3-clause BSD

license. The system mimics the behaviour of the queue with
multiple  producers  and  multiple  consumers  –  the  detection
probes push security events to the hub, and clients – analysers,
blacklist generators, storage and aggregators can pull the new
events at will. However, to take some burden out of clients
and network, the server provides means for basic filtering.

W

It is safe to say that venerable Warden 2 [11] was ambitious
project and vast improvement in security incident sharing in
CESNET network  –  the  identification  of  new requirements
and need for new directions is itself a proof that it is useful
and project itself was a great achievement.

Warden  2  improved  security  incident  handling  speed  in
CESNET NREN and helped to reach healthier network state.
Its  vast  body  of  incident  data  allowed  for  interesting  data
processing and correlation projects, such as [1] and [6].

This work has been supported by the CESNET association and the operator
of the Czech national research and education network referred to as CESNET2
within its “Large Infrastructure” (LM2010005) research programme, running
within 2010-2015 timeframe.

Pavel Kácha, Michal Kostěnec and Andrea Kropáčová work in CESNET,
Zikova  4,  Prague,  Czech  Republic  (e-mails:  ph@cesnet.cz,
kostenec@cesnet.cz, andrea@cesnet.cz).

II. REQUIREMENTS

However,  based  on  several  years  of  life  with  previous
version of Warden, real world experience and also taking into
account  current  state  of  the  art,  let  us  identify  possible
improvements, suitable changes, and new requirements.

A. Previous Warden version review

Warden 2 used RPC calls for sending and receiving events
using  SOAP over  HTTPS.  While  HTTPS  shows  its  utility,
SOAP with its complete XML (de)marshalling stack bites into
performance and brings in large tree of library dependences.
There is a need for lighter and more maintainable approach.

Events were represented as number of RPC call arguments
(name, time, type, attack source IP and type, attack destination
port,  attack volume and free  text  note).  That  has  shown as
insufficient for many of security events nowadays in the wild
(complex phishing attacks as a notable example). We need to
find more flexible and extensible representation.

Also, code for validation of events must have been written
by hand,  specifically  for  our  defined  fields.  Some standard
solution would be more robust.

Warden 2 server provided basic event filtering for receiving
clients, based on event type, and on simplistic notion of “own”
events. This proved insufficient, users are calling for filtering
based  on detector  type (honeypots  provide  greater  certainty
than  portscan  detectors,  for  example).  Also,  “own”  means
something  different  for  various  users,  especially  in
organisations with complicated internal hierarchy – we need
to use better representation.

Event type and detector description type was represented by
loose  set  of  categories  (tags),  which  were  added  on  “as
needed”  basis.  We  need  to  use  some  more  standard  and
structured solution.

Sending API was designed to push only one event at a time,
severely limiting throughput and overall sender performance.

Clients needed to save state – while this is good feature to
have for complex receiving clients workflow, there is no need
for simple pull-process-forget clients to be stateful.
  In Warden 2, clients get authenticated by server certificate,
however  server  certificate  is  usually  same  for  the  whole
machine, so individual clients are differentiated only by telling
its own name. However, client name is widely known, so this
allows  for  client  impersonation  within  one  machine.  We
should introduce more tamper proof solution.

Last but not least – Warden 2 server was written in Perl.
While  it  was  logical  choice  when  the  project  started,
nowadays,  when  Perl  3  (and  necessary  ported  libraries)  is
nowhere near to finish, number of skilled Perl programmers is
on the decline, and stability and quality and compatibility of
requisite libraries for Warden 2 varies wildly, even language
and platform is worth reconsideration.

Pavel Kácha, Michal Kostěnec, Andrea Kropáčová

Warden 3: Security Event Exchange Redesign

Fig. 1: Warden architecture
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III. DESIGN

Lets  now  elaborate  on  stated  requirements  and  make
implementation decisions.

A. Protocols

Warden RPC calls essentially consist of parametrised event
pull,  unconditional  event  push  and  service  calls  for  getting
information from server. Pull can be realised by standard bare
HTTP call, however as HTTP notion of return data are general
“documents”, we will have to choose some way to serialise. In
push  direction,  sending  event  data  through  HTTP  GET
parameters is impractical due to encoding concerns and size
limits, so POST with the same serialisation format would be
feasible.  While  we  can  consider  XML  (which  is  driving
engine SOAP in previous Warden version), there exists much
lighter solution, which gained widespread recognition, is able
to directly represent fundamental data structures from various
programming  languages,  and  is  often  used  together  with
various HTTP technologies – JSON.

B. Formats

The  serialisation  protocol  closely  relates  to  format  of
security events. We have already (originally for Mentat project
[6])  created  structured  and  extensible  format  –  IDEA  [3],
which already uses JSON as main representation.

With  IDEA  we  also  get  mature  incident  categorization
(based  on  MkII  [10])  and  expressive  set  of  detector
description tags for free [4].

Also,  there  are  already  tools  in  place  for  IDEA,  which
provide  validation  according  to  JSON  schema  definition,
solving yet another requirement.

C. Filtering

Based  on  experience,  we  don't  need  overly  complex
filtering,  Warden  should  serve  mostly  as  reliable  transport
mechanism,  not  data-mining  store  or  security  event  search
engine. IDEA gives us notion of categories and detector tags,
so we will  allow for  positive (“has  category”) and negative
(“has not category”) filters on these fields. That will satisfy
both use for searching by type (all events about portscan will
have category Recon.Scanning) and for searching by detector
type (if we want to get only events with high probability, that
perpetrator  really meant it,  we can filter out only detectors,
based on successful attack – by for example “Honeypot” tag).

D. Organisational hierarchy filtering

We are still facing problem with notion of “own” events.
Two administrators from one organisation may have their own
reasons to either accept each others detectors data as “own”
(they already have the data internally), or to understand each
others detectors data as foreign (they want the data to arrive
through  Warden).  As  we  cannot  force  any  kind  of  rigid
resolution  onto  them,  we  have  to  provide  solution,  which
allows to project their notion onto the system and use it for
filtering of “own” wanted/unwanted events.

Logical solution would be using hierarchy of DNS names.
However, keeping more complicated structure in DNS servers
gets  inconvenient  very  quickly,  and  also  may  unwillingly

disclose addresses of the detectors or honeypots. As we do not
need  complete  distributed  name  infrastructure,  we  can  use
hierarchical  IDEA  Node  names  as  the  base  and  allow
organisations to define identifiers inner structure themselves.
So,  modelled  after  Java  class  names,  client  name  is  dot
separated list of labels, with significance from left to right –
leftmost denoting largest containing realm, rightmost denoting
single  entity.  So  if  we  have  name  realm  scheme  akin  to
"org.example.csirt.honey2",  we can  allow to filter  based  on
prefixes  and  it  is  than  completely  responsibility  of
organisation, what hierarchy and names it will use and how it
will filter incoming events.

We can also allow both positive and negative filters.

E. Bulk send/receive

Pull API is able to provide client with requested number of
events  on  one  call,  however  here  server  is  at  command  at
maximum limit of events it is willing to send. If we allow bulk
transfer for push API, server may receive arbitrary number of
events – even very large number – in one call. As server has to
balance throughput and responsiveness, it also has to do some
limiting.  We will  thus let server  to present  client  with limit
constants  (for  both  directions)  in  initial  handshake
communication, and also in error message structures, should
the client overflow these constants.

F. Authentication

To mitigate possibility of impersonation among clients on
one  machine,  clients  will  have  to  supplement  shared  secret
(instead of their publicly known name) during queries. As the
connection is always encrypted over HTTPS and shared secret
is  distributed  only  once  on  client  registration  over  secure
channel, there is no need to complicate things with additional
encryption  or  handshake  scheme.  However  note  that  this
mechanism is only for transition phase to specifically tailored
certificates,  which  will  contain  client  (not  only  machine)
identifier directly.

Clients will also have to have server authority certificate (or
chain) at their disposal to be able to verify server authenticity.

G. State

At  the  server,  each  event  gets  assigned  integer  serial
number. These numbers are sequential, so we can keep track
of the last event "id" each client have received and next time
provide him only with yet unseen events. 

Server will also keep state of the last downloaded event for
each  client,  thus  freeing  clients  from  necessity  to  keep
permanent  state  themselves  –  however  clients  are  free  to
provide their own notion of state id for each query and saving
it on their own, should the need arise.

H. Platform

Experience  shows  that  Perl  is  not  ideal  choice  anymore,
however  we  would  like  to  stay  with  flexibility,  rapid
prototyping  and  deployment  speed  of  dynamic  scripting
language. We need solid library support for JSON and HTTPS
on client  side and support  for  high performance data based
(non  HTML)  web  application,  along  with  good  database
support.
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As Warden client library is only a communication channel,
on which other third party data processing applications will be
based, we also have to consider user base scope, libraries and
frameworks support.

Our  choice  fell  naturally  to  Python,  based  also  on
experiences on other projects. Python standard library already
provides  HTTP  and  HTTPS  support,  work  with  X509
certificates for authentication, WSGI support for connectors to
powerful  web  server  software,  solid  database  support,  and
also  handful  of  scientific  frameworks  (namely  NumPy  [8],
SciPy [9] and Matplotlib [7]).

IV. HTTP API DESIGN

Leaving  SOAP  creates  possibilities  for  arguments  and
results  representation.  We can  identify  two  three  classes  of
transferred  data  –  structured  event  data  (transferred  both
directions), error explanations (only from server to client) and
query modification arguments (only from client to server).

Considering modification arguments, such as authentication
tokens, filtering and first event ID, the well  understood and
widely used notion of URL parameters suits well – both sides
know  the  type  of  the  value,  so  we  only  need  to  transfer
key/value  pairs  of  strings.  Repeated  arguments  can  easily
mimic multivalues/arrays.

For structured data in push direction POST data can be used
and  for  pull  direction  we  can  send  resulting  data  directly.
However, we will have to settle for structure.

The examples are provided as calls to command line HTTP
client  utility  curl  [2],  which  also  shows  that  by  using  this
design  we  are  able  to  access  server  methods  even  without
client library, which is very useful for debugging, and can be
also used as a base for very lightweight clients.

A. Error handling

If  HTTPS call  succeeds (200 OK),  method returns  JSON
object containing requested data.

Should  the  call  fail,  server  returns  HTTP  status  code,
together with JSON object, describing the errors (there may be
multiple ones, especially when sending events). The keys of
the object, which may be available, are:
• method - name of the called method
• req_id -  unique  identifier  or  the  request  (for

troubleshooting,  Warden  administrator  can  also  uniquely
identify related log lines)

• errors -  always  present  list  of  JSON  objects,  which
contain:
◦ error - HTTP status code
◦ events –  list  if  indices  of  events,  affected  by  this

particular error. If there is error object without  events
key, caller must consider all events affected

◦ message - human readable error description

Other context dependent fields may appear, see particular
method description.

Client errors (4xx) are considered permanent - client must
not try to send same event again as it will get always rejected -
client administrator will need to inspect logs and rectify the
cause.

Server  errors  (5xx)  may  be  considered  by  client  as

temporary and client is advised to try again after reasonable
recess.

B. Common arguments

• secret - shared secret, assigned to client during registration
• client -  client  name,  optional,  can  be  used  to  mimic

Warden  2  authentication  behaviour  if  explicitly  allowed
for this client by server administrator

C. getEvents method

Fetches events from server.

1) Arguments
• count - number of requested events
• id -  starting  serial  number  requested,  id  of  all  received

events will be greater
• cat,  nocat -  selects  only  events  with  categories,  which

are/are not present in the event Category field (mutually
exclusive)

• group,  nogroup -  selects  only  events  originated/not
originated from this realms and/or client names, as denoted
in the event Node.Name field (mutually exclusive)

• tag,  notag -  selects  only  events  with/without  this  client
description tags, as denoted in the event Node.Type field
(mutually exclusive)

2) Returns
• lastid - serial number of the last received event
• events - array of IDEA events

3) Example

$ curl \
    --key key.pem \
    --cert cert.pem \
    --cacert ca.pem \
    --request POST \
    \
"https://warden.example.org/getEvents?\
secret=SeCrEt\
&count=1\
&nogroup=org.example\
&cat=Abusive.Spam\
&cat=Fraud.Phishing"

{"lastid": 581,
 "events": [{
  "Format": "IDEA0",
  "DetectTime": "2015-02-03T09:55:21.563638Z",
  "Target": [{"URL": ["http://example.com/"]}],
  "Category": ["Fraud.Phishing"],
  "Note": "Example event"}]}

D. sendEvents method

Uploads events to server.

1) Arguments
• POST data - JSON array of Idea events

2) Returns
Object with number of saved messages in saved attribute.
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3) Example:

$ eventid=$RANDOM$RANDOM$RANDOM$RANDOM$RANDOM
$ detecttime=$(\
  date --rfc-3339=seconds|tr " " "T")
$ client="cz.example.warden.test"
$ printf '
[
 {
  "Format": "IDEA0",
  "ID": "%s",
  "DetectTime": "%s",
  "Category": ["Test"],
  "Node": [{"Name": "%s"}]
 }
]' $eventid $detecttime $client |\
curl \
    --key $keyfile \
    --cert $certfile \
    --cacert $cafile \
    --request POST \
    --data-binary "@-" \
    "https://warden.example.org/sendEvents?"\
    "client=$client&secret=SeCrEt"

{"saved":1}

4) Example with error:

$ curl \
    --key $keyfile \
    --cert $certfile \
    --cacert $cafile \
    --connect-timeout 3 \
    --request POST \
    --data-binary '[{"Format":'\
      '"IDEA0","ID":"ASDF","Category":[],'\
      '"DetectTime":"asdf"}]' \
    "https://warden.example.org/sendEvents?"\
    "client=cz.example.warden.test&secret=SeCrEt"

{"errors":
 [
  {"message": "Validation error:
key \"DetectTime\", value \"asdf\", expected -
RFC3339 timestamp.",
   "events": [0],
   "error": 460
  }
 ],
 "method": "sendEvents",
 "req_id": 3726454025
}

E. getInfo method

Provides client with basic server information.

1) Returns
• version - Warden server version string
• description - server greeting
• send_events_limit -  sendEvents  will  be  rejected  if  client

sends more events in one call
• get_events_limit - getEvents will return at most that much

events

2) Example

$ curl \
    --key key.pem \
    --cert cert.pem \
    --cacert ca.pem \
    --connect-timeout 3 \
    --request POST \
    "https://warden.example.org/getInfo?
secret=SeCrEt"

{"version": "3.0-beta1",
 "send_events_limit": 500,
 "get_events_limit": 1000,
 "description": "Warden 3 server"}

V. DATABASE DESIGN

A. Essential queries

Lets take a look at the queries, which will create focus of
the server work.

Each  pull  query  is  based  on  id,  provided  by  client,
signalling which events it has already received. Clients may
also  require  to  filter  events  according  to  category, detector
tags and trailing part of detector name (“realm”).

Push  queries  are  nothing  special,  they  will  just  have  to
update all potential auxiliary structures accordingly – but the
backend  database  engine  must  provide  enough  locking
granularity to be able to cope with continuous stream of writes
along with continuous stream of reads.

Each query has to be authenticated by client shared secret
and/or  client  name,  and  we  should  be  able  to  differentiate
between clients, which are allowed to send, clients, which are
allowed only to receive, and new, unverified clients, which are
able to send only events marked with specific “Test” category.

B. Discussion

It  is  clear  that  we  need  the  table  of  events  and  table  of
clients and positive relation between them.

Concerning events table, the only information we need to
parse out from arriving JSON events are the filtering fields, so
we do not need to try to represent the whole IDEA structure in
database.  However,  this  is  in  fact  mainly  Category  array,
which means we have one to many relation and we will have
to  split  these  into  separate  table.  The  same  applies  to  the
detector tags.

Both tags and categories are transferred as free text strings,
which  shows  as  a  performance and  space  intensive  way to
represent them in relations. We have also tried conversion to
hashed fixed length strings, which lessened impact, however
we have still  felt,  that  there is a margin.  However database
itself does not need to work with text identifiers directly in the
queries,  so  we  will  create  mapping  of  these  finite  sets  to
integer  sequence  and  use  these  quite  short  integers  in  the
database representation. 

Interesting  situation  arises  in  connection  with  detector
names – we have  to  be able  to filter  by prefix  substring  –
“org”,  “org.example”,  “org.example.honeypot” can  all  be
used as patterns.  One possibility is  to create  auxiliary table
with  all  possible  prefixes,  however  that  shows  very  bad
performance in negative queries, where database is forced to
generate large list  of all  non matching prefixes  on which it
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consequently filters event data. However database indices are
indeed prefix based, so correctly used anchored LIKE operator
may be enough.

Next complication we have to solve is saving last pull ids of
accessing clients – straightforward solution would be to store
it in the table of clients. However, table of clients is mostly
immutable, and from administration point of view it would be
wise to leave access  to it  only to human operator, avoiding
frequent  changes  by  server  itself,  we  will  thus  split  this
information  into  last_events  table  in  the  form  of  client
identifier, last event id and login timestamp. 

Concerning  database  engine  itself  –  we  prefer  raw
performance over capabilities – we can miss a few security
events in case of outage if server  is able to withstand large
number of concurrently accessing client connections. Our first
choice  points  to  MySQL,  whose  InnoDB  engine  supports
reasonable number of database capabilities and fine grained
line  based  locking  (necessary  for  concurrent  read/write
access) together with decent performance.

C. Final schema
CREATE TABLE events (
 id int(11) NOT NULL AUTO_INCREMENT,
 received timestamp NOT NULL,
 client_id int(11) NOT NULL,
 `data` longtext NOT NULL,
 valid tinyint(1) NOT NULL DEFAULT 1,
 PRIMARY KEY (id),
 KEY id (id,client_id)
);

CREATE TABLE event_category_mapping (
 event_id int(11) NOT NULL,
 category_id int(11) NOT NULL,
 KEY event_id_2 (event_id,category_id)
);

CREATE TABLE event_tag_mapping (
 event_id int(11) NOT NULL,
 tag_id int(11) NOT NULL,
 KEY event_id_2 (event_id,tag_id)
);

CREATE TABLE clients (
 id int(11) NOT NULL AUTO_INCREMENT,
 registered timestamp NOT NULL,
 requestor varchar(256) NOT NULL,
 hostname varchar(256) NOT NULL,
 note text NULL,
 valid tinyint(1) NOT NULL DEFAULT 1,
 name varchar(64) NOT NULL,
 secret varchar(16) NULL,
 `read` tinyint(1) NOT NULL DEFAULT 1,
 `write` tinyint(1) NOT NULL DEFAULT 0,
 test int(11) NOT NULL DEFAULT 0,
 PRIMARY KEY (id)
);

CREATE TABLE last_events (
  id int(11) NOT NULL AUTO_INCREMENT,
  client_id int(11) NOT NULL,
  event_id int(11) NOT NULL,
  `timestamp` timestamp NOT NULL,
  PRIMARY KEY (id),
  KEY client_id (client_id,event_id)
);

VI. PERFORMANCE

Nowadays  there  is  36  millions  of  events  in  the  Warden
database of  average event  size 786.3 B. Clients produce on
average 7 events  per  connection,  however  bunches  of  1000
events  (selected  as  reasonable  maximum)  are  not  rare.
However median is 2 events per connection, so we will have
to  make  sure  final  Warden  3  performs well  both  on  many
small accesses and on bulk uploads.

Indicative testing of prototype, based on this design, shows
that practical limit may be somewhere about 40 000 incoming
events per second on single event per connections, however
throughput seems to be able to raise at least up to 110 000
events per seconds when clients use 100 events per connection
– this indicative test was made using up to 80 simultaneously
accessing  clients  and  shows  that  outlined  design  is  worth
pursuing.

VII. CONCLUSION

Warden  3  is  complete  redesign,  based  on  the  identified
shortcomings  emerged  during  several  years  of  Warden  2.X
operation.  Which  is  not  to  lessen  merit  of  Warden  2,  it  is
necessary  to  note  that  without  it,  Warden  3  wouldn't  most
probably  exist.  New  Warden  uses  flexible  and  descriptive
event format, based on JSON. Warden 3 protocol is based on
plain HTTPS queries with help of JSON (Warden 2 SOAP is
heavyweight,  outdated  and  draws  in  many  dependencies).
Clients  can  be  multilanguage,  unlike  SOAP/HTTPS,  plain
HTTPS  and  JSON  is  mature  in  many  mainstream
programming languages. Server is written in Python - mature
language  with  consistent  and  coherent  libraries  and  many
skilled developers, and uses MySQL as efficient data storage. 

VIII.FUTURE WORK

Some of  the Warden 2 clients  were  already converted  to
prototype  Warden  3  instance  with  superb  results,  however
turning  the  prototype  into  full  production  state  along  with
subsequent transferring of existing clients will still need a lot
of work.

However, family of tools, based on Warden client library,
will  be  able  to  emerge,  namely  connectors  for  Kippo  and
Dionaea  honeypots,  connectors  to  storage  and  data  mining
tools and many others – able to work with much wider pool of
information,  accessible  in  Warden's  new  extensive  security
event format.
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Abstract—A  combined  attack,  frequently  referred  to  as 
ransomware,  has  recently  become  one  of  most  common  cyber 
attacks.  This  attack  combines  social  engineering,  malware  attack 
and a criminal offence in the form of blackmail. The offender’s aim 
is  to  gain  a  pre-defined  “ransom”  from  as  many  end  users  as 
possible.  Ransomware is a part of “malware economy” in which a 
number of similar attacks is launched with the aim of gaining profit 
from  the  victims.  The  article  below  defines  ransomware  and 
discusses the international legal liability for such types of attack. 

Keywords—Ransomware,  cybercrime,  Convention  od 
Cybercrime, criminal liability, reverse analysis, social engineering.

I. INTRODUCTION

T present,  combined  attacks,  frequently  referred  to  as 
ransomware,  have  recently  expanded  dynamically. 

Such attacks cannot be easily defined as for instance a DoS 
or DDoS attack [1], [2], probe, scanning, hacking, or similar 
attacks.  Ransomware  attack  combines  elements  of  social 
engineering (luring the victim into downloading the infected 
file or visiting malicious websites), malware attack (infecting 
victim’s  personal  computer  and taking control  over  it)  and 
criminal offence in the form of blackmail, the aim of which 
is  generally  to  gain  a pre-defined  “ransom”  from  as  many 
users as possible.

A

There  is  no  doubt  that  ransomware  can  be  classified  as 
internet  organised  crime,  or  an  element  of  the  “malware 
economy”.  Ransomware  in fact  consists of a series  of very 
similar  attacks,  the  aim  of  which  is  to  profit  on  as  many 
victims  as  possible,  irrespective  of victim’s  location  in the 
digital world, age, social background, education, etc. 

II.CYBER ATTACK

Prosise  and  Mandiva  define  a  “computer  security 
incident” (that  can be perceived as a cyber attack or cyber 
crime)  as  an  unlawful,  illegal,  unauthorised,  unacceptable 
action  that  concerns  a  computer  system  or  a  computer 
network.  Such  action  can  take  the  form  of  for  instance 
personal  data  theft,  spam  or  other  intrusion, 
misappropriation,  proliferation  or  possession  of  child 
pornography and others [3].

A  cyberattack  is  deliberate  exploitation  of  computer  
systems,  technology-dependent  enterprises  and  networks.  

 This  work  has  been  supported  by  the  CESNET,  a.  l.  e., 
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(LM2010005) research programme  of the Ministry of Education, Youth and 
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Cyberattacks  use  malicious  code  to  alter  computer  code,  
logic or data, resulting in disruptive consequences that can  
compromise  data  and  lead  to  cybercrimes,  such  as  
information and identity theft [4].

Consequently, a cyber attack1 can also be defined as any 
illegal  action by the offender  in the cyberspace  targeted 
against the interests of another person. Such action needs 
not  always constitute  a  criminal  offence;  the  key  is  that  it 
hinders  everyday  life  of the injured.  A cyber  attack  can  be 
either  completed  or  it  can  be  in  preparation  or  attempted 
only.

Cyber criminality takes the form of cyber  attacks.  Cyber 
criminality is the crime in which IT technology is [4]:

a) used as the tool to commit a criminal offence,
b) The  target  of  offender’s  attack.  The  attack  

constitutes  a  criminal  offence  provided  IT 
technology  is  used  or  misused  in  the  information,  
system,  programming  or  communication  
environment. 

Certain illegal action in the cyberspace or action related to 
cybercrime can be classified according to relevant provisions 
of  country’s  regulations.  There  is,  however,  certain  action 
that  is  difficult  or  impossible  to  classify  as  a  criminal 
offence. 

III. RANSOMWARE

Many authors perceive ransomware as a type of malware. 
Ransomware is  a  type  of  malware  that  prevents  or  limits  
users  from  accessing  their  system.  This  type  of  malware  
forces its victims to pay the ransom through certain online  
payment methods in order to grant access to their systems, or  
to  get  their  data  back.  Some  ransomware  encrypts  files  
(called  Cryptolocker).  Other  ransomware  use  TOR to  hide  
C&C communications (called CTB Locker) [5].

Ransomware deploy malicious software which can disable  
the functionality of your computer [6].

Ransomware is malware for data kidnapping, an exploit in  
which  the offender  encrypts the victim's data and demands 
payment for the decryption key [7].

Ransomware  that  locks  a  computer  and  uses  law 
enforcement  imagery to intimidate victims has spread from 
Eastern Europe to Western Europe,  the United  States,  and  
Canada over the past year2. The scam has been copied and  
professionalized  from initial  early  attacks,  with  established  
online  criminal  gangs now branching out  into the  scheme.  
Each gang has separately  developed,  or bought,  their  own 

1 A cyber attack does not correspond with the term  ‘security incident’. A 
security incident is the violation of IS/IT security and the rules designed to 
protect it (security policy). 
2 Read Symantec report from year 2012.
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different version of the ransomware. This malware is highly  
profitable, with as many as 2.9 percent of compromised users  
paying out. An investigation into one of the smaller players  
in this scam identified 68,000 compromised computers in just  
one  month,  which  could  have  resulted  in  victims  being 
defrauded  of  up  to  $400,000  USD.  A  larger  gang,  using 
malware  called  Reveton  (aka  Trojan.Ransomlock.G),  was  
detected  attempting  to  infect  500,000  computers  over  a  
period  of  18  days.  Given  the  number  of  different  gangs 
operating ransomware scams, a conservative estimate is that  
over $5 million dollars a year is being extorted from victims.  
The real number is, however, likely much higher [8].

The  above  quote  merely  demonstrates  the  success  and 
mass proliferation of cyber attacks that  can be classified as 
ransomware. Production and distribution of ransomware is 
directly  linked  to  activities  referred  to  as  Crime-as-a-
Service.  Over the past few decades the digital  underground 
has evolved and matured  from a few small  groups hacking 
and  phishing  for  fun  and  prestige,  to  a  thriving  criminal 
industry that costs global economies an estimated USD 300+ 
billion per year [9].

Crime-as-a-Service can be described as a business model 
(toolkit)  which  may include  malicious software,  supporting 
infrastructure,  stolen  personal  and  financial  data  and  the 
means to monetise their criminal gains. With every aspect of 
this toolkit  available  to  purchase  or  hire  as a  service,  it  is 
relatively easy for cybercrime initiates – lacking experience 
and technical  skills  - to launch cyber  attacks not  only of a 
scale  highly disproportionate  to their ability but for a price 
similarly disproportionate to the potential damage [10], [11].

Both  from the  professional  and  legal  point  of  view,  the 
above  described  actions  represent  a  simplification  of  the 
complex  process  of  the  cyber  attacks  qualified  as 
ransomware.  This is why  this article  first deals with one of 
the best known ransomware –  “Police ransomware”. Next, 
the punishment of the offender of the action with elements of 
ransomware  within  the  framework  of  the  international  law 
will be discussed.

IV. “POLICE RANSOMWARE”

Since  2011,  ransomware  attacks  on  end  user  computers 
have taken place in almost every EU Member State. The aim 
of these attacks is to gain financial profit. The essence of the 
attacks  is  that  the  victim’s  computer  is  infiltrated  with 
malware.  Thus,  the  infected  computer  becomes a part  of a 
botnet,  through  which  the  “blackmailing  virus”  spreads 
further. Subsequently, malware blocks access to the account 
of  the  OS  Windows  user  while  notifying  him  that  the 
computer was blocked by the relevant country’s police (see 
Figure 1). 

In  this  case,  the  offenders  seek  to  abuse  people’s 
trustfulness  and  “the  appearance”  of  an official  authority’s 
communications to gain money from the users.

V. LEGAL ASPECTS OF RANSOMWARE

The core international document defining cyber offences is 
the  Council  of  Europe’s  Convention  No.  185  on 

Cybercrime from 23 November 2001 [12].
The  Convention  on  Cybercrime  constitutes  the  first 

international  agreement  in  respect  of  criminal  offences 
committed by means of information technologies (the misuse 
of  the  Internet  and  other  computer  network  in  particular) 
such as copyright infringement, computer fraud, proliferation 
of  child  pornography  and  other  types  of  attacks  against 
information  and  computer  security.  The  aim  of  the 
Convention  is  to  streamline  the  approach  of  Convention’s 
signatories  towards  sanctioning  the  most  serious  types  of 
cyber attacks. 

From  the  legal  point  of  view,  a  ransomware  attack 
generally consists of the following actions:

1. sending  an  infected  file,  or  a  link  to  an  infected 
website;

2. entering the malicious code in the computer;
3. data encryption in order to restrict the rightful user’s 

access to the data or the system;
4. a  request  to  pay  a  certain  amount  to  unblock  the 

computer or the data.

Figure 1 – An fake www page of Czech Police.

Ad 1.  Sending an infected file, or a link to an infected 
website

The  attack  itself  is  de facto  based on a  phishing  attack. 
Most frequently, the victim is sent an email which on the first 
sight does not raise any suspicion that it could contain a fake 
message.  In  general,  such  emails  contain  a  link  which  the 
user is prompted to follow. Once the user has clicked on the 
attached  link,  he  is  directed  to  a  website,  the  layout  and 
functions of which do not differ from the authentic website. 
In  reality,  the  user  is  redirected  to  a  fake  website  which 
imitates the original more or less faithfully. Phishing collects 
data  entered  on  the  fake  websites  and  sends  them 
automatically  to  the  offender.  This  way,  the  offender  can 
obtain identification data of internet  banking system’s users 
or  access  to  individual  bank  accounts  of  the  users  of  the 
infected systems. The offender can also obtain identification 
numbers and other data relating to the payment cards which 
enable  him  to  subsequently  make  payments  through  the 
Internet etc. 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 305



During the ransomware attack, the user is not requested to 
make a payment or signed and administer secured accounts, 
etc.  The aim of the offender is to persuade the user to visit 
the website on which the fake code is located. Once the user 
accesses this website, an attack on his computer is launched. 
This attack enables the offender to take over the control over 
the  infected  computer,  to  install  malware  to  be  able  to 
control it distantly. Very often, the users’ personal computers 
are attacked, compromised (e.g. by malware) and become a 
part  of  a  botnet.  The  botnets  enable  generating  massive 
DoS/DDoS attacks, or hide the activities of the offender and 
his  identity  in  executing  more  sophisticated  and  precisely 
targeted attacks with a severe impact, see also [13]. 

Enclosing the fake code directly in the e-mail  is another 
way to infect victim’s computer. In such cases, the offender 
frequently misuses the default OS settings (mostly Windows 
based OS) enabling to hide the known file types. The victim 
for instance believes that he is opening a file in Word while 
his  computer  is  being  infected  by  means  of  malware  (see 
Figure 2).

Figure 2 – An executable programme hidden as an order from a public 
authority

From  the  legal  point  of  view,  the  Convention  on 
Cybercrime classifies the action by the offender, i.e. sending 
of the file through which the offender may gain control over 
somebody  else’s  computer,  or  re-directing  to  the  website 
containing  malware,  as an  attempt or  aiding or abetting to 
criminal  offences.  In  this  case,  the  action  most  likely 
constitutes  an  attempt  to  commit  a  criminal  offence  as 
defined  in  Articles  4  through  6  of  the  Convention  on 
Cybercrime.  For  future  reference,  the  above  mentioned 
articles  of  the  Convention  on  Cybercrime  are  described 
below in detail:

Article 4 of the Convention – Data interference
1 Each  Party  shall  adopt  such  legislative  and  other  

measures  as  may  be  necessary  to  establish  as  criminal  
offences  under  its  domestic  law,  when  committed  
intentionally,  the  damaging,  deletion,  deterioration,  
alteration or suppression of computer data without right.

2 A Party may reserve the right to require that the conduct  
described in paragraph 1 result in serious harm.

In  conjunction  with  the  relevant  provisions  of  national 
criminal  law,  this  article  provides,  for  sanctioning  actions 
consisting  of  intentional  installation  of  malware  into  a 
computer  system  without  the  consent  of  the  system’s 
rightful user.

 

Article 5 of the Convention – System interference 
Each  Party  shall  adopt  such  legislative  and  other  

measures  as  may  be  necessary  to  establish  as  criminal  
offences  under  its  domestic  law,  when  committed  
intentionally,  the  serious  hindering  without  right  of  the  
functioning of a computer system by inputting, transmitting,  
damaging,  deleting,  deteriorating,  altering  or  suppressing  
computer data.

While Article  4 of the Convention defines the merits of a 
criminal  offence against data in a computer system, i.e.  the 
interference with the data does not necessary cause damage 
the computer system (e.g. changing data in a database), this 
Articles protects the functioning of a computer  system as a 
whole, and the actions described in Article 4 here hinder the 
functioning of the computer system affected. 

Article 6 of the Convention – Misuse of devices
1 Each  Party  shall  adopt  such  legislative  and  other  

measures  as  may  be  necessary  to  establish  as  criminal  
offences  under  its  domestic  law,  when  committed  
intentionally and without right:

a  the  production,  sale,  procurement  for  use,  import,  
distribution or otherwise making available of: 

i  a  device,  including  a  computer  program,  designed  or  
adapted primarily for the purpose of committing any of the  
offences established in accordance with Articles 2 through 5;

ii  a computer password, access code,  or similar data by 
which the whole or any part of a computer system is capable  
of being accessed,

with intent  that  it  be used for the purpose of committing 
any of the offences established in Articles 2 through 5; and 

b the possession of an item referred to in paragraphs a.i or  
ii  above,  with  intent  that  it  be  used  for  the  purpose  of  
committing  any  of  the  offences  established  in  Articles  2  
through 5. A Party may require by law that a number of such  
items be possessed before criminal liability attaches. 

In accordance with the above provision, all offenders who 
proliferate,  sell,  procure  for  themselves  or  other,  import, 
distribute or otherwise make available for instance malware 
(programme  such  as  computer  worms,  Trojan  horses,  key 
loggers,  etc)  should  be  sanctioned.  Article  6  of  the 
Convention basically reclassifies the possession and handling 
of such programmes from an attempt to a completed criminal 
offence.  This  provision,  however,  does  not  provide  for  the 
sanctioning of the production of such computer programmes, 
unless  the specific  offender’s  intent  (to  commit  any of  the 
above  listed  criminal  offences  under  the  provisions  of 
Articles 2 through 5 of the Convention) has been proved.

This provision should not be interpreted as if extending 
the criminal  liability  to each single disposal  with the listed 
software.  For  the  criminal  liability  to  arise,  such  tools 
should be possessed with the intent to commit any of the 
above  listed  criminal  offences  as  defined  in  Articles  2 
through 5 of the Convention. Similarly, these provisions do 
not  cover  situations  in  which  the protection  of a  computer 
system  against  malicious  software  is  tested  through  a 
deliberate exposure of the computer system to such threats by 
the authors of the security measures. 

Ad. 2 Entering the malicious code in the computer
From the legal  point  of view,  the action by the offender 
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consisting of the malware installation (without the consent of 
the rightful user) into the compromised device constitutes a 
completed criminal offence as defined in Articles 2, 4 and 5 
of  the  Convention  on  Cybercrime.  Article  2  of  the 
Convention defines ‘Illegal access’ as committed by a person 
through gaining an unauthorised access to a computer system 
or its part. 

It  follows  from  the  wording  of  the  Article  that  the 
codification  of  the  circumstances  listed  in  domestic  law is 
optional.  Unless  the  circumstances  are  enacted  as  the 
indispensable  condition  for  offender’s  criminal  liability  for 
the commitment of such criminal offence, a mere gaining of 
unauthorised access to a computer system or its part should 
be  criminally  punishable. Such  regulation  would  enable  to 
criminally  punish  for  instance  hacker  attacks  consisting  of 
merely gaining the access to a computer system, even where 
the hacker’s action caused no harm or where the hacker had 
not manipulated with data and information he obtained or got 
acquainted with during the attack.

Ad.  3.  Setting  a  password  on  (hindering  access  to) 
rightful user’s data

The action of the offender consisting in setting a password 
on (hindering access to) data to prevent the rightful user from 
accessing  them  can  be  classified  as  action  described  in 
Articles  4  and  5  of  the  Convention  on  Cybercrime.  The 
merits  of such action  are deemed fulfilled  once  the user  is 
hindered from a free use of own computer and data stored in 
it.  The blocking of the computer  itself is directly  linked to 
the action described in paragraph below.

Ad. 4.  Request for the payment of ransom to unblock 
the computer or data

The primary goal of the entire attack, shortly described as 
ransomware,  is  to  gain financial  profit  for  “unblocking  the 
computer or data” for the compromised user. In general, the 
user is requested  to send a certain  financial  amount,  either 
through any of the payment portals (e.g. Ukash, paysafecard, 
MoneyPak, etc.) or through Bitcoin. Once the sum has been 
paid,  a  key  (chain)  renewing  the  access  to  the  computer 
system  or  user  data,  is  provided. However,  malware  level 
remains  installed  in  the  computer.  Thus,  the  offender  may 
repeat his request (blackmailing).

From the legal  point of view, the above described action 
can  be  classified  as  blackmail,  since  the  offender  forces 
another  person  to  act,  neglect  or  sustain  something.  We 
presume  that  such  action  could  be  also  subsumed  under 
Article  8 of the Convention on Cybercrime -  Computer-
related fraud.

Each Party shall adopt such legislative and other measures 
as may be necessary to establish as criminal  offences under 
its domestic law, when committed intentionally and without 
right, the causing of a loss of property to another person by:

a) any  input,  alteration,  deletion  or  suppression  of  
computer data,

b) any interference with the functionality of a computer  
system,  with  fraudulent  or  dishonest  intent  of  
procuring,  without  right,  an  economic  benefit  for  
oneself or for another person. 

This  provision  defines  a  specific  type  of  fraud,  or  more 
precisely  a  fraud  committed  in  a  specific  manner  –  by 
interfering  with  computer  data  or  computer  system’s 
functions.

The  above  described  action,  which  according  to  this 
Article  should  be  criminally  punishable,  occurs  most 
frequently  in  conjunction  with  other  action  that  the 
Convention aims to mitigate. For instance, the offender first 
obtains the programme that  enables him to interfere with a 
computer system without authorisation (Article 6). Next,  he 
uses  the  programme  obtained  to  execute  the  attack  by 
simulating the person’s authorisation to dispose with a bank 
account (Articles 4 and 7). Finally, he may give instructions 
to transfer money to his benefit  or to the benefit  of a third 
party (Article 8). 

VI. CONCLUSION

Based on the above analysis, we believe that technical and 
legal professionals should cooperate more closely in the fight 
against  cyber  attacks  or  cybercrime.  This  would  enable  to 
revise  the  legal  regulations  of  individual  member  states  to 
sanction  unwanted  Internet  action  and  to  enable 
CERT/CSIRT  teams3 and  law  enforcement  agencies  in 
particular to fully exploit the means and the limits of the law 
to repress such illegal action.
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Abstract—In this paper we propose a novel face features depth 

estimation algorithm based on similarity transform. The 

formulated problem is consisting of two stages. In the first 

stage the head pose is estimated using Differential Evolution 

optimization (DE). In the second stage the results of the first 

stage are used to estimate the depth values of important 

features using Iterative Soft Thresholding algorithm (ISTA). 

Experimentation is carried on 3D Bosphorus Database as it 

provides the 2D coordinates and corresponding 3D coordinates 

and fair comparison of the depth values estimation can be 

made.  Further to show the Depth Estimation efficacy of the 

proposed algorithm Similarity Metric, Pearson Linear 

Correlation coefficient is computed and tabulated. All the 

simulations were carried out in MATLAB and the results are 

satisfactory. 

Keywords-CANDIDE model; Differential Evolution; Iterative 

Soft Thresholding Algorithm; Structure-from-motion; 3D face 

Reconstruction; 

I.  INTRODUCTION 

 2D-face recognition systems have been developed with 
more than three decades of research but exhibit well known 
deficiencies. Only under controlled conditions the 2D-face 
recognition systems achieve reasonable performance level 
[1-2]. 2D wide angle Surveillance cameras are deployed to 
enhance security requirements in small-scale standalone 
applications to large scale networked Closed Circuit 
Televisions in law enforcement for public streets. The use of 
wide angle cameras maximizes the viewing area at the cost 
of decrease in performance as the controlled conditions are 
hard to meet. In real time with the query image having 
arbitrary pose with very small face region when the person is 
far away from the camera the performance of 2D face 
recognition systems suffers dramatically. 

One way to improve the Face recognition performance 
under arbitrary pose is to use multiple training images under 
different poses.  In real time multiple face images of the 
subject under consideration may not be immediately 
available and use of multiple face images will increase the 
storage and computation time required for further useful 
analysis.  

A potential method to improve the recognition 
performance in low quality input video data is to employ 
super resolution algorithms prior to face recognition. For 
these methods to give satisfactory performance, the low 

quality images should comply data constraints like visual 
quality and face similarity and will be computationally 
burden. Therefore 3D face data acquisition and shape 
representation research is gaining momentum. Gradually the 
3D face models have been developed, to use in face 
recognition, face tracking and face animation, etc. A 
comprehensive review is presented in [3] for 3D and multi-
modal 3D+2D face recognition.  

Presently, there are two main stream approaches usually 
adopted to create human facial 3D models. One of the 
approach is to use specialized 3D scanners to capture texture 
in addition to depth i.e., 3D shape. The high cost and speed 
limitations of 3D scanning devices are the obvious short 
comings to acquiring sufficient and useful data for 
processing and further useful analysis. The second approach 
is to develop algorithms to reconstruct 3D face models from 
2D images, such as video sequences [5] or multi-view 
photographs [6]. The second way of 3D reconstruction 
mainly depends on the development of novel algorithms 
utilizing the existing 2D surveillance systems. When 3D face 
models are constructed from low quality data, the critical 
issues to be considered are utilization of available prior 
information and the design of efficient reconstruction 
algorithm. An efficient 3D reconstruction algorithm can 
greatly enhance the capabilities of existing 2D face 
recognition systems.  

During the past decade many 3D reconstruction 
algorithms have been developed and can be classified in to 
three groups, shape-from-shading (SFS) [7, 8, 9, 15], the 3D 
Morphable model [10, 11, 12], and structure from motion [6, 
13, 14]. We confine to presenting the details of the SFM as 
this form the basis of our work. 

Structure from motion (SFM) is a popular approach to 
recover the 3D shape of an object when multiple frames of 
an image sequences are available. Given a set of 
observations of 2D feature points, SFM can estimate the 3D 
structure of the feature points by inverting the effect of the 
projection process.  As from the literature two well-known 
projection models are available, the perspective and the 
orthographic. Perspective projection is a realistic model of 
the imaging process, whereas the orthographic projection 
yields easy-to-solve models that are applicable in some 
simple cases.  Orthographic projection is used primarily 
because it gives rise to mathematically tractable equations.  
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Much research has been conducted on determining the 
motion and structure of moving objects under orthographic 
projection. Ullman [16] proved that four point 
correspondences over three views yield a unique solution to 
motion and structure. Tomasi [13] proved the rank-3 
theorem, i.e., the rank of the observation matrix is 3 under an 
orthographic projection, and proposed a robust factorization 
algorithm to factor the observation matrix into a shape 
matrix and a camera motion matrix using the singular value 
decomposition (SVD) technique. Xirouhakis and Delopoulus 
[17] extracted the motion and shape parameters of a rigid 3D 
object by computing the rotation matrices via the eigenvalues 
and eigenvectors of appropriate defined 2x2 matrices, where 
the eigenvalues are the expression of four motion vectors in 
two successive transitions.  Bregler [18] assumed a 3D object 
to be non-rigid, and the observed shapes are represented as a 
linear combination of a few basis shapes. Further, in [19], a 
Gaussian prior is assumed for the shape coefficients, and the 
optimization is solved using the expectation-maximization 
[EM] algorithm.  In [6] a similarity-transform-based (SM) 
method is proposed to derive the 3D structure of a human 
face from multi-view photographs. The SM algorithm does 
not require any prior knowledge of camera calibration, and 
has no limitation on the possible poses or the scale of the 
face images. In addition SM method has been verified that it 
can be extended to face recognition to alleviate the effect of 
pose variations. Unfortunately, the genetic algorithm (GA) is 
used in SM algorithm to estimate the depth and is usually 
encounters a heavy computational burden. Moreover, how to 
design a reasonable chromosome, how to make a feasible 
gene operation scheme and how to adjust the parameters 
remain difficult problems. 

In this paper we propose optimization algorithm utilizing 
Differential Evolution (DE) [22]  and Iterative Soft 
Thresholding algorithm (ISTA) [24, 28]  to estimate the head 
pose and depth values of facial feature points i.e. a sparse 3D 
face representation from a single 2D image. In this approach, 
DE is used to estimate the head pose and followed by ISTA 
to estimate the depths of important face features shown in 
Fig.1. Additionally Candide model [20] widely used in face 
related applications [6, 21] is used as initial face structure to 
improve the accuracy of the algorithm.  

 

Fig.1 Feature point positions in a frontal-view face image. 

The proposed algorithm is tested on 3D Bosphorus 
Database, where by a fair comparison of the depth value 
estimation can be made. The remainder of this paper is 
organized as follows: In section II, we present our 
methodology; Experimental results are given in Section III, 
and conclusion in Section IV. 

 

Fig 2 Candide-3 3D Face Model. 

II. METHODOLOGY 

Our algorithm requires only one frontal and one non-

frontal view face image to estimate the 3D face structure. 

We assume that n shape feature points represented by 

the ( )
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being adapted, while Mzi is initially set at the default values 

of the CANDIDE model. (qxi , qyi)  is a i
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non-frontal-view 2D face q. The rotation matrix R for q is 

given as follows: 
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where the pose parameters Φ, Ψ, and θ are the rotation 

angles around the x, y, and z axes, respectively. Then the 

rotation and translation process for projecting the frontal-

view face image to nonfrontal-view face image can be given 

by 
 

1 ,. . . . ,

1 1 1 2 1 3

2 1 2 2 2 3

i p

x
i

x
i

y i
y i

z i

x

y

M
q r r r

s M
q r r r

M

t

t
=

 
        =         
 

 
+  

 

   

  (2) 

where s is the scale factor and (tx , ty) are the translations 

along x and y axes. The eq. (2) is Similarity Transform 3D 

and can be written in matrix form as follows: 

 2 3×= +q sR M T  (3) 

where q is a 2 x p matrix such that each column represents 

the (x, y) coordinates (qxi, qyi)
T of one feature point, M is a 

matrix such that each column represents (x, y, z) the 

coordinates (Mxi, Myi, Mzi)
T
 of one feature point , and t is a  
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2 x p matrix such that all columns are (tx , ty)
T. In terms of 

the shape-alignment approach in [6], the translation term t 

can be eliminated if both q and M are centered at the origin, 

i.e. 

 q q q← −  (4) 

 M M M← −  (5) 

 2 3q sR M×=  (6) 

Where q is a 2 x p matrix such that each column is 

( ) ( )
1

1 ,
Tp

xi yii
q q

p =∑ and M is a 3 x p matrix such that 

each column is ( ) ( )
1

1 , ,
Tp

xi yi zii
M M M

p =∑ .  

Denote 

 
2 3×= ⋅A s R  (7) 

 

Equation (6) can then be rewritten as  

 = ⋅q A M  (8) 

If the pose of the face model and the depths of the feature 

points fit the non-frontal-view face image, the following 

similarity distance will be a minimum 

 
2

2
A M= − ⋅d q  (9) 

A. Differential Evolution Optimization 

Differential Evolution algorithm is a recently proposed 
real parameter optimization algorithm [22, 23] and its 
functioning is similar to the Genetic Algorithm and works 
through a simple cycle of stages shown in Fig. 1. 

 

Fig. 3 Differential Evolution Algorithm Stages. 

Differential Evolution like the method of Genetic 
Algorithm generates the initial poses that are randomly 
generated and evenly distributed to form the initial 
population.  The fitness of each candidate in the population 
is measured based on eq. (9).  To evolve new individuals that 
will be part of the next generation are created by combining 
members of the current population. Every individual acts as a 
parent and is associated to a donor vector. In the basic 

version of DE, the donor vector Di for the i
th
 parent ( )iX  is 

generated, by combining three random and distinct 

population members ( )aX , ( )bX  and ( )cX as follows: 

 
( ):

i a b c
i n D X F X X∀ ∈ = + −

where i,a,b,c aredistinct
  (10) 

Where ( )bX and ( )cX  are randomly chosen and 

( )aX  is chosen either randomly or as one of the best 

members of the population, F (Scale Factor) is a real –valued 
parameter that strongly influences DE’s performance and 
typically lies in the interval [0.4, 1]. Other mutation 
strategies have been applied to DE, experimenting with 
different base vectors and different number of vectors for 
perturbation. 

After mutation a trial vector ,i jT is generated by 

choosing between the donor vector and the previous 
generation for each element (j) according to the crossover 
rate CR which lies in the interval [0,1], for each element in 
the vector we choose either the corresponding element form 
the previous generation vector or from the donor vector such 
that 

 ( )
, , , ,

, : || rand

i j i j i j i j

i j if random CR j j then

T D otherwiseT X

∀ < =

= =
  (11) 

Where randj is randomly chosen for each iteration 

through i and ensures that no
iT  is exactly the same as the 

corresponding iX . Then the trial vectors fitness is evaluated, 

and for each member of the new generation,
iX , we choose 

the better performing of the previous generation, iX , or the 

trial vector,
iT . 

B. Iterative Soft Thresholding Algorithm 

Differential Evolution optimization is used to estimate 
the rotation matrix R for q with initial depth values of 
candide model in the first iteration, the estimated initial face 
structure is an approximation only. Therefore, to accurately 
estimate the depth values in M, Iterative Soft Thresholding 
Algorithm is employed. 

The orthographic projection model from 3D to 2D is 

 = ⋅q A M  (12) 

and we are interested in estimating the depth values in M, 
and A is the matrix representing the observation process 
(rotation, translation and scaling). The estimation of M from 
q given A can be viewed as a linear inverse problem. To 
solve the linear inverse problems one approach is to define a 

suitable cost function ( )J M to find the global minimum. 

For this task we define the cost function as the sum of two 
terms and is given below: 

  ( ) ( ) ( ),J M D q AM R Mλλλλ= +   (13) 

The first term ( ),D q AM measures the discrepancy 

between q  and  AM  and ( )R M  is a regularization term. 

The parameter λλλλ  is called the regularization parameter and 

is used to adjust the trade-off between the two terms; λλλλ  

should be a positive value. We will use the mean square error 

for ( ),D q AM , namely 
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 ( ) 2

2
,D q AM q AM= −  (14) 

Minimizing this ( ),D q AM will give a signal M  which 

is as consistent with q as possible according to the square 

error criterion. We could try to minimize ( ),D q AM by 

setting   
1

M A q
−=  ; however, A may not be invertible. 

Even if A  were invertible, it may be very ill-conditioned 
and the estimates may not represent the solution. On the 
other hand to penalize the undesirable behavior in M the 

regularization term ( )R M is used. As the signal M is a 

non-Gaussian, we choose 1l norm− of matrix M as the 

regularization term, which is defined as 

 

1 2 3

1 2 31

1 2 3

.....

x x x xn

y y y yn

z z z xn

M M M M

M M M M M

M M M M

= + + + +   (15) 

Hence, the approach is to estimate Mz from q by 
minimizing the objective function 

 ( ) 2

2 1
J M q AM Mλλλλ= − +  (16) 

We have formulated the depth estimation problem as a 

1l norm− regularized linear inverse problem. In the 

literature the general approach to minimize  1l norm−  

linear inverse problems Majorization-Minimization (MM) 
approach is used. This algorithm in general form appeared in 
optimization literature [25, 26] for processing 1-D signals 
and we propose a humble contribution of extending in the 
similar way to 2-D to extract the 3D face shape. 

C. Majorization-Minimization 

The MM can be described as follows. Suppose we have a 
vector M

k
 , a guess for the minimum of J(M). Based on M

k
, 

we would like to find a new M
K+1

 which further 

decreases ( )J M ; i.e., we want to find M
k+1

 such 

that ( )1 ( )k kJ M J M+ < .  

The MM approach asks us first to choose a new function 

which majorizes ( )J M and, second, that we minimize the 

new function to get
1kM +

. MM puts some requirements on 

this new function, call it ( )G M . We should choose 

( )G M such that ( ) ( )G M J M≥ for all M. In addition 

( )G M should equal ( )J M at 
kM . We find 

1kM +
by 

minimizing ( )G M . The function ( )G M will be different 

at each iteration. So we denote it ( )kG M . Applying the 

MM procedure with 1l norm− for estimating the 3D face 

structure results in iterative update equation and is given 
below: 

 
1 1

( ( ), )
2

k k T k
M soft M A q AM

λλλλ
α αα αα αα α

+ = + −   (17) 

 max ( )T
eig A Aαααα ≥  

The soft-threshold rule is the non-linear function defined 

as  ( ), : 0

x T x T

soft x T x T

x T x T

+ ≤ −


= ≤
 − ≥

 (18) 

III. EXPRERIMENTAL RESULTS ON BOSPHORUS 

DATABASE 

The first 30 subjects from the Bosphorus database [29] 
were used in the experiments. Note that images with unseen 
feature points cannot be selected as training images, as the 
corresponding depth values cannot be estimated. As a result, 
only five non-frontal-view face images, PR_D, PR_SD, 
PR_SU, PR_U and YR_R10 can be used to train the model 
in the experiments and are shown in Fig. 4 for one subject in 
the database. In the experiments, the pose parameters 

, ,andφ ψ θφ ψ θφ ψ θφ ψ θ are initially set to be zeros. The scale 

parameter s is set to be 1. We can obtain one set of depth 
values for the facial-feature points when each non-frontal-
view face image is combined with its corresponding frontal-
view face image for the hybrid optimization. We have used 
DE strategy DE/rand/2 with Cr=0.2, F=0.4 and initial 
population of 30 and ISTA with λ=0.0001. All the 
simulations were conducted using MATLAB. The Pearson 
Linear correlation [30] coefficients of the true depth values 
and the estimated depth values of subjects 22-31 are given in 
Table I. 

  

Front PR_D 

  

PR_SD PR_SU 

  

PR_U YR_R10 

Fig.4 Face Images of one subject under different poses in the 

Bosphorus Database. 
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TABLE I.  PEARSON CORRELATION COEFFICIENTS OF ESTIMATED 

DEPTH VALUES AND TRUE DEPTH VALUES OF SUBJECTS [22-31] OF 

BOSHPORUS  DATABASE 

 
Bosphorus Database Training Images 

PR_D PR_SD PR_SU PR_U YR_R10 

Subj22 
0.7550 0.7499 0.7567 0.7547 0.7532 

Subj23 
0.9119 0.8930 0.8766 0.8790 0.8822 

Subj24 
0.9293 0.9248 0.9209 0.9234 0.9226 

Subj25 
0.8907 0.8898 0.8777 0.8894 0.8838 

Subj26 
0.8645 0.8652 0.8476 0.8536 0.8626 

Subj27 
0.7813 0.7779 0.7743 0.7756 0.7685 

Subj28 
0.8798 0.8754 0.8727 0.8771 0.8844 

Subj29 
0.9214 0.9174 0.9280 0.9273 0.9328 

Subj30 
0.9104 0.9073 0.9083 0.9120 0.9145 

Subj31 
0.9453 0.9370 0.9345 0.9377 0.9308 

GA_Subj1 
0.1962 0.2787 0.5568 0.7283 0.5128 

 

Further, Fig.5 shows the comparison of the correlation 
coefficients of the estimated depth values and Candide 
depths, estimated depths and true depth values and True 
depth values and candide depth values with one non-frontal-
view face image and correspoding frontal view for the 31 
subjects of the Bosphorus database.  

Fig.6 shows the true depth values and estimated depths 
normalized to the interval [0,1] using proposed algorithm. 
Fig.6 it can be seen that depth values of most facial feature 
points are correctly estimated. It should be stressed that no 
prior information about the true detph values are used in the 
optimiztion procedure. The compuation time required for 
GA and Proposed algoritmare given in Table. II. 

TABLE II.  COMPARISION OF COMPUTATIONALTIME - ONE SUBJECT 

GENETIC ALGORITHM  PROPOSED ALGORITHM 

~50 SEC. ~10SEC. 

IV. CONCLUSION 

In this paper, efficient Optimization scheme is proposed to 
estimate the 3D face structure from 2D images. The 
proposed optimization scheme is comprised of Differential 
Evolution and followed by Iterative Soft Thresholding 
Algorithm. The experimental results verify that the proposed 
optimization scheme can improve the 3D face reconstruction 
accuracy. Compared to the GA based method, the proposed 
method has a comparable reconstruction performance, while 
the training time decreased significantly. Experimental 
results have demonstrated the accuracy of estimation 
consistently for majority of features. In future work, we will 
further improve the efficiency of the accuracy of the depth 
values estimated. 

 

Fig.5. Pearson Corrlation Coefficeint obtained using PR_D as 
training sample . 

 

Fig.6. Comparison of True Depth and Estimated Depth Values of 

Subject 1. 
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Abstract—The present research was aimed at mathematical 

modeling of essentially unsteady-state traffic flows on multilane 
roads, wherein The present research was aimed at mathematical 
modeling of essentially unsteady-state traffic flows on multilane 
roads, wherein massive changing of lanes produces an effect on 
handling capacity of the road segment. The model takes into account 
drivers’ motivations for lane changing before the crossing caused by 
the necessity of the maneuver on entering multilane road crossing. 
The model is based on continua approach. However, it has no 
analogue with the classical hydrodynamics because momentum 
equations in the direction of a flow and in orthogonal directions of 
lane-changing are different. Thus velocity of small disturbances 
propagation in the traffic flow is different depending on direction: 
counter flow, co-flow, orthogonal to the flow. Numerical simulations 
of traffic flows in multilane roads were performed and their results 
are presented 

 
Keywords—Traffic, flow, control, continua model, multilane 

road, handling capacity.  

I. INTRODUCTION 
IST attempts of developing the mathematical models for 
traffic flows were undertaken by Lighthill and Whitham 

[1], Richards [2], Greenberg [3], Prigogine [4]. A detailed 
analysis of the results obtained could be found in the book by 
Whitham [5]. The authors regarded the traffic flow from the 
position of continuum mechanics applying empirical 
relationships between the flow density and velocity of 
vehicles. Development of computer technique gave birth to 
continua models application not only for analytical solutions 
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[6] but also in numerical simulations of traffic flows [7-10]. 
Another approach using discrete approximation for public 
traffic and passengers interaction is illustrated by [11-12]. 

The present research was motivated by the arising 
difficulties in rational traffic organization the Moscow 
Government was faced in the recent years. The decrease of the 
roads handling capacity in the centre of the city caused by the 
increase of traffic density brought to necessity of re-organizing 
the traffic flows and constructing new roads in and around the 
city. 

 

II.  THE CONTINUA MODEL OF TRAFFIC FLOWS. 

We introduce the Euler’s co-ordinate system with the Ox  
axis directed along the auto route and the Oy axis directed 
across the traffic flow. Time is denoted by t . The average 

flow density ( ), ,х y tρ  is defined as the relation of the 

surface of the road occupied by vehicles to the total surface of 
the road considered. 

trS ,hn n
S hL L

= = =
 ρ  

where h  is the lane width, L  is the sample road length,   
is an average vehicle’s length plus a minimal distance between 
jammed vehicles, n  is the number of vehicles on the road. 
With this definition, the density is dimensionless changing 
from zero to unit. 

The flow velocity denoted 
( , , ) ( ( , , ), ( , , ))V x y t u x y t v x y t= , where u  can vary from 

zero to maxU , where maxU  is maximal permitted road 
velocity. From definitions, it follows that the maximal density 

1ρ =  relates to the case when vehicles stay bumper to 
bumper. It is naturally to assume that the traffic jam with 

0V =  will take place in this case.   

Determining the “mass” distributed on a road sample of the 
area S as:  

S

m dρ σ= ∫ , 

one can develop a “mass conservation law” in the form of 
continuity equation:  

Multi-lane traffic flow models accounting for 
different lane changing motivations 

M. N. Smirnova, D. A. Pestov, A. I. Bogdanova, N. N. Smirnov, A. B. Kiselev, V. F. Nikitin and  
V. V. Tyurenkova 
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( ) ( )u
0

v
t x y

ρ ρρ ∂ ∂∂
+ + =

∂ ∂ ∂
.            (1) 

Then, we derive the equation for the traffic dynamics. The 
traffic flow is determined by different factors: drivers reaction 
on the road situation, drivers activity and vehicles response, 
technical features of the vehicles. The following assumptions 
were made in order to develop the model:  

1) It is the average motion of the traffic described and not the 
motion of the individual vehicles, that is modeled. 
Consequently, the model deals with the mean features of the 
vehicles not accounting for variety in power, inertia, 
deceleration way length, etc.  
2) The “natural” reaction of all the drivers is assumed. For 
example, if a driver sees red lights, or a velocity limitation 
sign, or a traffic hump ahead, he is expected to decelerate until 
full stop or until reaching a safe velocity, and not to keep 
accelerating with further emergency braking.  
3) It is assumed that the drivers are loyal to the traffic rules. In 
particular, they accept the velocity limitation regime and try to 
maintain the safe distance depending on velocity.  

The velocity equation for the x-component is then written as 
follows:  

du a
dt

= ;   }{{ }max ;min a ;aa a− + ′= − ; 

( ) ( ) )( ( )
0

u
1 ,

Y U
a a y a t s dsρ ρ

ρ
σ σ ω

τ
−

′ = + − +∫  

2ka
xρ
ρ

ρ
∂

= −
∂

, 

Here, a  is the acceleration of the traffic flow; a+  is the 
maximal positive acceleration, a−  is the emergency braking 
deceleration; a+  and a−  are positive parameters which are 
determined by technical features of the vehicle. The parameter 

0k >  is the small disturbances propagation velocity (“sound 
velocity”), as it was shown in [16-18]. The parameter τ  is the 
delay time which depends on the finite time of a driver’s 
reaction on the road situation and the vehicle’s response. This 
parameter is responsible for the drivers tendency to keep the 
vehicles velocity as close as possible to the safe velocity 
depending on the traffic density ( )U ρ  [16-18]: 

( ) max

max max

ln ,  u ,
,   u U  .

k U
U

U
− <

= 
≥

ρ
ρ  

The velocity ( )U ρ  is determined from the dependence of 
the traffic velocity on density in the “plane wave” when the 
traffic is starting from the initial conditions 0 1ρ =  

and 0u = , with account of velocity limitation from 

above ( )maxUu ≤ . The value of τ  could be different for the 

cases of acceleration or deceleration to the safe 
velocity ( )U ρ :  

( )
( )

,  U u
,  U u

+

−

 <=  ≥

τ ρ
τ

τ ρ
 

In the formula for a′  the first term describes an influence 
on the driver’s reaction in a local situation, the second – a 
situation ahead the flow and the third – a driver’s tendency to 
drive a car with the velocity which is the safest in each case. If 
we assume 0=σ , then the expression for a′ will be: 

)( ( )
ρ

ρ

τ

+∆ −
′ = +

∆ ∫
1

,  
x

x

U u
a a t s ds

. 
In this case acceleration is not a local parameter, but 

depends on its values in the region of length ∆  ahead of 
vehicle, where ∆ - is the distance each driver takes intro 
account on making decisions. This distance depends on road 
and weather conditions. The last term of the relaxation type 
takes into account tendency to reach optimal velocity velocity. 

If we assume 1=σ , then the expression for a′ will be: 

( ) −
′ = +ρ

ρ

τ

U u
a a . 

Now acceleration depends on local situation only. 
We will consider a case when 1,σ τ= = ∞ , so the 

equation of motion for the x-component is: 
2

x
ka

x
∂

= −
∂
ρ

ρ
.                               (2) 

The equation of motion for the y-component we can write in 
such form as for the x direction: 

2

y
Aa

x
∂

= −
∂
ρ

ρ
.                                      (3) 

The description for the parameter A will be given below. 
In order to understand the physical meaning of parameter A 

we shall consider the following model problemone. One car is 
changing it’s lane with the density 0≠ρ to the lane with the 
density 0=ρ . In this case a car has the maximum 

acceleration maxa . So by putting 0
y h

∂ −
=

∂
ρ ρ  to the velocity 

equation for the y-component we can obtain 

2dv A
dt y

∂
= −

∂
ρρ  and then

2

max
A a
h

= . 

The diagram for the v(y) is showed on the Fig.1. 
According to it we have: max maxv a h= , that is 

2
max

max
va

h
=  or 2 2

maxA v= . But in this model 
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max 2 avv v= ( avv is an average speed of car's changing a 

lane), so 2 24 avA v= , where max
avv - the average speed 

for maxv . 

 
Fig. 1 the diagram for the v(y). 

 
For description of lane change dynamics we approximately 

assume that the trajectory of maneuver of lane’s changing is 
assembled of two parts of identical circles (Fig. 2). On the 
Fig.2 the bold line is a trajectory of lane’s changing and it 
begins in the middle of the lane on which the car is going and 
ends in the middle of next lane. 

 
Fig. 2 the trajectory of maneuver of lane’s changing. 

 

The centripetal force which acts on the car is:
2

turn

mVF
R

= , 

where turnR  is the radius of the turn, V - is the velocity of the 

car, directed by the tangent to the car’s trajectory. Let *F be 
the maximum possible flank force under which car is drivable 
(not skidding), ≤ *F F . Then we my calculate the radius of the 

turn   2

*
turn

mR V
F

= . max sinavv V= θ . From the similar 

triangles ABC and OAD  (Fig. 2) derive that =AD DB , 
labeling =AD b  will get: 

 

/ 4b h
R b

= or 2

4
Rhb = , 

1sin
4 2 2
h b Rh h
b R R R

θ = = = = . 

Then max * *
2

1 1 1sin
2 2 2av

h hF hFv V V V
R mV m

= = = =θ  

that is the average speed for maxv is max *1
2av

hFv
m

= . We 

obtained above 2 24 avA v= ,  so the expression for A  is 

2 *hFA
m

= . 

Thus we derived parameter 2A  being dependent on the 
force *F , assignable to the lane width, mass of the car and the 
traction of tires. 

The equations (1), (2), (3) provide a system describing 
traffic flows on multilane roads. Assuming the presence of 3 
groups of cars before each crossing characterized by different 
motivations: going straight, turning left and turning right, - one 
can describe their motivations by introducing different mass 
forces acting on each group of cars and making them move 
towards right, central or left lanes, as well as slow down the 
speed of their motion on approaching the crossing. 
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The force slowing down speed before entering crossing has 
the following model form: 

0

0

( )(1 ) exp
s

x xU t ug
l

 −−
= − − − 

 
ρ

τ
,where sl  is the 

characteristic distance of beginning deceleration in front of the 
crossing and traffic lights, 0τ - characteristic time of reaction 
on traffic light change. 

The forces responsible for the modeling motivation for lane 
changing could be expressed as follows: 
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where ih is the respecTIVe lane width, H – the road width. 
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Fig. 3 the maps for components of velocity and for density for different moments of time. 

 

III. SOLVING A TEST PROBLEM. 
The considered problem is the nature of car’s behavior on a 

multilane rectangular road. 
The traffic flow is divided into two parts on the left 

boundary by fixy . For 0 fixy y≤ ≤  the flow has the bigger 

value then for fixy y H< ≤ .  

Boundary conditions for x=0: 

1 1 1 1 1

2 2 2 2 2

0, , ,
0, , ,

v u u u q
u k

v u u u q
ρ ρ ρ
ρ ρ ρ

= = = = 
>= = = =   and 

1

2

, 0

,
fix

fix

q y y
q u

q y y H
ρ

> >= =  ≤ ≤ . 
Boundary conditions for x=L: 

0, 0,u v
x x

ρ ρ∂ ∂
= =

∂ ∂
 

 The numerical calculations of the problems were processed 
using the AUSM method. The mesh had 201xN =  and 

21yN =  grid nodes.  

240 sT =  - calculation time; 
500 mL =  – the length of the domain; 
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12 mH = – the width of the domain; 

0 0,01=ρ  – the density of traffic flow on the bounder 

0x = ; 

0 7,0 /u m s=  – the x-velocity of traffic flow on the 

bounder 0x = ; 

0 0,0 /v m s=  – the y-velocity of traffic flow on the 

bounder 0x = ; 

max 20 /U m s= – maximal permitted road velocity; 

9 m/sk = – the small disturbances propagation velocity 
(“sound velocity”) on x axis; 

3 m/sA = – the analogy of k coefficient on y axis; 

3,75 mfixy = - the devisor of the road on 2 parts; 

0 7q = - a flow on the left  boundary for 0 fixy y≤ ≤ ; 

0 3q = - a flow on the left  boundary for fixy y H< ≤ ; 

The obtained results are presented in the form of maps for 
components of velocity and for density for different moments 
of time (Fig.3).  

IV. CONCLUSIONS 
The mathematical model for traffic flows simulations in 

multi-lane roads is developed. A model problem for traffic 
evolution in multi-lane road with non-uniform flux in different 
lanes was regarded. The results show that on entering the road 
segment high orthogonal fluxes occur in the direction of less 
dense lanes, which brings to slowing down flow velocity in 
that lanes and increasing density. The equation of motion at 
brings to formation of inverse flow from those lanes back. In 
time flow evolution brings to a more smooth transition zone, 
however, on coming in contact flow zones of different fluxes 
always cause formation of an orthogonal flow in the direction 
of less density lane in the nearest vicinity followed by an 
inverse flow at some distance. 
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Abstract—During the recent economic recession software 

industry has shown a high level of resilience to negative economic 

trends by initiating a substantial innovation cycle. In turn, European 

commission recognized software industry and consumer electronics 

to be key industries that were able to change the course of economic 

trends. Most of these innovative endeavors relied on technologies 

that are the basis of pervasive computing, such as mobile 

applications, consumer electronics, embedded systems and Internet 

technologies. In order to create significant economic benefits it is not 

sufficient to have technological capacity to produce these 

innovations, but there are equally challenging issues of targeting the 

customer markets so that these innovations get accepted and absorbed 

by the market. Better understanding of how the demand for these 

services is created and what are its main features. 

 In this paper we will present the research of market potential for 

advanced services that combine best practices in embedded systems 

with Internet computing, its success in implementation through the 

perspective of users that are the targeted customers of these services. 

Goal of the paper is to investigate users’ understanding and 

awareness of the underlying technologies on one hand and to 

understand the level of adoption of currently available services as 

well as to estimate the potential of implementing future services 

based on pervasive computing concepts. 

Results of the research show that there is a significant lack of 

understanding of these technologies by the end users. Nonetheless, 

this fact does not present an obstacle nor does it reduce the interest 

for using the services associated with these technologies.  

 

Keywords—Consumer electronics markets, Embedded systems, 

Innovation, Internet technologies, Mobile computing, Pervasive 

computing, Ubiquitous computing.  

I. INTRODUCTION 

ECENT global economic crises has initiated a very 

successful technological innovation cycle that has 

introduces a variety of new products and services in the 

customer electronics, software services, mobile services and 

internet market segments. The industries that supply these 

market segments have presented a high level of resilience to 

negative economic trends. Even though the purchasing power 

has been decreased newly established customer habits as well 

as new economic and business models managed to alleviate 

negative trends and open new opportunities. One of most 

interesting segments that have been under development is the 

pervasive computing and its applications. These applications 

offer high level of convenience for their users, and make the 

devices that they already invested in even more useful. On the 

other hand there is a number of potential drawbacks and issues 

arising from the intensive use of the underlying technologies, 

such as security and privacy issues. 

In this paper we will take a look at recent technological 

developments from the customer perspective and try to 

understand how customers decide to accept new products and 

services offered through embedded and mobile systems that 

make up the backbone of future pervasive computing 

applications. Since pervasive computing creates applications 

and services that have additional level of autonomous 

operation many of technological facts about these technologies 

are hidden from users. It is fair to ask whether the lack of 

customer involvement in understanding the technology also 

creates additional incentive to use such products and services. 

On the other hand the high dynamics of contemporary life 

styles may be overwhelming for customers so that they may 

accept new trends, fads and services without assessing 

potential risks or even that the customers’ level of tolerance to 

risk has grown due to thrust in new reliable technologies. It is 

also fir to ask where is the limit of this new thrust and what is 

the potential of new pervasive computing technologies in the 

future.  

Goal of this paper is twofold: firstly, we want to estimate the 

level of understanding of recent technological developments 

by the individuals who are target audience for the products and 

services produced using these innovations. Secondly, we wish 

to estimate the potential interest in currently available services 

that fall under the pervasive computing paradigm as well as to 

investigate the interest of potential customers to new and 

innovative services that are currently either being developed or 

being designed. When we acquire this information we will be 

able to discuss the relation between the knowledge about 

technology and readiness of customers to use resulting 

products and services, which may serve as invaluable indicator 

for the development of future innovative projects in the 

underlying industries. 

The structure of the paper is organized in six Sections. After 

the introduction in Section I, an overview of pervasive and 

ubiquitous computing is given in Section II. The emphasis is 

on the recent developments concerning primarily embedded 

systems, Internet technologies and mobile technologies. In 

Section III overview of the economic aspects and customer 

markets where products and services based on technologies 

and areas of pervasive computing will be presented. In the 

following Section, a research about the potential of embedded 

systems, mobile applications and Internet applications from the 

customer perspective will be presented. In Section V a 
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discussion of the research results will be given. Here the 

relation between the understanding of technologies and usage 

will be investigated. Finally in Section VI conclusions will be 

given as well as the remarks for future work.  

II. OVERVIEW OF RECENT DEVELOPMENTS IN PERVASIVE 

COMPUTING  

Pervasive or ubiquitous computing is a general term 

describing the new conceptual paradigm where most of the 

devices and their environment have particular computing 

capabilities. This term is meant to contrast the term desktop 

computing in the sense that computing is available from any 

device, any location using any computing aspect or 

technology. 

    Goal of pervasive computing is to provide users with 

proactive and self-tuning environments and devices that can 

augment personal knowledge and decision making abilities, 

while requiring as little direct user interaction as possible [1].  

Pervasive paradigm relies primarily on embedded systems, 

mobile technologies and Internet technologies to supply 

everyday devices with computing capabilities. Devices include 

electronics that have microprocessors by definition, but also 

everyday objects or mechanical devices that traditionally did 

not contain computing capabilities.  

Pervasive environment is based on creating hybrid 

ubiquitous networks resulting in augmented reality models 

based primarily on wireless technologies, mobile technologies 

in particular and internet technologies. These networks are 

highly dynamic such as Near Area Networks (NANs) or Body 

Area Networks (BANs), but also incorporate a reasonable 

degree of intelligence, allowing for autonomous decision 

making, self-organization [25] etc. Environment that can react 

to the presence of people is also referred to as the ambient 

intelligence. 

Other technologies are also used, primarily RFID 

technology GPS technology  and other sensor and actuator 

technologies. 

Development of pervasive systems is an ongoing process 

resulting in a number of applications spanning from very 

simple control/indicator systems to more elaborate 

applications including mobile devices and electronic business 

models etc. 

We will present some of the current research for future 

applications below. One of the most studied applications is the 

development of smart homes that use ambient intelligence to 

provide comfortable, assistive and secure environment for 

their residents [10, 13, 14]. Sentient computing systems that 

brings various services to the user using virtual networks such 

as redirecting phone calls to the phone nearest to the user or 

teleporting user’s desktop to the nearest available computer, 

etc… [12]. Exploritorium project applied pervasive computing 

to museums and other exhibition venues augmenting the visitor 

experience by adding the additional layer of interaction with 

the exhibits [8].  For computation intensive scientific research 

a pervasive computing project e-Science was employed to 

automatically capture and publish data from ongoing 

experiments in laboratories [21]. One of few implementations 

that were active in the real world situations is the iHospital 

system that supported the coordination of operations in a large 

hospital [11]. Other notable research examples include 

pervasive computing in automobiles [9, 20] and outdoor 

applications for both civic and military implementations [17]. 

In order to efficiently construct and use pervasive 

environments, devices should be enabled to perform basic 

computing tasks and participate in networking. In the rest of 

this section we will make an overview of the most important 

technologies used for this purpose, embedded systems and 

Internet and mobile technologies.  

A. Embedded systems 

Embedded systems are computer systems created to perform 

few very specific tasks. Due to their conceptual dedication to 

solving a particular set of problems and tasks they are not easy 

to change. They may include both software and hardware 

components, but they do not resemble general purpose 

computer systems. They are mostly added to mechanical or 

electronic devices as permanent part providing these devices 

with additional capabilities and improving their initial 

properties and efficiency. They are used to enable these 

devices to process information in real-time or process and 

exchange data with other systems. Embedded systems are used 

to control most of devices common to contemporaneity. Key 

part of all embedded systems is software component that 

cannot be changed once deployed within the device. Some 

devices though, have gone through a process of evolving from 

basic embedded systems towards more general purpose 

devices such as mobile phones and other mobile devices that 

may periodically update their software components called 

firmware.  

Embedded systems have become commonly used in most 

application areas. The fact that 98% of all the microprocessors 

produced in the world use embedded systems [7] supports the 

importance of the development and evolution of embedded 

systems. 

 Due to their presence and improved capabilities embedded 

systems provide new solutions in the way that user may not 

perceive and be aware of them so the gap between the users 

active understanding and the rate of usage of these systems is 

increasing. This characteristic is also translated from 

embedded systems to pervasive computing where providing 

innovative and convenient new functionality does not require 

the user to understand the inner working [1]. While this may 

be an advantage in terms of user interaction and convenience, 

it may also pose a reasonable threat in terms of security, 

privacy and device failure scenarios.   

B. Internet and mobile technologies 

Internet usage is increasing every day because of its huge 

potential and benefits to the end users [6]. Internet 

technologies are changing our everyday life and they become 

ubiquitous in private and business life [19]. Development and 

adoption of Internet technology has positive impact on 

competitiveness and social-economic growth of countries, 

firms and individuals [4]. In 2014 there was 454.2% more 

Internet users in Europe than in 2000 year and worldwide 
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growth of Internet users from 2000 to 2014 year was 741.0% 

[16]. 

Mobile technologies are closely related to the Internet and 

they change the way individuals manipulate information and 

how they are connected with each other. Mobile technologies 

consist of hardware, software, and network infrastructure and 

offer wide spectrum of functionality to the users [5]. Mobile 

phones provide information regardless time and place 

constraints [22] and they offer the potential to different private 

and business activities. There are many mobile applications 

that come pre-installed or can be added to mobile phones, e.g. 

video, photography, high-speed internet access, social 

networking, Bluetooth, email, games, GPS location services 

[5, 22]. In many countries, more and more individuals use 

smart mobile phones more than laptop or personal computers. 

In the  USA 58% of adults use mobile phones in order to 

check their electronic mail, communicate or manipulate with 

data. 

There are many individuals who uses different Internet and 

mobile technologies and devices which include embedded 

system but who are not understanding their functions and do 

not use all possibilities they offer. In this article we want to 

estimate the level of understanding of technologies by 

individuals who use them at daily basis.  

III. CUSTOMER MARKETS AND PERVASIVE COMPUTING 

CAPABILITIES 

Innovation in ICT industry is feasible only if the end user 

market can absorb newly developed products and services. 

Same is true for goods and services rooted in pervasive 

computing. Understanding the current state of customer 

markets that are related to pervasive computing is of utmost 

importance. Here, we will take a closer look at the consumer 

electronic markets and their current states in terms of revenue 

and structure. Also we will take a closer look at the 

performance of mobile application distribution platforms that 

present a key component in distribution of current customized 

applications of various products and services that originate in 

embedded systems, mobile technologies or other networking 

technologies that are the basis of pervasive computing. 

Consumer electronic market includes all the markets of 

electronic equipment used by individuals on daily basis either 

for personal or official use. Consumer electronic market 

contains several market segments: (1) digital media boxes, 

which include home video game consoles, blu-ray video 

players and recorders and digital media adapters or multimedia 

gateways; (2) computers, that include desktop computers and 

laptop computers, but also other sub segments such as 

netbooks and notebooks; (3) Televisions; (4) Set-top boxes, 

subdivided according to external signal technology such as 

cable, satellite, terrestrial or IPTV signal; (5) portable media 

devices that include sub segments such as  smartphones, 

handheld game consoles and media tablets. 

According to World Consumer Electronics Market 2014-

2018 Research Report [15] the market is expected to grow 

further due to favorable conditions. The report further details 

four most important influences which are active technological 

innovation cycle, availability of new services and positive 

response by the end users in adoption of new customer habits. 

Mobile devices are bestsellers worldwide. There is an increase 

in the sales of connectable devices, and there is a shift from 

stationary desktop computer sales towards more mobile 

technologies and devices such as tablet computers. 

The sales of these products are mainly determined by the 

technology used in these products, the pricing, availability of 

different variants, and the level of after-sales support given to 

customers. In addition, global economic conditions also 

influence the sales of consumer electronics because they 

directly affect the purchasing power of customers.  

During the recent years of global economic recession most 

of the segments of consumer markets showed high resilience to 

economic fluctuations, counteracting negative trends through 

technological innovation cycle that has been active since 2009. 

This means that availability of innovative information 

devices has not decreased and that through everyday use 

individuals have already accepted new habit of everyday use 

which is also a positive indication for further innovations such 

as pervasive computing.  

Closely related to customer electronics markets is the 

software market. Global software sales have not experienced a 

significant drop in revenues during the recent global economic 

crises [23]. Software industry trends are showing an increasing 

share of mobile application products being distributed to 

customer markets. The importance of this segment is also 

recognized by software developers and new software 

development methodologies are being employed in the 

development processes, e.g. Mobile-D [2, 18]. 

Mobile application distribution platforms play a major role 

in providing availability and accessibility of new mobile 

applications. Additionally they are a readily available 

distribution channel for after-sales support for customers that 

strongly influence the creation of new customer habits and 

expectations.  

The revenue shares of products and services in mobile 

computing are steadily increasing since its first appearance. 

Recent study estimates that in the EU region revenues from 

mobile applications have reached over 10 billion euros in 

2013, while creating over half a million jobs in 28 EU 

countries [24]. This segment has gained in economic 

significance as the market shares have risen, not only by the 

revenue attained through the realization of products and 

services but also by creating jobs, and establishing new service 

industries with related supporting service industries. This is 

why this market segment, taken as a whole, both the customer 

side and supplier side, is being referred to as the App 

Economy. The role of App Economy will be crucial in further 

development of products and services of the pervasive 

computing paradigm. 

Takin into account the positive market trends in accepting 

new product and services and the fact that pervasive 

computing is eliminating the need to understand the underlying 
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technologies in these products and services we will present a 

research that tries to explain if there is the lack of 

understanding of technologies used today and how this may 

affect future trends from customer perspective.    

IV. RESEARCH OF PERVASIVE COMPUTING POTENTIAL 

SUPPORTED BY EMBEDDED SYSTEMS AND INTERNET 

TECHNOLOGIES FORM THE CUSTOMER PERSPECTIVE 

Pervasive computing through embedded systems and 

internet technologies is developing every day and its usage is 

growing constantly. However, there is still lack of research and 

studies dealing with this topic especially regarding users. In 

this article we want to estimate the level of understanding of 

using internet technologies by the individuals and to 

investigate the interest of individuals to new and innovative 

Internet technology services. In order to achieve these two 

goals a simple close-ended questionnaire was conducted. 

A. Methodology and data 

In May 2013 the empirical research on usage of ubiquitous 

computing supported by embedded systems and internet 

technologies was conducted among the third year students 

from the Faculty of Economics and Business Zagreb. Students 

were engaged in the course Business Information Systems. 

There were 384 students who participated in the survey. 

The survey consists of two main parts. The first part of the 

survey is about embedded systems and how students are 

informed regarding their usage. In the second part of the 

survey participants named which of various devices and 

service which comprise embedded systems they use. While 

fulfilling the survey, the respondents can choose one or more 

offered answers. The questionnaire was distributed among 

students through mail in google docs format. The 

questionnaire was analyzed using descriptive statistics 

methods and techniques with the Statistica software. 

Demographic characteristics of the respondents show that 

most of the students are female who are 21 year old. They are 

attending obligatory course Business Information Systems at 

the Faculty of Economics and Business Zagreb (Figure 1). 

 

B. Research Results 

Table 1 shows what respondents consider an embedded 

system is. They could choose more than one answer, e.g. POS 

devices, Smartphone, Data base, ATM, Personal computers, 

Safe alarms, Peacemaker, SIM cards, eBooks, Traffic lights, 

Video games, MP3, Console for playing video games, 

Presentation pointer and Dishwasher machine. The highest 

percentage of respondents consider that POS device (48,57%), 

Smartphone (45,19%) and Data base (42,08%) present 

embedded systems. One quarter of the respondents believe that 

Personal computers (25,19%) and Safe alarms (24,16%) 

present embedded systems. The lowest percentage of 

respondents choose MP3, Console for playing video games, 

Presentation pointer and Dish machine as devices with 

embedded systems. 

Table 2 presents different usage of GPS technology for the 

city sightseeing. The respondents could choose more than one 

answer while answering the questionnaire, e.g. Defining route 

between two addresses in the city; Discovering city sights 

close to your location; Monitoring and forecasting dense 

traffic and View of all restaurants on selected city area. Most 

of the respondents (83,12%) stated that defining route between 

two addresses in the city is one of the most important usage of 

the GPS technology for the city sightseeing. Half of the 

respondents excerpt that usage of the GPS technology is 

important in discovering city sights close to your location 

(47,01%). The lowest percentage of respondents named that 

usage of GPS technology can be useful for monitoring and 

forecasting dense traffic (23,12%) and finding restaurants on 

selected city (21,82%). 

In table 3 Possession and usage of different devices is 

described. Respondents could choose more than one offered 

answer, e.g. Smartphone, Laptop, WIFI device, MP3, GPRS, 

Tablet, Playing console, SmartTV, Cyclocomputer and 

eReader. Almost all respondents (94,03%) have smartphone. 

 
Fig. 1 Demographic characteristics of the respondents 

 
Table 1 Devices that present embedded systems 
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Laptop (78,96%) and WIFI device (72,21%) are also used by 

high percentage of students. Half of respondents have MP3 

device (52,47%). GPRS, Tablet and Playing console are 

devices that around 20% of respondents possess and use. 

Cyclocomputers (6,23%) and eReaders (3,90%) are really 

rarely used. 

Figure 2 shows results about students’ knowledge regarding 

RFID technology. Most of them stated that they are not 

familiar with RFID technology (69,79%). Only 30,21% 

respondents know what is RFID technology. 

Although, respondents do not know what RFID technology 

is, most of them estimate that RFID is mostly used in Logistics 

and transport industry (66,23%) (Table 4). Just 18,44% of 

respondents consider that RFID is widely used in Tourism 

industry. The lowest percentage of respondents believe that 

RFID technology is primarily used in Construction industry 

(5,71) and in Textile industry (2,34%). 

Figure 3 shows results about students’ knowledge regarding 

embedded systems. Most of them stated that they are not 

familiar with embedded systems (71,09%). Only 28,91% 

respondents know what embedded systems are. 

In Table 5, data about usage of embedded systems by 

individuals is presented. The respondents could choose more 

than one offered answer, e.g. Digital thermometer, Parking 

sensors, eReader, Blood Glucose Monitoring Device, 

Peacemaker, 3D printer and Robot vacuum cleaner. The 

highest percentage of respondents use digital thermometer 

(60,00%) and parking sensors (47,79). Quarter of all 

respondents use also eReader (27,53%) and Blood Glucose 

Monitoring Device (23,38%). The lowest percentage of 

respondents indicates that they use 3D printer (11,95%) and 

Robot vacuum cleaner (11,69%). 

V. DISCUSSION 

A. Estimating awareness and understanding of pervasive 

computing technology    

The conducted research was aimed at young highly educated 

demographic so when interpreting the presented results we 

 
Table 2 Usage of GPS technology 

 
Table 3 Possession and usage of different devices 

 
Fig. 2 Respondents’ knowledge about RFID technology 

 
Table 4 Usage of RFID in different industries 

 
Fig. 3 Respondents’ knowledge about embedded systems 

 
Table 5 Usage of embedded systems 
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should take into account that the targeted demographics had 

better access to information about the current state of the art in 

economics, business and partially to IT and consumer 

electronics. From table 3 we can also conclude that this 

targeted demographic is well involved in the trends in 

electronics since 94,03% of them own and use smartphones. It 

is safe to presume that due to these characteristics the targeted 

segment of users are in better position than most of the other 

demographics that have somewhat lesser access to information 

through academic channels. This is why we presumed that the 

results will show adequate understanding and knowledge about 

technology, and at least some knowledge about various 

technologies used for pervasive computing.  

This is the reason why the first part of the survey resembled 

an examination test where some of the possible answers were 

correct and others incorrect. This is why in Table 1 there are 

correct and incorrect options to choose an answer from to the 

question what is considered an embedded system. The correct 

devices that contain or present themselves as embedded 

systems are POS devices, smartphones, ATMs, safe alarms, 

pacemakers, SIM cards, traffic lights, video games consoles, 

presenter pointers and dishwashers. Unfortunately, none of 

these devices was recognized by majority of respondents as 

embedded systems. Best scores for POS devices and 

smartphones are below 50%.  It is encouraging, though, that 

most of the incorrect answers were recognized as incorrect in 

much greater extent, except from databases that had the 

highest score of 25% as misidentified embedded system. This 

means term embedded systems is not overly familiar to the 

surveyed demographics as they are not able to recognize its 

real world implementations.  Further evidence for this is given 

in Figure 3 where less than a third of responses claim that they 

are familiar with embedded systems. Similar results are found 

for presented RFID technology shown in Figure 2.  

If we take a look at more factographic questions that are 

being taught at various courses during their studies, results are 

much better as expected. An example is the question of where 

RFID technology is mostly used with results shown in table 4. 

This is a piece of information taken from the obligatory 

undergraduate course Business information systems that all of 

the respondents took part in that same year. Two thirds of 

respondents have recognized the most typical industry RFID 

technology is used in. Usage of GPS technology yielded 

similar results, where over 80% of students recognized one 

typical applications of this technology, while other correct uses 

(discovering city sights in vicinity and traffic density maps) 

were less recognized. Finally viewing static data on a map that 

does not require GPS technology was recognized as non GPS 

application by similar number of students.  

Overall, we may conclude that students have some overall 

declarative knowledge about the mentioned technologies but 

do not have enough understanding to recognize their usage in 

real world applications, which may also indicate the lack of 

awareness of their availability, advantages and disadvantages 

and potentials. 

B. Usage of products and services containing embedded 

systems, Internet and mobile technologies    

Finally, in order to estimate the level of usage of products 

and services that rely on pervasive computing technologies and 

principles we focused on what devices students possess and 

use (shown in Table 3) and what other devices they use or 

know how to operate (shown in Table 5).  

If we take a look at the devices and consumer electronics 

that respondents own we can see that all of the market 

segments discussed in Section III are represented. This means 

that there is a good foundation for development of additional 

services related to any of the customer electronic devices 

present on the market which is one of the bases of pervasive 

computing. Even lesser used devices with very particular 

purposes are represented as we can see in Table 5. Most 

important is the use of smartphones and laptops with over 90% 

and almost 80% of respondents use them, respectively.  

Since smartphones present an intermediary form between 

embedded systems and general-purpose devices [26] it is safe 

to presume that potential for further use of pervasive 

computing is significant. Earlier studies [27, 28] have shown 

that student use various mobile applications and innovative 

mobile services. This is why better understanding of 

underlying technologies is called for, or in the case of 

pervasive computing, implementations that will minimize the 

risks of technologies used thus increasing further the use of 

applications and services. 

VI. CONCLUSIONS 

Pervasive computing is a computing paradigm where most 

of devices have some computing capability and 

interconnectivity which results in creation of  proactive and 

self-tuning environments and devices that can augment 

personal knowledge and decision making abilities of its users, 

while requiring as little direct user interaction as possible. In 

the recent years various examples of pervasive computing 

implementations have been created which is partly a result of 

technological innovation cycle which was initiated during the 

latest global economics crisis in 2008. All of the related 

markets have shown high level of resilience to economic 

fluctuations, both customer electronics markets, software 

markets etc. 

In this paper we investigated this phenomenon from the 

customers’ standpoint trying to find the explanation for the 

positive trends in related industries and the incentive that 

customers through market absorption supported the process of 

innovation and development of various segments of pervasive 

computing. 

The goal of this paper was twofold. Firstly, by using the 

survey targeted at highly educated young demographics 

investigate the level of technological understanding, and 

secondly to investigate practical involvement of this 

demographic in increasing trends of using products and 

services related to embedded systems, mobile technologies and 

Internet technologies.   
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The results have shown that there is insufficient level of in-

depth understanding of used technologies, but this lack of 

awareness does not diminish the level of practical involvement 

and interest for products and services these technologies offer. 

This is in accordance with one of guidelines of pervasive 

computing where providing innovative and convenient new 

functionality does not require the user to understand the inner 

working. This opens a number of challenges concerning 

security, privacy, trustworthiness and disaster recovery issues. 

The incentive to deal with these issues is on the pervasive 

computing solutions.  

Still, correlation between understanding of underlying 

technologies and rate of acceptance of products and services it 

enables remain for future investigation.  Also, understanding 

the limitations of customer acceptance needs to be further 

explored. 
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Abstract—This paper showcases the use of fuzzy rule-based 
classification systems (FRBCSs) for analyzing hyperspectral data in 
the context of remote sensing classification tasks. First, the wavelet 
packet decomposition (WPD) is applied to the original data, in order 
to obtain higher-order features that describe the spectral changes 
within specific ranges of the electromagnetic spectrum. Subsequently, 
an advanced genetic FRBCS (GFRBCS) of the literature is applied, 
namely, the Fast Iterative Rule-based Linguistic Classifier (FaIRLiC), 
which is able to produce high-performing fuzzy rule bases with very 
low structural complexity. Ultimately, the information provided by 
FaIRLiC is exploited in order to discover useful hidden relations 
between the input features, which enable the easy discrimination 
between specific classes. As such, the employed model offers new 
tools for specialized photointerpretation, as well as the possibility for 
devising customized indices in the future. The procedure is employed 
here considering a Hyperion satellite image over a forested area in 
northern Greece, primarily focusing on the discrimination between 
two pine species. 
 

Keywords—Genetic fuzzy rule-based classification systems 
(GFRBCS), hyperspectral imagery, interpretable classification 
models, wavelet packet decomposition.  

I. INTRODUCTION 

YPERSPECTRAL spectroscopy constitutes a unique tool 
for observing the spectral properties of objects. 

Hyperspectral sensors collect several (typically 200 or more) 
narrow spectral bands, from the visible to the short-wave 
infrared portions of the electromagnetic spectrum, providing 
an almost continuous spectral reflectance signature. Contrary 

 
This research has been co-financed by the European Union (European 

Social Fund – ESF) and Greek national funds through the Operational 
Program “Education and Lifelong Learning” of the National Strategic 
Reference Framework (NSRF) – Research Funding Program “ARCHIMEDES 
III: Investing in knowledge society through the European Social Fund”. 

D. G. Stavrakoudis is with the School of Forestry and Natural 
Environment, Aristotle University of Thessaloniki, Thessaloniki 54124, 
Greece (phone: +30-2310-992689; fax: +30-2310-992677; e-mail: 
jstavrak@auth.gr). 

S. K. Mylonas, C. A. Topaloglou, and J. B. Theocharis are with the 
Department of Electrical and Computer Engineering, Aristotle University of 
Thessaloniki, Thessaloniki 54124, Greece (e-mails: smylonas@auth.gr, 
chartopal@gmail.com, theochar@eng.auth.gr). 

P. A. Mastorocostas is with the Department of Computer Engineering, 
Technological Educational Institute of Central Macedonia, Serres 62124, 
Greece (e-mail: mast@teiser.gr). 

to multispectral data, hyperspectral data have been proven 
capable of producing both genus-level and species-level 
classifications [1]. Particularly for land cover classification of 
forests—where typically different species of the same genus 
coexist—it has been shown that hyperspectral imagery can 
significantly increase the classification accuracy [2]. 
Accordingly, it has been observed that the spectral profiles of 
plants are indicative of various vegetation properties, a fact 
that has led the respective research community in devising 
various specific hyperspectral indices [3], [4]. 

In the context of land cover classification, the bands of a 
hyperspectral image are typically considered as separate 
features. Since however successive hyperspectral bands are 
highly correlated, it would make sense to also observe the 
changes of reflectance (or radiance) within smaller ranges of 
the full spectral space. Such an analytical framework is 
provided by the wavelet transform, which employs a multi-
resolution analysis of a signal in the time-frequency 
domain [5], which in our case is rather the spectral-frequency 
domain. The wavelet transform has lately proven to be a useful 
tool for increasing classification accuracy using hyperspectral 
imagery [6], [7]. In this paper we employ a more general form 
of the wavelet transformation, namely, the wavelet packet 
decomposition (WPD). 

The objective of this paper is to discover useful relations 
between the input features (either the original bands of the 
image or the WPD-derived features) that can discriminate 
specific classes of the problem. This is accomplished 
considering the so-called FaIRLiC algorithm [8], which creates 
classification models comprising a small set of fuzzy IF-THEN 
rules that resemble the form of the categorical propositions 
made by humans. These rules are subsequently analyzed in 
order to infer the desired relationships in the feature space. 

The rest of the paper is organized as follows. Section II 
describes the study area and the dataset formulation that was 
used for the analysis. Section III offers a short description of 
the WPD, whereas Section IV briefly describes the employed 
FRBCS. The experimental results are reported in Section V 
and the paper concludes in Section VI, with some final 
remarks. 

Exploiting the Interpretability of Fuzzy Rule-
Based Classifiers for Analyzing Hyperspectral 

Remotely Sensed Data  

Dimitris G. Stavrakoudis, Stelios K. Mylonas, Charalampos A. Topaloglou, John B. Theocharis, and 
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II.  STUDY AREA AND DATASET FORMULATION 

The study area is the northern part of Thasos, Greece’s most 
northerly island (Fig. 1). Pinus brutia is the dominant tree 
species at lower elevations (0 to 800 m), whereas Pinus nigra 
is found at higher altitudes. On August 1, 2003, a Hyperion 
image (level 1 radiometric product) covering a part of the 
island from north to south was acquired. The image exhibits 
30 m spatial resolution and comprises a total of 242 bands in 
the visible to shortwave infrared portion of the electromagnetic 
spectrum (400–2500 nm). The dataset is formed removing the 
uncalibrated bands (bands with no data), thus keeping only the 
196 useful bands. A false-color composite of the Hyperion 
image inside the boundaries of study area is depicted in Fig. 1. 

After extensive field survey and careful photointerpretation, 
1000 points (pixels) were identified and labeled into 6 classes: 
Pinus brutia, Pinus nigra, deciduous trees, other vegetation, 
non-vegetated areas, and water. The last class was visually 
identified in the image and was included in the classification 
scheme for the sake of completeness in the resulting thematic 
map. These labeled pixels formulate the reference dataset, 
which is used for creating the classifier and testing its 
accuracy. 

III.  WAVELET PACKET DECOMPOSITION 

The wavelet transform is based on the concept of multi-
resolution analysis of a signal [5]. The transformation filters 
the original signal with translations and dilations of a basic 
function called mother wavelet ψ(t). The wavelet theory is 
traditionally presented considering time-varying signals and 
hence uses the time variable notation t. In our case, however, 
the signal is defined in the spectral range and therefore all 
signals and functions will be represented using the wavelength 
variable λ in the following. 

The mother wavelet ψ(λ) is used in order to form a wavelet 
basis that will represent the signal, through translations 
(displacements) and scaling of the mother wavelet. Typically 
binary partitions of the space are considered, in which case the 
so-called dyadic wavelets are defined recursively as: 

 ,

1 2
( )

22

j

j n jj

nλ
ψ λ ψ

 −
=  

 
,  (1) 

where 2j is the scaling factor and n the translational factor. The 
functions ψj,n(λ) constitute the orthonormal bases in a subspace 
Wj, which describes the high frequencies of the signal at the 
decomposition level j. The signal is decomposed considering 
an equivalent low frequency subspace Vj (which is orthogonal 
to Wj), using a corresponding set of wavelet bases φj,n(λ). The 
wavelet coefficients are defined as the inner product of the 
signal with the respective bases and can be used directly to 
represent the single in the time-frequency domain. 

For discrete signals (like those provided by hyperspectral 
sensors) we typically employ the discrete wavelet transform 
(DWT). The DWT initially decomposes the original signal 
into the two orthogonal spaces V1 and W1. The low frequency 
space V1 is subsequently decomposed into two respective 
spaces V2 and W2 and the process is repeated for a number of 
predefined levels, thus forming a wavelet tree. In each level, 
the decomposition is performed through a convolution with the 
discrete low-pass and high-pass filters h and g, respectively, 
and the signal is down-sampled with a factor of 2. The filters h 
and g form the so-called analysis filter bank and their 
coefficients are determined by the wavelet functions φj,n(λ) and 
ψj,n(λ), respectively. 

In this paper we consider the generalization of the DWT, 
namely, the wavelet packet decomposition (WPD). The WPD 
is similar to DWT, with the difference that both subspaces Vj 
and Wj are decomposed into two subspaces in the next level. 
As such, it provides more information at different resolutions, 

 
 

Fig. 1 The study area, along with a false-color composite of the Hyperion image. 
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allowing to observe increasingly higher frequency signal 
changes. Traditionally, only the wavelet packet coefficients 
(WPCs) of the highest level are considered. However, we used 
the so-called WPD-FuzCoC algorithm [9], which allows the 
selection of WPCs from different levels, providing and optimal 
but valid WPD. We considered four levels of decomposition, 
using a reverse biorthogonal wavelet basis (rbio3.7). The latter 
has been chosen because it resulted to the highest classification 
accuracy, although all bases exhibited similar performance. 
The optimal WPD that was derived through this process is 
shown in Fig. 2, where the selected nodes are highlighted with 
blue color. The notation N(j,k) is used to represent the kth 
node (k = 0,…,2j-1) of the level j (j = 1,…,4) in the 
decomposition tree. 

Conceptually, the derived WPCs can be thought as the 
description of the original hyperspectral signals (defined in the 
vector space with 196 components in our case) in the spectral-
frequency domain. For example, the node N(1,0) in Fig. 2 
comprises 98 WPCs, each representing the low-frequency 
changes every two consecutive bands, whereas the coefficients 
of node N(1,1) describe the high-frequency changes in the 
same ranges. The node of the second level describe the 
changes every 4 bands, the nodes of the third level every 8 
bands and so on. In the following, each coefficient is 
represented using the notation WPC(j,k,c) [spectral range]. 
For example, the notation WPC(3,1,13) [1376.55, 1447.14] 
represents the 13th WPC of the second node in the third level 
N(3,1), which describes the high-frequency changes (because 
it is the second node with respect to the previous level) in the 
spectral range [1376.55, 1447.14] (because the third level is 
defined in ranges of 8 consecutive bands). 

Through the valid WPD of Fig. 2, 196 WPCs have been 
extracted. The full feature space is created considering the 
original bands of image as well, thus comprising 392 
dimensions in total.  

IV.  CLASSIFICATION MODEL 

For classification purposes we used a fuzzy rule-based 
classifier called FaIRLiC [8]. FaIRLiC is a GFRBCS 
characterized by its ability to produce fuzzy classification rule 
bases with very low complexity, even for very high-
dimensional feature spaces comprising hundreds or even 
thousands of features. This section briefly describes FaIRLiC’s 
classification model, whereas a thorough description of its 
learning algorithm can be found in the aforementioned 
reference. 

We consider a classification problem defined in an N-

dimensional feature space [ ]1, , N
NX X= … ∈ℜX  and an M-

dimensional class space C = {C1,…,CM}. FaIRLiC comprises a 
number of fuzzy IF–THEN rules, each defining a fuzzy 
relation between the feature (antecedent part – IF) and class 
(consequent part – THEN) spaces. Initially, each input 

variable (feature) is partitioned into ℓ  fuzzy sets { }1, ,i iL Lℓ…  

with equivalent linguistic labels (for example, small, high, 
etc.). A typical approach is to consider for each input variable 
a uniformly distributed partition of fuzzy sets with triangular 
membership functions, as shown in Fig. 3. A rule relates fuzzy 
expressions on the feature space with the class space: 

 1 1:  IF  is  AND  AND  is  

THEN class  with 

k k k
N N

k k

R X A X A

C r∈C

⋯
  (2) 

where each input variable Xi takes as a value a fuzzy set Ai
k 

and the rule also includes a confidence degree rk in its 
consequent, representing the confidence of the classification in 
the class label of the consequent (Ck) and calculated using a 
training set of labeled patterns. FaIRLiC assumes linguistic 
fuzzy rules in the so-called disjunctive normal form (DNF). 
This means that each fuzzy set Ai

k in the antecedent part of the 
rule is not necessarily only one of the ℓ  predefined fuzzy sets, 

N(0,0)

N(1,0) N(1,1)

N(2,2) N(2,3)

N(3,0) N(3,1) N(3,4) N(3,5) N(3,6) N(3,7)

N(4,12) N(4,13) N(4,14) N(4,15)

N(2,0) N(2,1)

 
 

Fig. 2 The optimal WPD produced by WPD-FuzCoC. The selected nodes that form the valid WPD are shown in blue. 
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but it may also be a composite fuzzy set joining multiple 
consequent terms with the OR disjunctive operator, for 

example { }2 3 4 OR  OR k
i i i iA L L L= . Moreover, some input 

variables in a rule are allowed to be absent (or inactive), which 
in fuzzy terms has the meaning of a “don’t care” fuzzy set (a 
fuzzy set with a unity membership grade for its entire universe 
of discourse). 

An example of a fuzzy rule for a hypothetical classification 
problem with three features is depicted in Fig. 3. In this 
example, each feature has been uniformly partitioned into 9 
triangular fuzzy sets, with the two outermost sets having half 
the width than the others. The antecedent part for the rule is 
formed considering only two of the three features, whereas the 
second one (X2) is inactive. The first feature takes as value a 

single linguistic term 5
1L , whereas for the third feature a 

composite fuzzy set is considered, joining three consecutive 
terms with the OR fuzzy operator. 

The whole fuzzy rule base comprises a number of rules in 
the form of (2), where multiple rules describing a single class 
are allowed to coexist. The fuzzy reasoning mechanism 
determines how the classification of an input vector ∈x X  is 
derived. For each rule, all fuzzy sets participating in its 

antecedent part provide a degree ( )q
i

iL
xµ  in [0,1], as defined 

by their membership functions (triangular in our case). The 
firing of the kth rule (also known as matching degree) is 
calculated through: 

 ( ) ( )
1 1

k

q
i

N
k

iL
i q

xµ µ
= =

  
=  

  
x

ℓ

∩ ∪   (3) 

where ∩  and ∪  denote the AND and OR operators, 
respectively. In effect, the membership degree of each 
(possibly composite) fuzzy set is calculated applying the OR 
operator and, subsequently, the total rule firing is determined 
employing the AND operator between all active features. In 
FaIRLiC, the AND operator is implemented through the 
minimum operator, whereas the OR operator is implemented 
through the bounded sum, defined for two membership values 
a and b as: 

 ( )bs( , ) min 1,a b a b= +  (4) 

With this choice, the composite fuzzy set is mathematically 
equivalent to the circumscribed trapezoidal fuzzy set, as shown 
in the example of Fig. 3 for the third feature. The input vector   
is ultimately assigned taking into consideration all K rules of 
the rule base, through the so-called maximum voting scheme: 

 ( )
1, ,M |

, arg max
k k

m

k k
j

m R C C

C j rµ
= =

→ ∈ = ⋅∑x C x
…

,  (5) 

that is, to the class achieving the highest cumulative activation 
degree among the rules. Note that (5) also considers the 
certainty degrees rk of each rule, which is multiplied with its 
firing. To this end, the certainty degrees can be viewed as 
weights, representing the relative importance of each rule in 
the classification decision. 

The whole rule base is constructed through an iterative 
process, with a single rule being extracted in each iteration. 
The whole process is coordinated by a pattern weighting 
scheme, which guides new rules in exploring the regions of the 
feature space not covered by previously extracted rules. The 
rule extraction algorithm extensively evaluates a feature 
selection-based metric, which eventually leads to the 
extraction of fuzzy rules with few active features, even for 
very high-dimensional classification tasks. Finally, a genetic 
tuning post-processing stage fine-tunes the definitions of the 
triangular membership functions (without changing their 
relative order), in order to further increase the classification 
accuracy of the derived model. 

V. EXPERIMENTAL RESULTS 

The objective of this paper is to showcase how the 
information provided by an interpretable classification model 
can be used for understanding the discriminating relations 
between the input features. Before that, however, we briefly 
present the numerical results obtained by FaIRLiC in 
comparison to other classifiers, in order to prove its validity in 
solving the classification task considered. 

FaIRLiC is compared here with three other GFRBCSs 
(FeSLiC [10], 2SLAVE-2 [11], and SGERD [12]), three crisp 
rule-based classifiers (C4.5 Rules [13], RIPPER [14], and 
SLIPPER [15]), the C4.5 decision tree [13], and the support 
vector machine (SVM) classifier [16], which has been shown 
to exhibit very high classification accuracies in a number of 
classification tasks. In order to derive unbiased conclusions, 
we used a 5-fold partitioning of our dataset. For classifiers 
whose learning algorithm has stochastic characteristics (all but 
C4.5 and SVM), we performed six independent runs on each 
partition, using different random seeds. In each case, the 
average results over these 30 runs are given. For FaIRLiC and 
2SLAVE-2, each input variable has been partitioned into 9 
uniformly distributed fuzzy sets. 

Rule Rk:    IF AND

X3X2X1

X3 is { L3
4L3

3OR OR }L3
2L1

7X1 is { } THEN class Ck with rk

 
Fig. 3 An example of a fuzzy rule for a hypothetical classification problem with three features. 
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Table I presents the obtained results, averaged over the 
different runs (5 for C4.5 and SVM, 30 for all other 
classifiers). The table reports the testing accuracy, along with 
the most important structural characteristics of the obtained 
models: number of rules (#R), average number of features per 
rule (#F/R), and globally used features (#GUF). The latter 
describes the number of features selected by at least one rule in 
the rule base. The second column of the table also reports the 
each classifier’s average testing accuracy when considering 
only the bands of the image, without the WPCs. 

A first remark is that the accuracy of all classifiers increases 
with the addition of the WPC features, despite the fact that the 
feature space is effectively doubled. The increase in most 
cases is substantial, which proves that the extra features 
derived from the WPD are indeed informative. FaIRLiC 
achieves the second highest accuracy, being inferior to only 
the SVM classifier, the model of which however cannot 
provide any linguistic interpretation. Comparatively to all 
other interpretable classifiers, FaIRLiC and SGERD produced 
the simplest models. Nevertheless, the latter constructs over-
simplistic models, exhibiting by far the worst classification 
accuracy amongst all classifiers tested. The comparison of 
Table I proves that FaIRLiC can indeed produce very simple 
and accurate fuzzy rule bases. 

We now concentrate on the FaIRLiC model that exhibits the 
highest classification accuracy, which comprises six fuzzy 
classification rules (one for each class) and used globally 11 
features (7 bands and 4 WPCs). The major difficulty of the 
specific classification task is the discrimination between the 
two pine species of the area (Pinus brutia and Pinus nigra). As 
an example, the analysis here is presented based on the rule 
created for the Pinus brutia class. 

Fig. 4(a) provides a visual representation of the rule’s 
premise part, with the first line of subplots depicting the 
histograms of the classes’ patterns in the reference set. The 
fuzzy partitions are not uniformly distributed because of the 
tuning stage mentioned in the previous section, which fine-
tunes the membership functions’ definitions. The rule 
considers only two features the band with central wavelength 
1719.60 nm and the wavelet coefficient WPC(3,1,12) 

[1259.86, 1366.45]. According to the description of 
Section III, this coefficient quantifies the high frequency 
changes (second node) inside the 8 bands (third level) spectral 
range [1259.86, 1366.45] (nm). Fig. 4(b) depicts the 
respective scatter plot in the 2-dimensional space, along with 
the location of the 0.5-cut of the rule (that is, all points of the 
space for which the rule is activated with a degree of 0.5). It 
becomes apparent that those two features can discriminate the 
Pinus brutia class from all other classes to a high degree. It is 
worth noting that the WPC feature is defined in within a 
spectral region characterized by strong water absorption. In 
other words, this feature quantifies the high frequency changes 
of the reflectance response near a point where water absorbs 
all solar energy. 

Linguistically, the rule of Fig. 4(a) can be described by the 
following phrase: “If a pixel exhibits relatively small intensity 
in band 157 (central wavelength 1719.60 nm) and medium to 
high value in feature WPC(3,1,12) [1259.86, 1366.45] (that is, 
medium to high frequency changes in this spectral range), then 
it is an area covered with Pinus brutia.” The visual 
representation of the two features as grayscale images is 
provided in Figs. 5(b) and 5(c), respectively. For easy 
comparison, the thematic map is also shown in Fig. 5(a). If we 
observe carefully, all forest species exhibit low intensity values 
in band 157, with other vegetation (mainly agricultural land) 
and non-vegetated areas exhibiting higher intensity. At the 
same time, however, the Pinus nigra class exhibits relatively 
low values in the WPC feature, whereas the deciduous trees 
and non-vegetated areas exhibit much higher values. As such, 
these two features can effectively discriminate the Pinus brutia 
class from all other land cover types of the specific area. 

The same conclusion can be derived if we construct a false-
color composite from these two features. For example, if we 
use band 157 for the red channel and the WPC feature for the 
green channel of the color image (the blue channel is left with 
zero values), then we obtain the color image of Fig. 5(d). In 
order to increase the color contrast, the image has been 
enhanced by saturating the lower and upper 1% each band’s 
histogram. This is a typical procedure employed when 
visualizing remotely sensed imagery. With this choice, a 

TABLE I. AVERAGE RESULTS OBTAINED FOR ALL CLASSIFIERS CONSIDERED (CLASSIFICATION ACCURACY ON THE TESTING SET AND 

STRUCTURAL CHARACTERISTICS). THE SECOND COLUMN ALSO REPORTS THE AVERAGE TESTING ACCURACY CONSIDERING ONLY 

THE ORIGINAL BANDS OF THE IMAGE. 

Classifier 
Bands Only Full feature space: Bands + WPC 

Testing 
accuracy (%) 

Testing 
accuracy (%) 

#R #GUF #F/R 

FaIRLiC 84.85 88.20 6.97 19.10 2.82 
FeSLiC 84.63 85.52 9.13 29.27 3.34 
SGERD 78.12 81.02 7.90 13.40 2.00 
2SLAVE-2 80.92 85.37 11.60 86.97 8.70 
C4.5 84.20 85.10 34.60 28.20 7.78 
C4.5 Rules 83.40 85.20 15.00 23.60 4.04 
RIPPER 82.10 85.90 23.40 34.00 2.10 
SLIPPER 85.50 88.10 241.40 142.60 1.54 
SVM 85.90 90.80 – – – 

#R = number of rules; #GUF = number of globally used features; #F/R = average number of features per rule. 
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respective color map is defined in the 2-dimensional space, as 
shown in Fig. 5(e). The 0.5-cut of the fuzzy rule has a unique 
location in this color space, which is represented by the white 
rectangle in Fig. 5(e). This is actually the location of the black 
rectangle in Fig. 4(b), if we employ the image enhancement 
method to the specific feature space (that is, the boundaries of 
each feature are shrunk). 

Using the aforementioned procedure, all colors in Fig. 5(d) 
inside the 0.5-cut represent areas covered with Pinus brutia. 
Non-vegetated areas are represented with green-yellow, orange 
and red colors. Deciduous trees exhibit vibrant green colors, 
whereas areas covered with Pinus nigra are represented by 
darker green colors. To make it more clear, Fig. 5(f) presents 
the same composite by zeroing the values of all pixels with 
colors outside the white rectangle in Fig. 5(e). Comparing 

Fig. 5(f) with the thematic map of Fig. 5(a), it becomes 
apparent that the 0.5-cut of the fuzzy rule discriminates the 
class described by the rule from all others. Effectively, the 
color composite of Fig. 5(d) can uniquely identify the Pinus 
brutia class in the study area. Arguably, this simple rule could 
be generalized to other images from the same sensor, assuming 
that the spectral response of the sensor does not change 
between acquisitions. 

The process presented above can be applied for the other 
classes of the problem, even if the respective rules comprise 
more than three features. As such, FaIRLiC’s interpretability 
properties can be used to easily discriminate specific classes 
through photointerpretation, even for classes with high 
overlapping, such as species belonging to the same genus. 
Eventually, the interpretation provided by FRBCSs could even 
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Fig. 4 The rule produced for Pinus brutia: (a) visual representation of the rule’s antecedent part and (b) scatter plot of the reference pattern 
along with the rule’s 0.5-cut in the feature space. 
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be exploited in the future for devising customized indices. In 
this case, however, a large number of reference spectral 
signatures should be collected—ideally in different areas—and 

the analysis should be performed considering reflectance 
values (and not radiance ones as we did in this paper). In other 
words, FaIRLiC should be employed to hyperspectral data 
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 Thematic map legend: 
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Fig. 5 Photointerpretation for the Pinus brutia class: (a) thematic map obtained by FaIRLiC, (b) the band of the image with central wavelength 
1719.60 nm, (c) grayscale representation of the WPC(3,1,12) [1259.86, 1366.45] feature, (d) a false-color composite using the two features for 
the red and green channels, respectively of the image, (e) the associated color map in the 2-dimensional space, and (f) the false-color composite  
presented in (d), if we zero all regions outside the 5.5-cut of the fuzzy rule. 
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obtained from carefully constructed spectral libraries. As such, 
the results of the analysis could be possibly generalized to 
different regions with similar land cover types. 

VI.  CONCLUSION 

This paper presented the relative advantages of FRBCSs in 
the context of land cover classification tasks using 
hyperspectral imagery. In particular, the linguistic model of the 
employed FaIRLiC classifier revealed relations between 
specific input features, which enabled the discrimination of 
specific classes through photointerpretation. Additionally, an 
optimal WPD was employed in order to increase the 
discrimination between the classes and to observe the 
hyperspectral signatures within larger portions of the spectrum 
comprising multiple consecutive bands. Arguably, the 
approach followed could be possibly proven useful in the 
future for devising customized indices, which could easily 
discriminate specific classes of interest.  
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Abstract—In this paper Modified Differential Evolution
(MoDE) is used to estimate the depth values of important face
features from one non-frontal-view image. The objective function
for optimization is formulated based on measurements from
similarity transform. Further the depth estimation using MoDE
is compared with Classical Differential Evolution, Particle Swarm
Optimization and Non-Linear-Least Squares Optimization by
computing the similarity metric, Pearson Linear Correlation
Coefficient. Experimental results on 3D Bosphorus Database show
that the performance of the MoDE in estimating the depths of the
face features is similar to DE and outperforms in comparison with
PSO and NLS1. All the simulations were carried out in Matlab.

Keywords—3D Shape Reconstruction; Structure-from-Motion;
Differential Evolution; Candide Face Model;

I. INTRODUCTION

2D-face recognition & verification systems have been de-
veloped with more than two decades of research but exhibit
well known deficiencies. Only under controlled conditions the
2D-face recognition systems achieve reasonable performance
level [1], [2]. In physical and logical access control & security
2D wide angle Surveillance cameras are deployed for law
enforcement. The use of wide angle cameras maximizes the
viewing area at the cost of decrease in performance as the
controlled conditions are hard to meet. In real time with the
query image having arbitrary pose with very small face region
when the person is far away from the camera the performance
of 2D face recognition systems suffers dramatically.

One way to improve the Face recognition performance
under arbitrary pose is to transforming the probe image into
a canonical position [3]. This method relies on accurate
landmark detection. The true transformation is nonlinear and
subject dependent and therefore unknown. The alternative is to
use multiple training images under different poses [4]. In real
time multiple face images of the subject under consideration
may not be immediately available, and even if available it could
not be done without the quantization of the view sphere which
would again lead to in accuracies. On the other hand use of
multiple face images will increase the storage and computation
time required for further useful analysis. A potential method
to improve the recognition performance in low quality input
video data is to employ super resolution algorithms prior
to face recognition. For these methods to give satisfactory
performance, the low quality images should comply data
constraints like visual quality and face similarity and will be

computationally burden. Therefore 3D face data acquisition
and shape representation research is gaining momentum, as
this is the only information that is invariant in face imaging
and should constitute a solid base for robust face recognition
and verification. The applications of 3D face models are en-
visaged for face tracking, face animation and other multimedia
applications. A comprehensive review of 3D and multi-modal
3D+2D face recognition is presented in [5].

The 3D reconstruction techniques are grouped into two
categories: active sensing where a structured light pattern is
projected onto the face to facilitate reconstruction; and passive
sensing where reconstruction is performed directly from the
facial appearance in images or video.

Active sensing technology operates on the principle of
projecting a structured illumination pattern into the scene to
facilitate 3D reconstruction. This type of acquisition systems
work on two principles: time-of-flight; and triangulation. For
these systems (Minolta, Cyberware, Hamamatsu) to capture the
3D shape requires compliant subjects without dynamic events
like expressions. On the other hand the high cost and speed
limitation of these systems are the obvious short comings to
acquire sufficient and useful data for further processing.

Passive sensing reconstructs 3D shape from 2D images
[6] and video sequences [7] based on shape-from-X tech-
niques. The potential advantages of passive techniques are
reconstruction of 3D faces from image sequences with natural
illumination, simultaneously acquisition of color appearance
and video-rate shape capture. This way of 3D reconstruction
mainly depends on the development of novel algorithms which
can utilize the existing 2D surveillance databases. An efficient
3D reconstruction algorithm utilizing prior models to regular-
ize the reconstruction can greatly enhance the recognition and
verification accuracy from existing 2D acquisition systems.

During the past decade many 3D reconstruction algorithms
from 2D images have been developed and can be classified in
to three groups, shape-from-shading (SFS) [8]–[11], the 3D
Morphable model [12]–[14], and structure from motion [6],
[15], [16]. Introducing and discussing all these algorithms will
be out of scope of this paper and we confine to structure from
motion as this form the base of our work. Structure from
motion (SFM) is a viable choice for recovering 3D shape
when one or more multiple view image frames of subject
are available. SFM can estimate the sparse 3D structure by
inverting the effect of the orthographic projection process given
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a set of 2D observations of feature points. Ullman [17] proved
that four point correspondences over three views yield a unique
solution to motion and structure. Tomasi [15] proved the rank-
3 theorem, i.e., the rank of the observation matrix is 3 under
an orthographic projection, and proposed a robust factoriza-
tion algorithm to factor the observation matrix into a shape
matrix and a camera motion matrix using the singular value
decomposition (SVD) technique. Xirouhakis and Delopoulus
[18] extracted the motion and shape parameters of a rigid 3D
object by computing the rotation matrices via the eigenvalues
and eigenvectors of appropriate defined 2x2 matrices, where
the eigenvalues are the expression of four motion vectors in
two successive transitions. Bregler [19] assumed a 3D object
to be non-rigid, and the observed shapes are represented as a
linear combination of a few basis shapes. Further, Torresani
et al. [20], introduced a Gaussian prior to constraining the
shape coefficients, and the optimization is solved using the
expectation-maximization [EM] algorithm. Yaming Wang et
al. [21] recently proposed 3D sparse representation of non-
rigid structure in the trajectory space and the optimization is
solved using L1-regularized least squares problem.

In this paper we propose 3D face reconstruction algorithm
from single 2D image based on structure from motion tech-
nique of passive sensing. We formulate the 3D reconstruction
as a optimization problem based on similarity transform and
is solved using Modified Differential Evolution (MoDE) a
variant of Differential Evolution.

Further to improve the accuracy of the 3D face model
estimation, we have used Candide face model. The Candide
is a parameterized face mask specifically developed for the
modelbased coding of human faces [22]. During the past sev-
eral decades, Candide has been a popular face model used in
different face-related applications, because of its simplicity and
public availability [6], [23] among of all the existing methods.
The third version of the CANDIDE model, called CANDIDE-
3, is composed of 113 vertices and 168 triangular surfaces,
as shown in Fig. 2. Each vertex is represented by its 3-D
coordinates. Because of advantages and ease of use, Candide
face model is used in our proposed algorithm as the initial
face structure for 3D face reconstruction. Experimentation is
carried on 3D Bosphorus Database which provides 2D and
corresponding 3D points and the depth estimation results of
the proposed algorithm can be compared to the actual depth
values.

The remainder part of the paper is organized as follows.
In section II, shape reconstruction problem is formulated. In
Section III a brief introduction of Differential Evolution and
Modified Differential Evolution is presented. Experimental
results are given in Section IV, and concluding remarks in

Fig. 1. Numbered Important Features in frontal view face image.

Fig. 2. Candide-3 3D face model.

Section V.

II. PROBLEM FORMULATION

In the frontal view face image mark the n 2D shape
features

∑n
i=1(xi, yi) shown in Fig. 1 and in the corre-

sponding non-frontal view face image q and represented
as coordinates (qxi, qyi)i=1,2,··· ,n and is assumed mark-
ing errors free. The corresponding 3D model is repre-
sented as (Mxi,Myi,Mzi)i=1,2,··· ,n where by coordinates
(Mxi,Myi)i=1,2,··· ,n are taken from frontal view face image
and Mzi the depth coordinates i.e., the parameters of interest
to be estimated and is initially adopted from the Candide 3D
face model. The orthographic projection of the 3D model M
to the 2D model is given by the similarity transform [24] and
is given in Eq.1.

[
qx1 · · · qxn
qy1 · · · qyn

]
= k ·R2×3 ·

[
Mx1 Mx2 · · · Mxn

My1 My2 · · · Myn

Mz1 Mz2 · · · Mzn

]
+[

tx1 tx2 · · · txn
ty1 ty2 · · · tyn

]
(1)

where R is the rotation matrix and is given in Eq. 2, k is
the scale factor and (txi, tyi)

T
i=1,··· ,n is the translations along

the x and y axes. In matrix form Eq.1 can be written as in
Eq.3.

R =

[
cosφ sinφ 0
− sinφ cosφ 0

0 0 1

][
cosψ 0 − sinψ
0 1 0

sinψ 0 cosψ

]
[
1 0 0
0 cos θ sin θ
0 − sin θ cos θ

]
=

[
r11 r12 r13
r21 r22 r23
r31 r32 r33

]
(2)

q = k ·R2×3 ·M + T (3)

The translation term T in Eq.3 can be eliminated if the
point sets to be compared are centered at the origin, i.e.,.

q ← q − q
M ←M −M (4)

where q is a 2 × n matrix such that each column is
1
n

∑n
i=1(qxi, qyi)

T and M is a 3 × n matrix such that each
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column is 1
n

∑n
i=1(Mxi,Myi,Mzi)

T . The Eq. 3 can be ex-
pressed as

q = k ·R2×3 ·M (5)

In the Eq. 5 it is assumed that the observation process
parameters and the 3D face model fit accurately. For a given
non-frontal view face image q with corresponding frontal face
image given, the goal is to estimate the observation process
parameters and the depths of the face model utilizing the
Candide face model depths. If the estimated parameters fit the
Eq.5 then the following distance will be minimum.

d = ‖q − s ·R2×3M‖2F (6)

d =

∥∥∥∥∥∥∥∥∥∥∥∥∥

qx1 − k(r11Mx1 + r12My1 + r13Mz1)
qx2 − k(r11Mx2 + r12My2 + r13Mz2)

...
qy1 − k(r21Mx1 + r22My1 + r23Mz1)
qy2 − k(r21Mx2 + r22My2 + r23Mz2)

...

∥∥∥∥∥∥∥∥∥∥∥∥∥

2

2

(7)

Denoting x = (φ, ψ, θ, k,Mz1, · · · ,Mzn) as the parameter
vector and f(x) = q − s · R2×3M , then Eq.7 can be written
as

d = min
x
‖f(x)‖22 (8)

Z. Sun et al. [25] used Non-linear Least Squares Optimiza-
tion to minimize the Eq.8 to find the solution vector x i.e., the
optimal scale, pose and depths. The NLS optimization though
can produce state-of-the-art results, it requires 2n equations to
estimate depths of n features and can also suffer from local
minimum problem.

III. EVOLUTIONARY ALGORITHMS

In this paper the problem of 2D to 3D reconstruction i.e.,
estimation of the observation and shape parameters from Eq.
8 is performed using Modified Differential Evolution a variant
of Differential Evolution.

A. Differential Evolution

Differential Evolution [28] is a recently developed popu-
lation based optimization algorithm and works on the basic
principle of Genetic Algorithm but differs in the no.of control
parameters and the scheme of evolution of the new population.
Like the GA, initial population is randomly generated with
the bound constraints of the problem under consideration and
fitness of the each member Xk of the initial population is
evaluated. Next generation Ok(t + 1) is evolved from the
randomly chosen three parents Xi(t),Xj(t) and Xm(t) from
the current population based on the below operation:

Ok(t+1) =

{
Xm(t) + F (Xi(t)−Xj(t)), if rand(0, 1) < Cr;
Xk, otherwise;

(9)
where F is the scale factor and usually lies in the interval
[0, 1], CR is a cross over rate and is a scalar lies in the
interval [0, 1]. The new offspring Ok(t+1) is replaced with the
parent if it yields a better value of the objective function in the

next generation, Otherwise, the parent under consideration is
retained to the next generation. In this way the new generations
are evolved to meet the desired criterion.

B. Modified Differential Evolution

In the classical DE the scale factor (F) and crossover
rate (Cr) are constant for all the generations. Das et al. [26]
proposed fine tuning of these parameters as the generations
evolve and shown that DE with random scale factor with mean
value of 0.75 and monotonic decrement of crossover rate can
achieve similar result or even better result than the classical
DE and coined as MoDE. The authors used the MoDE for
automatic clustering of the images [27] and achieved better
results in comparison to the K-Means algorithm. In this work
we propose to use the MoDE with scale factor in the range
[0.1, 1] and retaining the monotonic decrement of the crossover
rate to minimize the Eq. 8 and estimate the optimal scale,
pose and depth values of the face image. It can be observed
that the mean of the scale factor is 0.55. The small value of
the amplification factor will constrain the depth values to a
desired range while maintaining the required diversity in the
population. The retaining of the monotonic decrement of the
crossover rate the offsprings gets the desirable features from
parents as the generations evolve.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

For the experimentation we used 3D Bosphorus Database
containing the 3D and 2D coordinates for 31 subjects in
different poses, expressions and occlusions. The significant
advantage of this database is that it contains the 2D images
with features labeled along with the corresponding 3D coor-
dinates in raw format i.e., (x, y, z). The availability of the
2D landmarks will avoid the possible manual marking errors.
Sample images of one subject in this database are shown
in Fig.3. We have used the sample images PR D, PR SD,
PR SU, PR U & YR R10 in our experimentation as these
images are containing all the 22 features as shown in Fig. 1.

Fig. 3. a)Front b)PR D c)PR SD d)PR SU e)PR U f)YR R10

As suggested by storn and price the Differential Evolution
is having six strategies and are given in Table. I with two
crossover schemes (Binomial and Exponential) totally DE can
be used in 10 different schemes. In this work we have used all
the 10 schemes of the Differential Evolution with parameter
Tuning i.e., MoDE and without i.e., classical DE. To verify
the accuracy of the depth values estimation we have computed
the Pearson Linear Correlation Coefficient. The computed
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TABLE I. SIX STRATEGIES OF DE.

Mutation Scheme abbreviation
DE\rand\1 DE S1
DE\local-to-best\1 DE S2
DE\best\1 with jitter DE S3
DE\rand\1 with per-vector-dither DE S4
DE\rand\1 with per-generation-dither DE S5
DE\rand\1 either-or-algorithm DE S6

correlation coefficients for 31 subjects using MoDE & DE with
strategy-2 for the five training samples with binomial crossover
is shown in Fig. 4 and Fig. 5 and with exponential crossover
is shown in Fig. 6 and Fig. 7 respectively. Additionally to
compare the depth values estimation of the MoDE & DE
we have used Particle Swarm Optimization to minimize the
Eq.8 and depth values are estimated for the same five training
samples and similarity metric is computed for the 31 subjects
and are shown in Fig.8.

Because of the space constraint, the results of other strate-
gies are not given, and for comparison the Pearson Correlation
Coefficients of fist five subjects using strategy-1 for MoDE, DE
and for PSO along with nonlinear-least-squares Optimization-1
(NLS1) are given in Table. II

TABLE II. PEARSON LINEAR CORRELATION COEFFICIENTS FOR
MODE, DE, PSO & NLS1 FOR THE FIRST FIVE SUBJECTS OF THE

BOSPHORUS DATABASE.

Optimization PR D PR SD PR SU PR U YR R10
MoDE (Bin) 0.9184 0.8823 0.8832 0.8163 0.8854

DE (Bin) 0.8970 0.8895 0.7284 0.8216 0.8824
MoDE (Exp) 0.9218 0.9040 0.8895 0.8417 0.8732

DE (Exp) 0.9091 0.9207 0.8484 0.8191 0.8680
PSO 0.7397 0.7584 0.5451 0.7858 0.7454

NLS1 0.8684 0.8023 0.2050 0.4261 0.9054

From the Table. II it can be observed that the MoDE is
exhibiting the similar performance as that of the classical DE
for this task but the performance is better in comparison to that
of the PSO and NLS1. The mean value µ and σ of the MoDE
and DE are better when compared to the PSO and NLS1. The
MoDE and DE shown consistent estimation of the depth values
for all the 31 subjects as is evident from Fig. 4 to Fig. 5. It
can be ascertained that Evolutionary algorithm MoDE and DE
are superior to PSO and NLS1 for estimating the depth values

Fig. 4. Pearson Correlation Coefficients with different Training Samples
a)PR D b)PR SD c)PR SU d)PR U e)YR R10

Fig. 5. Pearson Correlation Coefficients with different Training Samples
a)PR D b)PR SD c)PR SU d)PR U e)YR R10

Fig. 6. Pearson Correlation Coefficients with different Training Samples
a)PR D b)PR SD c)PR SU d)PR U e)YR R10

Fig. 7. Pearson Correlation Coefficients with different Training Samples
a)PR D b)PR SD c)PR SU d)PR U e)YR R10

of the face images.

V. CONCLUSION

In this work we have evaluated the performance of the DE
and MoDE in estimating the depth values utilizing only one
non-frontal-view face image and compared the performance
with PSO and NLS1. MoDE and DE showed a consistent
performance across all the 31 subjects of the Bosphorus
Database for the chosen five subjects and outperformed in
comparison with the PSO and NLS1. In future work different
metrics will be investigated to measure the similarity of the
estimated and true depths and incorporate additional prior
information to make the depth estimation robust.
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Abstract—The use of information computer systems into the 

education process is presented. The advantages and disadvantages of 
the virtual laboratory works at the teaching of natural sciences is 
given. The virtual computer laboratory for “Physics-1” subject on the 
base of Microsoft. NET XNA with the elements of 3D modeling was 
developed. It was shown, that the introduction of the modern 
information and computer technologies along with the traditional 
forms of education, allows enhancing the training the graduates.      
 

Keywords— 3D modelling, C#, Information technologies, High 
Education, Microsoft .NET XNA, Physics, Virtual Laboratory work.  

I. INTRODUCTION 
t present time in such spheres of activities  as education, 
science, techniques and technology the computer 

information systems are of great interest.   
And the continuously development of techniques and 

technologies leading the appearance of new information 
systems, and in other hands to improving of existing’s.  In 
educational sphere integrating new technologies and 
comprehensive modernization are important tasks, on which 
pays great attention not only in the Republic of Kazakhstan, 
but also all around the world [1]. According to authors [2] the 
main focus of the modernization in education is the use of new 
information technologies, computerization of educational 
institutions and innovation activities of the higher educational 
institutions’ teaching staff. 

However, the integration of information technology in the 
educational process will be justified if they can effectively 
complement existing educational technology or have 
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additional advantages over traditional forms of learning.  
For example, the use of virtual laboratory works at the 

teaching of natural sciences allows to complete laboratory 
works in physics, chemistry and biology more interesting and 
realistic, and also improve the quality of higher education. 

II. VIRTUAL LABORATORY WORKS: ADVANTAGES AND 
DISADVANTAGES 

Virtual laboratory works is a hardware and software system 
that allows students to conduct experiments without direct 
contact with the actual installation or in case of its absence [3]. 

Thus it is necessary to distinguish between such concepts as 
"virtual  laboratory" and "virtual remote laboratory". The basis 
of the virtual laboratory is a computer program or complex of 
related programs, carrying out computer simulations of certain 
processes [4]. Virtual remote laboratory is a network 
organizational structure of several scientists’ groups, which 
belongs to various scientific centers and interconnected in 
relationship of mutually beneficial cooperation, thanks to 
Internet [5].  

Compared to traditional laboratories virtual laboratories 
have several advantages. Firstly, there is no need to buy 
expensive equipment and dangerous radioactive materials. For 
example, laboratory work on quantum or atomic or nuclear 
physics require specially equipped laboratories. Virtual 
laboratories also to study such phenomena as the photoelectric 
effect, the experience of Rutherford scattering of alpha 
particles, the determination of the crystal lattice by electron 
diffraction, Zeeman and Stark effects, nuclear reactors and 
others. 

Secondly, there is the possibility of modeling processes that 
is not available in the usual laboratory. In particular, most of 
the classic laboratory work in molecular physics and 
thermodynamics are closed systems, the output of which is 
measured by a set of electrical quantities, from which by using 
the equations of electrodynamics and thermodynamics 
calculated required quantities. All the molecular-kinetic and 
thermodynamic processes in the experience, in this case 
remain unavailable to observation. In carrying out virtual 
laboratory works on these paragraphs of physics or chemistry 
students can to observe dynamic illustration of under studied 
physical and chemical phenomena and processes using 
animated models, that are inaccessible to observation in a real 
experiment.  And also, at the same time of the experiment 
progress students can observe the construction of the 
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corresponding graphical dependencies of physical and 
chemical values. 

 Third, virtual laboratory works have more evident 
visualization of physical or chemical processes in comparison 
with traditional laboratory work. For example, it is possible to 
more detail and evidently study physical processes such as the 
movement of charged particles, which create an electrical 
current or principle of the p-n-junction. Also it is possible to 
penetrate in the processes taking place in a fraction of a 
second, or lasting for several years, for example, the study of 
planetary motion in the gravitational field of a central body. 

Another advantage of the virtual laboratory work 
than traditional laboratory works is the safety issue. In 
particular, the use of virtual laboratory works in cases 
where we are working with high voltage or 
dangerous chemicals. 

However, virtual laboratory works also have 
some drawbacks. The main is the absence of direct contact 
with the object of research, devices and equipment. It is 
impossible to prepare a specialist, who saw only the technical 
object on a computer screen. Its controversially that you will 
be willing to go to surgeon who formerly practiced only on a 
computer simulators.  Therefore, the most reasonable 
solution is a combination of traditional and integration 
of virtual laboratory works in the educational process, by 
taking into account their strengths and weaknesses. 

III. THE USE OF VIRTUAL LABORATORY WORKS AT THE 
TEACHING OF PHYSICS 

Deep understanding of physics is possible through the study 
of its application to solve calculation, qualitative and 
experimental problems. If during lectures the students are 
introduced to theoretical questions, then during the laboratory 
lessons not only theoretical knowledge is applied, but also 
practical skills are formed in conducting physical 
measurements, processing and presenting the results. 

 Qualitative execution and successful defense of the results 
of laboratory works by students are impossible without an 
independent preliminary preparation for laboratory lessons. In 
the process of preparation for the next lesson, it is first 
necessary to examine the description of the performed 
work using this manual. However, this should not be limited 
only to this, as a theoretical introduction to each work cannot 
be regarded as sufficient minimum for a deep understanding of 
the physical fundamentals of the work. Therefore it is 
necessary for each work to read the book material according to 
the work subject. You cannot start working without mastering 
its basic theoretical positions, not having realized the logic of 
the measurement procedure, without being able to use 
measuring instruments related to this work. Getting started, the 
student must thoroughly understand purpose of this work, the 
overall work plan, i.e. sequence of operations during 
measurements. This is the main ground to begin the work at 
the interview with the teacher at the beginning of class. 

To ensure high-quality and mobility of education at the 
International Information Technologies University an 
innovative project on training of students - a virtual computer 
laboratory for “Physics-1” subject (Fig. 1) was developed and 

implemented, which includes six main laboratory works from 
the “Mechanics”, “Molecular Physics”, ‘Electricity and 
Magnetism”, “Atomic and Quantum physics” sections. 

During the development of the Virtual Physical Laboratory 

3D scenes (Fig. 2), we started from the principle of economy 
of computer resources, ensuring the minimum system 
requirements, as well as realistic physical models and 
processes. Another important factor is the possibility of 
revision and editing of the program code, as well as ensuring 
the mutual independence of software modules for more 
efficient operation. In this context, it is appropriate to use an 
integrated development environment that supports the basic 
paradigms of object-oriented programming. This is an 
advantageous distinction of this work from existing analogues, 
which are difficult to various modifications and improvement. 

For each experiment a separate 3D model has been 
developed and physics engine has been implemented which 
computes the interaction between the objects of the model. All 
this has shown exact performance of the simulation of the real 
world objects. The models has been created using Blender and 
Maya 3D, and the main code has been written in C# (.NET) 
using the XNA 4.0 framework. 

 
 

Fig. 2 3D scenes of the virtual laboratory work on the example of the 
investigation of the photoconductivity process 

 
 

Fig. 1 fragment of the virtual laboratory on the “Physics-1” subject 
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The virtual computer lab provides instructions and 
guidelines for the work execution, consistently built on the 
following form: the purpose of the work, the theoretical 
material, the experimental setup, the order of work execution, 
report. In addition, each lab contains a test that includes an 
assessment of the basic knowledge needed to successfully 
carry out the work and the final test, which aims to control the 
residual knowledge of the results of the laboratory work (Fig. 
3). 

 The theoretical material in this virtual lab ushered into an 
electronic textbook, ie the material is in the form of hypertext 
that contains visual graphic and dynamic objects as well as 
links and tips, animated tools, reference data that help to 
empower students when answering the questions. 

 The content of the virtual lab includes a structured 
description of the technical facilities, which are located inside 
the graphic illustrations (photographs, diagrams, drawings) 
and hyperlinks, behind which more graphic illustrations of a 
similar type are "hidden", as well as video and audio clips, 
animations. To improve the efficiency of perception of 
educational material special technological methods were used, 
such as flash-animation, which allows you to see the 
experimental setup as a whole and be able to consider the 
smallest details. At the end of each lab are given questions for 
self-control and training on the material covered with brief 
comments, “hidden” under the hyperlink, which allows to 
activate the process of learning, making it interactive and help 
during preparation for the exams and midterms. 

The students summarize the results of measurements in the 
form of a report. In a virtual laboratory work there are also 
exemplary report forms. They show what kind of tables, 
graphs, calculations are required in the reports. The reports 
must contain the conclusions drawn from the results. If 
necessary, the student has the right to change the form of the 
report for maximum clarity of the results presentation. When 
processing the results of measurements great attention should 
be paid to the calculation of measurement errors, and critical 
analysis of the results, to be presented in the conclusions. 

Availability of reports and their presentation are the basis to 
pass of each laboratory work on the “Physics-1” subject. 

IV. CONCLUSION 
Thus, during the introduction of the advanced information 

technologies tools in the educational process along with the 
development by the future specialists of new technologies it is 
necessary with the help of information and communication 
technologies to strengthen the training of the graduate of 
natural science specialties, based on knowledge and 
understanding of the fundamental physical processes. And one 
of the ways is the use of the virtual laboratories. 
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Fig. 3 instructions for the laboratory work and test example 
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Abstract—Recently, knowledge engineers have begun to 
investigate the usage of artificial intelligence (AI) theories and 
approaches to develop a new generation of intelligent e-
learning/training/educational systems. The main characteristics 
of such AI-based e-learning systems are the ability of 
inference, reasoning, perception, learning, and knowledge-
based systems. This research demonstrates how learning 
systems can benefit from the innovative knowledge 
engineering techniques. In this paper we focus our discussion 
around the challenges faced by application developers and 
knowledge engineers designers in developing and deploying 
efficient and robust e-learning/education applications. Several 
specific examples show the applicability and efficacy of 
knowledge engineering techniques to e-learning in medical 
domain . 

Keywords— knowledge engineering, e-learning, machine 
learning, medical e-learning, AI in education.  

I. INTRODUCTION 
    E-learning represents a collection of e-services that employ 
digital media and information and communication technologies 
for supporting educational processes. E-learning is 
interdisciplinary area, encompassing many aspects of the 
educational technologies that cover instruction, training, 
teaching, learning, pedagogy, communication and 
collaboration.On the other side, the field of AI  in education 
has become the most challenging area in the last several years. 
It includes the disciplines; cognitive and social psychology, 
computer science, empirical psychology, software and 
knowledge engineering[5] The goal of the field is to deliver 
computer-based systems (or knowledge-based software) which 
can be used in real teaching, learning and training situations.  
 
Using AI concepts ,theories and techniques, new forms of 
educational software can be created that allow the computer to 
act as an intelligent tutor. Such AI-based intelligent tutoring 
system (ITS) can adjust its tutorial to the student’s knowledge, 
experience, strengths, and weaknesses. It may even be able to 
carry on a natural language dialogue. In addition, automatic 
generation of exercises and tests is an important feature of ITS. 
Moreover, intelligent e-Learning systems (IeLS) are complex 
to build and complex to maintain. IeLS face the knowledge-
acquisition difficulty. Efficiency of IeLS is based on the 
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selection and determination of the appropriate knowledge 
representation techniques and reasoning methodologies.This 
paper discusses the benefits of knowledge engineering 
techniques for medical e-Learning systems. Also, the paper 
addresses the challenges facing the designing of the IeLSs.  

II. KNOWLEDGE REPRESENTATION  TECHNIQUES FOR 
INTELLIGENT  E-LEARNING SYSTEMS 

Knowledge can be a vague term. Research is still being done 
on about how can knowledge  be represented so it can be 
manipulated and processed by a computer. From the 
knowledge engineering point of view, the main two 
components in developing an efficient and intelligent 
learning/educational system in any domain are the “knowledge 
base” and the “inference mechanism/engine”. Concerning the 
knowledge base, there are many knowledge representation and 
management techniques, e.g.; lists, trees, semantic networks, 
frames, scripts, production rules , cases, and ontologies[12]. 
The key to the success of such systems is the selection of the 
appropriate technique that best fits the domain knowledge and 
the problem to be solved. That choice is depends on the 
experience of the knowledge engineer. Regarding the inference 
engine, there are many methodologies and approaches of 
reasoning, e.g.; automated reasoning, case-based reasoning, 
commonsense reasoning, fuzzy reasoning, geometric 
reasoning, non-monotonic reasoning, model-based reasoning, 
probabilistic reasoning, causal reasoning, qualitative reasoning, 
spatial reasoning and temporal reasoning. In fact these 
methodologies receive increasing attention within the 
community of artificial intelligence in education . Fig 1 shows 
the different   knowledge representation Techniques                                                  
.  
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Fig 1(a) KR Techniques for static 
knowledge (Hierarchical Knowledge) 
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Fig 1b KR Techniques for stereotypical knowledge 
 

A. Cases as knowledge repsentation for e-learning systems 
The “case” is a list of features that lead to a particular outcome, 
e.g. the information on a patient history and the associated 
diagnosis. The complex form of the “case” is a connected set 
of sub-cases that form the problem solving task’s structure(e.g. 
The design of an airplane). Fig 2 shows  the ideal components 
of the case. The “Case” composed of three major parts: (1) 
problem description, (2)solution, and (3)outcome.Problem 
description refers to the state of the world at the time the case 
is happening. Case  solution refers to the stated or retrieved 
solution to the problem specified in the problem description 
.Case outcome defines the resulting state of the world when the 
solution was carried out. Depending on the case structure, the 
case can be used for a variety of purposes as shown in Fig 2.   

                                                                                                                                                  
 

Figure 2. Depending on the case structure, the case 
can be used for a varity of purposes 

In e-learning systems, the case can include: (a) A multi-media 
description of the problem, (b)A description of the correct 
actions to take including optimal and alternative steps, (c)  A 
multi-media explanation of why these steps are correct, and (d)  
A list of methods to determine whether students correctly 
executed the steps. Determining the appropriate case features is 
the main knowledge engineering task in case-based AI 
software[7]. This task involves defining the terminology of the 
domain and gathering representative cases of problem solving 
by the expert Representation of cased can be in any of several 
forms (predicate, frames, scribes). Fig 3 shows one case  of an 
Egyptian live cancer case description    
 
                                                                                                             

 

 

 

 

 

 

 

 
Figure 3: Example of an Egyptian liver cancer case 

description[ 1] 

B. Ontological Approach  
The term “ontology” is inherited from philosophy, in which it 
is a branch of metaphysics concerned with the nature of being. 
It began being used in AI in the 1980s, and is now frequently 
used by computing and information science communities. 
Ontological Engineering refers to the set of activities that 
concern the ontology development process, the ontology life 
cycle, the methods and methodologies for building ontologies, 
and the tool suites and languages that support them. During the 
last decade, increasing attention has been focused on 
ontologies [2]. At present, there are applications of ontologies 
with commercial, industrial, medical, academicals and research 
focuses [13]. 
Ontologies' usage in learning and  educational systems may be 
approached from various points of view: as a common 
vocabulary for multi-agent system, as a chain between 
heterogeneous educational systems, ontologies for pedagogical 
resources sharing or for sharing data and ontologies used to 
mediate the search of the learning materials on the internet[25].                                                       
The abstract specification of a system is composed of 
functional interconnected elements. These elements 
communicate using an interface and a common vocabulary. 
The online instructional process can be implemented 
successfully using artificial Intelligence techniques. Sophistical 
software programs with the following features give the 
intelligence of the machine: adaptability, flexibility. Learning 
capacity, reactive capacity, autonomy, collaboration and 
understanding capacity. This approach enables to solve the 
complexity and the incertitude of the instructional systems. An 
intelligent learning system based on a multi-agent approach 
consists in a set of intelligent agents, which have to 
communicate. They collaborate through messages. Software 
agents can understand and interpret the messages due to a 
common ontology or the interoperability of the private 
ontologies. Figure  4 shows the breast cancer ontology encoded 
in OWL-DL format using the Protégé-OWL editing 
environment [ 3 ].From this figure, it can be seen that, The 
breast cancers are described in terms of its symptoms, causes, 
stages, pathological category, diagnosis and treatment. In this 
context, we described causes, stages, and symptoms as 

 
 

 

Patient: 65-years old female not working, with 

 nausea and vomiting.                                                                                                             

Medical History: cancer head of pancreas .                                                                                                                                                     

Physical Exam: tender hepatomgaly liver, large  

amount of inflammatory about 3 liters,  

multiple liver pyogenic abscesses and large  

pancreatic head mass.                                                                                                                                                                                       

Laboratory Findings: total bilrubin 1.3 mg/dl,  

direct bilrubin 0.4 mg/dl, sgot (ast) 28 IU/L, sgpt (alt) 26 IU/L.                                             
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references. While diagnosis and treatment    are described as 
medical interventions.      
 

 Figure 4: The Developed Breast Cancer Ontology 
[2]. 
                                                                                     

    

III. 2BDATA MINING APPROACH FOR E-LEARNING SYSTEMS     

                                    

A. 8BData Mining  Concepts 

Data mining deals with the discovery of hidden knowledge, 
unexpected patterns and new rules from large databases [5]. 
Data mining (DM)and knowledge discovery (KD) is not a 
coherent field, it is a dwells upon already well established 
technologies including data cleaning, data preprocessing, 
machine learning, pattern recognition, statistics, neural 
networks, fuzzy sets, rough sets, clustering, etc. KD in 
databases process involves the following three  processes; (i) 
using the database along with any required selection, 
preprocessing, sub-sampling , and   transformations of it, (ii) 
applying DM methods (algorithms) to enumerate patterns from 
it, and (iii) evaluating the products of data mining to identify 
the subset of the enumerated patterns deemed knowledge. The 
data mining components of the KD process is concerned with 
the algorithmic means by which patterns are extracted and 
enumerated from data[6]. The overall KD process includes the 
evaluation and possible interpretation of the mined patterns to 
determine which patterns can be considered new knowledge. 
Fundamental issues in KD arise from the very nature of 
databases and the objects (data) they deal with. They are 
characterized as follows: (a) huge amounts of data ,(b) 
dynamic nature of data , (c) incomplete or imprecise data , (d) 
noisy data , (e) missing attribute values and (f) redundant or 
insignificant data. Table 1 shows the DM tasks and the 
appropriate techniques for each task.   

                                                                                     

B. 9BBenefits of  Data Mining Approach in e-Learning  

Recently, researchers have begun to investigate various DM 
methods to help instructors and administrators to improve e-
learning systems[10],14 . These methods discover new, 
interesting and useful knowledge based on students’ usage 
data. Some of the mains e-learning problems or subjects to 
which data mining techniques have been applied are dealing 
with the assessment of student’s learning performance, provide 
course adaptation and learning recommendations based on the 
students’ learning behavior, dealing with the evaluation of 
learning material and educational web-based  courses , provide 
feedback to both teachers and students of e-learning courses, 
and detection of atypical student’s learning behavior.  

In what follows,we can summarize the benefits of clustering 
and classification in e-learning .  Clustering has been used for 
the following  e-learning tasks:                                      

i. Finding clusters of students with similar learning 
characteristics and to promote group-based 
collaborative learning as well as to provide incremental 
learner diagnosis. 

ii. Discovering patterns reflecting user behaviors and for 
collaboration management to characterize similar 
behavior groups in unstructured collaboration spaces. 

iii. Grouping students and personalized itineraries for 
courses based on learning objects. 

iv. Grouping students in order to give them differentiated 
guiding according to their skills and other 
characteristics. 

v. Grouping tests and questions into related groups based 
on the data in the score matrix. 

vi. Grouping users based on the time-framed navigation 
sessions. 

 
While, classification has been used to perform the 
following e-learning tasks:  
i. Discovering potential student groups with similar 

characteristics and reactions to a specific pedagogical 
strategy. 

ii. Predicting students’ performance and their final grade. 
iii. Detecting students’ misuse or students playing 

around. 
iv. Predicting the students’ performance as well as to 

assess the relevance of the attributes involved. 
v. Grouping students as hint-driven or failure-driven and 

finding students’ common misconceptions. 
vi. Identifying learners with little motivation and finding 

remedial actions in order to lower drop-out rates. 
vii. Predicting course success 

Data mining is a very promising approach towards the analysis 
of the data of student activities and behavior which 
accumulated by learning management systems. Data mining 
techniques can enhance on-line education for the educators as 
well as the learners. The big challenge in this respect is ,while 
some tools using data mining techniques to help educators and 
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learners are being developed, the research is still in its infancy.  
Most of the current data mining tools are too complex for 
educators to use their features go well beyond the scope of 
what an educator might require.    

 
Table 1: Data Mining Tasks and Techniques 

Data Mining Task Data Mining Algorithm & 
Technique 

Clustering K-means    

Classification Support Vector Machines                                        
Decision Trees  ,Neural 
Network,      Rule induction  
,   Genetic Algorithms 
                                                     
 
 

Regression and 
prediction 

Support Vector 
Machine,Decision Trees, 
Rule induction, NN 

Association and Link 
Analysis (finding 
correlation between items 
in a dataset) 

Association Rule Mining 

Summarization Multivariate Visualization 

 

IV. CASE BASED REASONING (CBR) FOR ELEARNING 
SYSTEMS 

A. CBR Concept  
 CBR means reasoning from experiences or “old cases” in an 
effort to solve problems, critique solutions, and explain 
anomalous situations[7,8]. CBR is an analogical reasoning 
method provides both a methodology for building case-based 
reasoning systems, and a cognitive model of people. It is 
consistent with much that psychologist have observed in the 
natural problem solving that people do. CBR is a preferred 
method of reasoning in dynamically changing situations and 
other situations where solutions are not clear cut . From the 
Psychological Point of , CBR refers to reasoning in which a 
human problem-solver relies on previous cases that he or she 
has encountered.  
From the computational perspective, CBR refers to a number 
of concepts and techniques (e.g. data structures and algorithms) 
that can be used to perform the following operations: (a) record 
and index cases, (b) search cases to identify the ones that might 
be useful in solving new cases when they are presented,(c) 
modify earlier cases to better match new cases, and (c) 
synthesize new cases when they are needed.  

B.  Benefits of CBR approach in e-Learning Systems 
The idea of CBR is becoming popular in developing intelligent 
eLearning systems because it automates applications that are 

based on precedent or that contain incomplete causal models. 
Research reveals that students learn best when they are 
presented with examples of problem-solving knowledge and 
are then required to apply the knowledge to real situations. The 
case-memory of examples and exercises capture realistic 
problem-solving situations and presents them to the students as 
virtual simulations. On the other hand, there are several 
benefits where students/learners should be able to perform 
better using CBR methodology, e.g.,                                                                                                  
1. With more cases available, students will be able to recognize 
more situations and he solutions that go with these cases 
include failure cases, students will be able to benefit from the 
failures of others.                                                                                                                                                 
2. Retrieval cases will allow students to better recognize what 
is important in a new situation. Cases indexed by experts 
would recall and will show the student ways of looking at a 
problem       that he might not have the expertise for without 
the system.                                                                   
3. Student will have access to obscure cases that they otherwise 
would not able to make use of. These obscure cases can help 
with any of the tasks previously listed                                               
4. During a training period CBR system provides the student 
with a model of the way decision making ought to be done, for 
example, what things ought to be considered and provides 
them with concrete examples on which to hang their more 
abstract knowledge.                                      
5. For tasks where there is much to remember, CBR systems 
can augment the memories of even educators. Also, both 
educators and students tend to focus on too few possibilities 
when reasoning analogically or to focus on the wrong cases.                                                                     

V. AGENT-BASED APPROACHES FOR E-LEARNING 
Intelligent agents (IAs) are artificial entities that have several 
intelligent features, such as being autonomous, responding 
adequately to changes in their environment , persistently 
pursuing goals, flexible, robust, and social by interacting with 
other agents. IA mimics human interaction types, such as 
negotiation, coordination, cooperation, and teamwork. 

IAs are defined as computer systems situated in an 
environment and that are able to achieve their objectives by: (i) 
acting autonomously, i.e. by deciding themselves what to do, 
and (ii) being sociable, i.e. by interacting with other software 
agents. Agents are often seen as incarnations of various forms 
of AI including machine learning, reasoning and data mining. 
Research interests in agent systems are spanning various topics 
like modeling, design and development of advanced software 
systems that are appealing for a number of computer 
applications. 

During the last decade, agent technologies were proposed to 
enhance e-learning systems across at least two dimensions :(i) 
agents as a modeling and design paradigm for advanced 
human-computer interaction and (ii) agents for smart 
functional decomposition of complex systems. 

Firstly, agents have been described as entities that exhibit 
several interesting properties that are very appealing for the 
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modeling and design of advanced user interfaces encountered 
in e-learning systems: teachers, tutors and students. 

Secondly, generic agent types proven to be effective for the 
appropriate functional decomposition of e-learning systems. 
Dynamic and interoperability characteristics of agents are very 
suitable for supporting maintainability and extensibility of e-
learning systems. 

VI. CONCLUSIONS                                                                                                                                  
In this concluding part, we identify some of the major open 
problems that must be addressed to ensure the success of 
developing robust intelligent e-learning systems .In summary, 
the development of intelligent e-Learning/educational systems 
is a very difficult and complex process that raises a lot of 
technological and research challenges that have to be addressed 
in an interdisciplinary way.   Today’s the fusion of 
computational intelligence and machine learning techniques 
with the   knowledge acquisition techniques solves many of the 
technical problems and difficulties in designing new generation 
of intelligent e-Learning/educational systems. Further research 
however is needed to convergence the knowledge engineering, 
artificial intelligence, machine learning, educational 
technology with the  web science. Such convergence will 
create a new generation of web-based intelligent e-learning and 
tutoring systems. The web based of such systems can enhance 
the online education/ learning/training processes through the 
web. On the other hand, Intelligent agents technology, as a 
modern version of AI , where knowledge representation is 
enhanced with learning and social interaction. In the current 
environment of global wired and wireless networks, IAs may 
play the role of a universal  carrier of distributed   AI.So,the 
integration of software agents approaches and educational 
technologies is beneficial for designing efficient, robust and 
intelligent e-learning   systems.In addition ,ensuring the 
success  of such systems  to the cloud is an important 
challenge. 
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Abstract — there is an increase of bookmaker’s number over the 

last decade, leading to the conclusion that the bet houses have obtained 

profitability in the detriment of its users. Based in this principle arises 

an opportunity to explore a set of artificial intelligence techniques in 

order to support the user betting decision. The development of this 

project aims to support bookmaker's users to increase their profits on 

bets related to football matches, suggesting to them which bet that they 

should carry out (home win, draw or away win). To this, it was 

collected several statistical information related to football games from 

the Premier League. It was developed a dataset and applied data 

mining techniques to create a model with good predictive capability. 

This model was then integrated in a decision support system which 

allows complement the machine intelligence with human perception. 

The model developed allowed to have profits of 20% in relation to an 

initial bankroll. 

 

Keywords— Decision Support Systems, Data Mining, Football 

Games Prediction, Decision Support Systems for Football Betting, 

Knowledge Discovery in Database, Football Bets 

I. INTRODUCTION 

HIS paper presents the first step of a project that is being 

developed in the area of Decision Support Systems using 

Data Mining applied to football betting. 

In the last few years a growing number of bookmakers is 

been observed in this industry, leading to the conclusion that 

this area presents itself as a profitable activity for the 

bookmakers themselves and consequently unfavorable for its 

users.  

The project consists in analyzing football games statistics, 

trying to identify patterns used in these data and then leading to 

a suggestion for which bet should be held in a given game.  

The goals of this project are divided in two groups: 

 Get models with good predictive capabilities, aimed to 

support the users decision in a way that they can perform 

the best bet in a particular football game; 

 Develop a prototype of an Decision Support System that 

incorporates the developed models. 
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The first one can be divided into the following steps: 

 Collect statistical data of football games (number of 

goals, number of shots, etc...); 

 Make a treatment of data collected; 

 Create predicting data mining models; 

 Make an assessment of the metrics models; 

 Choose the model that satisfies the work requirements. 

The second objective can be divided into: 

 Create a prototype of a Decision Support System; 

 Integrating the forecasting models previously created in 

the prototype. 

After this work it was possible to find a path in order to 

achieve the defined goals. In this first step logical blocks were 

developed combined with data mining models in order to 

predict the better bet. In terms of model assessment, the results 

were not totally satisfactory being notorious the need of adding 

other variables and continuing the work. Although the obtained 

results were not the expected, it was possible to obtain models 

that are able to achieve good profits. By making a model 

evaluation, it was also possible to obtain upper than 50% correct 

results (more than 1/3 of the possibilities (home win, draw or 

away win) and profits of 20%. The achieved results gave 

enormous confidence to proceed with this type of research. 

This paper is divided into seven topics. The first topic 

presents itself as an introduction to the project made. The 

second is called "Background" and focuses on the structuration 

of the theoretical context, in such way that we can ease the 

understanding of the project. The third topic is called 

"Methodologies" and in this chapter is made a description of the 

methodological environment concerning the development of 

the carried out project. The following topic is "Intelligent 

Decision Support System" and describes the practical work 

developed. The fifth topic is titled "Discussion" and it shows 

the results obtained through tests made evaluating the 

performance of the system. In the sixth topic is stated a 

conclusion of the theme. Finally, the last topic discusses the 

work that is needed to carry out in the future. 

II. BACKGROUND 

A. Knowledge Discovery in Data 

Knowledge Discovery in Database (KDD) is described as the 

process of identifying and understanding incomprehensible 

patterns in datasets, being these patterns valuable novelties, and 

potentially useful [1]. This is an organized process. It is 

Decision Support System for predicting Football 

Game result 

João Gomes, Filipe Portela, Manuel Filipe Santos 

T 
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performed automatically with an easy exploratory analysis and 

modeling, occurring in a given data repository [2]. KDD is an 

iterative process, due the fact that it may be necessary to go 

back one or more steps to get the results that best suit project 

requirements [1]. The process is composed by nine steps that 

can be compressed in the next five [3]: 

 Selection: In this first phase a dataset selection is made to 

be used and sometimes it is still necessary to create a new 

dataset. In this phase the objectives to be achieved are also 

defined and it is chosen what data will be used throughout 

the process; 

 Pre-processing: this is the phase in which is performed a 

cleaning and pre-processing of data; 

 Transformation: At this stage the data transformation is 

performed in order to improve the dataset quality in order 

to facilitate finding data dependencies; 

 Data Mining: This topic will be addressed in the topic II.B; 

 Evaluation: this is the phase in which is performed an 

interpretation of the found patterns at the previous phase, 

the models are evaluated and then it is found a model that 

meets the objectives defined in the first phase [2]. 

B. Data Mining 

Turban et. al [4] stated that the use of Data Mining (DM) 

from databases would become an activity that would be 

fundamental for organizations in the near future. This will be 

an important technique, so the organizations cannot waste any 

information regarding to their business and customers, having 

the risk of being overcome by its competitors. 

DM is a process aiming to find patterns and interesting 

information in a given dataset [5]. 

This process was initially defined by Turban et. al [4] as a 

pattern discovery process, later they improved the concept and 

define DM as a process that can also be used as a way to analyze 

the data with the objective of increasing the efficiency and 

effectiveness of organizations.  

The DM contains activities that can be divided into two 

dimensions, forecasting activities and interpretation activities 

[6]. In the case of this project the goal is to predict the outcome 

in a football game, so it will be using classification techniques. 

The objective of this task was to predict the value that any 

random variable will assume or else estimate the probability of 

a future event occurs. Estimating therefore the value of a 

variable called 'dependent', 'target', 'response' [7]. 

Depending on the target class it is intended to provide the 

prediction of an activity. It can divided them into two specific 

groups: classification - if what you want is to predict the label 

of a class, for example "Victory", "Draw" or "Defeat", or 

regression if you what to want is to predict a real number "0", 

"1" or "2" [8]. 

C. Decision Support Systems 

Decision Support Systems (DSS) are like an interactive 

computer system able to supports managers in the decision 

process by connecting attributes, goals and objectives, in order 

to solve the semi-structured and unstructured problems [9]. 

These are, therefore, systems aiming to support decision makers 

by providing alternative analysis, studying previously made 

decisions and what influences these decisions had in an 

organizational context in order to better support the decision 

[10]. 

DSS based their development in the phases of the decision-

making process. Herbert Simon [11] is the author of the 

methodology that gathers a greater consensus among the 

community.  Initially he defines the decision-making process as 

having only three phases: Intelligence, Design and Choice. 

Later, together with other authors and gathering consensus they 

defined a fourth phase Implementation, therefore, argued that 

the implementation of what had been previously decided was 

important enough to create an individual stage for the several 

authors [12]. 

D. Similar Systems 

After making a research on systems that have the objective 

to predict football matches results, it was possible to verify that 

there are platforms aiming to support the gambler decision in 

what will be the best bet to make in a football matches.  

The DSS in development by this work has a particular feature 

not found in any of the existing platforms. The operation of 

these platforms is based on some mathematical calculations. 

From the study made, the following web platforms were 

found: 

 http://soccervista.com/ 

 http://vitibet.com/ 

 http://pt.zulubet.com/ 

 http://www.footwin.net/ 

 http://www.predictz.com/ 

 http://www.forebet.com/ 

 https://www.statarea.com/predictions 

 http://www.windrawwin.com/predictions/ 

 http://www.prosoccer.gr/ 

 http://spotwin.net/football-betting-system-7.html 

There is also applications for smartphones available in the 

AppStore or PlayStore which have the same purpose of 

previously described web platforms. 

 KickOff – Smart Betting Made Simple 

 Smart BET Prediction 

 FootWin – Sports Prediction 

The system that is being developed will be distinguished 

from these by the use of DM techniques. 

III. METHODOLOGIES, MATERIAL AND METHODS 

The main project follows the Design Science Research 

(DSR) Methodology. DSR should lead to the production of a 

viable artefact in the form of a building, a model, a method, or 

an instantiation. The main goal is to develop a technology-

based solutions able to solve important and relevant business 

problems [13]. To complement this methodology it was used a 

combination of two other methodologies, the CRISP-DM and 

the Simon phases of decision making.  For example, the first 

phase is composed by a combination of the Intelligence phase 

of decision-making and Business Understanding phase of 

CRISP-DM methodology. The complete methodology was 

presented in Table 1. 
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Table 1 - Combined Methodology 

  Combined Methodology - DSR 

  Phase 1 Phase 2 Phase 3 Phase 4 

C
R

IS
P

-D
M

 

Business Understanding X    

Data Understanding  X   

Data Transformation  X   

Modelling  X   

Evaluation   X  

Deployment    X 

D
ec

is
io

n
-

m
a

k
in

g
 

Intelligence X    

Design  X   

Choice   X  

Implementation    X 

IV. DECISION SUPPORT SYSTEM  

As previously mentioned this project was developed using a 

combination of three methodologies, CRISP-DM, the phases of 

decision-making and the DSR. At this topic is present the work 

developed in each phase which has been generated by the 

combination of the three methodologies. 

A. Phase 1  

In the first step was performed the identification of the 

problem. After making an analysis of the bookmakers market it 

was verified an increase of them in recent years. This situation 

leads to the conclusion that the profit made by them is lucrative, 

on the opposite only a small percentage of their users get in 

long-term considerable profit. 

Then came the idea of creating a Decision Support System 

(DSS) that has the ability of help its user to make the best 

decision at the time it will make a bet on a certain football game, 

suggesting which bet must be made. 

This problem corresponds to a semi-structured decision 

because it is necessary to complement the existing data (already 

collected) in the dataset with information possessed by users. 

B. Phase 2 

In this second phase, the project goals were defined. An 

analysis was made and the risks and possible restrictions that 

could exist for its development were determined. 

The development of a DSS was made through the Exsys 

Corvid tool that would integrate data mining models developed 

from the WEKA tool, creating a system that combines 

intelligence machine with human perception. 

Also in this phase it was carried out a dataset considered 

interesting and valuable for the development of the project. 

After making the dataset collection a detailed analysis 

(statistics) of it was performed in order to better understand the 

data that it contains and their distribution. 

The data collected are detailed in Table 2. The data are from 

13 seasons of the English Premier League until the season 

2012/2013, which corresponds to statistical information of 

4940 games. 

 
Table 2 - Original Variables 

Original 

Variables 
Description 

Date Match Date (dd/mm/yy) 

HomeTeam Home Team 

AwayTeam Away Team 

FTHG Full Time Home Team Goals 

FTAG Full Time Away Team Goals 

FTR 
Full Time Result (H=Home Win, D=Draw, 

A=Away Win) 

HTHG Half Time Home Team Goals 

HTAG Half Time Away Team Goals 

HTR 
Half Time Result (H=Home Win, D=Draw, 

A=Away Win) 

Attendance Crowd Attendance 

Referee Name of Match Referee 

HS Home Team Shots 

AS Away Team Shots 

HST Home Team Shots on Target 

AST Away Team Shots on Target 

HHW Home Team Hit Woodwork 

AHW Away Team Hit Woodwork 

HC Home Team Corners 

AC Away Team Corners 

HF Home Team Fouls Committed 

AF Away Team Fouls Committed 

HO Home Team Offsides 

AO Away Team Offsides 

HY Home Team Yellow Cards 

AY Away Team Yellow Cards 

HR Home Team Red Cards 

AR Away Team Red Cards 

ODDS Betting odds data from several bookmakers 

 

After collecting the data, it was necessary to make the 

respective analysis. For it, an extract, transform and loading 

(ETL) process was designed. This process is presented in the 

Figure 1.  In this figure is possible observe all the process since 

database creation, passing by the prediction phase and 

concluding with the dataset preparation which will allow its use 

in Exsys Corvid tool. 

 
Figure 1 - ETL Process 

This ETL is a simple process that begins with the creation of 

two databases, one temporary database and another one that 

will be later filled with all the data processed. The original 

dataset was uploaded to the temporary database.  

Then the field “Date" was updated. This field was separated 

into three other fields, “Day”, “Month” and “Year” in order to 

understand for example the weekday game. 

The data presented in the dataset are mostly information that 

can only be obtained at the end of each game. Therefore it was 

necessary to identify other variables that could be known before 

the game starts. In this step several indicators for the home team 
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and for the away team were created. These indicators (table 3) 

are averages of the variables presented in the original dataset. 

Finally and before loading the final database the existing null 

fields were removed. 

 
Table 3 - New Variables 

New Variables Description 

AverageGoalsHomeTeam 

This variable stores the 

goal average of the home 

team, in the matches 

disputed at home. 

AverageGoalsAwayTeam 

This variable stores the 

goal average of the away 

team, in the matches 

disputed out. 

AverageShotsHomeTeam 

This variable stores the 

average shots of the home 

team, in the matches 

disputed at home. 

AverageShotsAwayTeam 

This variable stores the 

average shots of away 

team, in the matches 

disputed out. 

AverageShotsTargetHomeTeam 

This variable stores the 

average shots on goal the 

home team, in the matches 

disputed at home. 

AverageShotsTargetAwayTeam 

This variable stores the 

average shots on goal of 

away team, in the matches 

disputed out. 

HomeWinLastFive 

This variable stores the 

number of victories in the 

last five games of the 

home team in home 

games. 

AwayWinLastFive 

This variable stores the 

number of victories in the 

last 5 games of away team 

in matches disputed 

outside. 

HomeWinLastFiveConfrontation 

This variable stores the 

number of victories in the 

last 5 home team's games 

in confrontation with the 

away team in home games. 

AwayWinLastFiveConfrontation 

This variable stores the 

number of victories in the 

last 5 games of away team 

matched up against the 

home team in matches 

disputed outside. 

Predict 

This variable stores the 

result predicted by the data 

mining model. 

 

The next step, after loading the final database, was focused 

in the induction of classification models with the data obtained 

after them been processed and transformed. The DM models 

were induced using three different DM techniques: Naive 

Bayes (NB), Decision Trees (J48) and Support Vector Machine 

(LibSVM) and two sampling methods, 10-Folds Cross 

Validation (CV) and Percentage Split where 66% of data was 

used to carry out training and 33 for testing the models  

The data mining models was created and tested using a 

scenario. The variables used in this scenario were 

 Home Team; 

 Away Team; 

 AverageGoalsHomeTeam; 

 AverageGoalsAwayTeam; 

 AverageShotsHomeTeam; 

 AverageShotsAwayTeam; 

 AverageShotsTargetHomeTeam; 

 AverageShotsTargetAwayTeam; 

 HomeWinLastFive; 

 AwayWinLastFive; 

 HomeWinLastFiveConfrontation; 

 AwayWinLastFiveConfrontation. 

 

The target variable was: 

 FTR (Final Time Result). 

  

Then a transformation was made to the field predicted by the 

models, making it a field containing only numeric data. This 

transformation was important because only in this way the field 

was recognized by Exsys Corvid tool. Finally the database was 

extracted to a text file, in order to be imported in Exsys Corvid. 

C. Phase 3 

As result is possible to get three distinct predictions (Home 

Win- “1”, Draw- “2” and AwayWin- “3”). To analyze the 

models, the accuracy metric provided by Confusion Matrix was 

used. The six models (1 scenario x 3 techniques x 2 sampling 

methods) were created using all the data available. In this first 

phase of the project (exploration phase) it was not defined any 

extra scenario (combination of different variables). 

The obtained confusion matrix through these models has a 

size of 3x3 as can be seen in the following tables (table 4 to 9). 

Each table is corresponding to each created model. 

 
Table 4 - Model 1 

NB 1 2 3 Accuracy 

1 505 188 152 0,597633 

2 140 140 169 0,311804 

3 105 124 282 0,551859 

Accuracy Average 0,487099 

 
Table 5 - Model 2 

J48 1 2 3 Accuracy 

1 701 52 92 0,829585799 

2 249 87 113 0,19376392 

3 232 78 201 0,39334638 

Accuracy Average 0,472232033 
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Table 6 - Model 3 

LibSVM 1 2 3 Accuracy 

1 701 52 78 0,84852071 

2 251 87 11 0,249284 

3 218 75 218 0,426614481 

Accuracy Average 0,50813962 

 
Table 7 - Model 4 

NB 1 2 3 Accuracy 

1 1477 612 395 0,594605 

2 435 476 455 0,348463 

3 259 422 779 0,533562 

Accuracy Average 0,49221 

 
Table 8 - Model 5 

J48 1 2 3 Accuracy 

1 2127 145 212 0,85628 

2 797 232 337 0,169839 

3 666 209 585 0,400685 

Accuracy Average 0,475601 

 
Table 9 - Model 6 

LibSVM 1 2 3 Accuracy 

1 2122 120 242 0,854267 

2 788 229 349 0,167643 

3 592 203 665 0,455479 

Accuracy Average 0,492463 

 

Table 10 presents an overview of the achieved results for 

each model, the sampling method and algorithm used. 

 
Table 10 - Models Evaluation 

Model 
Sampling 

Method 
Algorithm Accuracy 

Model 1 Percentage Split NaiveBayes 0.487 

Model 2 Percentage Split J48 0.472 

Model 3 Percentage Split LibSVM 0.508 

Model 4 10-Folds CV NaiveBayes 0.492 

Model 5 10-Folds CV J48 0.476 

Model 6 10-Folds CV LibSVM 0.492 

 

The accuracy obtained was identical in all models, being 

model 3 the best. So model 3 was chosen with an accuracy of 

50.8%. Even though this value be not high, it is better than the 

33% (random probability). This work represents an early stage 

of the project which leads to believe that it is a great starting 

point. 

D. Phase 4 

The goal of this phase was to ensure that what it was defined 

in the previous phases it is applied. In this phase was performed 

all the development process from the data collection, data 

treatment and data transformation. Then the decision support 

system was developed. 

In this task the first prototype of the project turned up. The 

tool Exsys Corvid was used to develop the prototype. 

In this phase several system development designs were 

tested. Below it is presented the "models" which allowed to 

achieve best results (user profits).  

The first step was used to import the data obtained in the ETL 

process. The variables that the system would use were also 

defined. Besides the already existing variables, four new 

variables were defined. Two for each team, because in the 

moment of decision-making, there are not game data. These 

data are normally only known a few moments before the games 

start.  

For that the system did the following questions to the user: 

• “Which is the present classification of the home team?” 

• “Which is the present classification of the away team?” 

• “How many holders, from the user's opinion, are 

unavailable of home team?” 

• “How many holders, from the user's opinion, are 

unavailable of away team?” 

Moreover, four logic blocks were created, one was 

responsible for setting the value of the variables associated with 

the home team (Figure 2), and the other was responsible for 

defining the variables associated with away team. Another 

block was designed to do the calculation of each team score. 

Finally the last block makes a relationship between the scores 

of each team in order to suggest the best bet for the user, in this 

phase the data mining models are induced. It was also created 

one command block to the system knowing the sequence that 

must take (Figure 3). 

 

 
Figure 2 - Logic Block Home 

 
Figure 3 - Command Block 
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V. DISCUSSION 

After the system be created, it was necessary to make an 

assessment of it. Regarding this fact, tests were performed at 

seven rounds of the English Premier League matches. They 

were simulated betting of € 100 in each of the 10 games by each 

round of matches. The obtained results are shown in Table 11. 

 
Table 11 - System Performed Tests 

Round 
Percentage of 

Correct Bets 

Return  

(Bets of 100€ by game) 

Round 5 80 % 689 € 

Round 10 30 % -418 € 

Round 15 40 % 11 € 

Round 20 70 % 713 € 

Round 25 60 % 480 € 

Round 30 40 % -245 € 

Round 35 60 % 179 € 

Total Average = 54,29% 1409 € 

 

These results shown that even though the model accuracy 

results are around 50% it was possible to have good profits. In 

total in this simulation was bet € 7000 and obtained a return of 

€ 1409, about 20%, which is certainly a value to be taken into 

account. 

In the Table 12 is presented in more detail the results 

obtained in the fifth round of the English Premier League in 

season 2013/2014. 

 
Table 12 - Return in fifth round 

 Game 
Result 

(1,2,3) 

Corvid 

Output 

(1,2,3) 

Return 

(Bets of 

100€) 

R
o

u
n

d
 5

 

Norwich x A. Villa 3 3 220€ 

Liverpool x Southampton 3 1 -100€ 

Newcastle x Hull City 3 2 -100€ 

West Brom x Sunderland 1 1 110€ 

West Ham x Everton 3 3 140€ 

Chelsea x Fulham 1 1 33€ 

Arsenal x Stoke 1 1 40€ 

C. Palace x Swansea 3 3 130€ 

Cardiff x Tottenham 3 3 91€ 

Man City x Man Utd 1 1 125€ 

Total 689€ 

VI. CONCLUSION 

This work is a first step in order to develop an Intelligent 

Decision Support System to predict football game results. 

Although the achieved results are not totally satisfactory it was 

possible to prove the possibility of increasing the profits on 

football games betting through the use of data mining 

classification models.  

The system used data of fourteen seasons of English Premier 

League. Although the accuracy obtained was not very good, it 

was upper to 33% (probability if it was a matter of luck). The 

obtained profit proves that the system has enough value to 

continue their research and development. Scientifically this 

type of models has a high level of evolution and shown to be a 

good option to the researchers which wants to explore this area. 

In conclusion this is a project that has the potential to make 

the test of creating different data mining models with different 

types of target class to be able to make the decision support with 

the highest accuracy possible. 

VII. FUTURE WORK 

In the future the objective is to improve data mining models 

accuracy by increasing system reliability and consequently 

obtaining a higher profit. For that it will be considered the 

following aspects: 

• To explore different types of data mining techniques; 

• To create a new result variable, instead of there being three 

possibilities (home team win, draw or away team win), 

only have a chance to bet in favor of a team or against it, 

for example; 

• To create new variables, as the weather, the players rest 

time; 

• To use other variables which are in original dataset and 

which have not been used; 

 •  Develop an Intelligent Decision Support System 

combining rules with the data mining engine. 
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Abstract—Identification of patients who will die within, at least, 

one hour of withdrawal of life-sustaining treatment is the key to 

successful donation of organs after cardiac death. The accurate 

prediction of potential organ donation has a great importance, since the 

limited time window in which occur all the process demands that 

various tasks must be done quick and effectively. Through a set of 

known factors/diagnosis, it is possible to determine if a patient who 

suffers from irreversible brain damage may be a future candidate to 

organ donation with an associated degree of confidence. So in this 

work it was developed a prediction system, in terms of its knowledge 

and representation and reasoning procedures supported by a logic 

programming based approach to computing an artificial neural 

network. The factors defined and their relationships were used to 

identify potential organ donor. 

 

Keywords—Prediction of potential organ donation, Degree of 

Confidence, Artificial Neural Network. 

I. INTRODUCTION 

ver the last years, advances in immunosuppressive 

therapeutics, better patient selection and improved 

technical expertise (among other factors) have decisively 

contributed to the success of organ transplantation, which has 

proven to be a successful treatment for patients with end-stage 

organ failure[1].  

Despite its good results, this treatment has a problem with the 

lack of resources, i.e. organs, so that the demand far exceeds the 

number of available donors. The major source of organs is brain 

(steam) dead patients, but unfortunately (for potential organ 

recipients) this is not a common form of death. Furthermore, 

this is an undesirable outcome, since one of the goals of 

neurocritical care is preventing brain death from occurring [2, 

3]. These results in large waiting lists, increasing everyday and 

considering that transplantation is often the last resort for 

patients with end-stage organ dysfunction, increasing the 

potential pool of organ donors become critical [2]. One possible 

way to expand the donor’s group is by the use of organs from 

donation after cardiac death (DCD), also known as non-heart-

beating donors. In general, this kind of donors are patients 

whose deaths occur in the context of  

withdrawing life-sustaining treatment (WLST). 
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Therapeutic failure, meaningless outcome due to poor 

prognosis and patient’s autonomy/suffering are some of the 

most common reasons for WLST. The most frequent DCD 

candidates are patients who suffer from irreversible brain injury 

but do not meet criteria for brain dead diagnosis [4, 5]. 

Unfortunately, not all potential DCD became actual 

donations. The success DCD resides in the period between 

WLST and death. It is often associated with hypotension and 

poor organ perfusion that generally result in warm ischemic 

injury to the organs. According to British Transplantation 

Society and Intensive Care Society, functional warm ischaemia 

times vary by organ: [6] 

 - Liver: 30 minutes; 

- Pancreas: 30 minutes; 

- Lungs: 60 minutes; 

- Kidney: 120 minutes; 

 Consequently, most DCD protocols discard organ retrieval if 

the patient is still alive 60 minutes after WSLT. Therefore, it 

has become clear the need for a model able to identify the 

patients who are most likely to die within 60 minutes of WLST, 

because only those can lead to an increase in the absolute 

number of available donor organs. By the other hand, it is 

important to clarify that the identification of a potential organ 

donor does not discharge a physician from treating the patient 

in his best interest [2, 3]. 

 Among other benefits related to logistics and financial 

consequences (as reservation of operating theatre and surgical 

staff), a tool like this would avoid the potential organ recipient 

and his relatives having false expectations, situation that 

happens when the one hour deadline is not satisfied [4]. 

A few tools have been developed to predict this timing, but 

none is yet established as ‘standard’. Between them are those 

from the University of Wisconsin (UW) and the United 

Network of Organ Sharing (UNOS).  These two consist on 

having a numerical scale (to assign scores) and perform a trial 

of spontaneous respiratory rate and oxygenation when the 

patient is disconnected from mechanical ventilation. However, 

the lack information about the neurological status of the patient 

before WLST and the fact that they require temporary 

disconnection of the patient from the mechanical ventilator can 

be a problem. In some countries, any intervention during WLST 

is not directed at improving the palliative care provided is 

considered medically and ethically inappropriate [5]. In order 

to overcome this last limitation, new promising models have 

been developed. Coleman and her team [5] concluded that 

combining Glasgow Coma Scale (GCS), respiratory and 

haemodynamic parameters and intensivist opinion, it is possible 

the time from WLST to death accurately, although their results 

require validation in a large scale. 
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In other study, although not proposing any model, 

Suntharalingam et al [7] identified some factors that may 

influence the time to death. Cause of neurological injury, low 

blood pH, and use of inotropes prior to WLST were pointed, 

but younger age, higher FiO2 and mode of ventilation were the 

most important variables associated with shorter time to death. 

Rabinstein, Alejandro A., et al [8] build a model based on 

four clinical variables: absent corneal reflex, absent cough 

reflex, extensor or absent motor response, and higher 

oxygenation index. These were established as predictor 

variables, based on previous findings. After assigning a value 

to each of the variables, their sum creates a predictive score for 

cardiac death in patients in neurocritical state (DCD-N score). 

After an observational study, it was possible to translate that 

score in terms of probability death within 60 minutes. 

By analysing this variety of models and indicators, it is clear 

that the key to successfully predict death after WLST lies with 

the identification of the correct clinic variables. Yet, the 

identification of the set of factors that best can characterize this 

problem seems something that still needs further analysis. With 

this article, based on some of the most important variables 

described, we make a start on the development of a system that 

can predict the potential organ donation after irreversible brain 

damage. We will be centred on a logic programming based 

approach to knowledge representation and reasoning, 

complemented with a computational framework based on 

Artificial Neural Networks. 

This paper has five sections. Firstly the work and related 

concepts are introduced then in the second section is studied 

and analysed the quality of information versus the degree of 

confidence. In the following two section the knowledge 

acquired and their reasoning as also the artificial neural network 

are presented. Finally some conclusions are made and the future 

work presented. 

II. QUALITY-OF-INFORMATION VERSUS DEGREE OF 

CONFIDENCE 

Due to the growing need to offer user support in decision 

making processes some studies have been presented [9][10], 

related to the qualitative models and qualitative reasoning in 

Database Theory and in Artificial Intelligence (AI) research. 

With respect to the problem of knowledge representation and 

reasoning in Logic Programming (LP), a measure of the 

Quality-of-Information (QoI) of such programs has been object 

of some work with promising results [11], [12]. The QoI with 

respect to the extension of a predicate i will be given by a truth-

value in the interval [0,1], i.e., if the information is known 

(positive) or false (negative) the QoI for the extension of 

predicatei is 1. For situations where the information is 

unknown, the QoI is given by: 

 

𝑄𝑜𝐼𝑖 = 𝑙𝑖𝑚
𝑁→∞

1

𝑁
= 0       (𝑁 ≫ 0) (1) 

 

where N denotes the cardinality of the set of terms or clauses of 

the extension of predicatei that stand for the incompleteness 

under consideration. For situations where the extension of 

predicatei is unknown but can be taken from a set of values, the 

QoI is given by: 

 

𝑄𝑜𝐼𝑖 =
1
𝐶𝑎𝑟𝑑⁄  (2) 

 
where Card denotes the cardinality of the abducibles set for i, 

if the abducibles set is disjoint. If the abducibles set is not 

disjoint, the QoI is given by: 

 

𝑄𝑜𝐼𝑖 =
1

𝐶1
𝐶𝑎𝑟𝑑+⋯+𝐶𝐶𝑎𝑟𝑑

𝐶𝑎𝑟𝑑 (3) 

 

where 𝐶𝐶𝑎𝑟𝑑
𝐶𝑎𝑟𝑑 is a card-combination subset, with Card elements. 

The next element of the model to be considered is the relative 

importance that a predicate assigns to each of its attributes 

under observation, i.e., 𝑤𝑖
𝑘, which stands for the relevance of 

attribute k in the extension of 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑖 . It is also assumed that 

the weights of all the attribute predicates are normalized, i.e.: 

 

∑ 𝑤𝑖
𝑘 =1≤𝑘≤𝑛 1, ∀𝑖  (4) 

 

where  denotes the universal quantifier. It is now possible to 

define a predicate’s scoring function 𝑉𝑖(𝑥) so that, for a value 

𝑥 = (𝑥1, ⋯ , 𝑥𝑛), defined in terms of the attributes of 

𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑖 , one may have: 

 

𝑉𝑖(𝑥) = ∑ 𝑤𝑖
𝑘 ×1≤𝑘≤𝑛 𝑄𝑜𝐼𝑖 (𝑥) 𝑛⁄  (5) 

 

It is now possible to engender all the possible scenarios of 

the universe of discourse, according to the information given in 

the logic programs that endorse the information depicted in Fig. 

2, i.e., in terms of the extensions of the predicates General Data, 

Full Outline of UnResponsive (FOUR), Glasgow Coma Scores, 

DCD-N and  Diagnosis. 

It is now feasible to rewrite the extensions of the predicates 

referred to above, in terms of a set of possible scenarios 

according to productions of the type: 

 

𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑖(( 𝑥1, ⋯ , 𝑥𝑛)) ∷ 𝑄𝑜𝐼 (6) 

 

and evaluate the Degree of Confidence (DoC) given by 𝐷𝑜𝐶 =
𝑉𝑖(𝑥1, ⋯ , 𝑥𝑛) 𝑛,⁄  which denotes one‘s confidence in a particular 

term of the extension o𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒𝑖. To be more general, let us 

suppose that the Universe of Discourse is described by the 

extension of the predicates: 

 

𝑎1(⋯ ), 𝑎2(⋯ ),⋯ , 𝑎𝑛(⋯ )         (𝑛 ≥ 0) (7) 
 

Therefore, for a given scenario, one may have (where  

denotes an argument value of the type unknown; the values of 

the others arguments stand for themselves): 
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{
 
 
 
 
 

 
 
 
 
 
¬𝑎1(𝑥1, 𝑦1, 𝑧1) ⟵ 𝑛𝑜𝑡 𝑎1(𝑥1, 𝑦1, 𝑧1)

𝑎1(⊥ ,   [10,20],   15) ∷ 0.5         
[5, 10]   [5,30]   [10, 20]⏟                             
attribute`s domains for 𝑥1,𝑦1,𝑧1                      

¬ 𝑎2(𝑥2, 𝑦2, 𝑧2) ⟵ 𝑛𝑜𝑡 𝑎2(𝑥2, 𝑦2 , 𝑧2)

 𝑎2([45,54],   [10, 12] ,   ⊥) ∷ 0.65

          [30, 60]    [6, 14]    [2000, 6000]⏟                    
attribute`s domains for 𝑥2,𝑦2,𝑧2

    

⋮

  

 

{
 
 
 
 
 

 
 
 
 
 
¬𝑎1(𝑥1, 𝑦1 , 𝑧1) ⟵ 𝑛𝑜𝑡 𝑎1(𝑥1, 𝑦1 , 𝑧1)                               

  𝑎1([5, 10], [10,20], [15, 15]) ∷ 0.5                                  

     [5, 10]   [5, 30]  [10, 20]⏟                
attribute`s domains for 𝑥1,𝑦1,𝑧1 

                                            

¬ 𝑎2(𝑥2, 𝑦2 , 𝑧2) ⟵ 𝑛𝑜𝑡 𝑎2(𝑥2, 𝑦2, 𝑧2)                      

𝑎2([45,54],   [10, 12],   [2000,6000]) ∷ 0.65         

           [30, 60]    [6, 14]    [2000, 6000]⏟                    
attribute`s domains for 𝑥2,𝑦2,𝑧2

                         

⋮

  

 

{
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
¬𝑎1(𝑥1, 𝑦1 , 𝑧1) ⟵ 𝑛𝑜𝑡 𝑎1(𝑥1, 𝑦1 , 𝑧1)                                            

𝑎1 ([
5−5

10−5
,
10−5

10−5
] , [

10−5

30−5
,
20−5

30−5
] , [

15−10

20−10
,
15−10

20−10
]) ≡                         

𝑎1([0,1], [0.2, 0.6], [0.5, 0.5]) ∷ 0.5                        

      [0, 1]      [0, 1]          [0, 1]⏟                
attribute`s domains for 𝑥1,𝑦1,𝑧1 

                                         

¬ 𝑎2(𝑥2, 𝑦2, 𝑧2) ⟵ 𝑛𝑜𝑡 𝑎2(𝑥2, 𝑦2 , 𝑧2)                                          

    𝑎2 ([
45−30

60−30
,
54−30

60−30
] , [

10−6

14−6
,
12−6

14−6
] , [

2000−2000

6000−2000
,
6000−2000

6000−2000
]) ≡       

𝑎2([0.5, 0.8], [0.5, 0.75], [0, 1]) ∷ 0.65                      

  [0, 1]       [0, 1]       [0, 1]⏟                
attribute`s domains for 𝑥2,𝑦2,𝑧2

                             

⋮

  

 

The Degree of Confidence (DoC) was evaluated using the 

equation 𝐷𝑜𝐶 = √1 − ∆𝑙2, as it is illustrated in Fig. 1. Here ∆𝑙 
stands for the length of the arguments’ intervals, once normalized. 

 

 
Fig. 1 Evaluation of Degree of Confidence 

 

Below, one has the expected representation of the universe 

of discourse, where all the predicates´arguments are nominal. 

They speak for one´s confidence that the unknown values of the 

arguments fit into the correspondent intervals referred to above. 

 

{
 
 
 
 

 
 
 
 
¬𝑎1(𝑥1, 𝑦1, 𝑧1) ⟵ 𝑛𝑜𝑡 𝑎1(𝑥1, 𝑦1, 𝑧1)                        

  𝑎1(0,      0.9,      1)        ∷       0.5                        
[0, 1]  [0, 1]  [0, 1]                                          

¬ 𝑎2(𝑥2, 𝑦2 , 𝑧2) ⟵ 𝑛𝑜𝑡 𝑎2(𝑥2, 𝑦2, 𝑧2)                      

𝑎2(0.9,    0.6,     0)            ∷        0.65                 
[0, 1] [0, 1] [0, 1]                                        

⋮

  

III. KNOWLEDGE REPRESENTATION AND REASONING 

Many approaches for knowledge representation and 

reasoning have been proposed using the Logic Programming 

(LP) paradigm, namely in the area of Model Theory [13]–[15], 

and Proof Theory [16], [17]. We follow the proof theoretical 

approach and an extension to the LP language, to knowledge 

representation and reasoning. An Extended Logic Program 

(ELP for short) is a finite set of clauses in the form: 

 

𝑝 ← 𝑝1, ⋯ , 𝑝𝑛 , 𝑛𝑜𝑡 𝑞1, ⋯ , 𝑛𝑜𝑡 𝑞𝑚  (8) 
 

? (𝑝1, ⋯ , 𝑝𝑛 , 𝑛𝑜𝑡 𝑞1, ⋯ , 𝑛𝑜𝑡 𝑞𝑚)  (𝑛,𝑚 ≥ 0) (9) 
 

Where? There is a domain atom denoting falsity, the pi , qj , and 

p are classical ground literals, i.e., either positive atoms or 

atoms preceded by the classical negation sign  [17]. Under this 

representation formalism, every program is associated with a 

set of adducibles [15][18], given here in the form of exceptions 

to the extensions of the predicates that make the program. Once 

again, Logic Programming (LP) has emerged as an attractive 

formalism for knowledge representation and reasoning tasks, 

introducing an efficient search mechanism for problem solving. 

Therefore, and in order to exemplify the applicability of our 

model, we will look at the relational database model, since it 

provides a basic framework that fits into our expectations [19], 

and is understood as the genesis of the LP approach to 

knowledge representation and reasoning. 

Consider, for instance, the scenario where a relational 

database is given in terms of the extensions of the relations or 

predicates depicted in Fig. 2, which stands for a situation where 

1st interaction: transition to continuous intervals

2nd interaction: normalization
Ymax - Ymin

Y - Ymin

1
Interval 

Lenght∆l

1

0

DoC

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 356



 

 

one has to manage information about patients in a neurocritical 

state. Under this scenario some incomplete data is also 

available. For instance, in relation General Data the use of 

inotropes in the third patient is unknown, while in relation to 

Diagnosis values for pH of the first patient range in the interval 

[7.25, 7.35]. 

In relation General Data, Ventilation Mode can be: 0 – 

Pressure Support; Synchronised intermittent mandatory 

Ventilation-1; or Pressure Control/Volume Control/Pressure 

regulated Volume Control – 1. In what concerns to use of 

inotropes: 0 – not use; and 1- used. 

The relation FOUR is obtained by the sum of the row, which 

corresponds to each of its testable components (filled according 

to this scale). The relation GCS works in the same way, but 

don’t test brain steam reflexes and has a different scale. Despite 

this, it is still included on this model because it is the most 

commonly used. 

The DCD-N comes from the already mentioned Rabinstein, 

Alejandro A., et al model, because it provides a simple way to 

weight some of the most important factors: for the absence of 

cough reflex it is given 2 points, and for the absence of each of 

the other 1 point. 

Finally, in the relation Diagnosis, causes of neurological 

injury values correspond to: 3 – intracranial trauma; 2 – 

intracranial haemorrhage; 1 – hypoxia; 0 – other. 

Now, we may consider the extensions of the relations given 

in Figure 2 to populate the extension of the potentialdonor 

predicate, given in the form:  

 

𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑑𝑜𝑛𝑜𝑟: 𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅𝑠𝑐𝑜𝑟𝑒 , 𝐷𝐶𝐷 − 𝑁𝑠𝑐𝑜𝑟𝑒 , 𝐼𝑛𝑜𝑡𝑟𝑜𝑝𝑒𝑠, 

𝐶𝑎𝑢𝑠𝑒 , 𝑝𝐻,𝑂𝑝𝑖𝑛𝑖𝑜𝑛, 𝐹𝑖𝑂2  →  {0,1} 
 

where 0 (zero) and 1 (one) denote, respectively, the truth values 

false and true. It is now possible to give the extension of the 

predicate 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑑𝑜𝑛𝑜𝑟, in the form: 

 

 
{ 

¬𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅, 𝐷𝐶𝐷 − 𝑁, 𝐼𝑛𝑜, 𝐶, 𝑝𝐻, 𝑂𝑝, 𝐹𝑖𝑂2) 
 

← 𝑛𝑜𝑡 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅, 𝐷𝐶𝐷 −𝑁, 𝐼𝑛𝑜, 𝐶, 𝑝𝐻, 𝑂𝑝, 𝐹𝑖𝑂2) 
 

 

𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(20, 3, 0, 5, 1, 3, [7.25 − 7.35], 2, 0.4) :: 1. 
        [3,75]  [3,15]  [0,16]  [0,5]  [0,1]  [0,3]  [7.25,7.40]  [0,2]  [0.15,0.5] 

 
 
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(30, 4, 4, [0,1], 0, 0, ⊥, 0, 0.25) :: 1. 

[3,75]  [3,15]  [0,16]  [0,5]  [0,1]  [0,3]  [7.25,7.40]  [0,2]  [0.15,0.5] 
} 
 

In this program, the first clause denotes the closure of 

predicate 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑑𝑜𝑛𝑜𝑟 . The following clause corresponds to 

two terms taken from the extension of the 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑑𝑜𝑛𝑜𝑟 

relation. It is now possible to have the arguments of the 

predicates extensions normalized to the interval [0, 1], in order 

to compute one's confidence that the nominal values of the 

arguments under considerations fit into the intervals depicted 

previously. One may have: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 An extension of the relational database model.

 
 

{ 
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙([0.24,0.24], [0,0], [0,0], [1,1], [1,1], [1,1], [0,0.67], [1,1] 
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[0.71,0.71]) ∷ 1. 
       [0,1]           [0,1]   [0,1]   [0,1]   [0,1]   [0,1]    [0,1]    [0,1]   
[0,1] 

   
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙([0.375,0.375], [0.83,0.83], [0.33,0.33], [0,0.2], [0,0], [0,0], 
[0,1], [0,0], [0.29,0.29]) ∷ 1. 

       [0,1]           [0,1]   [0,1]   [0,1]   [0,1]   [0,1]    [0,1]    [0,1]   
[0,1] 

} 
 

The logic program referred to above, is now presented in the 

form: 
 
{ 
¬𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝐷𝑜𝐶(𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅, 𝐷𝐶𝐷 − 𝑁, 𝐼𝑛𝑜, 𝐶, 𝑝𝐻, 𝑂𝑝, 𝐹𝑖𝑂2) 
 
← 𝑛𝑜𝑡 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝐷𝑜𝐶(𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅,𝐷𝐶 –𝑁, 𝐼𝑛𝑜, 𝐶, 𝑝𝐻, 𝑂𝑝, 𝐹𝑖𝑂2). 
 
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝐷𝑜𝐶(1, 1, 1, 1, 1, 1, 0.74, 1, 1) :: 1. 
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝐷𝑜𝐶(1, 1, 1, 0.98, 1, 1, 0, 1, 1) :: 1. 
}  

 

where its terms make the training and test sets of the following 

Artificial Neural Network(Figure 3).  

IV. ARTIFICIAL NEURAL NETWORKS 

The presented model works well to demonstrate how the 

information comes together to make a prediction, but it was 

built with the pure objective of demonstration. In order to find 

more reliable ways to assemble this information Artificial 

neural Networks (ANNs) and data mining tools can be used. 

Neves et al [18]–[20] demonstrated how ANNs could be 

successfully applied to model data and capture complex 

relationships between inputs and outputs. This kind of tool 

simulates the structure of the human brain being populated by 

multiple layers of neurons. As an example, let us consider the 

case of the third which is given in the form: 
 
{ 
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙: (𝐴𝑔𝑒, 𝐺𝐶𝑆, 𝐹𝑂𝑈𝑅,𝐷𝐶𝐷 − 𝑁, 𝐼𝑛𝑜, 𝐶, 𝑝𝐻, 𝑂𝑝, 𝐹𝑖𝑂2) 
                                        
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(59, 3, 1, 3,⊥,⊥, [7.30 − 7.40], 1, 0.3) ∷ 1.   
[3,75]  [3,15]  [0,16]  [0,5]  [0,1]  [0,3]  [7.25,7.40]  [0,2]  [0.15,0.5] 

                                        
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙([59,59], [3,3], [1,1], [ 3,3], [0,1], [0,3], [7.30

− 7.40], [1,1], [0.3, 0.3]) ∷ 1.   
                                        
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙([0.78, 0.78], [0,0], [0.06, 0.06], [0.6,0.6], [0,1], [0,1], 
[0.33,0.33], [0.5, 0.5] [0.43,0.43]) ∷ 1.     
                                        
𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝐷𝑜𝐶(1, 1, 1, 1, 0, 0, 1, 1, 1). 
} 
 

In Figure 3 it is shown how the normalized extremes and 

theirs DoC values work as inputs to the ANN. The output 

translates the chance of the patient death within one hour of 

WLST and DoC the confidence that one has on such a 

happening. In order to achieve good results, it is imperative to 

build a database of study cases that can be used to train and test 

the ANN.  

 

 
Fig. 3 ANN example for third patient 

V. CONCLUSIONS AND FUTURE WORK  

Identify the patients who will die in a period of 60 minutes 

after WLST as potential organ donors is a hard and complex 

task, which needs to consider many different factors with 

complex relations among them. All this characteristics 

highlight the benefits that the aid by AI techniques can bring to 

this field in order to achieve better prognostics. 

In this work, departing from the conclusions of some good 

existing models, it was presented the founding of a 

computational framework that uses powerful knowledge 

representation and reasoning techniques to set the structure of 

the information and the associate inference mechanisms. This 

representation is above everything else, very versatile and 

capable of covering every possible instance by considering 

incomplete, contradictory, and even unknown data.  

Future works, should study the assignment of different 

weights to different factors when calculating the Degree of 

Confidence, since the identification of the most important 

characteristics seems to be in the core of this problem. 
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Abstract—It is well known through experience that learning ma-

terial is annotated in so many diverse ways, as the sources that main-

tain and curate them. Semantification of metadata descriptions can 

often resolve interoperability issues and strengthen the knowledge 

value of resources. To this end, SKOS can be a solid linking point 

offering a standard vocabulary for thematic descriptions. Using con-

temporary ontology management tools, such as WebProtégé, we 

show how this process can be streamlined and how it can help 

knowledge intensive institutions, including libraries and universities, 

towards aligning incoming learning material or enhancing their own. 

 

Keywords—SKOS, Thesauri, Learning Objects, Ontologies, 

WebProtégé. 

I. INTRODUCTION 

growing number of digital repositories systems, main-

tained by universities, libraries, archives and other educa-

tional institutions worldwide, are responsible for the preserva-

tion and management of educational resources. A kind of edu-

cational resource that is increasingly used by such institutions 

in recent years is the Learning Object (LO). In the IEEE Draft 

Standard for Learning Object Metadata [5], a LO is defined as 

"any entity – digital or non-digital – that may be used for 

learning, education or training". LOs are widely purposed 

and/or reused as a meaningful and effective way of creating 

content for e-learning [13], especially within learning- and 

course- management systems. 

Therefore, through this work we proceed with the design 

and adoption of a LO metadata profile, originating from the 
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widely known IEEE LOM standard. The resulting profile 

combines terminology with the Dublin Core metadata terms 

specification [1] and is intended for the efficient characteriza-

tion of LOs, preserved and managed by educational institu-

tions. Our goal is not to simply create another specialized LO 

metadata profile, but to contribute towards knowledge discov-

ery across digital LOs repositories, ultimately helping institu-

tions access, maintain and enhance learning material. 

To this end, we follow a “semantification” process i.e., the 

transformation of the textual information captured by a 

metadata instance into a semantically enriched and thus ma-

chine-understandable format. Ontologies are a knowledge 

representation technique, offering all of the necessary con-

structs towards this process. They constitute the pillar of the 

Semantic Web, allowing knowledge reuse and sharing across 

applications. Ontologies have long been used for many appli-

cations in the field of education [2], so their utilization for 

describing educational resources can have many advantages, 

from facilitating the design of a LO-based course to improving 

the discovery of educational resources. 

Going a step forward, in our LO profile’s ontological repre-

sentation, the subject of a LO is determined to be expressed 

not as a mere text keyword, but as a concept of a thematic 

thesaurus. The machine readable format of a thesaurus is 

achieved by the exploitation of the Simple Knowledge Organi-

zation System (SKOS) standard [10]. SKOS provides a stand-

ardized way to represent thesauri – and knowledge organiza-

tion systems in general – using the Resource Description 

Framework (RDF) [8] and the Web Ontology Language 

(OWL) [11].  

By combining our LO ontologies with SKOS thesauri, we 

can ensure a semantically enhanced characterization of LOs 

within the context of a digital repository, thus increasing dis-

coverability of its resources. In addition, we set the basis for 

cross-repository semantic interoperability. 

To manage and render accessible our LO metadata schema 

and ontologies, as well as any thesaurus generated explicitly to 

be used in combination with them, we make use of the Web-

Protégé ontology editor [15]. WebProtégé is a lightweight, 

web-based tool for ontology editing that comes with useful 

collaborative features and allows for the publishing of its 

maintained ontologies. To increase its user friendliness and aid 

LO ontology and thesauri maintenance and accessibility by 

other institutions, we have also extended WebProtégé with a 

couple of additional features. 
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To give a more thorough understanding of our work, we 

start by describing our LO ontology schema (Section II). We 

then proceed by giving the main characteristics of the SKOS 

model and its importance in knowledge organization, present-

ing also two thematic thesauri expressed in this format (Sec-

tion III). In Section IV we summarize the features of the Web-

Protégé editor and describe our modifications on top of it. An 

example of a LO ontology is given in subsequent Section V. 

Conclusions and future work follow in last Section VI. 

II. A LEARNING OBJECT ONTOLOGY SCHEMA 

Although several educational metadata schemata have been 

proposed over time, we are based upon the IEEE LOM stand-

ard in order to build our LO metadata profile. The reason we 

opted for the IEEE LOM is that this standard includes "the 

minimal set of attributes needed to allow LOs to be managed, 

located, and evaluated" [12] and has proven to be a widely 

adopted and internationally recognized open standard for the 

description of LOs. Our LO metadata profile adopts only a 

subset of the IEEE LOM element set. Our ultimate goal is the 

creation of a schema that would be broad enough to cover the 

most important educational and pedagogical aspects of an 

educational resource handled by a digital repository, but not 

exhaustively analytic, so as to become awkward in use. 

The ontological binding of our LO metadata profile is ex-

pressed in the LO Ontology Schema. Apart from those entities 

representing elements originating from the IEEE LOM sche-

ma, we have also declared classes, capturing notions found in 

the DCMI recommendation for the Dublin Core (DC) metada-

ta terms. This correlation helps control the values of fields for 

LOM properties and can increase interoperability with applica-

tions that are based on DC. In particular, LOM concepts In-

tendedEndUserRole, InteractivityType and TypicalLearning-

Time have been defined as refinements of the DC classes 

AgentClass, MethodOfInstruction, SizeOrDuration, respec-

tively. For the LOM specific entities the official LOM 

namespace has been used (http://ltsc.ieee.org/xsd/LOM/, pre-

fix lom:), whereas DC classes have been declared under the 

namespace http://purl.org/dc/terms/, prefix dcterms:. 

The lom:LearningObject class is a top class used to capture 

the notion of an LO, or an educational resource in general. The 

various characteristics of an educational resource are repre-

sented as either classes or properties in this ontological sche-

ma. The datatype properties lom:description, lom:identifier, 

lom:language, lom:rights, lom:size, and lom:title are used to 

declare a short description, a unique identifier, the LO’s con-

tent language, the copyright policies, and finally LO’s physical 

size and title, respectively. We chose to express these elements 

of the LOM schema as datatype- and not as object- properties 

given that they simply assign values to some of the resources’ 

basic characteristics and convey no correlations among them. 

The lom:LearningResourceType class aims at specifying the 

different educational types that can be assigned to LOs and it 

is associated with a predefined list of terms (Exercise, Experi-

ment, Figure, Lecture, etc.). Each such term is an instance of 

the lom:LearningResourceType class and works as filler to the 

object property lom:learningResourceType. In a similar way, 

concepts met in our LO metadata profile, like the groups of 

end-users to which a LO applies, the intended instructional 

context, LO’s level of difficulty, average learning time, level 

of completeness (draft, revised or final) and type of interaction 

(active, expositive, etc.) are captured using the appropriate 

object properties lom:intendedEndUserRole, lom:context, 

lom:difficulty, lom:typicalLearningTime, lom:status, 

lom:interactivityType respectively. These properties correlate 

a LO with a predefined set of values, each of which is repre-

sented as an instance of the corresponding class.  

Potential relationships among LOs can be captured via the 

object property lom:relation, which is used exactly to correlate 

instances of the lom:LearningObject class. In addition, we use 

the dcterms:Agent class to include any person or organization 

responsible for the creation (or other modifications) to an edu-

cational resource. The object property lom:contributor comes 

to implement this type of correlation.  

Finally, it is important to note that the lom:keyword proper-

ty, used in our LO profile in order to express the thematic 

subject of the LO’s content, is represented as an object- rather 

than a datatype- property. Our intention is to directly correlate 

the subject keywords of a LO to SKOS concepts, thus increas-

ing the value of our LO ontology when used in the context of 

knowledge discovery applications. A summary of the classes 

and properties declared in the LO Ontology Schema, are 

shown in Fig. 1.    

 

Fig. 1 Class and property hierarchies in the Learning Object Ontolo-

gy Schema 

 

Our LO Ontology Schema can form the basis for building 

more specific ontologies, targeting at the description of LOs 

that serve the educational purposes of various knowledge do-
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mains, university courses etc. Publishing these ontologies on 

the Web, using a tool such as WebProtégé can significantly 

increase LOs management and discoverability across digital 

repositories. What is more, with their unique and directly ac-

cessible identifier – assigned through the lom:identifier 

datatype property – LO exposure to other discovery mecha-

nisms, digital repositories and the Web of Linked and Open 

Data (LOD) [3] becomes feasible. 

III. THEMATIC DESCRIPTIONS USING SKOS 

SKOS is a model for expressing Knowledge Organization 

Systems (KOS) [4], including thesauri, in machine readable 

format. It provides a uniform representation of a set of terms 

and hence a common mechanism for the thematic indexing and 

retrieval of information. With the aid of SKOS, we can easily 

perform an integrated search against systems that are based 

upon controlled and structured vocabularies, such as institu-

tional repositories and digital libraries. Additionally, as an 

RDF application, SKOS allows editing, publishing and inter-

connection of concepts on the Web, as well as their integration 

into other concept schemes. The terminology of SKOS has 

been formally expressed into RDF/OWL. An example of the 

SKOS structure is shown in Fig. 2. 

duth:traditionduth:folk_tra
dition

duth:human_
ecology

duth:manners
_and_customs

duth:civilization

ex:folklore

skos:Concept

skos:Concept

skos:narrowerskos:related

skos:broaderskos:related

rdf:typeskos:exactMatch

rdf:type

skos:prefLabel

“tradition”@en

skos:prefLabel

“folklore”@en

Prefix duth: http://thesaurus.duth.org/vocab/
Prefix ex: http://www.example.org/vocab/
Prefix skos: http://www.w3.org/2004/02/skos/core#
Prefix rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns#

 

Fig. 2 Example of the structure of a SKOS concept 

A. The SKOS Vocabulary 

Given that SKOS is designed exactly to describe concept 

schemes, concept is its basic structural element. A SKOS con-

cept can be viewed as a unit of knowledge, i.e., an idea or 

notion, an object or a class of objects and events that govern 

many knowledge organization systems. Therefore, concepts 

are abstract entities, which are independent of their names (i.e., 

the labels) used to characterize them. SKOS introduces the 

class skos:Concept to indicate that a particular term is a con-

cept. The individuals of the skos:Concept class can belong to a 

specific concept scheme. A concept scheme is expressed 

through the skos:ConceptScheme class. 

The concepts/terms of a thesaurus, when expressed in SKOS 

format, are identified by URI's and assigned string labels in 

one or more languages. In addition, they are documented with 

various types of notes and interconnected with semantic rela-

tions through informal hierarchies. 

Table 1 The SKOS Core Vocabulary 

SKOS Term Description 

skos:Concept An abstract idea or notion; a unit of 

thought 

Concept Schemes 

skos:ConceptScheme A concept scheme in which the concept is 

included 

skos:inScheme Relates a resource to a concept scheme in 

which it is included 

skos:hasTopConcept A top level concept in the concept scheme 

skos:topConceptOf Is top concept in scheme 

Lexical Labels 

skos:prefLabel The preferred lexical label for a resource, 

in a given language 

skos:hiddenLabel A lexical label for a resource that should 

be hidden when generating visual displays 

of the resource. 

skos:altLabel An alternative lexical label for a resource 

Semantic Relations 

skos:broader A concept that is more general in meaning 

skos:narrower A concept that is more specific in meaning 

skos:broaderTransitive Has broader transitive 

skos:narrowerTransitive Has narrower transitive 

skos:related A concept with which there is an associa-

tive semantic relationship 

skos:semanticRelation A concept related by meaning 

Mapping Properties  

(to other concept schemes) 

skos:exactMatch Has exact match 

skos:closeMatch Has close match 

skos:broadMatch Has broader match 

skos:narrowMatch Has narrower match 

skos:relatedMatch Has related match 

skos:mappingRelation Is in mapping relation with 

Notations 

skos:notation A string used to uniquely identify a concept 

within the scope of a given concept scheme 

Documentation Properties 

skos:changeNote A note about a modification to a concept 

skos:definition A statement or formal explanation of the 

meaning of a concept 

skos:editorialNote A note for an editor, translator or main-

tainer of the vocabulary 

skos:example An example of the use of a concept 

skos:historyNote A note about the past state/use/meaning of 

a concept 

skos:note A general note 

skos:scopeNote A note that helps to clarify the meaning 

and/or the use of a concept 

Concept Collections 

skos:Collection A meaningful collection of concepts 

skos:OrderedCollection An ordered collection of concepts, where 

both the grouping and the ordering are 

meaningful 

skos:member A member of a collection 

skos:memberList An RDF list containing the members of an 

ordered collection 

To express these characteristics, the SKOS model uses a set 

of properties, firstly in order to define a concept itself and 
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secondly to relate it with other counterparts in a concept 

scheme. Table 1 summarizes available SKOS properties, orga-

nized into categories according to their purpose, and gives a 

brief description of their usage. 

B. Two Thematic Terminological Thesauri 

To take advantage of the potential of our LO Ontology 

schema, when building ontologies that capture and describe 

LOs, we needed a thematic thesaurus so as to directly map a 

LO’s subject (via the keyword property) with SKOS concepts. 

These concepts would be best to originate from a standard, 

authoritative and controlled vocabulary rather than being arbi-

trary literals. 

To this end, we proceeded with the creation of two thesauri 

– initially not in SKOS format – that cover two very common 

fields of knowledge: Maths and Medicine. These thesauri were 

actually extracted from the Thesaurus of Greek Terms, a bilin-

gual (Greek, English) controlled vocabulary published by the 

National Documentation Center in Greece1 (EKT). The latter 

covers a very broad field of knowledge and was created in 

order to facilitate libraries, museums, information centers and 

other institutions in Greece in characterizing and managing 

their digital material.  

The Maths Thesaurus is comprised of 76 terms, making ref-

erence to 17 other related terms, whereas the Medicine The-

saurus contains 54 terms and makes reference to 71 additional 

terms. Although both of these thesauri cover specific fields of 

knowledge, they are generic enough and thus sufficient for the 

characterization of the most common subjects met in these 

thematic areas.  

After extracting these two thesauri, our goal was to take care 

for their transformation into SKOS, so as to render them ex-

ploitable across different digital repositories and semantic 

applications. Besides, the migration of all type of knowledge 

organization systems into SKOS has long been recognized as a 

need, especially by those organizations that deal with con-

trolled vocabularies. Some prominent examples are the Library 

of Congress Subject Headings (LCSH) [14] and the Food and 

Agriculture Organization Thesaurus2 (AGROVOC). 

In their initial format, both the Maths and the Medicine The-

saurus are expressed in XML syntax and follow the structure 

of any usual subject thesaurus, as defined by ISO 2788 [7]: 

they make use of hierarchical (<BT>, <NT>, <MT>), associa-

tive (<RT>) and equivalence (<UF>) relations. In addition, for 

each term in Greek, its English translation is provided (<ET>), 

as well as its correspondence to the Dewey Decimal Classifica-

tion system (<dewey>).  

To achieve the SKOS transformation, we implemented a 

mapping of the XML elements to SKOS notions, as shown in 

Table 2. As a result, we took the SKOS version of these two 

thesauri, which is in alignment with what SKOS specification 

defines.  

 
1 http://www.ekt.gr/en/ 
2http://aims.fao.org/vest-registry/vocabularies/agrovoc-multilingual-

agricultural-thesaurus 

Table 2 Mapping to SKOS elements 

XML ele-

ment 
Function SKOS notion 

<TERM> The described term <skos:Concept> 

<USER> Thesaurus’ owner - 

<CONTEXT> Term’s label <skos:prefLabel lang="el"> 

<MT> Microthesauri term <skos:broaderTransitive> 

<ET> English translation <skos:prefLabel lang="en"> 

<ET> 
Alternative English 

translation 
<skos:altLabel lang="en"> 

<BT> Broader term <skos:broader> 

<NT> Narrower term <skos:narrower> 

<RT> Related term <skos:related> 

<UF> 
Opposite of the Used 

Instead (USE) term 
<skos:altLabel lang="el"> 

<SN> A short description <skos:definition> 

<DEWEY> 

A number indicating 

the correspondence to 

Dewey system 

<skos:notation> 

   

A snippet of a SKOS concept – belonging to the resulting 

SKOS version of the Medicine Thesaurus – can be seen in Fig. 

3. 

<skos:Concept rdf:about="http://ekt.example.org/vocab/ "> pediatrics

<skos:prefLabel xml:lang="en">pediatrics</skos:prefLabel> 

<skos:prefLabel xml:lang="el">παιδιατρική</skos:prefLabel> 

<skos:inScheme rdf:resource="http://duth.example.org/vocab"/> 

<skos:broaderTransitive rdf:resource="http://ekt.example.org/vocab/ 

"/> medical_sciences

<skos:broader rdf:resource="http://ekt.example.org/vocab/ "/> medicine

<skos:related rdf:resource="http://ekt.example.org/vocab/ "/> child_psychiatry

<skos:related rdf:resource="http://ekt.example.org/vocab/ "/> children

<skos:notation rdf:datatype="http://dewey.info/schema-terms/Notation">     

618.92</skos:Notation> 

</skos:Concept>  

Fig. 3 SKOS representation of concept ‘pediatrics’ 

IV. DEPLOYMENT ON WEBPROTEGE 

WebProtégé is a free and opensource lightweight ontology 

editor and knowledge acquisition tool for the Web. WebProté-

gé allows users to create, upload, share and collaboratively 

edit ontologies expressed in OWL. In its current version, it is 

underpinned by the OWL API [6], it provides full support for 

OWL 2 ontologies, and comes with a simplified user interface, 

suitable for users with different levels of ontology expertise.  

Two major features of WebProtégé that render it an appro-

priate tool for collaboratively deploying SKOS thesauri and 

ontologies and publishing them to the Web are the following: 

Configurable user interface: The WebProtégé user interface is 

built as a portal, composed of tabs and portlets that provide 

independent pieces of functionality. Users can personalize UI 

layout, removing tabs or portlets that are not useful in their 

projects or adding other ones. Overall, the user interface can 

be configured to reflect users’ OWL expertise and satisfy their 

projects’ specific requirements. 

Collaboration support: WebProtégé allows users to track 

changes and choose to watch entities or even whole hierarchies 
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of entities (branches), with the possibility to receive e-mail 

notifications on them. They can also have contextualized 

threaded discussions and notes attached to selected entities in 

the ontology. In addition, through an extensible access policy 

mechanism, users can define who may view or edit an ontolo-

gy. Finally, it is possible to generate statistics of the ontology-

development process. 

In addition to these features, we implemented some addi-

tional facilities for WebProtégé with the intention to further 

enhance user’s interaction with this tool and make it more 

convenient for editing and publishing LO ontologies and 

SKOS thesauri. More specifically: 

(1) An extra column, displaying the ontology’s download link, 

has been added in the project view list of the WebProtégé 

home page. This link offers an explicit view of the ID that 

WebProtégé assigns to its projects. Additionally, it gives 

direct access to the corresponding WebProtégé project (on-

tology) and it is appropriate for use with OWL imports 

declarations. 

(2) The possibility to change the default namespace for created 

projects has been added. In WebProtégé this namespace is 

by default set to http://webprotege.standford.edu/, a value 

that is not always desirable by project administrators. The 

new, implemented feature has been incorporated as an ad-

ditional property option to the WebProtégé properties file 

and allows system administrators to customize a priori their 

projects’ IRI prefix, based on their institutions’ needs.  

(3) Similarly, another property, specifying the desired IRI 

suffix for each newly created entity, has been added to the 

same file. By setting this property, administrators can by-

pass system’s default configuration, which is determined to 

use a randomly produced Universally Unique Identifier 

(UUID) [9] for this purpose. Now, as an alternative, they 

can predefine to use the entity’s label (name) instead.  

Although WebProtégé bears features that significantly sim-

plify its usage, it is a tool – and not a human expert – that can’t 

vouch for the semantic and structural correctness of the ontol-

ogies under development. Although such kind of mistakes can 

be eliminated using WebProtégé collaborative features, the 

final result is always up to the ontology expert’s familiarity 

with OWL.  

In an attempt to address this concern, we provide WebPro-

tégé users with ‘empty’ templates, meant to be used as the 

basis for the creation of thesauri and LO ontologies. In this 

way an ontology expert, instead of creating a project from 

scratch, is encouraged to start by uploading the appropriate 

template. In particular, we implement a thesaurus template that 

imports the SKOS vocabulary and is used for the deployment 

of thematic thesauri, and a LO Ontology template that imports 

the LO ontology schema and leads to the creation of LO ontol-

ogies. The advantage of this approach is that users start build-

ing their projects having already at their disposal all necessary 

SKOS- or LO-specific classes and properties. As a result, they 

can eliminate common mistakes when building semantic corre-

lations among entities. In addition, the process of editing an 

ontology becomes easier, given that allowable fillers for each 

class are known a priori and become available through the 

autocomplete feature of WebProtégé. The suggested procedure 

workflows for deploying thesauri or LO specific projects in 

WebProtégé are depicted in Fig. 4.  

 

owl:imports Creation of a new 
Thesaurus

Upload to
WebProtégé

SKOS Thesaurus

-----------------------
-----------------------
-----------------------

owl:imports Creation of a new 
LO Ontology 

Upload to
WebProtégé

LO Ontology

-----------------------
-----------------------
-----------------------

LearningObj
ect

keyword Interactivity type

Interactiv
ityType

Contributor

Contribut
or

biology

Empty
Thesaurus Schema

-----------------------
-----------------------

<namespace>

Empty 
LO Ontology Schema

-----------------------
-----------------------

<namespace>

 

Fig. 4 Suggested procedure workflow for building a new thesaurus or 

a LO ontology in WebProtégé 

V. AN EXAMPLE 

In what follows we present an example of a LO instance, 

characterized using our LO metadata schema. This instance is 

part of a LO ontology that has been developed for semantically 

describing educational resources in the field of Medicine. The 

resulting ontology has been published through the WebProtégé 

editor.  

The set of technical and educational characteristics of the 

selected LO, expressed through a set of object and datatype 

properties, can be seen in Fig. 5.  

 

Fig. 5 A snippet of a LO instance in WebProtégé 

 

It is important to note that the keyword field of every LO 

has been filled using SKOS concepts coming from our Medi-
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cine Thesaurus. Hence, for every LO instance captured in the 

ontology, the corresponding object property keyword has been 

assigned to an existing skos:Concept individual. This alterna-

tive for expressing a LO’s subject – instead of using a mere 

text keyword – can lead to improved interoperability and ad-

vanced retrieval capabilities. For example, resources with 

content characterized by related, narrower or broader in 

meaning concepts (and captured through the corresponding 

SKOS properties) can also be retrieved.  

Finally, through this example, it becomes evident how 

through its identifier property, the LO instance acquires a re-

solvable, unique identifier that provides direct access to the 

actual resource’s location.   

VI. CONCLUSIONS AND FUTURE WORK 

Semantification of LO metadata can help towards having 

machine understandable descriptions of learning objects as 

well as facilitating cross-platform semantic interoperability. 

Starting from a LOM-based metadata profile, we have shown 

how to create a LO Ontology Schema and how this can be 

populated in order to yield semantically-enhanced descriptions 

of learning resources for various domains.  

This Ontology Schema is further enhanced by the fact that it 

is possible to integrate with other ontologies, namely ones 

providing organization of thematic terminologies or thesauri. 

To foster the potential of such an approach, thesauri are ex-

pressed in SKOS format. The transformation of thesauri into 

SKOS is adopted by many institutions worldwide, recognizing 

the need to increase LOs discoverability among heterogeneous 

educational repositories and dissemination of knowledge.   

We have demonstrated the use of WebProtégé as an envi-

ronment suitable for the whole ontology lifecycle, from design 

to publishing, maintenance, administration and reuse. Our 

implemented additions on top of the system only make it more 

useful and convenient for this purpose.  

The systematic creation and development of learning object 

ontologies of variable granularity (e.g., thematic-, course- 

oriented or other) following the LO Ontology Schema and 

using WebProtégé can provide educational institutions with a 

simple yet powerful tool for exposing their LO collections 

publicly. Indeed, a university or library can for example utilize 

the infrastructure presented in this paper in order to establish 

its own Learning Object Repository (LOR).  In addition, it can 

be used as an entry point into the Web of Linked and Open 

Data (LOD), given the integration capabilities of the schema 

with SKOS or other external ontologies and datasets, while at 

the same time maintaining the original context and provision-

ing information of learning material. 

As future work, semantic aware applications can be devel-

oped, that consume ontologies available through this infra-

structure in various ways. For example, the thesauri we devel-

oped and maintain can seed a query expansion mechanism that 

searches and harvests external LORs, based on semantic 

matching and/or reasoning. Results from these queries can be 

integrated back into the LO ontologies or served to a Learning 

Management System, such as e-Class, so as to widen the scope 

of extracurricular learning material available to students.  
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Abstract— in the last years the number of data available to be used 

by Intelligent Systems increased significantly. The system have now 

to have capabilities of storing and processing huge amount of data in 

real-time. With this new reality arises the Big Data concept. Big Data 

is much more than a big number of records stored in a database. The 

data can be in three formats: structured, unstructured and semi-

structured. The number of Big Data solutions increase in the market, 

however it is difficult to understand which type of solutions are able to 

achieve a set of essential features: Data Integration, Data 

Visualization, Real-Data Analytics, Interactive Search, Text 

Analytics, Real-Time and Batch Processing. In order to help the 

researchers and professionals to have a better comprehension of the 

vendor’s solutions and to make a better choice about what is the better 

solution to their Intelligent System / applications a comparative study 

was made. This paper present the study made and the results achieved 

by comparing a set of Big Data solution.  

 

Keywords—Big Data, Intelligent Systems, Applications, 

Solutions, Benchmarking.  

I. INTRODUCTION 

HE technological evolution and consequent increased of 

dependence of society and organizations has led, in recent 

years, the exorbitant growth in the volume and variety of 

existing data. The McKinsey Global Institute estimates that the 

volume of data grow 40% per year and between 2009 and 2020 

this growth will be 44 more time [1]. Every two years, the 

volume in all world doubles and in 2015 it will reach 

(approximately) 7.9 zeta bytes [1]. At the same time, market 

evolution requires organizations with the ability to find new 

ways to improve their products / services; satisfy their 

customers; prevent some prejudicial situations and finally, 

avoid the increased costs to achieve these goals. 

The Big Data comes in large force, not only by the ability to 

process high-speed massive amounts and variety of data, but  
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also their ability to provide value to organizations who wants 

include Big Data in decision-making process.  

The relevance of the use of Big Data by organizations of the 

most diverse sectors and the way how implement a solution Big 

Data is something that still raises questions and discussion. 

Since the appearance of the Big Data buzzword some 

companies made its own solutions to solve their problem with 

complexity and volume. The success of these solutions sells Big 

Data as something very useful and unique. Nowadays 

companies are invaded by a lot of ideas, tools by all kind of 

suppliers.  

For that reason, this paper tries to make a study of the main 

solution and vendors in this area. The paper display and 

categorize this panel of technologies with the purpose of 

simplify the choice. This papers presents the results achieved 

after a study made with the goal to find Big Data Solutions and 

consequently understand their features and capabilities.  

Considering the amount of emerging technologies it is 

provided an overview of the existing technologies divided by 

Big Vendors (SW/HW, Cloud Deployment options) and Open 

Source solutions. The solutions offered by each one different 

and the vendors try to create connected in order to include open-

source features. With this work is expected helping the 

decision-makers to choose the best Big Data solution without 

any efforts in looking for information and in understanding their 

main differences and values. 

This paper is divided in five section. Behinds a paper 

introduction it is background where the main concept: Big Data 

and some of their features and technologies are addressed. 

Section three make an overview of Big Data solutions have in 

considerations three vectors (Commercial, Cloud and Open-

Source). Then in section four it is made a summary of the results 

achieved during this benchmarking study. In this section the 

solutions were compared in two groups: technologies and 

commercial solutions. Finally a brief conclusion and future 

work are presented. 

II. BACKGROUND 

Big Data is a “Dataset whose size and complexity is beyond 

the ability of conventional tools of manage, store and analyze 

data”[2]. Big Data can be seen as a set of technologies capable 

of store, process and get value from several sources and formats 

of data in real-time. 

Sridhar [3] considered five V’s as the core of Big Data. From 

Big Data solutions to support Intelligent 

Systems and Applications 
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the five the three with most impact are Volume, Variety, and 

Velocity. Veracity and Value are also important for Big Data 

but they are not exclusive for the new way to process data. In 

fact, to guarantee the Veracity and Value of data for the 

business is something that already is done in Business 

Intelligence infrastructures. 

Therefore, these three V’s can be defined as:  

• Velocity - Data is generated, collected and processed 

very quickly. We fly from Batch to Real-Time and 

data streaming; 

• Variety - Data format and sources are more diverse, 

much less concerned with schema or rules. Data could 

be collected from enterprise data warehouses, 

machines, web pages, etc. Structured, semi-structured 

or unstructured are processed as well; 

• Volume - Refers to large amount s of data generated 

and collected every day. We jump from TB to PB 

measure. 

As one of the most suitable technologies to storing and 

management big Data arises Hadoop. 

Hadoop is an implementation in Java and Open Source of 

distributed computing used for the processing and storage of 

data in large scale by dividing workloads across three, five, or 

thousands of servers. It is designed to scale up from single 

servers to thousands of machines, each offering local 

computation and storage.  

Companies seek deeper insights from the massive amount of 

structured, unstructured, semi-structured, and binary data at 

their disposal in order to dramatically improve business 

outcomes. Hadoop can help by: 

• Capturing and storing all data for all business 

functions 

• Supporting advanced analytics capabilities 

• Sharing customer data quickly and generously with all 

those who need it 

• Continuously accommodating greater data volumes 

and new data sources 

The growth of data volume and complexity leads to the 

necessity of complement Hadoop with adaptable tools as is for 

example: Common, Avro, MapReduce, HDFS, Pig, Hive, 

Hbase, ZooKeeper, Sqoop. 

Enterprises traditionally employ Information Technologies 

(IT) professionals with a package of expertise: implementation, 

customization, and system integration. However, Big Data 

deployments needs new specialist competencies – statistical 

and analytical – in addition to advanced IT/programming skills. 

Many IT executives view open source Big Data technologies, 

such as Hadoop, as immature or unstable and carrying 

significant security and retooling risks when compared to 

proprietary tools 

Big Data technologies enable detailed tracking and analyses 

of consumer profiles and behaviors, from non-traditional data 

sources such as social networking sites, mobile device 

applications, and sensors. This generates valuable business 

opportunities for more targeted/personalized services and cross 

selling. However, enterprises need to be cautious and ensure 

that this in-depth collection and mining of personal data does 

not result in privacy and compliance lapses. 

III. BIG DATA SOLUTIONS 

Since the appearance of the Big Data buzzword some 

companies made their own solutions to solve their problems 

with complexity and volume .The success of these solutions 

sells Big Data as something very useful and unique. Nowadays, 

companies are invaded by a lot of ideas and tools by all kind of 

suppliers. 

For that reason, this chapter tries to display and categorize 

this panel of technologies with the purpose of simplifying the 

choice. 

At this point, all the technologic offers are divided into 

Commercial, Cloud and Open-Source Tools. Some suppliers 

have their offers in commercial and open-source (sometimes 

free) distribution that justify their presence on both panels. 

Moreover, on both deployment options (Commercial, Open 

Source) a short summary of some technologies is provided. The 

Commercial section presents Big Data Solutions known as 

Massively Parallel Processing (MPP) tools. 

Finally, in the open source section we can find the summary 

of Analytic Open Source Tools. 

A. Commercial 

The commercial or vendor-provided software is a software 

tool with property rights. The software is designed for sales 

purposes and it satisfies commercial needs. It is the model 

where the software developed by a commercial entity is 

typically licensed for a fee to a customer (either directly or 

through channels) in object, binary or executable code [4]. 

To the costumers, this kind of offer is (usually) related as a 

higher quality, secure and trustworthy software. 

The Big Data Technology Panel (Fig. 1) exhibits commercial 

tools distributed in a Big Data Ecosystem that is composed by 

four big classes. 

 
Fig. 1 - Big Data Technology Panel adapted from [5, 6] 

 

Data Storage and Management: Technologies that have the 

capacity to store large volumes of different types of data. These 

technologies are also capable of managing and automating their 

process to maximize and improve the performance of their 

storage resources. The data storage can be in the Massively 

Parallel Relational Databases, Non-Relational Databases 

(NoSQL stores) and Distributed File Systems. 

Data Processing: Technologies that are known for collecting 

and manipulating data to produce meaningful outputs, suitable 
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to be analyzed. The process could be the Distributed Cluster 

Computing environment, the Massively Parallel Processing 

(MPP) and the In-memory and Specialized Computing. 

Analytics and Visualization: Technologies which are 

capable of providing to end-users the advanced mechanisms to 

explore analyze and present data in a pictorial or graphical 

format. In this class we found tools with Parallel Algorithms 

Implementations, SQL like high level querying languages, 

Social Monitoring and Analytics and a Big Data visualizations 

feature. 

Integration: Technologies well suited to combine data from 

different sources to give an integrated view of valuable data. 

This process embraces extraction, cleaning, transformation 

tasks. The existing offer consists of Extract Load Transform 

(ELT) tools and Optimized Big Data system connectors. 

B. Cloud 

Cloud Computing it is another theme that is on top of the 

organizations’ minds. As a delivery model for IT services, 

cloud computing has the potential to enhance business agility 

and productivity while enabling greater efficiencies and 

reducing costs [7].  

Although Cloud Computing is in an evolution process, it 

continues to mature and a growing number of enterprises are 

building efficient and agile cloud environments, as cloud 

providers continue to expand service offerings.  

To manage Big Data challenges like flexibility, scalability 

and cost to data access, the clouds are already deployed on pools 

of servers, storage and networking resources and they can scale 

up or down according to the needs.  

Cloud computing offers a cost-effective way to support big 

data technologies and the advanced analytics applications that 

can drive business value. 

It will take a while for organizations to see the cloud as valid, 

secure and completely prepared for their needs. 

As presented in the cloud vendor map (Fig. 2), there is a wide 

variety of cloud computing service models to provide storage, 

management and processing for Big Data. Organizations can 

leverage SaaS, PaaS or IaaS solutions depending on the needs 
[5]. 

 

 
Fig. 2 - Prominent Cloud Vendors providing Big Data Solutions 

retrieved from [5] 

C. Open Source 

Open Source is a kind of offer defined as source code which 

must be available for everyone and all modifications made by 

its user can also be returned to the community.  

These technologies are not necessarily free. Anyone who 

wants to sell an open source program, can make it however, its 

prices will be low whereas the development to achieve new 

markets will be fast. 

Similar to the earlier sections of this chapter, we provide an 

open source technologies panel (Fig. 3) that is supplied by 

“native” open source companies or by renowned Big Vendors 

who provide some tools in an Open Source Model. 

 
Fig. 3 - Open Source Big Data Technologies Panel retrieved from [8] 

 

Although commercial software is usually related to higher 

quality and trustworthy software, Open Source Software has 

attracted substantial attention in the last years [4]. 

The same happens with cloud solutions, they represent an 

attractive path when we talk about resource costs but they still 

have not won the trust of the companies, in terms of the 

information systems security. 

Organizations must evaluate these three options with the 

purpose of finding the one that best fits their commercial needs.  

Be it commercial or open source tools, deployed in a cluster, 

cloud or appliance, the organizations must take into 

consideration the costs of acquisition, implementation, 

maintenance, upgrading and, also, the flexibility of the 

architecture to integrate other tools with different natures. 

Finally, the security that truly depends just as much on how 

well the software is deployed, configured, updated and 

maintained, including product vulnerabilities discovered and 

solved through appropriate and timely updates  

IV. COMPARATIVE SUMMARY 

Once the investment in a Big Data project is approved and 

finally gathered the information about the market offers, 

organizations must choose the best solutions that better fits their 

needs. The large number of options makes it hard for 

organizations to decide what is best and why. This happens 

because each Big Data supplier sells its solution as the best one, 
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the most feasible, robust and scalable, amongst other features, 

and the organizations cannot base their decisions solely on the 

kind type of characteristics.  

Nowadays, sharing information about it, it is the best 

“counseling”. Tools trial reports, vendor surveys and white 

papers, benchmark reports from specialists and the opinion of 

non-professionals (from the social media), these are the best 

sources to sustain our decisions. More available information 

simplifies the choice. 

A. Analytic Open Source Tools 

The table Analytic Open Source Tools (Table 1) describes 

some of the most used technologies presented in the panel (fig. 

3). For now the table focuses only on the analytic tools because 

they are best known and easily accepted by companies.  

This study was made having in consideration the type of 

features of each one has.  

 
Table 1 - A. Analytic Open Source Tools - Summary 

Key Tools Summary Features 

Knime 

Data analytics platform that allows you to perform 

sophisticated statistics and data mining on your 

data to analyze trends and predict potential results. 
Its visual workbench combines data access, data 

transformation, initial investigation, powerful 

predictive analytics and visualization 
The open integration platform offers over 1.000 

modules. KNIME1 is also the open source data 

analytics platform. 

Data 

Integration 

 

Data 

Mining 

WEKA 

WEKA stands for “Waikato Environment for 
Knowledge Analysis” and it is a collection of 

machine-learning algorithms in order to solve data 

mining problems. 
It is written in Java and thus runs on almost any 

modern computing platform. It supports different 

data mining tasks such as clustering, data pre-
processing, regression, classification, feature 

selection as well as visualization [8].  

Data 

Mining 

Rapid 

Miner 

RapidMiner offers data integration and analysis, 
analytical ETL and reporting combined in a 

community edition or enterprise edition. It comes 

with a graphical user interface for designing 
analysis processes.  

The solution offers a metadata transformation, 

which allows inspecting for errors during design 
time [8]. 

Data 

Integration 

 

Data 

Mining 

Talend 

Open source software developed by Talend has 

developed several big data software solutions, 

including Talend Open Studio for Big Data, which 
is a data integration tool supporting Hadoop, 

HDFS, Hive, Hbase and Pig.  

The objective is to improve the efficiency of data 
integration job design through a graphical 

development environment. Next to open source 

tools, Talend also sells other commercial products 
[8]. 

Data 

Integration 

Jaspersoft 

• Jaspersoft has developed several open source 

tools, among others a Reporting and Analytics 

server, which is a standalone and embeddable 
reporting server.  

• The Open Source Java Reporting Library is a 

reporting engine that can analyze any kind of data 

and produce reports in any format.  
• Jaspersoft ETL offers a data integration engine, 

powered by Talend. They claim it is the world’s 

most used business intelligence software. 

Data 

Integration 

 
1 http://www.knime.org/knime 

B. Big Vendor Solutions - Summary  

Therefore, Table 2 presents a short summary and an objective 

comparison of the most popular vendors, in terms of their 

offers, hardware appliance and Connectors.  

 
Table 2 - Big Vendor Solutions - Summary 

Key 

Vendors 

Offers Hardware Appliance Connectors 

EMC 

Greenplum 

MPP Database 
Hadoop 

distribution 

Chorus – search, 
explore, 

visualize, 

analyze 
Command Center 

Optional- Greenplum 
Data Computing 

Appliance (DCA)- single 

rack expandable in 
quarter rack increments 

up to 12 racks) 

Optional – gNet 
connector 

Connects to most 
traditional EDWs 

and BI / analytics 

applications 
(SAS, 

MicroStrategy, 

Pentaho) 

IBM 

Netezza 

IBM Netezza 

DW Appliance 
IBM Netezza 

Analytics 

S-Blade servers contain 

multi-core Intel CPUs and 
IBM Netezza’s unique 

multi-engineFPGAs. 

Configuration in single 
and multiple racks 

Data Integration 

with most IBM 
and 3rd party 

solutions. 

Working with 
Cloudera to bring 

in Hadoop 

connectivity 

Oracle 

Exadata 

Oracle Exadata 
Database 

Machine 

InfiniBand High 
Speed 

Connectivity 

Oracle Data 
Integrator 

Exadata Storage Server 
X2-2 

Exadata Database 

Machine X2-2 
Exadata Storage 

Expansion Racks 

Exadata X2-2 Memory 
Expansion 

Data Integration 
with Hadoop, 

NoSQL and 

other relational 
database sources. 

Special 

Integration to R. 
Connectivity to 

3rd party 

solutions. include 
Cloudera Hadoop 

distribution and 

management 
software 

Teradata Aster Database 

5.0 with SQL-
MapReduce 

Teradata 

Database 14 
Hadoop 

Integrator 

Aster MapReduce 

Appliance 
Active Enterprise Data 

Warehouse 

Extreme Performance 
Appliance 

Data Warehouse 

Appliance 
Extreme Data Appliance 

Data Mart Appliance 

Data Integration 

with Hadoop, 
NoSQL and 

other relational 

database sources. 
Special 

Integration to 

SAS. 
Connectivity to 

3rd party 

solutions. 

Cloudera Hadoop platform 

distribution 

(CDH) 

Data Integrator 

Automated 

Cluster 
Management 

Search, explore, 

visualize and 
analyze engines 

Web applications 

that enable you 
to interact with a 

CDH 

cluster(HUE) 

CDH (Cloudera’s 

Distribution including 

Apache Hadoop) 

Cloudera Express 

Cloudera Ent 

Data Integration 

with Hadoop, 

NoSQL and 

other relational 

database sources. 

Connectivity to 
3rd party 

solutions. 

Connectors for 
Netezza, 

Teradata,Tableu, 

Microstrategy 
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C. Big Data Commercial Evaluation  

This evaluation had in consideration most of the important 

features in Big Data:  

Data Integration: Allow a quick and easy integration of 

multiple data sources (unstructured, semi-structured and 

structured). At same time it allows organizations to execute data 

analytics tasks with data virtualization. 

Data Visualization: Is the way of the information 

(knowledge) is displayed and make available. Solutions with 

this features allow not only the data preparation but also has a 

data visualization shape in order to present the information 

stored. 

Big Data Analytics: Allow to analyze large data sets 

containing a variety of data types. Enables organizations to 

analyze a mix of structured, semi-structured and unstructured 

data in search of new knowledge and valuable business 

information. 

Interactive Search: Allow an easy way to execute queries 

by searching particular data / information that the “user” wants 

(making for example data comparison and if available drill-

down and roll-up). Sometimes this type of features has 

associated information retrieval algorithms. 

Text Analytics: Capability to transforms free-form text 

documents into a chosen intermediate form and deduces 

patterns on knowledge from the intermediate form. 

Real Time: This is a required feature to the Intelligent 

Systems [9]. It means that a system is able to execute the main 

tasks in real-time in order to support Data Processing, Data 

Integration, Data Mining and Data Visualization. 

Batch Processing: Also known as intelligent agents [10, 11] 

it is the execution of a set of tasks (e.g. data processing) on a 

system without manual intervention. 

Table 3 - Big Vendor Solutions - Evaluation 

Features IBM Oracle EMC Teradata Cloudera  

Data Integration           

Data Visualization         

Big Data Analytics        

Interactive Search          

Text Analytics       

Real-Time           

Batch processing           

After analyzing table 3 is easy to understand that there are 

three essential features for all vendors: Data Integration, Real-

Time and Batch processing. From the five vendors evaluated 

only the IBM has all the features presented in their solution. 

Following the features list appears Teradata and EMC. The fact 

of IBM arises in first place does not means that IBM is the best 

solution (the decision-makers should to choose their solution 

according to project requirements). Actually it is possible 

combining solutions in order to achieve a better result. For 

example if the decision-maker prefers working with Teradata 

can combine it with a tool presented in table 1 / figure 3 in order 

to have the same features than IBM or even better. 

 

V. CONCLUSION 

Being real-time and batch processing two required features 

to deploy an Intelligent System or application all the vendors 

are able to support this deployment. However the vendor should 

be chosen in accordance to the project requirements. After 

choose a Big Data architecture, they can choose an Analytic 

Open Source Tool in order to support the data analysis process. 

Table 2 helps the decision-makers to have a better 

understanding of which vendor is more suitable for their 

project. This study allows to have a better understanding about 

which are the main features of each vendor / solution. 

One of the main goals of this paper is to avoid the researcher 

effort in searching for Big Data solutions to support their 

system. By reading this paper they can know what are the main 

open-source technologies and vendors. They also can know 

what the key vendors offer and what is the hardware appliance 

and the connectors provided by each. 

In the future two studies: Commercial vs Open Source and 

Appliance vs Cluster will be performed with the goal to display 

the pros and cons of each solution. Then a Big Data architecture 

will be designed taken in considerations the studies results. 
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Abstract: The core feature of Autonomic Software Systems 
is its self-healing and self-learning behaviour. Autonomic 
Software systems are capable of managing their behaviour 
and resources automatically to accomplish a given goal, 
despite changes in the environmental conditions. The 
responses to the environmental changes are achieved by self 
healing. The self-healing and learning can be achieved using 
runtime decision making in Autonomic Oriented Production 
systems. There is a great need for a robust framework for 
developing decision making frameworks for Autonomic 
software systems. In this paper we proposed a generic 
framework for these systems, based on system’s previous 
knowledge and learning.  
 
Keywords: Autonomic System, Self-Healing, Intelligent 
techniques, Framework for Autonomic 

I. INTRODUCTION 
arge IT organisations are facing a challenge due 
to high rate of growth in IT systems and 
applications. Due to this, a high percentage of 

their budget goes to manage these heterogeneous and 
complex IT systems. There is a strong need for such 
systems which can manage itself against the 
unforeseen problems to cut down the operational cost. 
The self–management [1] feature of Autonomic 
Computing [2] aims to manage (fault detection, 
diagnose, and repair) complex IT environment at a 
lower cost to help large organisations. Development, 
operation and maintenance of self-managing systems 
are extremely challenging. Autonomic computing is 
still evolving and proven framework and standards for 
developing autonomic system is still a research area. 
Systems designed to be self-healing [3] should be able 
to heal themselves at runtime in response to changing 
environmental or operational circumstances. There 
can be several methods to achieve the self-healing 
feature in the distributed and complex IT system. In 
absence of a generic framework, applications or 
systems are customized as per need without any 
standardization. Therefore, there is great need for a 
generic and standard framework for developing and 
managing self healing Autonomic. 
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The standard framework will help future 
implementation to be done using component based 
model where the autonomic components can be 
chosen from various vendors and also help IT 
organisations to have plug and play feature to manage 
their distributed and complex IT infrastructure.  In 
this paper we propose a generic framework for 
developing self healing Autonomic systems. This 
framework may be used to develop future autonomic 
systems for complex IT software and may be based on 
cognitive learning and other soft computing 
techniques. 

II. RELATED WORK 
There was study done by Darius Plikyans on self-
organization system and suggested a model 
OSIMAS[21] (oscillation-based multi-agent system) 
based on self-organization behavior. The vision for 
self healing in autonomic computing was the basis for 
several research activities in the past years in both 
industry and academia.  Many approaches extend the 
traditional software design, proposing component-
based models with dynamic configuration or 
autonomic capabilities. 

A. Unity Project  
Unity is a research project, carried out at IBM’s 
Thomas J. Watson Research Center, that  explored 
some of the behaviours and relationships that allowed 
complex computing systems to self-manage [10] 
having its four basic self -CHOP (configure, healing, 
optimise and protecting) properties. The four principal 
aspects examined with the Unity prototype 
environment are (i) the overall architecture of the 
system, (ii) the role of utility functions in decision 
making within the system, (iii) the way the system 
uses the goal-driven assembly to self-configure, and 
(iv) the design patterns that enable self-healing within 
the system. The IBM Autonomic Computing Toolkit 
is designed for users who want to learn, adapt, and 
develop autonomic behaviour in their products and 
systems using recommended tools, technologies, and 
scenarios. The autonomic tools and scenarios can be 
grouped into three main categories: (i) problem 
determination, (ii) solution installation and 
deployment, and (iii) integrated solutions [11]. 

B. KX Project 
The goal of the KX Project, led by Kaiser [12], was to 
inject autonomic computing technology into legacy 
software systems without any need to understand or 
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modify the code of the existing system. The project 
designed a meta-architecture implemented as an 
active middleware infrastructure to add autonomic 
services explicitly via an attached feedback loop that 
provided continuous monitoring along with a 
capability to reconfiguration or repair if required. The 
lightweight design and separation of concerns enable 
easy adoption of the entire infrastructure and also 
allows the consumption of an individual component. 

C. Rainbow Project 
The Rainbow Project, led by Garlan, investigated the 
use of software architectural models at runtime as the 
basis for reflection and dynamic adaptation [13], [14]. 
The project aimed to provide reduced user 
intervention while adopting new the configuration 
/system changes to make the overall system up and 
running to meet the quality goals. Project also aimed 
to improve the dependability of changes, and support 
a new breed of systems that can modify itself in 
response to dynamic changes in the environment. 
There was another sub project DiscoTect was 
developed to produce architectural views by 
observing the running system [15]. This helped in 
overall analysis of Rainbow project. 

D. AutoMate Project 
Project AutoMate investigated autonomic solutions 
that are inspired by biological systems and deals with 
similar challenges of highly complex system that are 
dynamic and heterogeneous in nature. Project 
AutoMate aimed at developing conceptual models and 
implementation architectures that can enable the 
development and execution of such self-managing 
Grid applications. The overall objective of the 
AutoMate Project is to investigate key technologies to 
enable the development of autonomic grid 
applications that are context aware and capable of 
basic autonomic properties [16], [17]. The project 
investigated the programming models and 
frameworks used in autonomic applications.  It 
implemented autonomic component management 
comprising CHOP properties to optimize resource 
utilization and application performance in situations 
where computational characteristics and/or resource 
characteristics may change. 

III. SELF HEALING USING RUNTIME DECISION MAKER 
A blueprint for self-managing systems has been 
proposed in ‘The Vision of Autonomic Computing’ 
[1]. A self-healing system is split into an Autonomic 
Manager and a Managed System [2]. The autonomic 
manager utilises the self-healing logic by 
implementing a MAPE-K(Monitor /Analyze /Plan 
/Execute and Knowledge) [1] feedback loop that 
controls the managed system through 
Sensors and Effectors. Sensors are subject to perform 
continuous monitoring. They accept input from the 
environment through managed resource touch points. 
It provides its output to the monitor routine that can 

collect information for proceeding to other levels. 
Effectors are self-adjustors. They provide appropriate 
response corresponding to the sensor state and thus 
the knowledge acquired. 
 
Other relevant work includes the DARPA-funded 
Dynamic Assembly for System Adaptability, 
Dependability, and Assurance (DASADA) initiative 
[8]. Here the focus is on software engineering 
concerns including; a generative programming model 
for finer-grained dynamic and predictable software 
adaptation. Using an architecture-driven approach 
incorporating exploration and estimation enables the 
software to interact with the executing system and 
collect raw measurement data for translation into 
suitable metric information for error recovery through 
adaptation. 
 
The MAPE-K blueprint is the basic principle of our 
framework that utilise the runtime decision maker in 
conjunction. 
 
In today’s complex and distributed IT systems, 
availability has become top priority aspect and 
autonomic computing using self-healing helps to 
maintain availability at lowers costs. Apart from 
availability in complete solution. Each organisation 
wants to adopt ACME (Availability, Changeability, 
Maintainability and Evolutionary Growth) at low cost. 
To achieve ACME for self healing systems; it is very 
important to detect the root cause of the failure so that 
an appropriate corrective action can be taken to fix the 
problem. The quicker and correct identification of the 
issue will help the autonomic system to recover from 
that situation. The traditional approaches for error 
detections [4] can be used identify the cause which 
may fall under one of the category  such as Syntactic 
faults, Semantic faults, Service faults, Communication 
/ interaction faults and Exceptions [5]. Traditionally 
based on the fault outcome a manual intervention is 
required. In many cases the fix may require a 
code/configuration change which will follow a very 
tedious process of validation and verification before it 
can be implemented in the Production systems. To 
make systems highly available the runtime decision 
maker can help systems to get the required resolution 
in Production system itself. The resolution may be a 
configuration change or can be an auto generated code 
which can fix the issue.  
The runtime decision maker [4] can identify a suitable 
resolution to be implemented during runtime to heal 
the system from internal and external failures. Run-
time decision maker [4] will make use of pattern 
training, cognitive learning and artificial intelligence 
to correctly identify a resolution based on the past 
experience.  
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Figure 1: High Level view of Decision Maker [4] 

 
Runtime decision maker makes use of pre-configured 
rules, actions, domain data and suggested solution to 
implement the correct solution. The validity and 
correctness of the implemented solution will always 
depend upon various aspect of system implementation 
such as decision tree templates, knowledge based 
discovery and correct fuzzy logic implementation for 
processing the actions.  

IV. PROPOSED SELF-HEALING FRAMEWORK 
The self-healing framework architecture is based on 
MAPE-K [1] [2], a recommendation, which is a 
collection of abstract components. There will be two 
parts of the application  

(i) the base application – Managed System 
(ii) the autonomic components for monitoring 

and self-healing – Autonomic Manager 

The proposed framework would be a combination of 
monitoring, detecting, recovery service along with 
decision execution engine based on rules and their 
actions. The following components are the 
recommendation parts of the self-healing framework: 

A. Monitoring Agent: 
The main job of Monitoring Agent (MA) will be to 
monitor the base/observed software system for any 
faults or abnormal behaviour. The proposed 
monitoring agent feature can be implemented based 
on Kieker Framework [8] recommendation that will 
allow continuous monitoring with very little 
overheads on the production system. The only 
restriction of this product is that it is restricted to Java 
objects but support for other environment such as 
.NET is under development. The MA component will 
facilitate to monitor and analyze the runtime 
behaviour of software systems. MA will monitor the 
behaviour, based on a pre-defined and configurable 
monitoring rule. 
 

 
Figure2: Framework for self-healing systems 

V. ERROR PROCESSOR 
Error Processor (EP) will receive an input from MA 
during runtime. Based on the input, EP will process 
the error messages into a standard XML format to 
standardise the error format from various input 
systems. EP will use configurable information to 
generate a proper error message which can be 
understood by the decision engine component of 
runtime decision maker [4]. The main job of the 
component will be to format and enrich the error 
message/code received from MA. The enrichment 
rules can read from a external database/property file 
to cater vast variety of systems. Error processor will 
be adding some more Meta information such as node 
name, timestamp and demographics information in 
case of distributed systems to the actual error. 

VI. RULE ENGINE PARSER 
Rule Engine (RE) Parser component will be 
responsible for parsing the rules stored in the system. 
These rules can be associated with monitoring, 
enrichment of error message or related to self-healing 
action. RE will be based on the rule parser 
configuration. While implementing a system that 
needs complex rule parsing only the parser 
component may need to be developed so that RE 
component can parse new set of rules to process the 
required information. RE will get most of its 
knowledge from the previously stored information in 
database. Each rule will have many to one mapping 
with Action which are also stored in the DB. There 
are number of existing rule engine exists such as Java 
Rule Engine API or any existing Business Process 
Execution Language (BPEL) can be customised for 
this kind of implementation. Soft Computing 
techniques like Fuzzy Logic, Artificial Neural 
Network may also be used to identify the best 
decision. An integrated bio-system modeling [22] can 
be referred in building a robust model which help 
handling complex situations that deals with greater 
uncertainties. Another framework on fuzzy system 
has been recommend in paper ‘A Fuzzy Systems 
Framework for Solving Real World Problems’[23] is 
very good reference implementing rule engine parser 
module. The cased based reasoning can be useful for 
solving many complex problem in real world IT 
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problems and it can be the basis for developing the 
overall system for rule engine parser to have robust 
autonomic system. 

VII. CAPTURE ERROR RESOLUTION: 
Capture Error (CE) Resolution component will be 
responsible for cognitive learning. This module will 
check of existing resolution so that an action can be 
taken to resolve the issue. The cases where desired 
rules and actions are not available and system needs 
human intervention for the correct resolution, the CE 
component will capture and store the rule and its 
action in database for future usage. This module will 
have complex mathematical implementation to match 
the exact solution for a given problem. For simple 
cases that can be resolved with IF THEN ELSE, 
simple API is suffice. This implementation will be 
based on natural language processing. In cases where 
engineer can update the system solution in natural 
language system should be to interpret it and work 
accordingly. The concept of Hierarchical temporal 
memory [18] can implement to build such system. 
The temporal memory based system can be trained 
first to accept and understand user commands and 
during recognition phase it will find out the best 
matching information so that based on that a correct 
action can be taken to resolve the error. 

VIII. RECOVERY AGENT 
Recovery Agent (AG) component will be responsible 
for downloading, installing, deployment and testing 
the fix before adding the change in production 
environment. This component/module will take inputs 
from monitoring capture error resolution. Based on 
the resolution state, this module will act on getting the 
correct components in the system. This will be 
analogous to Effecter [2].  

IX. EXECUTION ENGINE 
Execution Engine (EE) component will work as 
orchestrator for all other components mentioned for 
the self healing framework. This component will 
decide the flow of all the components in the system. It 
will be responsible to creating the action job queue 
that will be initiated by recovery agent module. This 
will keep track of all the running 
/completed/resumed/suspended actions. It should be 
able to help administrators to see the current action 
status so that they can take manual action if required 
in some special cases. 

X. ISSUES AND CHALLENGES 
Framework and designing of Autonomic Systems is a 
complex task and still a research area. The 
implementation of run time Decision Maker for 
Autonomic System can achieved using various 
Artificial Intelligence techniques. However, there are 
few issues and challenges: 

a) The RDM should be able to install and 
implement for unknown architecture and 
domains. For known system, the system will refer 
to existing rules, in case of new error scenario the 
system may not be trained enough to take the 
right decision. Also until the machine learning 
and intelligence mature the organisation may not 
take a risk to implement such system in 
Production environment. 

b) The cognitive learning [19] and natural language 
processing are still in its early stages and RDM 
will require a robust system that will learn and 
apply rules in dynamic complex IT environment. 

c) Another big challenge will be testing 
(validation/verification) [20] of RDM systems. It 
will be a complex task to create the testing 
environment and establish coordination among 
various components of Autonomic system that is 
using RDM system. The existing testing 
automation can execute test cases based on 
previous test cases and data. In case of run time 
implementation, system will require new test 
cases that can test the system thoroughly. This 
also require a mature technology implementation 
so that all test cases and their respective data can 
be generated in run time as well to make the 
system more robust and ready to be 
deployed/install in production systems. 

d) Still researchers are working on the Autonomic 
component standards. The un-availability of 
standards result into complex and difficult the 
component interrelationship.  

e) Achieving the optimisation and protection in 
running system is still a very difficult task. Also 
the run time decision maker need to make sure 
that code is not using a boiler plate which makes 
a lot of duplication for implementation. This can 
defeat the objective of optimisation. Also in the 
case of protection system can implement heuristic 
techniques but they will be based previous 
experience and may not help to make system 
fully protected from future errors completely. 

XI. CONCLUSION 
As we know that we are experiencing a huge 
exponential growth in IT systems both at servers and 
commodity machines. This has resulted into a 
complex IT infrastructure. In recent past the 
computing trend has shifted to commodity hardware 
and peer to peer processing but still for large IT 
organisation to keep the system up and running is still 
a challenge. We believe that introduction and 
implementation of run time decision maker 
framework may help the future IT system to be more 
robust and available to end user 99.99%. There are 
still open challenges in implementation a very robust 
artificial intelligent system. There is lot of research is 
being done in Artificial intelligence domain and this 
will surely help to achieve all the goals of run time 
decision make framework. 
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The realisation of the autonomic vision can be 
possible for industry and academia by leveraging the 
suggested framework by implementing it using widely 
used programming paradigm and tools. We are sure 
that in near future we will have a strong 
implementation available for this framework which 
will help IT organisations to operate on lesser costs 
with high availability. 
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Abstract— The article deals with an application of artificial 

intelligence on classification of attacks in IP telephony from data on 

honeypots. Data about attacks on these honeypots are collected on a 

centralized server and then classified in the neural network. The 

paper describes inner structure of used neural networks and also 

information about their implementation. The trained neural network 

is capable to classify the most common used VoIP attacks. Two 

approaches are investigated in this paper, the first one is based on 

MLP (Multilayer Perceptons) and the second one on SOM (Self-

organizing Maps).  With the proposed methods is possible to detect 

malicious behavior in a different part of networks and achieved 

results confirm applicability of the implemented approaches. 

 

Keywords— SIP attacks, classification, multilayer perceptron 

network, self-organizing maps, neural networks. 

I. INTRODUCTION 

HE main purpose of a honeypot is to simulate the real 

system and interact with anyone in the same way as the 

production system would. It watches the behavior of anyone 

who interacts with it [1]. Monitoring of VoIP infrastructure, 

IDS/IPS (Intrusion Detection/Prevention Systems) or 

honeypots application can detect these attacks and malicious 

activity in the network [2], [3], [4]. Some of these mechanisms 

can disrupt or mitigate certain types of attacks, but there is still 

much of remaining attacks, which can impact VoIP servers. 

The information about SIP attacks from a honeypot application 

brings valuable source of network attacks. However analysis of 

data from these honeypots, especially in large or divergent 

network, cause unwanted overhead for network administrators. 

This paper is organized as follows. In the chapter VoIP 

Honeypot we provide a close look on individual honeypot 

applications and its integration in honeypot cloud solution. In 
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the next chapter we propose our solution collecting data from 

honeypots. The core of the presented research is in following 

chapters where we discuss design of classifiers based on the 

artificial neural networks and achieved results.  

II. HONEYPOTS 

Running individual honeypot application on a single server 

brings valuable information. Exceeding numbers of running 

honeypots, especially if running in different networks on 

various geographic locations, causes unwanted overhead in 

data analysis. Without an automatic aggregation mechanism, 

this situation leads to decreasing profit from honeypot’s data. 

In previous work [5], we created a testing topology to 

measure DoS effectiveness and for further testing. It consisted 

of SIP proxy server, hacker’s PC and some endpoint devices. 

The Sipp programme was primarily used to simulate calls and 

to carry out SIP proxy stress tests. The application SIPp is an 

open source traffic generator that was designed specifically for 

testing purposes. Sipp is capable of simulation of both UAC 

and UAS and can also generate both signaling and media 

traffic. The DoS attack scenario with selected SIP methods 

was applied and from the load on server was obvious that the 

SIP server was affected by the DoS attack and the most 

efficient attack is based on method REGISTER and INVITE 

due to increasing computational complexity caused by the 

required authentication. As we acquired practical experience 

with threats in IP telephony [6], we decided to examine 

honeypots and their usability for detection of attacks [7], [8]. 

Honeypot applications log and monitor malicious activity. 

Nowadays exists many honeypot solutions emulating both 

single and multiple services. Because of our focus on IP 

telephony we decide to deploy suitable honeypots. Each 

honeypot emulate different aspects of network, its features are 

described below.  

A. Artemisa 

An Artemisa honeypot can be deployed in any VoIP 

infrastructure which uses a SIP protocol. The programme 

connects to SIP proxy with the extensions defined in a 

configuration file. The extensions should be within the range 

which is typically used for real accounts. The main purpose is 

to establish a better masking against the potential attackers. 

Artemisa itself does not simulate PBX but rather an active end 

point device. 

Modular system for gathering and classification 

of SIP attacks 

J. Safarik, M. Voznak, J. Slachta, L. Macura, F. Rezac and J. Rozhon 
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B. Kippo 

The second mentioned honeypot is based on different 

foundations. It is not VoIP oriented as Artemisa. It simulates a 

SSH server. When someone tries to connect to a server with a 

honeypot running on it, the twistd application redirects this 

user to the honeypot. This happens where the user IP address 

is not included in the list of permitted IP address. Once the 

connection with the honeypot is established, the attacker must 

enter correct username and password. Kippo logs every login 

attempt. Where the entered combination is valid, the intruder 

is granted access to a fake filesystem. Every command entered 

into the honeypot is logged and behaviour typical for a 

particular command is emulated (for the most common 

commands only). If the user tries to download something from 

the Internet, Kippo saves this file into a secure folder for 

further examination. All logs made by Kippo are saved in a 

MySQL database which facilitates the subsequent analysis. 

C. Dioanea 

Two previously mentioned honeypots were single service 

oriented ones. Dionaea belongs to a multi-service oriented 

honeypot which can simulate many services at a time. 

Typically are information from these multiple services only 

general but Dionaea serves only small number of them like 

SMB (Microsoft’s printers, files, serial ports sharing protocol), 

HTTP, FTP, TFTP, MSSQL (Microsoft SQL server), SIP 

protocols. Attackers abuse these protocols in most cases. 

Dionaea has also ability to save malicious content needed by 

hackers securely, but as a contrary to Kippo can also emulate 

code from these files. 

Describing features of all this protocols is beyond the scope 

of this paper and further features focus only on the SIP 

protocol. Dionaea works in a different way as Artemisa. There 

is no need for connecting to an external (or production) VoIP 

server. It simply waits for any SIP message and tries to answer 

it. It supports all SIP requests from RFC 3261 (REGISTER, 

INVITE, ACK, CANCEL, BYE, OPTIONS). Dionaea 

supports multiple SIP sessions and RTP audio streams (data 

from stream can be recorded). For better simulation of a real 

IP telephony system, it is possible to configure different user 

agent phone mimics with custom username, password 

combinations. There is functionality for a different pickup time 

on simulated phones via pickup delay feature. All traffic is 

monitored, and logs are saved in plain-text files and in sqlite 

database. 

D. Kojoney 

The Kojoney is a honeypot written in Python, licensed under 

GNU GPL and is not oriented directly focused on VoIP, this 

honeypot simulates the SSH server. Attackers are redirected to 

the honeypot and do not have possibility to communicate with 

a real system.The Kojoney is usually configured with many 

number of accounts and passwords increasing successful 

authentication of attackers. As attackers are logged on they 

enter commands and the honeypot is able to response with a 

predefined texts which can be easily configured in the 

Kojoney’s text module. All activity is saved in log files of the 

honeypot. These reports contain information on successful and 

unsuccessful login, all commands submitted within particular 

session and source IP addresses of attackers. 

III. DESIGN AND IMPLEMENTATION OF HONEYPOT CLOUD 

In order to collect data from honeypots we designed and 

implemented solution which includes two parts – client and 

server [9]. 

A. Client Part 

Client part of our honeypot image consists of several 

components, the crucial part is a honeypot application. Based 

on our previous experience [7] we decided to include only 

honeypot Dionaea in final image. The structure of client side is 

illustrated in Fig. 1. 

 

 
 

Fig. 1 Honeypot concept of client side. 

 

The honeypot supports logging information into a database, 

nevertheless we are collect information on honeypot directly 

from tcpdump as well. There is a data pump for data mining 

and information are gathered from these databases. 

Communication with server handles another part of application 

which we developed for honeypot image.  

Whole communication between client and server application 

is encrypted. This feature also brings a possibility to easily 

authenticate client nodes with certificates. Data gathered 

through data pump are converted into serialized objects. These 

objects are periodically sent to server for further operations 

and analysis.  

Our honeypot image is under intensive testing, on several 

universities and in home environments of employees as well, 

and practically ready for final deployment. There is pre-

configured firewall allowing only traffic specific for each 

honeypot application and internal client communication with 

server.  
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B. Server Structure 

Some features of server-side applications were already 

described in the previous section. Server's main task is 

collection of received data and their analysis. Due to this 

functionality is whole application implemented as a ROLAP 

(Relational online analytical processing) and the concept is 

depicted on Fig. 2.  Otherwise from a client (honeypot image), 

server is considered as enterprise application and not as an 

image.  Before ROLAP receives data from nodes and stores 

the data to database, several last steps are performed. Nodes 

send already cleaned and fixed data structures, so ROLAP can 

proceed to data transformation and integration according to 

data store scheme. All data are divided in two groups - on the 

dimensions (date and time, honeypot, locations, etc) and the 

facts. Data warehouse consists of a star or a constellation 

design. Internally run data store on the relational database. 

Built-in aggregation function ensure the aggregation of all 

stored data in groups by hours, days, months and years. This 

function is implemented for higher performance of database. 

The server also comprises a self-monitoring mechanism for 

logging important information like system logins and analysis 

of actions or failures. System log contains details information 

about each honeypot node outage.  

Each honeypot node must be activated and authorized 

before establishing a full connection between server and client. 

Node authentication is included in SSH tunnel assembly, and 

there is no other mechanism. After successful authentication 

and authorization start client periodical notification and data 

transfers. The gathered data from honeypot node are sent 

periodically each day. Server operates with data which are 

only one day old in the worst case. 

 

 
 

Fig. 3 Data analysis of collected data from honeypots. 

 
Fig. 2  Server side application structure. 

 

It is possible to change this interval to a minimum period of 

an hour. System contains a deactivation function for case of 

removing honeypot. 

Each attack detected on any honeypot is checked for source 

location. This feature works via IP address localization. 

System automatically downloads lists of IP address range for 

all states. Final file runs through parsing function and the 

system operates with information from RIR (regional Internet 

registry) databases only one day old.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Using IP address localization brings another information 

value to already collected information. Whole system is 
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controlled via built-in web user interface running on secured 

HTTPS protocol. Access to the system is protected with user 

accounts, in the future is planned implementation of other 

login options using Shibboleth or OpenID. 

A wireframe of web user interface, after user login, is 

depicted in Fig. 3. The design of the interface is involved as an 

intuitive for users enabling various data analysis. Last part of 

server side architecture is a VoIP attack classification engine 

which is still under development and we present our achieved 

results in next chapter. 

IV. THE PROPOSED CLASSIFICATION ENGINE 

The system consists of the server and distributed detector 

nodes. The architecture was described in a previous paper by 

the author [9] and [10]. All attack data from nodes is sent 

directly to the server, after successful authentication, server 

parses uploaded files and starts attack classification with an 

artificial neural network (ANN). 

The latest improvement on the server side is authentication 

and authorization handling, responsive design of user interface 

and sliding window correction for data aggregation. Each node 

simply cleans data from source application and upload them 

once per hour. The server is responsible for the aggregation. 

Therefore, it needs to merge attacks which prevail in two or 

more upload sets. Those attacks are related and must be 

classified together. The server aggregate attacks to groups by 

source IP addresses. Firstly check, if it receives the following 

packet from the same IP address. Used port or transport 

protocol can vary between connections, important is timestamp 

of each SIP message. If the message is delivered in less than 5 

minutes after the last message from a single source, it will 

belong to same aggregated group as the previous message. If 

the time extends 5 minutes, server creates new aggregated 

group. 

Both implemented ANNs mentioned in following sub-

chapters use input structure consisting of 10 parameters (also 

called  input  vector):  number  of connections in attack, all 

RFC 3261 SIP messages count, subscribe messages count, 

total SIP messages per connections ratio, attack duration. Final 

classification classes follow only real attacks detected on 

Dionaea honeypot. Those are call testing, registration attempts, 

DoS attacks, scanning, information gathering and fuzzing. 

A. Classifier based on MLP 

The classification engine uses multilayer perceptron 

network (MLP). MLP models the neural system of mammals 

with millions of interconnected cells in a complex 

arrangement. The MLP used for classification works with four 

layers of neurons as is depicted in Fig. 4, each neuron in one 

layer is interconnected with all neurons in the upper layer. We 

distribute the number of neurons in layers as 10-30-24-8. 

Because MLP belongs to supervised type of neural network, 

we had to prepare a training set. This set contains only attack 

representatives detected with on distributed node, not 

representatives of all possible SIP attacks. This approach 

ensures that MLP recognizes only current and relevant attacks. 

If a new kind of attack appears, we must train MLP with new 

training set. 

 

 
 

Fig. 4 MLP neural network topology 

 

The MLP is trained by a backpropagation algorithm, which 

adapts weights of interconnections between neurons. The 

current training set contain 104 representatives, 13 for each 

class of attack. Whole backpropagation algorithm and MLP 

architecture are described in [9]. Principles of neural networks 

are very well described in [11] and introduction to their 

implementation in JAVA is included in [12].  

 
Fig. 5 Mean times of 100 backpropagation iteration with 

different inner structure. 

 

The performed tests of our implemented approach proved 

different mean times of learning for different inner structures, 

see Fig. 5 (timesXXYY – XX means number of neurons in 

first hidden layer, YY – number of neurons in second hidden 

layer). The impact of the structure is evident only for 

backpropagation learning time. With higher numbers of 

neurons in hidden layers, the mean time of backpropagation 
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learning decreases. On the other hand, raise memory and 

computational requirements of MLP neural network. 

After proper learning, inner structure has no more 

statistically significant impact on attack classification. The 

final neural network structure for new generation network 

contains 30 and 24 neurons in hidden layers, because of 

conducted investigations and tests. MLP network is evaluated 

as learned, if there correctly identify more than 95% of items 

in the training set (so the confidence interval is always lower 

than 5%). This ensures statistically significant classification 

capability on the training set. We provide the used parameters 

of configuration for skewness (1.0) and for learn momentum 

(0.8). 

B. Classifier based on SOM 

Another kind of neural network self-organizing map (SOM) 

or Kohonen map depends on unsupervised learning. It belongs 

between clustering algorithm and serves as a preprocessor or a 

validator of detected data. The result of classification with 

SOM is a graph with visible clusters of same or similar 

samples. It can reduce multidimensional input data to a two-

dimensional structure in Fig. 6. 

The SOM's inner structure composes of two neurons layer. 

In the first layer are 10 input neurons, which use the same 

input vector as MLP. Each neuron in the first layer is 

interconnected with each neuron in the upper layer. But there 

are also connection between neighbor neurons in the upper 

layer. The weight of connections between neurons in the 

second layer separates different cluster groups. The learning in 

SOM updates neighbor connection weights. At the end of 

learning, network will respond to similar input samples with 

similar output neuron or neurons in his close neighborhood. 

The training of SOM (competitive learning) compute 

Euclidean distance for all weight vectors. 

The neuron with highest excitation (i) will become the best 

matching unit (BMU). The BMU then adjusts towards the 

input vector value (p), to fit it more precisely in next training 

iteration as shows eq. 2. 

 

 
Fig. 6 SOM neighbor weight distances. 

The same does neurons in close neighborhood to BMU (then 

eq. 2 is used for those neurons too). The parameter q is the 

current iteration. 
 

N i (d )  { j, d ij   d} .                                       (1) 
 

i w(q)i w(q  1)   ( p(q)i w(q  1)) .          (2)  

 

The output layer has neurons in hexagonal grid 25x25. 

Neighborhood parameter is set to value 4, so only neurons four 

steps from BMU updates its weight values. The training takes 

1000 iterations. 

V. RESULTS 

We evaluated the attack data separately for each source 

application (Dionaea and Tcpdump). Even if both applications 

run on the same hardware, there were slight differences in 

detected attacks. In general, both applications detected almost 

similar number of attacks in selected period of one month, in 

case of Dionaea it was 3031 attacks and for Tcpdump 3047. 

There were attacks in one dataset, which were not included in 

other dataset (i.e. not all attacks from Dionaea set is Tcpdump 

dataset) and vice versa. But the error rate of dataset was 0.5%, 

so there is no statistically significant difference between 

datasets.  

Both application datasets show practically the same attack 

rate, steady in all days for whole monitoring period. They 

differ in delivered SIP messages. The Dionaea detects only 

11286 SIP messages, Tcpdump dataset contains 228425 SIP 

messages. In the case of high rates of messages during attack, 

Dionaea is not able to detect all SIP messages correctly. There 

was no statistical difference in number of attacks between days 

of a month or days of a week. Attacks are evenly spread in 

time in Dionaea and Tcpdump datasets.  

 

 
Fig. 7  Input vector weights distribution. 

 

The error rate for Dionaea data classification was 1.287% 

and in Tcpdump dataset was achieved a little bit lower error 
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rate of 1.214%. We can claim that the SOM network is 

capable of finding clusters in attack data. Figure 6 shows SOM 

neighbor weight distances. The darker the color between 

neurons is, the more different the nodes are.  

Figure 6 illustrates that input set contains different attack 

clusters. Another usefulness of SOM is in input weight 

evaluation of Tcpdump dataset as is depicted in Fig. 7. It 

clearly shows high similarity of input parameters 6, 7, 9 and 

parameters 3, 10. Remaining parameters influence different 

part of the output layer and seem independent of each other. 

There is no significant difference between SOM results for 

Dionaea and Tcpdump dataset. 

VI. CONCLUSION 

The MLP provides an accurate and reliable classifying 

mechanism for SIP attack classification. It enables us to detect 

various kind of attacks without the need to use memory or 

computational consuming methods. To classify attack 

correctly, MLP need only good representatives in the training 

set. The  training  of  the  MLP  is  time  and  computational  

consuming  process.  But after learning, classification is 

straightforward and quick, without any delays or complex 

computation. Each aggregated attack group is classified at the 

same speed, no matter which kind or how many SIP messages 

has an attacker used. 

Single data store for attacks allows us to test new 

classification algorithms more quickly and with current SIP 

attacks. We can compare results between different algorithms 

or use them together to achieve higher accuracy of 

classification. Other methods or approach cannot adapt to a 

new situation easily. In some cases, like IDS based classifier, it 

is not possible to change whole classifier engine. In worst case, 

our solution needs only new parser of attack data and detection 

algorithm. 

The SOM brings another look on input data. It clearly 

identifies unnecessary parameters in input vector. SOM 

neighborhood distances explain the problematic learning of 

MLP. There exist different clusters of attacks in the input set, 

but the differences are small. There are typical representatives 

of a specific attack, and other samples are alike. The 

variability of input parameters is low, and that complicates the 

training and classification. Another benefit of SOM is an input 

vector preprocessing. It clearly shows which parameters 

affects clustering. From the SOM analysis of the input set, 

parameters 6, 7 and 9 do not change the result of clustering. 

We can use different connection parameters instead of them to 

improve clustering. 

This paper contains the description of a modular system for 

gathering and classifying SIP attacks. Results confirm that 

ANN could successfully recognize various kinds of SIP related 

attacks. All attacks are classified with both supervised and 

unsupervised algorithm. The performed SOM analysis shows 

limits and ways to further improvements of methods. It brings 

valuable information for future tuning of MLP’s training set 

and other improvements.  
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Abstract— The paper deals with modelling network effects on 

the quality of speech. The independent losses example presented in 

this paper proved the possibility of packet loss modelling based on 

the four-state markov chain. The main contribution of this paper lies 

in the implemented modelling tool and with the exploration of its 

possible uses as well as the measurements of the impact of the packet 

loss on the quality of speech and the calcualtion of the estimated 

Mean Opinion score.  

 

Keywords—Packet Loss, Speech Quality Estimation, MOS, 

Jitter, Markov chains. 

I. INTRODUCTION 

HE growing importance of the speech and video 

monitoring systems, which is mainly caused by the wider 

use of IP-based communication, leads to increased demand 

for the high precision of the monitoring algorithms as well as 

the low computational complexity. Monitoring systems are 

deployed in the infrastructure of all the providers and we 

would like to point out that it concerns not only IP network but 

also mobile networks, where in fact the LTE technology brings 

IP communication in form of VoLTE or VoIP. The speed of 

algorithms assessing quality are affected by the methodology 

used for the quality determination. The overall result of the 

measurements and estimations is always a compromise of     

time requirements and the precision of results. In last decade 

many advanced mathematical approaches have appeared to 

improve the precision of the output results even for the quick 

estimation methods. One of the possible ways is described in 

 
This research has been supported by the Ministry of Education of the 

Czech Republic within the project LM2010005. 

J. Rozhon, F. Rezac, J. Slachta and J.  Safarik are PhD. students with 

Dept. of Telecommunications, Technical University of Ostrava and also  

researchers with Dept. of Multimedia in CESNET, Zikova 4, 160 00 Prague 

6, Czech Republic (e-mail: safarik@cesnet.cz, slachta@cesnet.cz, 

filip@cesnet.cz, rozhon@cesnet.cz). 

L. Macura is a network administrator of Silesian University in Opava and 

he is also a researcher with Dept. of Multimedia in CESNET, Zikova 4, 160 

00 Prague 6, Czech Republic (e-mail: macura@cesnet.cz). 

M. Voznak is an Associate Professor with Dept. of Telecommunications, 

VSB-Technical University of Ostrava (17. listopadu 15, 708 33 Ostrava, 

Czech Rep.) and he is also a researcher with Dept. of Multimedia in CESNET 

(Zikova 4, 160 00 Prague 6, Czech Rep.), corresponding author provides 

phone: +420-603565965; e-mail: voznak@ieee.org. 

 

this paper with a major focus on modelling network features 

and properties and creating the database of sets that could 

eventually be used for neural networks training or any similar 

procedure [1], [2]. 

II. SPEECH QUALITY ASSESSMENT 

Methodologies evaluating speech quality can be subdivided 

into two groups according to the approach applied - 

conversational and listening [2]. Conversational tests are based 

on mutual interactive communication between two subjects 

through the transmission chain of the tested communication 

system. Listening tests do not provide such plausibility as 

conversational tests but they are recommended more 

frequently [3]. According to the method of assessment speech 

quality evaluation, methodologies can be subdivided into 

subjective methods and objective methods. To evaluate speech 

quality, MOS (Mean Opinion Score) scale as defined by the 

ITU-T recommendation P.800 is applied [4]. The basic scale 

of assessment as prescribed by the recommendation is depicted 

on Fig. 1.  

 

 
 

Fig. 1 MOS Scale. 

 

In order to avoid misunderstanding and incorrect 

interpretation of MOS values, ITU-T published 

recommendation P.800.1 in 2003. This recommendation 

defines scales both for subjective and objective methods as 

well as for individual conversational and listening tests. 

A. Intrusive Approach 

The core of intrusive (also referred to as input-to-output) 

measurements is the comparison of the original sample and the 

degraded sample affected by a transmission chain [5]. The 

A four-state markov chain and its application in 

packet loss modelling for speech quality 

estimation of IP telephony 
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intrusive methods use the original voice sample as it has 

entered the communication system and compare it with the 

degraded one as it has been outputted by this transmission 

chain. The following list contains the most important intrusive 

algorithms PSQM (Perceptual Speech Quality Measurement 

PSQM), PAMS (Perceptual Analysis Measurement System 

PAMS), PESQ (Perceptual Evaluation of Speech Quality 

PESQ), POLQA (Perceptual Objective Listening Quality 

Assessment). 

Among these, PESQ is currently the most commonly 

applied algorithm [6], [7]. It combines the advantages of 

PAMS (robust temporal alignment techniques) and PSQM 

(exact sensual perception model) and is described in ITU-T 

recommendation P.862. The last algorithm mentioned, 

P.OLQA, also known as ITU-T P.863, is intended to be a 

successor of the PESQ. It strives to avoid the weaknesses of 

the PESQ’s model and to incorporate a better wideband codec 

analysis in comparison with PESQ. As stated above, the 

principle of this intrusive test is the comparison of original and 

degraded signals, their mathematical analysis and 

interpretation in the cognitive model [7]. 

B. Non-Intrusive Approach 

Contrary to intrusive methods which require both the output 

(degraded) sample and the original sample, non-intrusive 

methods do not require the original sample. Intrusive methods 

are very precise but their application in real-time measurement 

is unsuitable because they require sending a calibrated sample 

and both endpoints of the examined communication. 

Nevertheless, we usually need to assess the speech quality in 

real traffic and be able to record its changes, especially 

degradation [7]. Two basic principles exist: a source-based 

approach and a priori-based. The former, the source-based 

approach, is based on  knowledge of various types of 

impairments, i.e. a set of all impairments gained by 

comparison of original and degraded signal characteristics. 

The PLP (Perceptual-linear Prediction) model is a 

representative of this approach. PLP compares the perceptual 

vectors extracted from examined samples with the untainted 

vectors gained from original samples. As we have mentioned, 

it requires a database with the set of impairments and high 

computational complexity. Later the PLP model was modified 

and the computation was accelerated, nevertheless this model 

is not suitable for  implementation in practice as its accuracy 

strongly depends on the quality of the database with patterns 

[2], [7]. As for the latter approach, I would like to mention the 

pioneer work of Zoran and Plakal [8]. They applied artificial 

neural networks (ANN) to determine statistical ties between a 

subjective opinion and a characteristic deformation in the 

received sample. They also investigated spectrograms (a 

spectrogram is defined as a two-dimensional graphical 

representation of a spectrum varying in time) and they were 

able to establish typical uniform aspects of speech in 

spectrograms. The important method was standardized in 

recommendation ITU-T P.562 (INMD) and in ITU-T G.107, 

so-called E-model [7], [9]]. INMD measurement (In-service 

Non-intrusive Measurement Devices) is applied primarily to 

measure voice-grade parameters such as speech, noise and 

echo. The output from the model is a prediction of customer 

opinion   
B

CY  (1). 

1 ( )B B B

C Cpre echoY E Y               (1) 

EB is an echo and a delay multiplier, its value is between zero 

and one, to modify the pre-echo opinion score to take account 

of echo and delay impairments. 
B

Cpre echoY   is the calculated 

pre-echo opinion score, on a zero-to-four scale, which takes 

into account effects of noise and loss. The addition of one 

converts 
B

CY  to a one-to-five scale. All intermediate opinion 

score values are based on a zero-to-four scale for ease of 

calculation. It is possible to generate a rating R (2) using 

INMD measurements for a connection which is translated into 

a customer opinion of E-model [10], [11]. The E-model  is one 

of the most modern method belonging to non-intrusive 

methods. 

0 OLR DD e eff DTER R I I I I             (2) 

R0 is the signal-to-noise ratio at a 0 dB reference point. In 

the equations provided (2), the 0 dB reference point is at the 2-

wire input to the telephone receiving system at the near end of 

the connection. IOLR represents the impairment term for the 

overall loudness rating, IDD the impairment term for the 

absolute one-way delay and Ie-eff is the impairment term for the 

low bit-rate coding under random packet loss conditions. The 

last parameter IDTE represents the impairment term for the 

delayed talker echo. IOLR represents the impairment term for 

the overall loudness rating, IDD the impairment term for the 

absolute one-way delay and Ie-eff is the impairment term for 

the low bit-rate coding under random packet loss conditions. 

Last parameter IDTE represents the impairment term for the 

delayed talker echo [2].  

III. MODELLING THE NETWORK IMPAIRMENTS 

Since the vast majority of the modern communications is 

performed using the technologies built upon the Internet 

Protocol (IP), the network impairments that can actually occur 

during the communication include Packet Loss, Jitter and 

Delay. These individual network features combine their effects 

on the quality of call during the transmission. And since each 

of them has a different nature, modelling their combined effect 

requires the combination of two separate models. 

A. Packet Loss Modelling 

The packet loss, as the name suggests, affect the call by 

losing one or more packets. Since each packet carries multiple 

samples of audio or video (for G.711 codec it is 160 samples 

in one packet, one sample obtains 1 Byte) the loss of those 

samples reflects in the quality deterioration of the call. This 

deterioration is as severe as much the given codec is unable to 

reconstruct the samples from the previous and following ones. 

Therefore, the impact of packet loss varies highly in 
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dependence on the chosen codec [1]. Throughout the 

development of the IP communications the various models of 

packet loss have been presented, starting with simple Bernoulli 

model, which is a two-state Markov model with a single 

independent probability, and ending 4-state Markov model 

with 5 independent transition probabilities [12]. As the models 

evolved, they incorporated more and more conditions of the 

network with the latter mentioned model incorporating the 

independent losses, the correlated losses, and the bursts of 

losses, thus being the most general model currently used [13]. 

Since the 4-state model is the most general model of the 

packet loss, the other models (Bernoulli, Gilbert, Gilbert-

Elliot) are special cases of it, therefore it is the most suitable 

model for creating the complex packet loss modelling tool. 

The 4-state model is shown in Fig. 2.  

 
 

Fig. 2 The diagram of the 4-state Packet Loss Model. 

 

The model is an actual combination of two 2-state models. 

The first one, which represents the good state is meant to 

simulate only sporadic losses, therefore, the appropriate 

probability should be considerably low (e.g. below 20 %). On 

the other hand, the losses in the bad state simulate the lengthy 

bursts of lost packets, where the packet loss probability should 

be higher (e.g. above 40 %). The system in this model passes 

from a good to a bad state according to the desired 

susceptibility of the system to failures.  

Let P(x)={p1, p2, …, pn} be the input sequence of packets 

with the length n and  PS(x)={pS1, pS2, …, pSn} be the sequence 

of ones and zeros with same length, which is a product of the 

aforementioned 4-state Markov model, and where 1' represents 

a packet loss event and 0 represents the successful 

transmission (no packet loss event occurred), then the output 

sequence of the packets can be defined as (3) 

                           (3) 

 

The length of the output sequence is shortened by the 

number of lost packets. 

B. Delay and Jitter Modelling 

The delay and jitter are the time connected features of the 

packet. While delay characterizes the time needed for packet 

to traverse the transmission chain, the jitter is defined as the 

variability of the delay. The former has limited effect in 

today's communications, because the latencies even for long 

distance calls are below the 400 ms limit defined in ITU-T 

G.114. Moreover, the intrusive algorithms are, in case of really 

constant delay, unable to compute the quality impairment, 

because it is not possible for them to recognize that this is a 

network-related issue and not the early started recording. Jitter, 

on the other hand, poses a great problem, because the fluent 

stream of packet is necessary for satisfiable communication. 

The jitter affects quality of call in two ways. First, countering 

it by de-jitter buffers increases the latencies and can contribute 

to exceeding the aforementioned limit. Secondly, really high 

jitter values (higher than the length of de-jitter buffer) lead to 

additional packet loss, because the late arrived packets are 

discarded. General consensus simulates the jitter using the 

normal distribution, but any other distribution can be used 

when appropriate. For the sake of the jitter modelling in this 

paper the normal distribution has been chosen with mean value 

equal to the desired delay and the range of jitter equal to 2.575 

standard deviations of the population, which for normal 

distribution covers 99 % of the population. 

IV. DATASET CREATION 

In the previous section, the individual models of packet loss, 

network delay and network jitter have been introduced. These 

models were actually implemented using the Python language 

and experimental set of degraded samples has been created for 

the analysis. Because all the three network transmission 

features influence the call simultaneously, for one setting 

multiple rounds of modelling need to be performed with half 

of the attempts using the packet loss model first and timing 

model second, and vice versa. The main problem is the fact 

that neither the states and probabilities of the packet loss 

model nor the network delay and jitter model parameters can 

be measured and determined. These network transmission 

features can only be estimated, which means that the input data 

of both the models cannot be used in further analysis or the 

neural network inputs. Therefore, statistical substitutions have 

to be calculated for all the three parameters in order to be able 

to construct the input vectors of the neural network. 

A. Packet Loss Analysis 

To detect the packet loss in the stream of RTP packets, the 

standard procedure as defined in RFC 3550 can be used 

utilizing the packet sequence numbers [14]. From the received 

sequence of packets, the original Markov model probabilities 

cannot be obtained. This is because the originating state is not 

known, large quantity of packets can be lost in the end of the 

sequence and additional packet loss may have been introduced 

by the de-jitter buffer. However, part of the network state 

fingerprint is encoded in this given packet loss scheme. Since 

the best way to describe the loss events is using the model with 

the finite set of parameters, the reverse analysis of the sample 

in order to obtain the 4-state Markov model need to be done. 

This procedure is described in [12]. As the output of the 

Packet Loss Analysis, the parameters (transition probabilities) 

of the modified 4-state Markov model can be used. 
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B. Delay and Jitter Analysis 

For the delay calculation, internal RTP timestamps can be 

used and the delay is therefore an easily accessible parameter, 

although as well as the packet loss and jitter it can only be 

estimated.As for the jitter calculation, the substitution of the 

original jitter is the interarrival jitter [14]. It is calculated in (4) 

 

      (4) 

 

where D(i,j) is the difference of relative transit times for the 

two packets (5). 

     (5) 

 

where Ri and Si are arrival time of the packet and the 

timestamp from the packet respectively. 

V. HARNESSING THE OBTAINED DATA 

The previous sections of this paper have provided an insight 

into the development of a modelling tool that has been used to 

create samples needed to establish a data basis for the speech 

quality prediction. The whole picture of the procedure used to 

create the data is depicted in Fig. 3.  

 

 
Fig. 3 Modelling Algorithm with Data Creation. 

 

The prepared network samples (PCAP files) are first 

idealized to counter all the possible negative influences that 

could have been introduced during the creation of the file. This 

process involves checking whether no packet is missing and 

time alignment of the packets to precise timing in conformance 

with the chosen codec. These idealized packets then enter the 

modelling tool that models the delay, jitter and packet loss as 

described above. The result is a modified PCAP file 

containing the network fingerprint. This PCAP file is then 

analyzed and the named models are then reconstructed. The 

reconstructed models may not resemble the original ones, but 

the information about the original models is lost and therefore 

cannot be recovered. These two new models, however, can be 

related to the measured quality obtained using the PESQ 

algorithm or any other suitable one. The relation of the 

network model parameters, used codec and resulting quality 

then can be used as an input for the mathematical mapping 

function that can further be used for speedup in precise voice 

or video quality measurements. Using the described network 

model, any network situation can be simulated providing the 

necessary data for subsequent analysis, which ties together the 

fingerprint of the network, used codec and resulting speech or 

video quality for further use in any suitable mathematical 

mapping function. Experimental Measurements. As a part of 

the conducted research several experimental measurements 

have been performed to solidify the assumptions stated above. 

In this section, the possibilities of using the neural network to 

estimate the quality of speech based on the packet loss data 

will be discussed. For the experiment, two minimalistic 

network designs have been created. The first one is the model 

of the wired network with independent losses only. The second 

one then models the wired network with dependent losses. 

Both of the models use G.711 (A-law) encoded speech data, 

but for the sake of this paper the former one will be discussed 

in greater detail to present the proposed approach. 

A. Modelling and Estimating the Independent Losses 

For the model presented in the Fig. 2 to behave as a simple 

Bernoulli model with just one independent variable, it is 

necessary to set the transition probabilities as follows (6): 

        p41= p23 = p31= 1,              

        p13= p32 = 0                (6) 

These constraints come from the fact that only two of four 

model states are used and that the starting state can be any 

given one. Therefore, setting the probabilities as it is shown 

ensures that after many transitions the model will converge 

into the Bernoulli one. The only transition probability not 

listed p14 is the independent variable of this model. Since the 

model needs to be in a steady state to generate the expected 

outcome, the first 1000 transitions are discarded. As long as 

the model works with the precision in percents, this value is 

sufficient. On the listening side (output of the model) however, 

the information about the model's transition probabilities 

cannot be obtained. Therefore, the generally used term - 

packet loss probability Ppl is observed. For this experiment the 

range for the Ppl is set from 0 to 0.15 with the step of 0.01, 

which ensures the results in whole spectrum of the MOS range. 
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From the balance equations for the given model the p14 can 

then be calculated as follows (7): 

          

           (7) 

 

With the model set, input data have been modified based on 

the models output resulting in degraded voice samples, which 

have then been used for the MOSLQO calculations. The results 

of these calculations are in the chart in the Fig. 4.  

 
Fig. 4 MOSLQO vs. PL Probability and respective KDE Line. 

 

These observations display an obvious exponential decrease 

in speech quality. However, due to the probabilistic nature of 

the model, the observations are shifted from the input 

coordinate Ppl has been chosen with a 0.01 step, therefore, the 

data cannot be easily clustered. To cluster the data for the 

further analysis, histograms or kernel density estimation can be 

used, since the distribution of the observations on the x-axis is 

the set of 1D data. Due to the obvious feature of the 

observations, which form wider and tighter clusters, the 

histogram approach could lead to wrong classification. For this 

reason, kernel density estimation have been used with 

gaussian-shaped kernels. The resulting curve is shown in the 

scaled and shifted manner in the Fig. 4. By exploring this 

curve, the clusters of observations can easily be identified 

when looking on the maxima of the curve as the clusters' 

centers of gravity and minima as the clusters' boundaries. 

Since the clusters of observations have been identified, the 

descriptive parameters of these clusters can be calculated, such 

as the outliers, means and standard deviations. Based on these 

parameters the neural network can be trained. However, to 

achieve higher precision one more step of data preprocessing 

have been added and the fitting curves for the mean (8) and 

standard deviations have been calculated.  

    (8) 

 

The outliers, means, standard deviations and fitting curves 

are shown in the Fig. 5. Although the fitting curves provide 

sufficient way to estimate the MOSLQO based on the percentage 

of the independently lost packets, the estimation system is 

meant to be much more robust. Therefore, the estimation is 

done using the neural networks. In this simple case, where the 

exponential function is to be estimated, the network with only 

two hidden neurons can perform well. 

 
Fig. 5 MOSLQO Observations Clusters and Fitting Curves. 

 

This is because of the similarities between exponential 

curve and the sigmoid function used in the neurons. The 

comparison between the fitting curve of the means of the 

observations and the neural network estimate of it is shown in 

the Fig. 6. 

 

 
 

Fig. 6 The Comparison of the NN based $NOS_{LQO}$ 

Estimation with Fitting Curve of Means. 

 

The comparison of the two curves shows the neural network 

approximates the fitting curve almost perfectly and can 

therefore be used for the MOSLQO calculations in the network 

with independent losses. 

B. Modelling Dependent Losses 

Unlike the independent losses the dependent ones are much 

more complex problem. When talking in the terms of the 

presented 4-state model, to model the dependent losses only 

the states 1 and 3 are to be used. Similarly to previous 

subsection, the constraints defining the model are as follows. 

        p41= p23=1, 

        p14= p32 = 0               (9) 

The remaining transition probabilities p13 and p31 are the 

independent variables of the model. The observer, as well as 
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for the previous case, cannot determine these probabilities 

based on the output packet stream, therefore the analytically 

obtained variables have to be used. These include Ppl - packet 

loss probability, Pbpl - packet loss probability in burst, ρ -  

density of packet loss in bursts.  These variables are conform 

to ones defined in [12]. In the experiment the total percentage 

of lost packets again have ranged from 0 to 0.15 with a step of 

0.01, but since there are two independent variables the input 

sets were chosen (from the whole interval 0-1) so that both 

probabilities are in whole percents. The equation specifying 

the relation between probability of packet loss Ppl and the 

variables p13 and p31 can again be derived from the balance 

equations of the model and looks as follows (10). 

 

          (10) 

 

Based on this input data, the wired network with dependent 

losses has been modeled resulting in the set of observations as 

shown in Fig. 7.. In this chart the MOSLQO values are encoded 

in color of the scatter points. It can be observed that with 

increasing burstiness of the losses the voice quality increases, 

thus showing the evident relation between speech quality and 

burstiness of the packet losses. 

 

 
Fig. 8 The color-encoded MOSLQO values in relation to 

overall and burst Packet Loss. 

 

This relation can again be encoded in the structure of the 

neural network. However, there are several obstacles on the 

way and therefore this is the main aim of our current research. 

VI. CONCLUSION 

In this paper the approach to modelling network effects on 

the quality of speech and possibly of video as well has been 

presented. The modelling tool harnessing this approach have 

been implemented and several measurements proving the 

viability of the approach have been conducted. The 

independent losses example presented in this paper proved the 

possibility of estimating the speech quality based on the 

network packet loss. The main contribution of this paper lies 

with the implemented modelling tool and with the exploration 

of its possible uses as well as the measurements of the impact 

of the packet loss on the quality of speech. The detailed 

process of evaluating the measurement data and creating the 

training sets for the neural networks described in this paper is a 

great asset for the network administrators and telco providers 

and shifts the topic of speech quality estimation further. In the 

future work the research will be focused on studying the 

consecutive losses and combination of both models, which will 

form the solid basis for the robust quality estimation tool. 
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Abstract— in this work several series of turbulent experiments 

produced by the injection of water in the form of shallow jets into the 
tank filled with water of the same density were conducted. Dye was 
injected with the source fluid as tracer. The concentration of the dye 
in the shallow turbulent flow was determined using a video imaging 
technique. The present laboratory experiments were conducted in a 
tank of small thickness, however, was significantly widened to avoid 
the effect of the side walls. The space between the parallel walls of 
the tank can be varied during the experiments. The large-scale 
turbulent flow in the small space between the walls of the tank is 
confined to essentially two-dimensional motion, and the motion is 
retarded by the force of friction. The effect of the friction, evaluated 
was found to have an important effect on the entrainment processes. 
These findings are useful for turbulent modeling of the shallow shear 
flow and on its application to the large scale heat and mass exchange 
processes in the lagoons, lakes, oceans and atmosphere. 
 

Keywords—Jets, shallow flows, turbulence, video imaging 
technique.  

I. INTRODUCTION 
OME important heat and mass exchange processes in 
rivers, lakes and oceans are associated with large-scale 

quasi-two-dimensional turbulent motion of shallow depth. 
Possibly the most important example of all shallow shear flows 
is the Gulf Stream in the Atlantic Ocean. With a width L of 60 
km and depth h de 600 m, the horizontal to vertical length 
scale ratio of the Gulf Stream is also 100 to 1. The horizontal 
turbulent viscosity νT in the stream is estimated to be less than 
100 m2/s [1]. The maximum speed in the stream, V, is 2 m/s. 
Thus the dimensionless eddy-viscosity coefficient of the Gulf 
stream , νT /VL ~ 0.001, is two orders of magnitude smaller 
than the typical value νT /VL ~ 0.1 found in free shear flows, 
such as in jets and mixing layers.  

The quasi-two-dimensional turbulent flow consisting of 
large scale and the small scale turbulent motion has been the 
subject of a number of recent investigations. In this case, the 
main motion of large scale is confined to move in a 
predominantly horizontal direction between the free surface 
and the channel bed. The small movement, on the other hand, 
with a length scale less than the depth of the flow is three-
dimensional, since it is free to move in all directions.  

Although attempts have been made to compare model 
simulations of shallow turbulent flows with experimental data 
[2], very few laboratory experiments of shallow turbulent 
flows were conducted in small depth. Recently, we were able 
 

 

to produce turbulent flows in a tank of small depth. The tank, 
as shown in Fig. 1, consisted of a pair of parallel walls (235 
cm wide and 110 cm high) with a small space between the 
walls. The dye concentration in the flow was measured by a 
video imaging technique. 
This kind of studies allows obtaining information useful for 
turbulent modeling of the shallow shear flow.  

II. EXPERIMENTAL SET 
In the experimental set we used a tank with a large lateral 

length scale compared with the depth. It had a ratio h/L of 
4.3e-5 approximately. Quasi-two-dimensional flow produced 
in the tank depends on the momentum flux and buoyancy flux 
from the source. In the first series of the jet experiments, we 
take care to ensure that the water temperature of the source and 
the tank were equal within a measurable limit of 0.05 degree 
centigrade (Fig. 2). So, the jet produced in the tank therefore is 
not affected by buoyancy force.   

 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Experimental set. 
 

The momentum flux is nearly a constant in the test TW1 
(wide test). In this case, the depth of the flow h = 4.4 cm is 
large and the wall friction is negligible. This kind of turbulent 
flow is as show in figures 10a-d.   

 
The initial development characterized by the formation 

of a head which is significantly greater than the jet behind. 
Upon impingement of the head on the bottom of the tank, the 
jet splits up and glides along the floor. The turbulent flow then 
moves up along the left and right side walls. The flows of the 
jets in tests TN1, TN2, TM1, TM2 and TM3 are affected by 
friction. Friction is most important in tests TN1 and TN2 
(narrow tests). The head of the jets in these cases stays in the 
mid-depth and is not able to penetrate deep enough to hit the 
floor (Fig. 6). The penetration is about equal to one friction 

Experimental analysis of the effects of 
turbulent jets in shallow water bodies 
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length scale which is estimated in these tests to be h/cf ~ 75 cm 
if cf = 0.008. The depth of the water in the tank is 110 cm. 

 
In order to minimize the deflection of the walls, the tank was 

constructed of a double wall structure. The walls, of the inner 
tank were kept perfectly parallel to each other by filling both 
the inner and outer tank with water. Wall deflection was 
eliminated since the net hydrostatic pressure on the inner tank 
walls is zero. 

The outer tank walls are 125 cm high and 245 cm wide. The 
inner tank walls are 110 cm and 235 cm, respectively. The 
distance between the parallel walls in the inner tank are 4.4 cm 
(W), 1.29 cm (M), and 0.60 cm (N), series of tests. Table I 
summarizes the condition of the experiments. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Increase temperature of injection 
water due the bomb. 

 
Blue dye of known concentration was used as a tracer. 

The turbulent flow was illuminated by back light and recorded 
by a video camera (SONY 3CCD) at a rate of 30 frames per 
second. The video images were subsequently digitized frame 
by frame and analyzed using a computer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Calibration curve. 
 
 
 

Table I Summary of test conditions. 
 
 
 
 
 
 
 
 
 

 
The video images are stored as 24 BPP in BMP format. 

There are 640 pixels x 480 pixels in a frame and each pixel has 
three basic colors, red, green, and blue, each with values 
varying from 0 to 255 (table II). The RGB values in the BMP 
file are proportional to the intensities of red, green, and blue 
light through the video camera and are related to the 
concentration of the dye in the turbulent flow through a 
calibration curve (Fig. 3).  

 
The calibration of the video camera was conducted using 

diluted samples of know dye concentration. Video images 
were taken of the samples in a small Plexiglas box of the same 
thickness as the inner tank and under the similar lighting 
condition as the experiment (Fig. 4). 

 
Table II Color coding 
 
 
 
 
 
 
 
 
 
 

The non-linear exponential relationship is used to relate the 
relative dye-concentration, c/c0 with the p-value.  
 
The concentration of the dye in the turbulent flows of the jet 

is determined for each of the 640 pixels x 480 pixels in the 
image file. Since the light intensity over the 110 cm x 235 cm 
area of the tank is not exactly uniform, the dye concentration is 
determined thought the change in light intensity relative to the 
light in the background (table 3). 
 

The light intensity of the background was not exactly 
uniform. However, by using the p-value to measure the relative 
light intensity, the calibration in the central region of the tank 
was found to be not significantly different from the calibration 
obtained from elsewhere in the tank. 
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Fig. 4 Diluted samples of know dye concentration. 
 

Therefore, the dye concentration in the turbulent flow 
presented here was calculated based on the calibration curve 
obtained from a small area located in the central region of the 
tank. 

Table III Results of test TN1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. CONFINEMENT EFFECT 
Without consider the dynamical dependence of the flow on 

buoyancy and friction forces, turbulent motion is expected to 
be affected by the kinematic constraint of the walls. The 
energy cascade process in quasi-two-dimensional turbulent 
flow of shallow depth is expected to be different from the 
process in unconfined three-dimensional turbulent motion. 
Vortex stretching, the dominant mechanism in three 
dimensional turbulence, is absent from the process in two-
dimensional motion. The kinematics of the confinement effect 
on the turbulent flow of shallow depth has been the subject of 
a number of recent investigations, [3], [4], and [5]. The results, 
however, were not conclusive.  

IV. FRICTION EFFECT 
Whereas the confinement effect may be negligible, the 

friction effect is not.  

 
 
The friction effect suppresses large-scale motion. The 

results are smallest entrainment rate and higher dye 
concentration. The limiting case of the jet is of considerable 
significance. In the present context, jet free refers to the case 
when friction effect is negligible. We may speak of free jets of 
two kinds. The free jet of the first kind (often referred to as the 
plane jet) is unconfined and free of friction effect but, to the 
best our knowledge, there have not been any experiments 
conducted for the starting free yet of the first kind. The jets in 
test TW1 are free jets of the second kind; the jets in this test 
are confined but the friction effect is again negligible. 

V. INSTANTANEOUS CONCENTRATION PROFILES 
The advantage of the video imaging method is the ability of 

the method to find the concentration profile of the entire flow 
field at any instant using one frame from a sequence only the 
data one point at a time. A series of instantaneous 
concentration profiles was obtained at a cross section x = 30 
cm across the jet of test TW1, are show in the Fig. 5. In the 
case of the tests TN1 and TM1 which have shallower depths. 
As the depth of the turbulent flow becomes shallower, the 
turbulent motion observed from these instantaneous profiles 
becomes progressively more orderly. The orderly structure of 
the turbulent motion is closely associated with the reduction of 
entrainment and mixing in the flow.  
The test TN1 and TN2 are strongly affected by the friction 

effect. Fig. 6 shows how the head of the starting jet in test TN1 
is arrested by friction at a location approximately equal to one 
friction length scale (that is, at x ≈ h/cf). As the advancing 
speed of the front is diminishing, the turbulent fluid in the head 
is pushed sideways in a lateral direction. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Instantaneous concentration profiles of test TW1. 
 
Eddies from the jet behind the head are continuous being fed 

into the head. Much effort is apparently required to force-feed 
the eddy into the head. This is evident by the stepwise increase 
in the width of the head and the meandering motion of the 
turbulent jet as show in Fig. 6. 
Both entrainment and meandering of the turbulent jet 

contributes to the lateral spreading of the jet. The entrainment 
process is a direct contribution to the dilution of the tracer 
concentration. The meandering process although increases the 
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width of mean concentration profile, does not have a direct 
effect on jet dilution. 

VI. STARTING JETS 
The Initial development of turbulent flow produced by the 

momentum source is examined in this chapter as a starting jet. 
In general, the starting jet is characterized by the formation of 
a ‘head’ which is quite large in size compared with the ‘jet’ of 
turbulent fluid that follows the head, as shown as a series of 
images in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 The head of the starting jet in test TN1 is 
 arrested by friction. 

 
The views of the starting jets are shown as a series of images 

in figures 8a-8d, 9a-9d and 10a-10d, for the tests TN1, TM1 
and TW1 respectively. The confinement and friction effects on 
these starting jets depend on the depths of the flow which are h 
= 0.60 cm, h = 1.29 cm, and h = 4.4 cm, for the three groups of 
tests (a) TN1, TN2, (b) TM1, TN2, TM3, and (c) TW1, 
respectively. The friction effect is likely to be negligible in the 
test TW with the greatest depth of h = 4.4 cm, but is expected 
to be significant in the test TN1, TN2, with the smallest depth 
of h = 0.60 cm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 the head and jet regions of the starting jet. 
  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8a Test TN1: h=0.60 cm, t= 3 s 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8b Test TN1: h=0.60 cm, t= 8 s 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8c Test TN1: h=0.60cm, t= 18 s 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8d Test TN1: h=0.60 cm, t= 35 s 
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Fig. 9a Test TM1: h=1.29 cm, t= 3 s 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9b Test TM1: h=1.19 cm, t= 8 s 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9c Test TM1: h=1.29 cm, t= 18 s 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9d Test TM1: h=1.29 cm, t= 35 s 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10a Test TW1: h=4.4 cm, t= 3 s 
 
 
 

 
 
 

 
 
 
 
 
 
 

Fig. 10b Test TW1: h=4.4 cm, t= 8 s 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10c Test TW1: h=4.4 cm, t= 18 s 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10d Test TW1: h=4.4 cm, t= 35 s 
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VII. NEAR-FIELD CONFINEMENT EFFECT 
 

The initial development of the turbulent jet is relatively 
independent of the friction effect (1). The inverse-square 
concentration data follow the linear relations 
 

 
 ……………………       ………… (1) 
 

 
Where Cs is concentrations scale and Cm is concentration 

maximum, Cf is the friction coefficient, h distance between 
walls, and xf is the distance from the head of turbulent flow.  

VIII. FAR-FIELD FRICTION EFFECT 
 

Mixing diminishes in the far field region so that the dye 
concentration approaches approximately the asymptotic values 
(2). The experimental data are scattered because they are the 
instantaneous values of an unsteady turbulent flow. 

 
 
        …     ……………………………    .(2) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11 Results of dye concentration maximum Cm across 
widest section of head. Data are inverse square of Cm 
normalized by concentrations scale Cs. 
 

IX. CONCLUSIONS 
The results were conducted in a tank of variable thickness. 

The tracer concentration distributions in these turbulent flows 
were determined by using a video imaging technique. The 
friction effect was significant in the first series (N-series and 
M-series) of the experiments. The confinement of the flows in 
these experiments to the depths of 0.60 cm and 1.29 cm led to 
a body-force effect allowing the energy of large-scale 
turbulence to be removed at a rate directly proportional to 
friction. In the last series (the W-series) of the experiments, the 
tank thickness was 4.4 cm. Friction effect was negligible in 
this case, but the flow was confined because the lateral length 
scale of turbulent motion was quite large compare with the 
depth of the flow. Despite the confinement of the large-scale 

turbulence in the small space of 4.4 cm between the walls, the 
turbulent flow was observed to behave as a free turbulent flow 
of much greater thickness. The main result is that only the 
turbulent flows in the far field (xf cf/h > 0.5-0.6) are dependent 
on the friction effect (Fig. 11).. 
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Abstract—Service capabilities in Machine-to-Machine (M2M) 

communications provide data mediation functions that may be shared 
by different applications through application programming interfaces. 
The paper presents an approach to design RESTful Web Services for 
access to location information of M2M devices. M2M location 
information is modeled as a tree resource structure where resources 
are manipulated by REpresentational State Transfer (REST) 
primitives. Web Services performance characteristics are evaluated 
by simulation. 
 

Keywords—Machine-to-Machine communications, Mobility 
Service Capability, Web Services, Service Level Agreements.  

I. INTRODUCTION 
ACHINE-TO-MACHINE (M2M) communications 
allow intelligent objects, which are uniquely identified, 

to capture data from or to control the environment, and to 
exchange information without human intervention. It is 
expected that M2M communications will change the 
businesses like intelligent transport systems, healthcare 
applications, city automation, energy efficiency, etc. Forecasts 
estimate that by the 2018 M2M connected devices will be 
19.7% of all connected devices and the mobile M2M 
communications will represent 6% of all mobile data [1]. This 
means that the network traffic patterns will be changed 
dramatically.  

One of the main challenges standing in front of M2M 
technologies is the fragmentation of solutions. Most of the 
solutions developed and implemented to date address specific 
application requirements which results in heterogeneous forms 
of technologies, platforms, and data models [2], [3], [4]. There 
is a lack of interoperability. It is necessary to outline 
capabilities that can be shared between different applications. 
Service capabilities are software modules that are exposed to 
M2M applications through the use of application programming 
interfaces (APIs). The Web Services (WS) model is based on 
the assumption that communications are like invocation of 
remote service whose nature can be ignored. But this model is 
not suitable for M2M applications, as M2M devices possess 
constrained resources with tangible states that can be 
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manipulated. REST (REpresentational State Transfer) is 
adopted as a method for M2M modeling and implementation. 
In REST, each physical or logical entity is represented as a 
resource which has particular state. The resource can be 
addressed through HTTP Uniform Resource Identifier (URI) 
and its states can be retrieved and updated. Resources can be 
created and destroyed respectively.  

The related research concerning access to location 
information addresses specific solutions, but does not study the 
necessary generic functionality [5], [6]. The related 
implementations deal with positioning methods and usage of 
location data, but do not concern programmability issues.  

The traffic models and overload control mechanisms 
developed for human driven communications are not 
applicable to M2M communications [7], [8]. The last ones 
feature small and infrequent data transmissions in contrast to 
web browsing, file transfer and variable bit rate streams. Most 
researchers in the area focus on overload mechanisms which 
are radio technology specific [9], [10], [11], [12], [13]. While 
it is important to dimension the network that provides 
connectivity for M2M devices, there is also a need to evaluate 
the traffic generated by M2M applications at application level 
in order to define Service Level Agreements (SLA) for 
different M2M service providers. Service Capability Server 
(SCS) may provide one or more M2M service capabilities 
[14], [15]. SCS appears to be a possible bottleneck when 
deploying M2M applications.  

In this paper, we propose an approach to design RESTful 
WS for access to location information and evaluate some 
performance characteristics concerning WS deployment.  

The paper is organized as follows. Next section describes 
typical use case scenarios, which are used to identify the 
required WS functionality for access to location information of 
M2M devices. Section III presents resources modeling 
location data. Resources are organized in a tree structure and 
can be uniquely identified. Section IV describes a model of 
SCS which provides access to M2M location data. The SCS 
model applies access control based on SLA in order to prevent 
congestion. Simulation parameters and results are discussed in 
Section V. The conclusion summarizes the contribution.  

II. USE CASES FOR ACCESS TO M2M LOCATION DATA 
The accuracy of location information depends on the 

application. Additionally, location information may be 
reported periodically or on demand, and notifications of 
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distance changes between monitored devices may also be 
available to applications. Periodic location reporting as well as 
triggered location reporting are provided in case of available 
subscriptions which require subscription management 
functionality. 

M2M applications run service logic and use available 
service capabilities. M2M applications may reside in the 
network (NA), in an M2M gateway (GA) or in M2M device 
(DA).  

Fig.1 illustrates the message flow when an NA makes a 
query for M2M device location. Fig.2 illustrates the message 
flow for subscription to notifications triggered when an M2M 
device comes in (or goes out of) a specific area, triggered 
notifications and subscription termination. Fig.3 illustrates the 
message flow for subscription to period notifications about 
M2M device location, periodic reporting and subscription 
ending. 

 
Fig.1. Query for the device location 

  

 
Fig.2. Triggered device location notification 

 
An NA may retrieve the location for an M2M device using 

the GetDeviceLocation operation. In order to subscribe for 
triggered location change notifications, the NA uses Start-
TriggredLocationNotification. An DA uses Triggered-
LocationNotification to notify the NA about a change in the 
location of the M2M device. Using the StopTriggered-
LocationNotification operation the NA may stop notifications. 
Similarly, for periodic location reporting StartPeriodic-
LocationNotification, TriggeredLocationNotification and 

StopTriggeredLocationNotification operations are used. Some 
applications may be interested in device distance from a 
location. Some network applications may be interested in 
device distance from a location and the GetDeviceDistance 
operation may be used for this purpose. 

 
Fig.3. Periodic device location notification 

Table 1 lists some of the RESTful WS operations used for 
access to location information of M2M devices and the 
respective HTTP methods that can be used for their 
implementation. 

 
TABLE 1. LOCATION WEB SERVICE OPERATIONS AND THE 

CORRESPONDING HTTP METHODS 
 

Web service operation HTTP method 
GetDeviceLocation  GET 

StartTriggeredLocationNotification POST 

TriggeredLocationNotification PUT 

StopTriggeredLocationNotification DELETE 

StartPeriodicLocationNotification POST 

PeriodicLocationNotification PUT 

StopPeriodicLocationNotification DELETE 

GetDeviceDistance GET 

III. LOCATION DATA RESOURCE STRUCTURE 
Location information is presented by latitude, longitude, 

altitude, accuracy and time stamp. Latitude, longitude and 
altitude values are expressed as floating point numbers. The 
accuracy values express the desire of the application for the 
location information to be provided. The choice of values may 
influence the price that the service provider would charge. In 
triggered notifications, a tracking accuracy is defined. Two 
accuracy values (requested and accepted) may be used. For 
example, a taxi tracking service that locates the nearest taxi to 
the client requires fine grained accuracy while coarse grained 
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accuracy may be appropriate for a truck nearing the vicinity of 
a warehouse. The accuracy of location provided in meters is 
expressed as an integer number. In some applications, the 
maximum age of location information may be useful, e.g. the 
location information may be cached rather than directly 
accessed. The maximum acceptance age, in seconds, is 
expressed in integers. 

We followed the ETSI resource structure defined in TS 
102690 in modeling location information [16].  

Fig.4 shows the resource structure for device location. The 
deviceLatitude, deviceLongitude and deviceAltitude attributes 
represent the measured device location and the accuracy 
attribute represents the measurement accuracy. The timestamp 
attribute represents the date and time that location was 
collected. The <subscriptions> sub-resource of the device-
Location resource contains a collection of 0..n <subscription> 
resources which represent active subscriptions to location 
information. Each <subscription> resource has requested-
Accuracy and acceptedAccuracy attributes. The requested-
Accuracy express the range in which the subscribed 
application wants to receive location information. The 
acceptedAccuracy expresses the range that the subscribed 
application considers to be feasible. If the location cannot be 
provided within this range, the application prefers not to 
receive the information. The <deviceDistances>, 
<devicePeriodicReporting> and <deviceChangeReporting> 
are sub-resources of the <deviceLocation> resource.  

 

 
Fig.4 Structure of deviceLocation resource 

 
Some applications may be interested in device distance from 

a location. The <deviceDistances> collection resource 
represents the collection of <deviceDistanceFrom> resources. 
The <deviceDistanceFrom> resource structure is shown in 
Fig.5, where the remoteLatitude and remoteLongitude 
attributes represent the latitude and longitude of the location to 
measure from, respectively. The distance attribute represents 
the distance from device to the location specified in meters. 
The subscriptions sub-resource of the <deviceDistances> 

resource contains a collection of 0..n <subscription> resources 
which represent active subscriptions to device distance from 
the specified location. 

Notifications of device location may be provided on a 
periodic basis. The periodic notifications provide location 
information at an application defined interval. The 
<devicePeriodicReproting> collection resource represents the 
collection of <devicePeriodicLocation> resources. Fig.6 shows 
the <devicePeriodicLocation> resource structure. 

 

 
Fig.5 Structure of deviceDistanceFrom resource 

 

 
Fig.6 Structure of devicePeriodicLocation resource 

 
The period attribute represents the minimum time between 

notifications (maximum period of notifications can also be 
considered). The periodicActionStatus attribute indicates the 
status of the action. The periodicAction resource represents the 
action. The periodicNotificationEnable attribute represents the 
action that enables the periodic notification. The 
periodicNotificationDisable attribute represents the action that 
disables the periodic notification. 

An application can be notified of a device entering or 
leaving a geographical area. When a matching event occurs, a 
notification message will be sent to the application. An 
application may define a target area and notification criteria 
e.g. entering the target area or leaving the target area or both. 
The <deviceChangeReporting> collection resource represents 
the collection of <deviceLocationChange> resource. The 
<deviceLocationChange> resource structure for triggered 
location change notifications is shown in Fig.7. The 
locationChangeCriteria attribute is of enumerated type 
(entering or leaving an area). The areaLatitude and 
areaLongitude attributes represent the latitude and longitude of 
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the center point, and radius attribute represents the radius of 
the circle around the center point in meters. The 
triggeredActionStatus attribute indicates the status of the 
action. The <triggeredAction> resource represents the action. 
 

 
Fig.7 Structure of deviceLocationChange resource 

IV. SERVICE CAPABILITY SERVER MODEL 
The components used for access rate restriction are of two 

types, namely Token Bucket mechanism and message filtering. 
The well known Token Bucket mechanism uses tokens to grant 
access where tokens arrive at constant rate and are distributed 
among arriving requests. The message filtering is used to 
recognize a request in order to apply different access control 
for CREATE, RETRIEVE, PUT and DELETE requests as 
specified in SLA. The SCS state is represented by the number 
of requests that the accepted request queue holds until being 
forwarded. 

Network M2M applications are hosted by service providers. 
The M2M service capability provider deploys an SCS. The 
contract between a service provider and the M2M service 
capability provider defines constraints that have to be fulfilled. 
The constraints include the peak and average number of 
network application requests and M2M device notifications 
that should be accepted per time unit. Access control is applied 
to each service provider. 

Fig.8 shows the SCS access control model built from 
message filtering (Fi) and token bucket (Bi) components. Each 
bucket Bi(T, ρ, μ) is described by the upper limit of tokens T, 
the token arrival rate ρi and the current number of tokens μi. 
The simplest possible model for message filter is the one that 
checks whether given message belongs to a class. Assuming 
that for given interval (tk-1, tk] the flow of messages at the filter 
input is N(tk) and the class to filter for is set to be c then 

 ∑
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where I(s) is 1 when s is true, and 0 otherwise. 
It is trivial that the part of the flow filtered out is 
 )()()( kckkc tFtNtF −=



 (2) 
The queue model is described with respect to the possible 

loss introduced by its finite length Q. So, it is normal to 
assume that the initial queue state is empty i.e. 0)( 0 =tq , and 

in case it is full, then the queue state becomes Qtq k =)( . 
Then the loss at the queue for given interval (tk-1, tk] is formed 
by all the messages from the arriving flow that come when 
queue happens to be full, and this might be expressed by 
 ))(()).()(()(

1
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The incoming request flow is generated by M2M network 
applications (U) hosted by a service provider and Device/ 
Gateway M2M applications (V). The granted and the rejected 
requests are denoted by G and R respectively. The first token 
bucket B1 limits the total number of requests. The request is 
rejected due to violation of SLA, an HTTP 429 Too many 
requests response is sent. The filter F1 passes DELETE 
requests all of which are admitted as they are used to release 
resources. The filter F2 passes GET requests which are then 
limited by the token bucket B2. The filter F3 passes PUT 
requests which are then limited by the token bucket B3. Finally, 
the filter F4 passes POST requests which are then limited by 
the token bucket B4.  

 

 
Fig.8 A model of SCS access controller 
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The request flow is observed in regular intervals (tk-1, tk]. 
The flows are expressed by the following equations: 
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The static approach of rate-conditioning is stable but 
restrictive and this becomes obvious especially in case of 
event-driven notification scheme when considerable amount of 
notifications might get discarded while the primary bucket 
contains tokens. 

A partial relaxation of the restriction might be introduced by 
intra-SLA short-term rate redistribution between secondary 
buckets. Assuming that the arrival process A is at least short-
term stationary, the simplest form of rate redistribution is 
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where x is the second level bucket index subject to jj
Rmax , 

gρ  is static guaranteed rate per request type, and y is the 

bucket index subject to )()()()( yy
k

y
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being a positive maximum. If it exists, with no change of total 
token amount for the amended SLA, the donor’s contribution 
becomes 
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and it is re-evaluated before each time unit. 
The access control is applied for each service provider j. Let 

us denote by C the SCS’s capacity and by N the number of 
service providers. Then the SCS utilization is  
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where K defines the integral time period. 

V. SIMULATION RESULTS 
The simulation is done on simplified M2M SCS model with 

three classes of requests. The parameterization of the 
simulation model is provided by a mobile operator. The 
capacity of the M2M SCS is 800 requests per second. The 
behavior of each M2M service provider is modeled by Markov 
Modulated Poisson Process (MMPP) [17], [18]. New 
application requests are generated according to four-state 
MMPP. Changes between different states are uniformly 
distributed and occur according to Poisson process with mean 
4s. The time intervals between POST requests (subscriptions 
to location notifications), between PUT requests (location 
notifications) and between GET requests (location retrievals) 
are exponentially distributed as the arrival process in the 
context of Web Services with mean 200 s, 50 s, 50 s 
respectively. The token rate is equal to the guaranteed rate and 
the bucket size is determined by the peak rate. Initial-
ly, 00 )( Tti =µ . The length of the interval for observation (tk-1, 
tk] is set to 100 ms. The mean processing time for a single 
request/ response is 5 ms.  

The aim of simulation is to evaluate the M2M SCS 
utilization setting different values of guaranteed rates and fixed 
peak rates. The guaranteed rates for a given M2M service 
provider define the constraints for preventing the M2M SCS 
from overloading (GR1), for the rate of POST requests (GR2), 
the rate for PUT requests (GR3), and the rate of GET (GR4). 
The processing capacity of the M2M SCS must be distributed 
between different types of messages, where the overall 
message peak rate (PR1) must be spread between POST 
requests (PR2), PUT requests (PR3), GET requests (PR4), and 
DELETE requests. 

The simulation is run in a space of SLAs. The SLAj for j-th 
M2M service provider consists of the tuple 

),,,( 4321
jjjj GRGRGRGR  for every token bucket of j-th 

access controller. The values of peak rates PR1 =100, PR2 =12, 
PR3 =38, PR4 =38 are limited by the M2M SCS capacity.  

Fig.9 summarizes the outcome of the simulation. The M2M 
SCS utilization is evaluated as a function of the number of 
M2M service providers and guaranteed rates.  

The simulation results show that the M2M SCS utilization 
depends both on the number of M2M service providers and on 
the specific values of rates in SLAs. In case the congestion 
threshold value is set to 80%, it is most likely that the 
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appropriate choice is to have 22 M2M service providers 
applying second type or third type of SLA. 
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Fig.9 Utilization of M2M SCS versus the number of M2M service providers 

VI. CONCLUSION 
The paper studies functionality required to support M2M 

service capabilities that provide access to location information 
of M2M devices. It may be stated that the contribution of the 
presented paper is mainly consisted of definition of generic 
M2M mobility functionality that may be reused across 
different applications through application programming 
interfaces. The APIs are based on the REST architectural style. 

Different use case scenarios are considered in order to 
identify basic RESTful Web Service operations. These 
operations are mapped onto HTTP requests. The semantic 
information related to mobility is synthesized by identification 
of basic use cases. The location data is presented in a resource 
tree structure, where resources may be manipulated through 
their states. As each of the resources is uniquely addressable, it 
can be accessed using standard HTTP methods or CoAP 
(Constrained Application Protocol) primitives. 

Deployment aspects of the designed RESTful WS are 
considered. By evaluation of the SCS load, the values of 
quality of service related parameters in SLA contracts between 
M2M service providers and the provider of M2M service 
capabilities are determined. 

The proposed approach is aimed to deal with the fragmented 
market and it is a step toward development of horizontal M2M 
platforms. 

Our future work concerning development of proposed 
RESTful Web Services is aimed to be in the filed of e-health. 
In order to accelerate the process of development, it is planned 
that prototyping of the application will be based on Raspberry 
Pi like in [19]. 
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Abstract—There may be several different platforms for 

performance estimation of non-comparison based sorting algorithms. 
Understanding the relative efficiencies of algorithms designed to do 
the same task is very important in every area of computing. An 
algorithm can be analyzed in terms of time efficiency or space 
utilization. The efficiency, with which a sorting will be carried out, 
often has a big impact on the effectiveness of the program as a whole. 
Because platforms and surroundings are in progression and 
permanent change, they always need to follow these parameters. The 
goal of this paper is to review different non-comparison based sorting 
algorithms. In this occasion three different environments and 
computer performances are used and the obtained results are also 
analyzed in this paper. 
 

Keywords—algorithm, environment, non-comparison, platform, 
sorting.  

I. INTRODUCTION 
ORTING is maybe the single most important algorithm 
performed by computers, and certainly one of the most 

investigated topics in algorithmic design. One of the 
fundamental problems of computer science is ordering a list of 
items. There is a plethora of solutions to this problem, known 
as sorting algorithms. An algorithm can be analyzed in terms 
of time efficiency or space utilization. The running time of an 
algorithm is influenced by several factors: speed of the 
machine [2] running the program and language in which the 
program was written; Efficiency of the compiler that created 
the program, the size of the input and the organization of the 
input. Examples of sorting algorithms that run in linear time 
are counting sort, radix sort and bucket sort are executed in 
three platforms as CPU: Intel® Core i5™-M460 2.53GHz (2 
Cores), RAM: 6GB, CPU: Intel® Core i3™-2100 3.10GHz (2 
Cores), RAM: 4GB and also in Pentium® Dual Core – T4200 
2.0GHz (2 Cores), RAM: 4GB and three environs as C++, 
Python and Java. 

II. NON-COMPARISON SORT 

A. Bucket Sort 
Bucket Sort is a sorting method that subdivides the given 

data into various buckets depending on certain characteristic  

 
 

 
order, thus partially sorting them in the first go. Then 
depending on the number of entities in each bucket, it employs 
either bucket sort again or some other ad hoc sort. Bucket sort 
runs in linear time on an average. Bucket sort is stable. It 
assumes that the input is generated by a random process that 
distributes elements uniformly over the interval 1 to m. Bucket 
sorting algorithm is a kind of sustainable, [1] it takes data 
generated by a random process that distributes the same 
elements in the interval O (n). Bucket sort divides the intervals 
[0,1) in the same size intervals or bucket and then distributes 
them in the data bucket. Once the data are distributed 
uniformly and in the interval [0,1) we do not expect that each 
number will enter the empty bucket-mails. To gain done 
sorting scoring numbers in each bucket and then go to the 
order of bucket’s listed the elements in the list.  

B. Counting Sort 
Counting sort is an algorithm used to sort data whose range 

is pre-specified and multiple occurrences of the data are 
encountered. It is possibly the simplest sorting algorithm. The 
essential requirement is that the range of the data set from 
which the elements to be sorted are drawn is small, compared 
to the size of the data set [3]. Counting sort works by 
determining how many integers are behind each integer in the 
input array A. Using this information, the input integer can be 
directly placed in the output array B. This type of sorting 
works best when data distribution is uniform. An example of 
efficient use of Counting Sort order can be 200 students on the 
basis of their results by sorting 100 or 1500 employees in 
connection with the filing of their birthday in a year. The 
drawback may occur if range m >> n (where n is the number of 
data while m is the range of data), the complexity will not be 
linear in n and thus this sort will not remain useful longer. This 
is because the chances of the appearance of gaps, during the 
sorting for those elements which do not exist in the list will 
cause a higher complexity of space. Because counting sort 
algorithm is a straightforward algorithm is quite simple and 
easy to be analyzed in the context of software complexity. The 
worst case and the average performance of counting sort 
algorithm is O (n + k). In order to ensure maximum efficiency, 
"k" should not be higher than "n". Counting Sort When 
compared with other sorting algorithms, appears to be easier to 
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implement and does not require any special structure of data to 
store its elements.  

C. Radix Sort 
A radix sort is an algorithm that can rearrange integer 

representations based on the processing of individual digits in 
such a way that the integer representations are eventually in 
either ascending or descending order. Integer representations 
can be used to represent things such as strings of characters 
(names of people, places, things, the words and characters, 
dates, etc.) and floating point numbers as well as integers. So, 
anything which can be represented as an ordered sequence of 
integer representations can be rearranged to be in order by a 
radix sort [4]. Most digital computers internally represent all 
of their data as electronic representations of binary numbers, 
so processing the digits of integer representations by groups of 
binary digit representations is most convenient. Two 
classifications of radix sorts are: 

• Least significant digit (LSD) radix sort. 
• Most significant digit (MSD) radix sort. 
LSD radix sorts process the integer representations starting 

from the least significant digit and move the processing 
towards the most significant digit. MSD radix sorts process the 
integer representations starting from the most significant digit 
and move the processing towards the least significant digit. 
The integer representations that are processed by sorting 
algorithms are often called "keys," which can exist all by 
themselves or be associated with other data. LSD radix sorts 
typically use the following sorting order: short keys come 
before longer keys, and keys of the same length are sorted 
lexicographically. This coincides with the normal order of 
integer representations, such as the sequence 1, 2, 4, 5, 6, 7, 8, 
9. MSD radix sorts use lexicographic order, which is suitable 
for sorting strings, such as words, or fixed-length integer 
representations. A sequence such as b, c, d, e, g, h, i, j, ba 
would be lexicographically sorted as b, ba, c, d, e, f, g, h, i, j. 

If lexicographic ordering is used to sort variable-length 
integer representations, then the representations of the 
numbers from 1 to 10 would be output as 1, 10, 2, 3, 4, 5, 6, 7, 
8, 9, as if the shorter keys were left-justified and padded on the 
right with blank characters to make the shorter keys as long as 
the longest key for the purpose of determining sorted order.  

III. TESTING IN DIFFERENT PLATFORMS AND 
ENVIRONMENTS 

The three non-comparison algorithms that are tested for 
different number of CPUs will enable finding the best ratio of 
the volume of data to the number of cores. For example 
Bucket sort is implemented in three platforms, Radix Sort and 
Counting Sort in three platforms and in C++, Python and Java 
environments.  

A. Bucket sort implementation CPU platform: Intel® Core i5 
(TM) 2.53GHz, 6GB RAM in C++ environment 

To analyze an algorithm we should provide tools which are 
used by an algorithm for functioning. In the general case these 

tools are: space memory devices, generation communications 
or computer hardware and execution time. Bucket sort 
algorithm is implemented in C++ environment executed in 
Visual Studio 2013. 

 
Fig. 1. Results of Bucket sort execution time 

 
The diagram shows bucket sort execution time by the 

number of elements. With increasing the size and the number 
also increases the execution time on this platform. The best 
time exestuation is 0.003 seconds. 

B. Bucket sort implementation CPU platform: Intel® Core i5 
(TM) 2.53GHz, 6GB RAM in Python environment 

Diagram for bucket sort in python environment presents 
results that show the curve through the highest point of the 
execution time in this case is thus 0.065 seconds in the range 
of 10000 to 100000 numbers. 

 
Fig. 2. Results of Bucket sort execution time in Python 

C. Radix sort implementation CPU platform: Intel® Core i5 
(TM) 2.53GHz, 6GB RAM in Java environment 

Speed of radix sort largely depends on the inner basic 
operations and if operations are not efficient enough radix sort 
can be slower than some other algorithms such as quick sort or 
merge sort.  

 
Fig. 3. Radix Sort in different platforms in Java environment 
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These operations include the insert delete function of the 
sub lists and the process of isolating the digit we want. 

Based on this graphic we can conclude that radix sort in 
25600000 elements had a worst case of exestuation, otherwise 
the best case is 0.015 seconds in 100000 elements. 

 

D. Counting sort implementation CPU platform: Intel® Core 
i3 (TM)2100 3.10 GHz, 4GB RAM in Python environment. 

Counting sort is implemented in Python environment, this 
non-comparison algorithm is stable. The best case of 
exestuation time is 0.009 seconds. 

 
Fig.4. Counting Sort in different platforms in Python environment 

 

E. Radix sort implementation CPU platform: Intel® Core i3 
(TM)2100 3.10 GHz, 4GB RAM in Java environment. 

Implementation of Radix Sort in Java environment with 
CPU platform: Intel® Core i3, has different results, the best 
case is 0.022 seconds.  The Java was complied in Eclipse. 

 
Fig. 5. Radix Sort in different platforms in Java environment 

 

F. Bucket  sort implementation CPU platform: Pentium® 
Dual Core 2GHz, 4GB RAM in C++ environment. 

Bucket sort algorithm is implemented in platform CPU: 
Pentium® Dual Core 2GHz, in the C++ environment complied 
in Visual Studio 2013. As we can see in the figure the worst 
exestuation time is 27.852 seconds, but the best case is 0.434 
seconds. We can conclude that the execution time depends in 
the number of elements. 

 
Fig. 6. Bucket Sort in different platforms in C++ environment 

 

G. Radix  sort implementation CPU platform: Pentium® 
Dual Core 2GHz, 4GB RAM in Java environment. 

Radix Sort is implemented in java environment and in 
platform with Pentium® Dual Core 2GHz. The code is 
compiled in Eclipse. Based in the figure we can conclude that 
the best case of execution is 0.02, increasing the number of 
elements the execution time will score 12.25 seconds. 

 
Fig. 7. Radix Sort in different platforms in Java environment 

 

IV. ANALYSIS OF THE RESULTS OBTAINED DIFFERENT 
PLATFORMS AND ENVIRONMENTS 

Non-comparison algorithm Bucket, Radix and Counting sort 
are tested in configurations with various performance and by 
that we conclude which algorithm is executed most quickly. 
Also we can reach a point where we see the results obtained by 
each algorithm without comparisons. These three algorithms 
implemented in three programming languages selected for this 
study will serve as a benchmark of the results obtained by 
different configurations, including computers with processors 
i5, i3 and Pentium dual-core. 

A. Bucket Sort in different platforms in C++ environment  
As we can in the Figure Bucket sort algorithm is 

implemented in three different platforms featuring distinction 
at the time of execution, depending on the characteristics of 
the computer. 
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Fig. 8. Bucket Sort in different platforms in C++ environment 

 

B. Bucket Sort in different platforms in Python environment  
As in the previous case, we conclude that the worst 

implemented algorithm is in the Python programming language 
in surroundings Pentium Dual Core where the duration of the 
performance is 68.78 seconds against times significantly faster 
computers with processors i3 and i5. Below is the report in 
tabular and graphical form. 

 
Fig. 9. Bucket Sort in different platforms in Python environment 

 

C. Bucket Sort in different platforms in Java environment  

 
Fig. 10. Bucket Sort in different platforms in Java environment 

 
In the diagram above we can see the results showing the 

best case and worst case. As best case is the platform with i5 
processor which for a short time e executes all data elements in 
the Java programming language and as a worst case according 
to the results is the performance of the computer with Pentium 
Dual Core processor. The best case then algorithm execution is 
i5 processor. 

D. Radix Sort in different platforms in C++ environment  
Radix sort algorithm is implemented in the vicinity of 

compiled C ++ in Visual Studio 2013 in various performance 
processors i5, i3, and Pentium dual-core. Based on the results 
that are obtained we can conclude which Radix sort algorithm 
performance is better and which worse. Bellow is the results of 
comparisons between different performances of Radix sort 
algorithm. 

 
Fig. 11. Radix Sort in different platforms in C++ environment 

 

E. Radix Sort in different platforms in Python environment  
Radix sort algorithm is implemented in the environment of 

the compiled Python “Python GUI” in various performance i5, 
i3, and Pentium dual-core. Based on the obtained results we 
can conclude for the best and worst performance of Radix sort 
algorithm. Below are the results of comparisons between 
different performances of Radix sort algorithm. 

 
Fig. 12. Radix Sort in different platforms in Python environment 
 

F. Bucket Sort in different platforms in Java environment  

 
Fig. 13. Bucket Sort in different platforms in Java environment 
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Bucket sort algorithm is implemented in three different 
platforms i5 processor performance, and Dual-Core i3. Based 
on these results it was concluded which of these algorithms is 
most appropriate for the respective performance. 

G. Counting Sort in different platforms in C++ environment  
Counting sort algorithm is implemented in C ++ 

environment, which is compiled in Visual Studio 2013 in three 
different platforms i5 processor performance, and Dual-Core 
i3. Based on these results it was concluded which of these 
algorithms is most appropriate for the respective performance. 

 
Fig. 14. Counting Sort in different platforms in C++ environment 
 

H. Counting Sort in different platforms in Python 
environment  

Counting sort algorithm is implemented in Python 
environment which is compiled on the Python GUI and on 
three different platforms i5 processor performance, and Dual-
Core i3. Based on these results it was concluded which of 
these algorithms is most appropriate for the respective 
performance. 

 
Fig. 15. Counting Sort in different platforms in Python environment 

 

I. Counting Sort in different platforms in Java environment  
Counting sort algorithm is implemented in Java 

environment which is compiled in Eclipse in three different 
platforms i5 processor performance, and Dual-Core i3. Based 
on these results it was concluded which of these algorithms is 
most appropriate for the respective performance.  

 
Fig. 16.  Counting Sort in different platforms in Java environment 

V. CONCLUSION 
In this paper, we have studied and analyzed about non-

comparison based sorting algorithms. We analyzed the time 
complexity of each algorithm with time taken by each step of 
algorithm in different platforms and environments.  

The main objective to analyze the performance of sorting 
algorithms without comparisons focused on various localities, 
including programming languages, such as C ++, Python, Java, 
by analyzing the programs for taking their time for execution. 
Initially, the description of the algorithm for ranking, then the 
assessment of sorting algorithms, sorting algorithms 
classification without comparisons, which represents the 
complexity of algorithms without comparison, as variable 
memory devices it increases the number of data. However the 
essence of this work has been the performance estimation of 
non-comparison based sorting algorithms under different 
platforms and environments specifically the implementation of 
algorithms Bucket, Counting and Radix Sort platforms with 
processors i5, i3 and Pentium Dual-Core in various localities 
such as C ++, Python and Java. From the results obtained we 
can conclude that the algorithm ran in Python environment 
Counting sort is the best in i5 platform, followed by sort and 
bucket Radix sort algorithm as last. The obtained results in i3 
platform, shows that the first algorithm for this platform is 
Counting sort, followed by Radix sort and Bucket sort as last. 
In Pentium Dual-Core platform best algorithm is Counting 
sort, second is Radix sort and third is Bucket sort. For Java 
environment in i5 platform the most appropriate algorithm is 
Bucket sort, the second is the Counting sort and final is Radix 
sort. For i3 performance in Java environment as first algorithm 
is Bucket sort, the second is Counting sort and final remains 
Radix sort. In Pentium Dual-Core performance in Java 
environment, the best algorithm for this case is Counting sort, 
second is Bucket sort and last is Radix sort. The results 
obtained from the implementation of non-comparison 
algorithms in different platforms have different results. But 
what is most important is that non-comparison sorting 
algorithm has the best rating in C++ environment compared 
with sequential equivalent solutions on platforms Java and 
Python. After platforms were tested implementations are 
achieved where the execution time is faster in C++ 
environment than in Python and Java environment. 
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Abstract— Day after day the dependence on smart devices is 

increasing, especially smart phones. As, smartphone is not just a 
phone device but also it is smart TV, GPS, smart camera and tablets, 
with expansion in the use of mobile in critical tasks such as online 
banking services, business transactions, and storing critical 
information such as credit cards, passwords and personal data, the 
malware’s attacks are increased. Most of current malware detection 
solutions for mobile devices can detect known malware but cannot 
detect newfangled malware and others malware detection techniques 
depend on monitoring the behavior of the malware but the monitoring 
on the Smartphone can be a very heavy consuming task.  

Hence, there is a need to develop a mobile malware detection that 
can provide an effective solution  to  protect  the  mobile  user  from  
any  malware and  at   the  same  t ime  address  the  limitation  of  
mobile  devices environment. In this paper we focused on extracted 
android system permissions from android applications .apk files. The 
research focused in reducing the number of android permissions to be 
used as features for machine learning classifier to detect android 
malware application.  

 
Keywords— Android, Smartphones, Malware Detection, 

Machine learning.  

I. INTRODUCTION 
ow a day's, smartphone is very popular and widely used 
in business and personal life. A lot of mobile phone users 

are rapidly switching to smartphones. According to eMarketer 
[1], it is expected that around 49% of the mobile phone users 
globally are likely to use smartphones by 2017. The great 
popularity of the smartphones is because of their powerful 
capabilities such as video calling, capturing images, recording 
video, playing digital media, sending and receiving emails, 
web browsing and access online banking services capturing 
images, recording audio and video, video calling, playing 
digital media, sending and receiving emails, web browsing, 
using social networks such as Facebook and Twitter, and 
communicating using Bluetooth and WIFI.  

Smartphone users save important data on their phones, such 
as phone numbers, SMS messages, photos, passwords, credit 
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card numbers, therefore smart phones are a very interesting 
target for attackers and malicious software.  O ne important 
characteristic of smartphones that its ability to install third-
party applications from many markets whether official or non-
official. Unfortunately, there is no control on the non-official 
markets, therefore attackers can upload their application 
whether games, media or others applications to these markets 
and attempt to embed malicious program into benign 
applications  

Many users download mobile applications without any 
thought of security. Whereas, with the rapid increase in the 
use of smartphones, the number of mobile applications is 
increasing, and according to PortioResearch [2] downloading 
of mobile applications will continue to grow to exceed 200 
billion applications by the end of year 2017, The number of 
markets which allow users to download applications are 
increasing and the number of non-official market are also 
increasing but non-official market do n ot impose security 
measures on the phone applications that are being uploaded by 
developers so many hackers upload malicious applications to 
these markets 

Actually, most smartphones users download mobile 
applications without any attention of security issue. Therefore, 
it is important to use a methodology to detect the malware 
applications before installing it on the phone. 

The problem of detecting malware for smartphone presents 
a lot of challenges due to limited resources availability. 
Smartphones have limited hardware capabilities in comparison 
to the hardware capabilities of traditional computers, as 
smartphones have limited memory, and limited battery energy. 
So, current solutions for computers may not be applicable on 
smartphones.  

Moreover, most current malware detection techniques 
depend on extract signatures pattern for malwares, and all 
malwares signatures are stored in repository. This repository 
represents malwares signature database to identify malware. 
The antivirus should search in the database for matching 
signatures, but it cannot detect new malwares.  

On other hand, the other set of techniques depend on 
monitoring the behavior of malware during the run time but 
monitoring can be a very heavy consuming task [3]-[5].  

Monitoring can be performed on remote servers but it is 
dependent on external server, which means there can be server 
down problems and network congestion [6].  

With very rapid development in smartphones also its 
operating system have evolved so the techniques and 
approaches that applied on the previous Mobile operating 
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system need to be modified to be applicable with current 
operating system.  

The most common mobile operating systems are Android, 
Blackberry, iOS, Windows Phone and Symbian.  

Statista [7] expected that Android is expected to account for 
62.4 percent of global tablet shipments in 2017, thus taking 
over as the market leader. Statista also expected that the  
smartphones deploying Android as operating system are 
forecast to reach around 1.5 billion units by 2018[8]. Cisco 
security report for 2014 finds 99% of all new mobile malware 
is targeting Android [9]. Android's Google Play store has 
officially reached over 1 million applications, and applications 
download have also grown to over 50 bi llion [10]. Several 
third-party Android Marketplaces exist without restricted 
security rules for submit applications.  

The challenge of how to detect smartphones malwares 
depends mainly on how to extract the application features. 
Those features are then used to categorize the application as 
malware or as benign application. This research introduces a 
mechanism to select reduced number of application features, 
which are used in anomaly detection system to detect android 
malwares before installing it on smartphone. 

The rest of the paper organized as follows. We start in 
section II with a brief background on malware detection 
techniques, in section III a survey of previous relevant studies. 
, in section IV brief background on android operating system , 
in section V describes  the  methods  we  used to collect data , 
extract features and building the dataset , in sections VI , VII  
we present the experiments and the  evaluation  results. Finally 
in section VIII discuss the results and conclusion. 

II. MALWARE DETECTION TECHNIQUES 
There are two main categories of smartphones malware 

detection techniques, which are static detection techniques and 
dynamic detection techniques [3]-[5]. The major difference 
between static and dynamic analysis is how the data is 
acquired. 

Static detection represents an approach of checking source 
code or compiled code of applications before it gets executed. 
It identifies malicious code by unpacking and disassembling 
the application to extract features for anomaly detection. It can 
use simple pattern search operation or slightly more complex 
machine learning approaches in order to detect weakness in 
the code of software. 

On other hand, dynamic set of techniques identify malicious 
behaviors after executing the application on an emulator or 
controlled environment.  

Static based techniques are fast, flexible and easy to be 
automated, which means, they are suitable for mobile devices 
whereas, in dynamic based analysis the monitoring can be a 
very heavy consuming task. Also, in dynamic based analysis, 
the malware can change his behavior during rum time and 
cannot be detected.  

On other hand, there is different identification techniques 
depending on the type of identification carried out, detection 
systems can be classified as either anomaly-based, signature 
based system.  

Anomaly-based identification attempts to model normal and 
non-normal behaviors during the training phase. Anomaly 
detection techniques have the potential to detect newfangled 
malware. However, they are prone to detect rare legitimate 
behaviors as malicious [5]. 

Signature-based identification aims at identifying known 
malicious by means of predefined patterns of signatures. The 
main benefit of signature detection lies in its accuracy 
detecting well-known attacks. In this regard, maintaining an 
up-to-date database with a massive amount of signatures poses 
a major challenge. Furthermore, resource-constrained devices 
are not capable of processing big amount of signatures [5]. 
Also, they need human expertise to develop new malware 
signatures, which is time consuming. 

Static signature-based technique is very efficient and 
reliable to identify known malwares; otherwise, they cannot 
detect unknown malwares. Signatures must be up-to-date that 
lead to a massive amount of signatures. On other hand, 
anomaly based techniques have the ability to detect unknown 
malwares.  

III. RELATED WORK 
Crowdroid [11] and MADAM [12] are among the research 

works that perform android malware detection by monitoring   
the dynamic malware behavior through the system call. The 
drawback of this method is the high energy consumption as 
monitoring system calls consume lots of resources of a mobile 
device. Yerima [13] proposed approach based on Bayesian 
classification models obtained from static code analysis to 
detect android malware. Borja Sanz [14] proposed PUMA 
which they extract permission to train machine learning 
algorithm and they use all permissions and the best accuracy 
result with RandomForest is 0.8637.  Xing Liu proposed a 
two-layered permission based detection scheme for detecting 
malicious Android applications [15]. 

IV. ANDROID SYSTEM ARCHITECTURE 
Android [16] is open source OS built on Linux for mobile 

devices. As shown in Fig. 1, Android system consists of: 
• Linux kernel provides basic system services, such as 

process scheduling.   
• Intermediate layer include Android native libraries and 

Android runtime environment.  
• Android native libraries include core libraries such as 

the system C library, media libraries; various system 
components in the upper layers use these libraries.  

• Android runtime environment is the Dalvik virtual 
machine.  

• Application Framework layer is which make it easy for 
developers to develop new applications.  

• Application layer include core applications, such as 
call, message and third-party developed applications.  
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Fig. 1 Android Software Stack [17] 
 
Android applications are developed with Google Android 

SDK [18] and written in Java language. Then the source code 
is compiled into .dex file, and packaged in an .apk archive for 
installation.  

Android permits application installation from third party 
vendors mean that Google has no control over the quality or 
safety of the applications provided in these stores.  

Android Permissions is a critical design point of the 
Android security architecture is that no application has 
permission to perform any operation that would impact other 
applications, the operating system, or the user , this includes 
reading or writing the user's private data (such as contacts or 
e-mails), reading or writing another application's files, 
performing network access etc [19].  

Android sandboxes applications from each other so, 
application must explicitly share resources and data. They do 
this by declaring the permissions they need for additional 
capabilities not provided by the basic sandbox. Applications 
statically declare the permissions they require, and the 
Android system prompts the user for consent at the time the 
application is installed [19]. 

V. RESEARCH METHODS 
The analysis of applications is often to classify an 

application as malicious or benign. In classification features 
are used to make decisions. Application features are required 
to be informative to produce an accurate decision. 

In many real-world applications, numerous features are 
used in an attempt to ensure accurate classification. If all those 
features are used to build up classifiers, then they operate in 
high dimensions, and the learning process becomes 
computationally and analytically complicated. Hence, there is 
a need to reduce the dimensionality of the feature space before 
classification. 

This work mainly aims to extract android application 
features based on dimensionality reduction technique that 
extracts a s ubset of new features from the original set of 
features by means of some functional mapping keeping as 
much information in the data as possible. 

A. Collect Data 
To conduct experiments, a dataset of real Android 

applications and real malware in considered. In particular, an 
initial dataset of 325 malware and 325 be nign android 
applications is acquired. The malwares are collected from 
Contagio Malware Dump [20] Android Malware Dump [21] 
and MalShare [22]. 

 Malware applications represent more than 89 android 
malware families [23], [24]. Whereas, the benign applications 
cover all android categories in Google play store [25]. 

B. Extract Features  
Android permissions control the access to sensitive 

resources and functionalities. Permissions allow an application 
to access potentially dangerous API functionality. Many 
applications require several permissions to function properly. 
These permissions must be listed explicitly in the application’s 
Manifest.xml file. Every application must have an android 
Manifest.xml in its root directory. The manifest presents 
essential information about the application to the Android 
system. 

Using the permissions as features for machine learning 
classifier can help to detect the malware before the 
installation. So, analyzing the android applications manifest 
files to identify the permission set requested by that 
application can considered as an informative methodology for 
anomaly based feature extraction in static manner. 

First of all, the application .apk file is decompressed to 
retrieve the content. All permissions used by each APK file 
are extracted statically using python [26] script that is 
developed based on AndroGuard API [27]. We developed a 
python script to automate the extraction of the features. The 
developed script unpack the apk files to classes.dex and the 
manifest file  i n binary format, then convert the manifest  to 
xml file, where, all permissions used by the application can be 
extracted.   

 All permissions from manifest files are extracted based on 
the following methodology:  

 
- VectorV contains all android system permissions. 
-  For each application there is features vector iV contains 

all features for each application the feature vector 
represents all android system permissions. So, for each 
application ia   in the Applications set A there is binary 

vector },...,,,{ 321 ni vvvvV =  where, n is number of 
permissions available in the Android system, and,  

 





=
else

v
v n

i ,0
,1 V  in exist    permission exxtracted if
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- The variable C is the type of the applications to be 
benign or malware  where { }Benign , Malware ∈C   

- The creating of matrix M process is described by 
following algorithm  : 
 

Input: set A contain all apk files and vector V contain all 
android system permissions                                                                   
Output: matrix M contain all vectors iV  
 
for each ia  in A do 

       Extract all permissions from ia and set it to set iS  

       for each ij Ss  ∈  do  

             if Vs j   ∈    do 

                  in Vv  ∈    = 1 
             else  
                  in Vv  ∈    = 0 
             end if  
       end for 
       Set iV  in M  
end  for  

After applying the previous methodology on all of the 
collected dataset, we noted, that the benign application use 
1141 permissions and malware application use 4882 
permissions. Approximately, malware applications use nearly 
three times permissions more than benign applications, that 
means malwares actually use permissions to access functions 
the benign applications not use. 

C. Reducing number of features 
 Actually, we count 151 android system permissions 

according to android 5.0 Lollipop with API level-21 [28],[29] 
considering all of android permissions as a feature set will 
produce an enormous feature vector for each application. So it 
is required to reduce the number of the application features, 
where the high dimension data makes testing and training of 
general classification methods complicated.  

The goal of data reduction is to find a minimum set of 
features such that the resulting probability distribution of the 
data classes is as close as possible to the original distribution 
obtained using all features. Using the reduced set of features 
has additional benefits. It reduces the number of features 
appearing in the discovered patterns, helping to make the 
patterns easier to be understood. Further it enhances the 
classification accuracy and learning runtime.   

In the conducted experiments, applying the previously 
stated methodology for feature extraction based on android 
permissions produced a matrix M, which contains the vectors 
of the android system permissions of all collected applications. 
For reducing the feature set, a preprocessing step has been 
performed, which is removing all zero-frequency-permissions 
in the binary matrix M . The permissions that its frequency is 

zero are those which are not used by any malware or benign 
applications, the number of features were reduced to 114 
features. 

Then, to select the most informative feature set, two feature 
selections methodologies are applied [30],[31], namely 
information gain and Gain Ratio based feature selection 
methods. The information gain and Gain Ratio score are 
calculated for each permission - attribute in M matrix- that is 
for telling how important a given attribute of the feature 
vectors is. 
InfoGain and GainRatio are calculated as following: 
 

( ) ( ) ( )nn vCHCHvCInfoGain |, −=                 (1) 
 

( ) ( ) ( ) )(/)|(, nnn vHvCHCHvCGainRatio −=                  (2) 
     
     Where H is the information entropy,  Y and X  are random 
variables and  P  is the probability. 
 

( ) ( ) ( )ibi ii ii xPxPxIxPXH log)()( ∑∑ −==             (3) 

    
    Where the conditional entropy of two events X and Y   
 

( ) ( )∑= ji ji

j
ji yxP

yP
yxPYXH

, ,
)(

log,)|(                             (4) 

 
After calculating the score for each permission, all 

permissions that its score is zero are removed. Two sets of 
features (permissions) have been produced, the first set of 
permissions calculated by InfoGain shown in Fig. 2, and the 
second set calculated by GainRatio shown Fig. 3.   

D. The best reduced dataset  
Now there are three datasets:  
• First, Dataset#1, which is based on features permissions 

ranked by InfoGain, as shown in Fig. 2.  
• Second, Dataset#2, which is based on features 

permissions ranked by GainRatio, as shown in Fig. 3.  
• Third, the original Dataset based on all permissions.  

To select the best reduced features set, WEKA [32] tool is 
used to evaluate the two sets against different classifiers.  
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Fig. 2 Top 58 ranked feature using InfoGain 

 
  

 
Fig. 3 Top 58 ranked feature using GainRatio 

 

VI. EXPERIMENTS 
  WEKA tool is used to evaluate the three data sets against 

different classifiers ,the results were compared that was 
obtained  f rom all experiments form dataset based on all 
permission and Dataset#1, which is based on f eatures 
permissions ranked by InfoGain Dataset#2, which is based on 
features permissions ranked by GainRatio  

A. Classifiers  
More than one classifiers from WEKA are used to evaluate 

the best features set. The used classifiers are: C4.5 algorithm 
(J48), feed forward artificial neural network 
(MultilayerPerceptron MLP), Support vector machine 
(LibSVM) , Radial Basis Function Network( RBFClassifier) , 
stochastic gradient descent (SGD)  , Logistic Regression 
(Logistic) , ExtraTree  , J48Consolidated , RandomForest Tree 
, RandomTree , K- nearest neighbours classifier (IBk) , KStar 
and best-first decision tree (BFTree)    

B. Testing Options 
WEKA has different mechanisms to divide the experimental 

dataset into training dataset and testing dataset testing that is  
 
 

 
 

 
 
 
 
 

 
used to train and test the classifiers models. The first 
methodology is k-cross validation [33]. In k-fold cross-
validation, the dataset is randomly partitioned into k equal size 
subsamples. One subsample is used as the validation data for 
testing the model, and the remaining k-1 subsamples are used 
as training data. Then repeated k times, with each of the k 
subsamples used exactly once as the validation data. The k 
results from the folds can then be averaged to produce a single 
estimation. In the conducted experiments, two k values have 
been chosen, k=10 and k=3 folds. 

Another mechanism is simply to divide dataset into two 
portions in a random manner. Here, 66% of the original 
dataset are randomly chosen for training, and the remaining 
34% of the data are used for testing and the last testing option 
is the use of training data as the testing data.  

C. Measure of classifiers 
The evaluation was performed by measuring the following 

metric:  ( )
( )FNFPTNTP

TNTPAccuracy
+++

+
=                        (5) 

The Accuracy  is the percentage of predictions that is 
correct , where  TN is the number of benign applications  
correctly classified, TP is the number of malware cases  
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correctly classified,  FP is the number of benign applications 
incorrectly detected as malware, and FN is the number of 
malware incorrectly classified as benign applications (false 
negatives). 

D. Experiments steps 
First, the classifiers was trained using Dataset#1 that is based 
on reduced features selected by InfoGain, see Fig. 4. 
 

 
Fig. 4 the Accuracy for classifiers trained by Dataset#1 selected by 

InfoGain 
 
Then, the classifiers was trained using Dataset#2 that is based 
on reduced features selected by gain ratio, see Fig. 5. 

 

 
 

Fig. 5 the Accuracy for classifiers trained by Dataset#2 selected by 
GainRatio 

 
Finally, the classifier was trained using original Dataset 

with all permission, see Fig. 6. 
 

 
 

Fig. 6 The Accuracy for classifiers trained by Dataset with all 
permissions 

 
 
 

VII. RESULTS 
In this section, some of results obtained from previous 

experiments are concluded.  
Fig. 7 show the results of the experiments conducted using 

k = 10 f old. The Fig. 7 show that in most of cases the 
classifications using the two reduced datasets give results 
better than that the classification using the dataset#3 gives. For 
example, with classifier MPL with learning rate .001 the 
reduced datasets give better result than using all permission, 
the classifier MPL (.001) with infoGain and RatioGain give 
accuracy 87.2308 % and with all permission give 86.7692 % 
and the best result given by all permissions given with RBF 
classifier 86.9231 % 

 

 
 

Fig. 7 Accuracy of classifiers using all permission and reduced 
permissions by InfoGain and GainRatio 10 folds 

 
Fig. 8 show the results of the experiments conducted using k = 
3 fold. Also, It is widely noted that classifications using the 
reduced datasets give results better that that given by 
classification using dataset#3 in most cases expect with SVM 
and RBF whereas the best result given with infoGain is the 
result given by MPL with leaning rate 0.25 is 87.3846 %, the 
best result given by GainRatio is given by MPL with learning 
rate .001 is 86.9231 % and the best rest result given by using 
all permission is given by RBF is 87.3846 %. 
 

 
 

Fig. 8 Accuracy of classifiers using all permission and reduced 
permissions by info and GainRatio 

 
But with using 34% as the testing option it is  noted that in 
some classifier using all permissions give better result than 
reduced permissions and with other classifier the reduced 
permission give similar or better result than all permission see 
Fig. 9 whereas the best result given with infoGain and 
Gainratio is the result given by MPL with leaning rate 0.001 is 
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89.5928 %, and the best rest result given by using all 
permission is given by RBF is 90.4977 %. 
 

 
 

Fig.  9 Accuracy of classifiers using all permission and reduced 
permissions by info and ratio gain 

 
So we can note from previous results in most cases 

especially with testing options 10 and 3 folds when we use the 
reduced permissions give equivalent or better results than 
using all permissions and with 34% as testing option the 
results are in with most classifiers are similar, so the reduced 
features set obtained by InfoGain or GainRatio can be used 
instead of using all android permissions as features for 
distinguish between benign and malware application. 
 

The comparison between results obtained by info gain and 
gain ratio show that the accuracy for classifier trained by the 
feature set selected by info gain and gainratio are very similar 
as shown in Fig. 10 . 

 

 
 

Fig. 10 InfoGain results against GainRatio result using 10 folds 
 

But with the 3 fold and 34% testing options the result show 
the InfoGain result is better than the ratio results Except 
GainRatio give better results than InfoGain with RT and Extra 
Trees classifiers as shown in Fig. 11 and Fig. 12. 
 

 
 

Fig. 11 InfoGain results against GainRatio result using 3 folds 

 

 
 

Fig. 12 InfoGain results against GainRatio result using 34% of 
dataset as a testing set 

 

VIII. CONCLUSION  
In this  pa per  we  used  a ndroid system permissions as 

features that  ex tracted  from  Android application  ( .apk)  
files.  T he extracted data is used as features during a 
classification process of the applications. We focused on 
reducing number of features by selecting the best permissions 
that can distinguish between malware and benign applications.         

We collected 325 android malware application and 325 
benign applications and extracted the permissions and we 
reduced the number of permissions to 58 instead of using 151 
permissions and select permissions based on InfoGain and 
GainRatio and test the two different set against different 
classifiers. 

We concluded that the reduced permissions obtained by 
InfoGain or GainRatio , that  extracted  statically  from  .apk  
files,  coupled with  Machine  Learning  classifier can  provide  
good indication about the nature of an .apk file without 
running it on the smartphone and it can be used instead of 
using all android permissions as features for machine learning 
classifier to distinguish between benign and malware 
application where the best result given by reduced permissions 
whether InfoGain or GainRatio  i s 87.2308 %  a nd the best 
result obtained by using all permissions is 86.9231% .In the 
future work we will extract more features from applications to 
be combined with the reduced permissions . 
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Fetal Heart Rate Estimation from Phonocardiograms
Using an EMD Based Method
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Abstract—Fetal monitoring is essential for evaluating the
health status of the fetus during pregnancy. Long term fetal
screening is recommended to reach a precise diagnostic. Acoustic
noninvasive measurements of the fetal heart sounds by placing
sensors on the maternal abdomen represent an attractive alterna-
tive to the standard cardiotocography procedure used nowadays
in hospitals, but the main problem is that these acoustic measure-
ments are heavily corrupted by different types of noises, advanced
signal processing methods being necessary for estimation of the
fetal heart rate (fHR) from fetal phonocardiograms (fPCG). In
this paper, a new method for fHR extraction is proposed having
the following blocks: an Empirical Mode Decomposition (EMD)
based block used to suppress the noise contaminating the fPCG;
a block that enhances of the first heart sound (S1), a logic block
that estimates the position of S1 based on rules concerning the
fetal heart and a block which estimate the fHR. The proposed
algorithm is validated on simulated fPCG, showing a very high
accuracy in locating the S1 and estimating the fHR.

Index Terms—fPCG, EMD, fHR

I. INTRODUCTION

Fetal heart rate (fHR) represents one of the most important
parameter used nowadays in hospitals for clinical assessment
of fetal-well being during pregnancy. The useful information
extracted from the analysis of the fHR is derived mainly from
the characteristics of the baseline, variability, accelerations and
decelerations of the fHR patterns [1], [2], [3], [4].

The standard method for acquiring the fHR is by us-
ing Doppler ultrasound cardiotocography which involves the
placement of an ultrasound sensor on the maternal belly.
Ultrasounds are sent throw the maternal abdomen towards
the fetal heart. However, this method has some drawbacks:
it needs complex algorithms for fHR estimation (sometimes is
likely that maternal heart rate (mHR) is reported as fHR) [5];
it does not offer information about the real operation of the
valves, because it measures just the movement of the surface
of fetal heart [6]; while long-term surveillance of the fHR is
recommended, the impact of long prenatal ultrasound exposure
is not yet clarified [7], [8], [9];

An alternative acoustic method is the use of fetal phonocar-
diography for fHR estimation. An acoustic (pressure) trans-
ducer is placed on the maternal abdomen which allows ones
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to record the signal generated by the heart movement, i.e. the
fetal phonocardiogram (fPCG). The advantages of this fetal
monitoring procedure are: i) it is low cost, ii) no energy is
transmitted to the fetus, the method being thus suitable for
long-term surveillance, and iii) it handy to use, i.e. by placing
a small acoustic sensor on the maternal abdomen, with no
gel. Unfortunately, the low amplitude fetal cardiac signals
measured on the maternal abdomen are heavily contaminated
by different types of noise which can impair the proper anal-
ysis of the signal, consequently the fHR estimation. The main
affecting factors that disturb the fPCG are: fetal movement,
sensor movement, maternal heart sounds, respiratory sounds,
maternal digestive sounds, acoustic attenuation due to amniotic
liquid and other maternal tissues, external noise.

The early work in fetal phonocardiography addressed more
the development of acquisition equipment and acoustic sensors
[10], [11], [12], [13]. Chourasia et al. developed a wireless
acquisition system using Bluetooth [14]. Recently, methods
for fPCG processing are proposed in literature. Most of these
methods usually apply band pass filters or Wavelet transform
to reduce the noise in fPCG [15], [16], [17], [18], [19].

The current study proposes a new method for fHR esti-
mation. The denoising is realized based only on the local
characteristics of the contaminated fPCG signal. Thus no
external reference like template or wavelet mother function
is needed. The locations of the first fetal cardiac sound (S1),
which is determined by the closure of the mitral and tricupsid
valves, are determined using a logic block based on rules
concerning the fetal heart physiology.

The rest of the paper is organized into the following
sections: Section 2 describes the dataset used and the proposed
fPCG denoising algorithm, which enhances the S1 allowing
better fHR estimation. The results are discussed in Section 3
and concluding remarks are provided in the last section.

II. METHOD

A. Data description

The fPCG data used in this study are generated based on the
algorithm proposed by Cesarelli et al. [14]. Thus, the fPCG
signal can be defined by:

y(t) = s(t)− n(t) (1)

where y(t) is the composite signal including of the fetal heart
sounds, s(t) and the different types of noise, n(t). The first and
second sounds, S1 and S2, respectively, are modeled by two
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Fig. 1. Simulated fPCG signal with noise

Gaussian-modulated sinusoidal pulses [20]. The inter-distance
between S1 and S2 is given by the following expression, [21]:

SSID = 210− 0.5 ∗ fHR (2)

A detailed discussion about the simulation algorithm and
about the simulated noise sources is presented in [22]; the
simulated fPCG signals are available in [23]. In Fig. 1 a
simulated fPCG signal with noise is depicted.

B. Proposed algorithm

The proposed algorithm is described by the blocks depicted
in Fig. 2.

1) Preprocessing and denoising: Because S1 has higher
energy as compared to the other fPCG components and
less morphologic variability, it is appropriate for heart beat
identification [24]. In order to reduce the background noise
the Empirical Mode Decomposition (EMD) is used [25]. Thus,
the fPCG is decomposed into a collection of intrinsec mode
functions (IMFs). The IMFs containing noise are discarded
and the remaining ones are used to reconstruct the signal.

The IMFs computation is fully data driven and the EMD
algorithm has the following steps:

1) find all the local extrema of the data;
2) construct the upper and lower envelopes;
3) find the zero crossing;
4) calculate the mean of the upper and lower envelops,

m1(t), and subtract it from the original time series x(t):

p1(t) = x(t)−m1(t) (3)

a) if p1(t) satisfies the conditions of the IMF, then
p1(t)
is the first IMF.

b) if p1(t) does not satisfy the conditions of the IMF,

Fig. 2. Block diagram of the proposed algorithm

then steps 1), 2) and 3) are repeated for p1(t) and p1,1(t)
is obtained:

p1,1(t) = p1(t)−m1,1(t) (4)

The above steps are repeated and after k cycles the IMF
is obtained:

p1,k(t) = p1,k−1(t)−m1,k(t) (5)

Thus, the first frequency and amplitude modulated oscil-
latory mode, from the original data is obtained, c1(t) =
p1,k(t);

5) once the IMF is identified it is subtracted from the
original data, obtaining the residual component r1(t):

r1(t) = x(t)− c1(t) (6)

6) in the next cycle r1(t) is considered to be the original
data. The above steps are repeated for l times, where l
is the number of IMF plus the residue rl(t). A stopping
criteria of the sifting process is defined in (7) and was
introduced in [25] and is based on the standard deviation
computed for two consecutive sifting results:

SD =
T∑

t=0

|p1,k−1(t)− p1,k(t)|2

p1,k−1(t)2
(7)

The sifting process stops when the SD is within a predefined
range, usually 0.2 - 0.3 [25].

The data can be reconstructed from its IMFs as following:

x(t) =
l∑

i=1

ci(t) + rl(t) (8)

The first five IMFs are discarded because the high frequency
noise is separated in the first IMFs. The auxiliary signal
obtained after the reconstruction contains only the S1 and S2
and is further used in the next block for S1 enhancement.

2) S1 enhancement and its detection: The enhancement
of S1 involves the following two steps: firstly the signal is
squared and secondly, in order to obtain an envelope, a FIR
filter with a Hamming window of 20 samples is applied and
the delayed introduced by this step is corrected. The resulted
signal consists of very clearly delimited spikes corresponding
to S1. A threshold is used to find possible candidates for S1:

T =
0.7

N

√√√√ N∑
i=1

b(i)2 (9)

where N is the total number of samples, and b is the signal
resulted after the S1 enhancement block.

3) fHR estimation: In order to find the real S1 from the
candidates obtained in the previous step, the following rules
are applied:

1) if the time between two S1 candidates is smaller than
0.2 s, then the one with the lowest amplitude is rejected;

2) if the time between two S1 candidates is higher than 0.6
s, then a S1 was missed. The location of this missed S1
is estimated by adding to the position of current S1 the
mean value of the difference between the last eight S1
correctly detected in the previous step.
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The fHR is estimated using the following expression:

fHR =
60

Tb,b
(bpm); (10)

where Tb,b is the time between two consecutive S1. An fHR
trace is generated by recording the fetal beat-to-beat values of
fHR.

III. RESULTS

The method was applied on a 60 s simulated fPCG signal.
In Fig. 3 is depicted the simulated fPCG signal, with noise,
and in Fig. 4, is illustrated the signal after the denoising block
based on the EMD is illustrated.
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Fig. 3. Simulated fPCG signal with noise
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Fig. 4. Denoised fPCG signal using the EMD

The signal obtained after S1 enhancing, i.e after squaring
and smoothing, is depicted in Fig. 5.

In Fig. 6 a) and b) the robust detection of the S1, identifying
its envelope and the corresponding peaks are shown.
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Fig. 5. S1 enhancement, detection of the envelope
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Fig. 6. a) S1 detection in the original fPCG; b) S1 detection in the envelope

Fig. 7 depicts the estimated fHR. The black arrow indicates
the outliers which can appear when a S1 is omitted. It is
recovered with the second rule from the fHR estimation block
and its location is considered to be the location of the current
S1 plus the mean S1 interval for the last eight detected S1.
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Fig. 7. fHR estimated from fPCG signal before the second rule of the fHR
estimation block is applied. The arrow shows extreme values of fHR detected
as outliers. These samples were substituted by samples depicted with *.

IV. CONCLUSION

The fPCG, generated by valves opening and closing, that
allow the blood flow through the fetal heart, represents a
passive, noninvasive recording method which permits the fHR
estimation, being an attractive alternative to CTG. In order to
obtain a good fHR estimate, a reliable detection of the fPCG
characteristic points is mandatory. This can raise difficult
signal processing issues due to the very low fPCG SNR
and due to the morphology of the heart sounds. Moreover,
the respiration affects the morphology of the heart sounds.
However, mostly the S2 is affected, thus S1, having also a
higher amplitude, is appropriate for fHR estimation. In this
paper, a new method for S1 detection is presented, which
considers the EMD as a preprocessing and denoising step. The
method is able to detect all S1 even from noisy data, being very
robust. Thus, reliable fHR is obtained, which can be used for
further analysis. Future research will concentrated on making
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the method fully automated, i.e., the automate selection of
the IMFs to be discarded will be implemented. Moreover, the
method will be validated on real fPCG signals.
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Soft-error-rate Adaptive Intervals for Low Overhead
Checkpoint

Wentao Jia, Chunyuan Zhang and Kun Jiang

Abstract—Soft errors are an increasingly important threat to
the reliability of integrated circuits. Chips manufactured in ad-
vanced technologies show variations in SER caused by variations
in the process parameters. Ongoing reduction of feature sizes
and complexity of operating environment (temperature, voltage,
radiation pressure and so on), SER variation is increasingly
manifesting.

Checkpoint is one of the most popular recovery method
used for many systems, and the intervals of checkpoint can
obviously influence performance. However, optimal intervals of
checkpoint rely on SER. Theoretically speaking, SER adaptive
checkpoint(SACP) which dynamically match checkpoint intervals
with real time SER can improve checkpoint overhead under
variable SER. But benefits of SACP are relative with SER
variation.

We give a mathematical model of SER variation and proposal a
way to predict SER based errors occurred most currently. Results
show high accuracy of SER prediction and much overhead
improvement of SACP.

Keywords—soft-error-rate, adaptive, error variation, checkpoint
intervals,low overhead

I. INTRODUCTION

Soft errors including SBU(single-bit-upset) and
MBU(multiple-bit upset) are an increasingly important
threat to the reliability of integrated circuits fabricated
in advanced CMOS technologies. Researchers expect an
aggregate effect on soft-error rate (SER) of a chip. The error
rate at 16-nm may be almost 100 times that at 180 nm [1].

Ongoing reduction of feature sizes has increased the prob-
ability that a single particle causes an MCU(Multiple-cell
upset). It has been observed that a single neutron caused more
than 50 bit flips in an SRAM of 65nm [2]. During neutron-
accelerated SER tests of SRAMs in advanced processes, it is
not unusual to observe that more than 50% of the upset events
are MCUs [2], implying ECC techniques generally applied are
more and more not capable of protecting systems.

Chips manufactured in advanced technologies gradually
show variability on SER caused by variation in the process
parameters. Voltage supply variability, voltage threshold vari-
ability and channel length variability at the lower level are
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directly associated with overall circuits at the higher level,
not only performance variability and power variability, but
also SER variability. Process variability causes that the SER
vulnerability of an SRAM bit cell is not the same for its two
data states. Experimental results for a 90-nm embedded SRAM
showed that the differences can be almost a factor of 4 [3].
SRAM bit cells are symmetric by design, however sequential
logic are not. As a result, the SER of sequential logic usually
varies with the data state(0/1) and clock state(HIGH/LOW),
the differences can be nearly 10X [4].

SER differences caused by process variability while chips
manufactured and designed will eventually show SER varia-
tions while systems running, meaning SER of systems may not
keep constant but change from time to time. Moreover, SER
is highly associated with operating environment (temperature,
voltage, radiation pressure and so on), which is not constant
always but variable sometime. As computing is emerging any-
where and any-time, operating environment of many systems
are variable, such as spacecraft, smart city system, unmanned
verticraft, intelligent vehicle. As cars drive from New York
City to Denver, CO, USA, SER increase 3.5X (due to altitude
increased by 1.6KM) [5]. Many systems employ dynamic
mechanisms to decrease power or energy, like DVFS, which
also making voltage or frequency variable. Ongoing reduction
of feature sizes and complexity of operating environment, SER
variation is increasingly manifesting.

The most popular recovery method is checkpoint, and inter-
vals of checkpoint can obviously influence performance. Based
on checkpoint model proposed by Daly [6], Figure 1 shows
how the performance overhead varies with checkpoint inter-
vals(section II-B shows more details of Daly’s model). Optimal
checkpoint interval for MTTE(mean time to errors)=100min
is 20min. Keeping the interval while SER changing to MTTE
=10min or MTTE=1000min, overhead will be 450% or 11%.
However, overhead at optimal interval is 115% or 7%. So
SER adaptive intervals of checkpoint can reduce overhead for
variable SER. Theoretically speaking, SER adaptive check-
point(SACP) which dynamically match checkpoint intervals
with real time SER can improve checkpoint overhead under
variable SER.

There are two points to reduce overhead for present check-
point mechanism: reducing MTTE or time overhead to update
checkpoint. Differently, the view of SER adaptive checkpoint
(SACP) is that analyze occurrence of errors more carefully and
match checkpoint interval with real time SER dynamically.
Benefit of SACP is relative with SER variation (how large
the variation takes and how long it keeps), so we firstly
have to evaluate impact of SER variability on SER adaptive
checkpoint.We make the following contribution in this paper:
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Fig. 1. checkpoint overhead

• Based on how SER affected by temperature, voltage,
radiation pressure and so on, we give a mathematical
model with four parameters to quantized SER variation.

• We study impact of variable SER on overhead of present
checkpoint and SER adaptive checkpoint, indicating
optimal benefits of SACP.

• We proposal a way to predict SER based dynamic
prediction window, showing practical benefits of SACP.

Section II gives background information on SER variation
and related works on checkpoint. Section III models SER
variation. Section IV introduces our way to predict SER.
Section V provides details on evaluation methods and results
are given in Section VI.

II. BACKGROUND AND RELATED WORKS

This paper focus on decreasing checkpoint overhead under
variable SER. SER can be described by mean time to er-
rors(MTTE) or number of errors occurred in unit time, and
this paper will use later, that is SER=1/MTTE.

A. SER variation.

Soft errors are caused by either neutrons generated by cos-
mic radiation interacting with the earth’s atmosphere or alpha
particles emitted by radioactive impurities that are present
in chips and package materials. SER can be get from the
following equation [7]:

SER = Constant× Flux×Area× eQcrit/Qcoll

Flux is the alpha or neutron flux experienced by the circuit,
Area is the effective diffusion area, Qcrit is Critical charge,
and Qcoll is the collection efficiency. Flux varies with altitude,
location on the earth, concrete thickness of building, solar
activity and so on. Qcrit depends on the supply voltage and
temperature. Table I lists variable factors related to SER.

Form table I, we can see SER exponentially varies
with most variable factor, for variable factor X ∈

TABLE I. VARIABLE FACTORS RELATED TO SER

variable factor X how SER varies with X amplitude of SER variationa

Altitude SER0× e0.9x−0.03x2 [5] over 100(sea level to
flight level 12KM)

Latitude 3 (20N–60N)
Concrete SER0× e−2.7x[8] 15 (0–1m)
Thickness
Solar Cycle 1.3[8](day to next day)

1.6[8](month to next month)
Voltage SER0× e−1.3x+0.3[9] 3 (0.4V–1.0V)@45nm
Temperature ≈ exp[10] 3b (25◦C -110◦C)

adefined as maximal SER divided by minimum SER
boperational temperatures of chips are distributed in a wide range and much

higher than the ambient temperature in reality

{Altitude, Thickness, V oltage, Temperature}, SER could
be

SER(X) = SER0 ∗ eCx∗(X−X0) (1)

X0 and SER0 are a pair known value of X and corresponding
SER, Cx is a constant indicating amplitude of SER variation
with X variation per unit. Take altitude for example, Cx=0.8,
meaning SER will increase e0.8 per kilo-meter higher. If
Cx < 0, indicating a decrease of SER while X increase,
such as voltage and thickness. In summary, amplitude of SER
variation caused by operating environment can be from several
to a hundred and caused by process variability can be ten.
Considering both, amplitude of SER variation can be nearly
thousand.

B. Checkpoint
Checkpoint technique is commonly used to recover from

application failure. During checkpointing shown in Fig.2,
application entire statement is written to storage so that in
occurrence of errors application can resume its work from the
last checkpoint rather than from the beginning. Tex in Fig.2 is
execution time of application, Tov is time to store application
statement, Tr is time to recovery application, Tsolve is solve
time for application which is equal to N*Tex, N is the number
of passed segments required to complete a calculation. One
aspect of employing checkpoint is properly assigning check-
point intervals Tex. Daly[6] proposaled a accurate ways based

Tex Tov

Tex Tov

Tex TovTr

Tex Tov

t=0 Ttotal

Tsolve=N*Tex

X

Fig. 2. The application time line broken into four passed compute segments
and one failed compute segment designated by X. An application run is
complete when the accumulated computation time Tex of all of the passed
segments is equal to the total solution time Tsolve for the application.

SER and Tov to determine the optimum checkpoint interval.

Tex =

{ √
2Tov
SER − Tov for Tov ≤ 1/2SER

1/SER for Tov > 1/2SER
(2)

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 419



JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 3

Solve time in checkpoint is time spent on actual computational
cycles, so checkpoint overhead is

overhead =
Ttotal − Tsolve

Tsolve
× 100%

We also use Daly’s method to determine checkpoint intervals
in this paper.

C. Adaptive checkpoint
Only a few works focus on adaptive checkpoint, for some ar-

gue that checkpoint interval has a little impact on applications.
Jones[12] studied impact of checkpoint intervals with relative
error from 0.1 to 4 on application efficiency. As his results,
efficiency decrease from 58% to 50% while relative error of
checkpoint intervals is 100%, demonstrating that checkpoint
intervals has little impact on application efficiency. However,
we focus on overhead, which will increase by 28% while
efficiency decreases from 58% to 50%. Moreover, relative error
of checkpoint intervals caused by SER variation may be much
more than 10.

Previous research improving overhead focused primarily on
decreasing the checkpoint time of data transferred, while rely-
ing on constant checkpoint frequency. Gerofi [13] proposaled
a algorithm that adapts dynamically to the properties of the
workload being executed, such as changes in the number of
dirtied memory pages, network and disk I/O operations, as
well as to the network bandwidth available for replication. The
results show benefits of adaptive checkpoint.

The most difference with previous works is that we are
focusing on SER variation which has rarely been studied.

III. MODELLING SER VARIATION

We define SER at time t as SER(t), let initial SER be SER0,
so constant SER is

SERc(t) = SER(0) = SER0

Variable SER according to Eq. (1) is

SERv(t) = SER0 ∗ eCx∗(X(t)−X0) (3)

X(t) usually relevant to system type, application field, oper-
ating environment and so on. Variation of X(t) based X0 is
shown as Eq.( 4)

X(t)=

{
X0, for (t%T )≤T−Tv
X0+a×sin(π(t−T+Tv)Tv ),for (t%T )>T−Tv (4)

with a indicating the largest amplitude increased or decreased,
T is cycle time of variation and we use the mod % operator to
make it, Tv is time for variation amplitude a (shown in EQ.4)
sustained. Here we use sin() function to describe variation for
a complicated variation can be regarded as some simultaneous
simple sin() variation. Figure 3 gives the X(t) as a=-0.5 and
a=1. Take X(t) to Eq.(3),we have

SERv(t)=

{
SER0, for (t%T ) ≤T−Tv
SER0eA×sin(

π(t−T+Tv)
Tv ),for (t%T )>T−Tv

(5)

0 4 0 0 8 0 0 1 2 0 0 1 6 0 0 2 0 0 0 2 4 0 0 2 8 0 0 3 2 0 0
0

2
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a = 1

a = - 0 . 5

X(t
) (a

.u.
)

t i m e  ( a . u . )

X 0

  

Fig. 3. examples of X(t) variation

Here we make A=Cx*a, Cx is SER variation per unit X(t)
variation, a is X(t) total variation, so A is SER total variation
for X(t). Take altitude as an example, Cx=0.8(SER increased
with e0.8 time per kilo-metre increased), suppose a=5KM, so
A=4, meaning SER increased to e4 time while X(t) increased.
Figure 4 gives SERv(t) examples for A=-1, A=0.5 and A=3.

0 4 0 0 8 0 0 1 2 0 0 1 6 0 0 2 0 0 0 2 4 0 0 2 8 0 0 3 2 0 0
0 . 1

1

1 0

A = - 1

A = 3

A = 1
SE

Rv
(t) 

(a.
u.)

t i m e ( a . u . )
Fig. 4. examples of SER(t) variation

We can get number of errors occurred one cycle T by
cumulative SERv(t) from 0 to T, and we can see number of
errors at A=3 is greater than A=0, and that at A=0 is also
greater than A=-1. Overhead is greatly relative with errors
number, and this paper is going to study overhead due to SER
variability, so we use a factor K to equalize errors of SERv(t)
in Eq.( 6).

SERv(t)=

{
SER0∗K, for (t%T ) ≤T−Tv
SER0∗KeA×sin(

π(t−T+Tv)
Tv ),for (t%T )>T−Tv

(6)
Number of errors in every T for constant SER is∫
SERc(t)dt = SER0 ∗ T . we equalize errors for SERv(t)

as following function
T∫

0

SERv(t)dt ∗K = SER0 ∗ T

So,
K =

SER0 ∗ T∫
SERv(t)dt
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and value of K is determined by A and Tv/T. Figure 5 shows
the SERv(t) equalized.

0 4 0 0 8 0 0 1 2 0 0 1 6 0 0 2 0 0 0 2 4 0 0 2 8 0 0 3 2 0 0
0 . 1

1

1 0

A = - 1

A = 3

A = 1

SE
Rv

(t) 
(a.

u.)

t i m e  ( a . u . )

Fig. 5. examples of SER(t) variation equalized

SER variation we studied in this paper is based on Eq.( 6),
we summery the parameters as following:
• SER0: the average SER in every cycle T.
• A: amplitude of SER variation, defined as maximal

SER/minimum SER=e|A|. We categorize SER variation
as increased variation if A > 0 and decreased variation
if A < 0.

• Tv: Tv is duration for variation sustained.
• pn: pn=Tv/T is time proportion of variation, T is cycle

time of variation.
Our goal is to study how the parameters (SER0,A,Tv,pn) im-

pact checkpoint overhead for increased and decreased variation
respectively. SER variation actually is more complicated than
we modelled in Eq.(6), however, we can regard a complicated
variation as some simultaneous simple variation.

IV. SER PREDICTION

SER is usually calculated by number of errors occurred/time
systems have run. Due to variation, we could not use errors oc-
curred long time ago to predict real-time SER, just as Fig 6(a)
shown. Simulated results in Fig 6(a) manifest delay between
theoretical SER and predicted SER using errors occurred in
200 hours. So the key to SER prediction is proper time of
errors occurred, and we define periods employed to predict
SER as prediction window(PW).

Tow reason decreasing accuracy of SER prediction is ran-
dom of errors occurred and delay due to SER variation.
Errors occurred randomly(as Fig.6(b)) and we need many
errors to amortize deviation of SER. Whereas we should use
errors occurred as current as possible for less delay deviation.
Unfortunately, the two ways to decrease deviation is usually
contrary. More errors to amortize random deviation indicate
longer time ago errors to be used, which will obviously worsen
prediction accuracy under low SER.

To balance the deviation cause by delay and random, we
employ shorter PW when SER is largely changing and longer
PW when SER relative constant, as shown in table II.

DPW is dynamically increase or decrease the prediction
window based RE(s1,s2) and numbErr(pw), making it works

00 4 0 0 8 0 08 0 0 1 2 0 0 1 6 0 01 6 0 0 2 0 0 0 2 4 0 02 4 0 0 2 8 0 0 3 2 0 03 2 0 0
0 . 0 10 . 0 1

0 . 0 5
0 . 10 . 1

0 . 5
11

5
1 01 0

5 0
1 0 01 0 0

S E R
( / S E R 0 )

t i m e  (  h o u r )
(a) prediction window=200h, showing deviation cause by delay
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5
1 01 0
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S E R
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t i m e  (  / h o u r )
(b) prediction window=10h, showing deviation cause by ran-
dom

Fig. 6. SER prediction. Red line is theoretical SER as Eq.(6), black points are
simulated errors occurrence based red line, green points are SER we predicted
based black points. Suppose SER0 = 1/100min−1.

well for both continuous and variation. DPW is low-overhead
and need no more system information, except the time of each
error occurred.

We use error ratio between predicted SER and theoretical
SER(shown as Eq.(6)) to measure precision of prediction,
Error ratio of at t is defined as

ER(t) =
MAX(SER pre(t), SER OPT (t))

MIN(SER pre(t), SER OPT (t))

and we refer error ratio to overestimating if SER pre(t) >
SER OPT (t) or underestimating if SER pre(t) <
SER OPT (t). Sum of ER as entire application ran is

ER =
i=N∑
i=1

ER(ti)×
Texi
Tsolve

(7)

here N is number of checkpoint intervals, ti is the time ith
interval started, Tex(i) is length of ith interval, Tsolve is
i=N∑
i=1

Texi. Sum of ER is great than 1, the larger means the

worse precision of prediction.
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TABLE II. ALGORITHM OF DYNAMIC PREDICTION WINDOW (DPW)

Function:
numbErr(pw): number of errors occurred during prediction window
SER(pw):SER calculated by numbErr(pw)/pw
RE(s1,s2): relative error of s1 and s2, abs(s2-s1)/s1

input:
t: current system time
Nt: number of errors occurred at current time
Time[Nt]: time the ith error occurred, used for numbErr(pw)

output: SER(t)
1 MTTE ← t/Nt
2 pw ← 10×MTTE
3 WHILE numbErr(pw) > 50
4 pw ← pw −MTTE
5 IF pw < 10×MTTE
6 RETURN SER(t)← SER(pw)
7 s1← SER(pw), s2← SER(pw +MTTE)
8 WHILE RE(s1, s2) < 1 AND (pw) < 50
9 pw ← pw +MTTE
10 RETURN SER(t)← SER(pw)

V. SIMULATION METHODS

We simulate the checkpoint mechanism as following steps
in table III and simulation code is listing in appendix A.

TABLE III. METHOD TO SIMULATE CHECKPOINT

Function:
Tex: checkpoint intervals
computTex(ser):calculate Tex based SER

Parameter:
Ttotal : total simulated time
step: minimum time unit for simulation

output: Tsolve.(overhead = (Ttotal− Tsolve)/Tsolve)
1 WHILE timeSIM < Ttotal
2 timeSIM ← timeSIM + step
3 IF error occurred in this step
4 Rflag ← 1 // start to recovery
5 ELSE IF Rflag==1 and recovery finished
6 Tex← computTex(ser)
7 Rflag ← 0
8 ELSE IF checkpoint interval is finished
9 Tsolve← Tsolve+ Tex
10 Tex← computTex(ser)

Issues we need to determine is: how less should simula-
tion step be(which will determine the simulation precision)
and how many times should the simulation need to repeat
for each case (which will average the simulation deviation).
The simulation generates pseudo-random errors in a Poisson
distribution. Based on [12], [6] basic parameters for checkpoint
are given: SER0 = 1/100min−1, T total = 3200h(so number
of errors occurred in theory is 3200* 60 / 100=1920), time
overhead to update checkpoint is 2min, time to recovery errors
is 4min. T and Tv are relative to SER0 (enough errors should
occur to show SER variation in every T), here we suppose
T=800h,Tv=400h.

The step of simulation has great influence on result pre-
cision.For Poisson distribution simulated, only one error oc-
curred per simulation step at most, so relative error of number
occurrence is (λ ∗ step− 1 ∗ (λ ∗ step)e−λ∗step)/(λ ∗ step) =
1 − e−λ∗step. Given λ = SER0 = 1/100min−1, when
step=1min, 0.1min, 0.01min, relative error is respectively
0.99%,0.10%,0.01%, so we donate step=0.1min to expect
relative error of number occurrence less than 0.1%. However,
SER variation will affect the precision. Table IV shows
that mean error number under step=0.1 min is fit well for

TABLE IV. ERRORS SIMULATED PRECISION FOR DIFFERENT
AMPLITUDE A. MEAN NUMBER OF ERRORS SHOULD BE 1920

step(min) mean errors number and relative error(%)
A=0 A=1 A=3 A=5

0.1 1918.73 1917.74 1911.71 1906.56
0.07% 0.12% 0.43% 0.70%

MIN{0.1, 1918.21 1918.97 1918.1 1918.54
0.1*SER0/SERv(t)} 0.09% 0.05% 0.10% 0.08%

A=0(relative error less 0.1%), but not good for A=5(relative
error 0.7%), in which errors may occur much more in short
time. We used a viable step for high SER, as step is minimum
of 0.1 and 0.1*SER0/SERv(t). The viable step fit very well for
all value of A, making relative error less than 0.1%.

How many times we should simulated per case to average
simulation result? According to [11], we denote 99% con-
fidence level, 0.1% relative error, and get times>3458. We
simulated 3500 times per case, so we can assure a 0.1%
precision for errors simulated.

We simulated respectively for the following methods:
• FIX, fixed interval of checkpoint, the intervals are com-

puted with the SER0 and never change during system
execution.

• SACP OPT, SER adaptive intervals with the theoretical
SER as Eq.(6), we use SACP OPT to evaluate the
optimal benefit of SACP.

• SACP DPW, SER adaptive interval with SER predicted
by DPW, in order to show the benefit can be achieved
by SACP.

VI. RESULTS

A. SER0

Figure 7(a) shows how overhead vary with SER0 from
1/800min−1 to 1/12.5min−1. Results in Fig. 7(a)(1) show
that overhead benefit between SACP OPT and FIX quickly
increase from 1.3 % to 19%. Overhead improvement of
SACP OPT increase from 15%(SER0 = 1/100min−1) to
17%(SER0 = 1/12.5min−1). Results also show improve-
ment nearly constant with SER less than 1/100min−1, that
is to say SACP OPT can always improve overhead by 15 %
even for very low SER.

Overhead improvement of SACP DPW largely increases
form 5% to 15% as SER0 higher. SACP DPW hardly improves
overhead with SER less than 1/800min−1.because DPW
predicts real-time SER based on errors, lower SER, less errors
occurred at same periods, less precision for SER prediction.

We recall error ratio(ER) defined in Eq.(7) that ER of
SACP OPT is always 1 and more ER means more rela-
tive error of SER compared with SACP OPT. Error ratio
in Fig. 7(a)(3) clearly show that ER of SACP DPW stays
less than 2 with SER0 < 200min−1 and increases to
2.8 in 1/800min−1 and probably is greater than FIX with
SER0 > 3200min−1 under which condition that so few errors
occurred for SER prediction.

Fig. 7(a)(2)and(4) show the same thing, summarily increased
variations get better overhead improvement than decrease but
worse error ratio of SER prediction.
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Fig. 7. overhead(bar shown with left axis) and corresponding improvement (line shown with right axis) for (1)overhead and corresponding improvement for
increased variation (2)overhead and corresponding improvement for decreased variation (3)error ratio for increased variation (4)error ratio for decreased variation.

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 423



JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 7

2 5 5 0 1 0 0 2 0 0 4 0 0 8 0 0 1 6 0 01 5

2 0

2 5

3 0

3 5

 F I X
 S A C P _ O P T
 S A C P _ D P W

Err
or 

Ra
tio

T v ( h o u r )

Im
pro

ve
d b

y (
%)

Ov
erh

ea
d (

%)

( 1 ) i n c r e a s e d  v a r i a t i o n

 F I X
 S A C P _ O P T
 S A C P _ D P W

- 5

0

5

1 0

1 5

2 0

2 5 5 0 1 0 0 2 0 0 4 0 0 8 0 0 1 6 0 01 5

2 0

2 5

3 0

3 5

( 2 ) d e c r e a s e d  v a r i a t i o n
- 5

0

5

1 0

2 5 5 0 1 0 0 2 0 0 4 0 0 8 0 0 1 6 0 00

1

2

3

4

5

( 3 ) i n c r e a s e d  v a r i a t i o n 2 5 5 0 1 0 0 2 0 0 4 0 0 8 0 0 1 6 0 00

1

2

3

4

5

( 4 ) d e c r e a s e d  v a r i a t i o n
(a) overhead and corresponding improvement for Tv with |A| = 3, SER0 = 1/100min−1, pn = 1/2

0 / 8 1 / 8 2 / 8 3 / 8 4 / 8 5 / 8 6 / 8 7 / 81 5

2 0

2 5

3 0

3 5

 F I X
 S A C P _ O P T
 S A C P _ D P W

Err
or 

Ra
tio

Im
pro

ve
d b

y (
%)

Ov
erh

ea
d (

%)

( 1 ) i n c r e a s e d  v a r i a t i o n

 F I X
 S A C P _ O P T
 S A C P _ D P W

- 5

0

5

1 0

1 5

2 0

0 / 8 1 / 8 2 / 8 3 / 8 4 / 8 5 / 8 6 / 8 7 / 81 5

2 0

2 5

3 0

3 5

( 2 ) d e c r e a s e d  v a r i a t i o n
- 5

0

5

1 0

1 5

0 / 8 1 / 8 2 / 8 3 / 8 4 / 8 5 / 8 6 / 80

1

2

3

4

5

( 3 ) i n c r e a s e d  v a r i a t i o n
0 / 8 1 / 8 2 / 8 3 / 8 4 / 8 5 / 8 6 / 80

1

2

3

4

5

( 4 ) d e c r e a s e d  v a r i a t i o n
(b) overhead and corresponding improvement for pn with |A| = 3, SER0 = 1/100min−1, T v = 400h

Fig. 8. overhead(bar shown with left axis) and corresponding improvement (line shown with right axis) for (1)overhead and corresponding improvement for
increased variation (2)overhead and corresponding improvement for decreased variation (3)error ratio for increased variation (4)error ratio for decreased variation.
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B. Variation amplitude A
Results in Fig. 7(b) show that as amplitude getting larger,

overhead of SACP OPT and SACP DPW obviously decrease.
When A less than 1, SACP DPW is worser than FIX, while
A larger than 2 SACP DPW improve FIX overhead as much
as by 25%. Results of error radio show that DPW works well,
specially for decreased variation with ER less than 2 for all
A.

C. variation duration Tv
Results in Fig 8(a) show nearly constant improvement of

SACP OPT, while improvement of SACP DPW obviously
decrease as Tv < 200h. If Tv is less than 25h, SACP DPW
will get no improvement. So few errors occurred in such a short
periods make the variation maybe finished before SACP DPW
senses the variation.

D. variation proportion pn
Results in Fig 8(b)show benefits increase as pn increase

to 4/8, however, a more complicated trend after that for
increased variation and decreased variation. The reasons are
shown in Fig 9. Error ratio and overestimating error ratio
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Fig. 9. error ratio of FIX for pn. Error ratio(bar shown with left axis,
sum of overestimating and underestimating error ratio labelled as ER SUM
and overestimating error ratio labelled as ER OV ) and overestimating
proportion(line shown with right axis) for (a)increased variation (b)decreased
variation

shown in black and red bar are increase for both variation,
however, proportion of overestimating error ratio decreases
from 100% to 92% for increased variation but increases from
0% to 95% for decreased variation. Just as many research
mentioned overestimating checkpoint interval will result in
more overhead than underestimating, that is why overhead of

increased variation and decreased variation show differently
trend in Fig 8(b).

VII. CONCLUSION

Soft errors are an increasingly important threat to the reli-
ability of integrated circuits. Chips manufactured in advanced
technologies show variation in SER caused by variation in
the process parameters. Ongoing reduction of feature sizes
and complexity of operating environment, SER variation is
increasingly manifesting. checkpoint is the most popular re-
covery method, and the intervals of checkpoint can obviously
influence performance. But optimal intervals of checkpoint
are determined on SER. SER adaptive checkpoint which
dynamically match checkpoint intervals with real time SER
can improve checkpoint overhead under variable SER. But
benefit of SACP is relative with SER variation, so in this
paper we evaluate impact of SER variability on SER adaptive
checkpoint.

This paper is focusing on SER variation which has rarely
been studied. Based on how SER affected by temperature, volt-
age, radiation pressure and so on, we model SER variation with
four parameters : average SER SER0, variation amplitude A,
variation duration Tv and variation proportion pn. With a exact
simulation, we come out how much each parameter impacts the
performance overhead of present checkpoint and SER adaptive
checkpoint. We proposal a way to predict SER based dynamic
prediction window(DPW), showing practical benefits of SACP.

We categorize SER variation to increased variation and
decreased variation. we give how much the parameters
(SER0,A,Tv,pn) impact checkpoint overhead for those four
variability respectively. Actual SER of systems may be more
complicated than we modelled in this paper, however, we can
regard a complicated variation as some simple variation acted
simultaneously. Results in this paper can be referred to systems
on weather SER variation need be considered or how much
benefit SER adaptive checkpoint maybe achieved.
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Abstract— In this paper we have developed two novel 
techniques to detect and recognize faces from Videos and across 
Obscure and Various Lighting Conditions. Detecting and 
recognizing face images from Videos is proposed using Spherical 
Harmonics and Radial Basis Function (RBF) kernel Technique 
and tested using three different videos. Recognizing images 
across Obscure and Various Lighting Conditions is proposed 
using Local Binary Pattern (LBP)  Feature Extraction and 
Support Vector Machine (SVM) Classification Techniques and 
tested using Yale B database which consists of images across 
various lighting conditions. Both the proposed systems were 
tested across various existing state of the art techniques. From 
our analysis we have found that proposed detecting and 
recognizing faces from videos using Spherical Harmonics and 
RBF kernel Techniques gives the best recognition rate of 98% 
and Recognizing faces across Obscure and Various Lighting 
Conditions using LBP Feature Extraction and SVM 
Classification gives the best recognition rate of 100% on Yale B 
database.    
 

Keywords— Face Detection, Face Recognition, Spherical 
Harmonics, Radial Basis Function Kernel, Local Binary Pattern, 
Support Vector Machine.      

I. INTRODUCTION 
Detection and Recognition of human faces across image 
processing are two difficult task mainly detection and 
recognition of human faces across videos and across blurring 
and illumination affects. Detecting and recognizing faces from 
video is hard because of its continuously changing views[1]-
[2] and blurring and illumination makes it still more hard[3]-
[4]. So we propose two novel techniques they are, Detecting 
and Recognizing Face Images from Videos and Recognizing 
Images across Obscure and Various Lighting Conditions. In 
case of Detection and Recognition of Face Images from 
Videos it is easy to identify individuals in frontal view 
cameras but it’s difficult in other views, in other views it 
requires some tedious works including a multiple camera 
network, an effective tracking system to track and identify the 
persons in effective manner [5]-[7]. The identification of the 
persons in different views can be much helpful in identifying 
the suspicious persons in a video. Identification of human 
faces in video has numerous applications in video surveillance 
systems. 

When it comes to Blur and Illumination face recognition 
alludes to the procedure of recognizing people in view of their 
facial features. In blurring the edge content of the image will 

 
 

be reduced and the image colours will be smooth that it almost 
looks similar and recognition of parts or content of image will 
be difficult, whereas illumination variation that happens on 
face pictures debases the execution of face recognition system 
under pragmatic situations[8]-[14]. For face recognition 
variations across pictures of the same face due to illumination 
changes are bigger than image variations in pictures because 
of variations in identities of faces [15]-[19]. Chen et al. [20] 
delineated this unpredictability by demonstrating that there is 
no discriminative illumination invariant for Lambertian 
questions on source of light which are placed apart. Which 
means that it is impractical to figure out if two pictures were 
made by the same objects under two different sources of light 
or by separate objects? Therefore issued one picture of an 
object, it is hard to anticipate anything positive about this item 
or how will it show up under varying lighting conditions. 

II. RELATED WORK 
Here we have done some study of previous works on 
Detecting and Recognizing Images from Multi-Viewing 
Videos and Recognizing Images across Blurring and 
Illumination affects which was helpful in knowing more about 
these problems and various techniques to solve them. Some of 
the study contents are listed below. 
 

A.  Detecting and Recognizing Images from Multi-Viewing 
Videos  
Authors in [1] developed the model that may be all around 
connected to remake 3D shape from pictures of a more 
extensive ethnic mixture. By converting the laser scans to 
vectors of texture and shape we can obtain a point to point of 
all the scans with respect to reference scan to ensure that same 
points are being described by vector dimensions like nose tip. 
Optical flow derives the algorithm which computes the 
correspondences automatically. Authors in [2] explained that a 
face detector is applied to the input image. For this two 
algorithms were employed, Support Vector Machine (SVM) 
and Boosting. The input image containing the best detection is 
cropped to a square region around the face, and is then 
rescaled. The second stage computes position estimates of eye 
and mouth corners (will be referred to as Component Of 
Interest (COI), hereafter) in the image. The algorithm predicts 
the position of a COI from pixelintensities within a k × k 
window. Invariance under intensity changes is achieved by 
subtracting the mean valuefrom each window, and dividing it 
by its standard deviation. The Kernel Ridge Regression (KRR) 
is adopted for this purpose. To predict the position of that 
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component in a test image, all estimates are computed, and 
then binned into 1-pixel-sized bins. The bin with the most 
votes is chosen as the predicted location.  
 

B. Recognizing Images across Blurring and Illumination 
affects 
Authors in [3] developed a system where local descriptions are 
built by making use of texture descriptors and combining all 
these local descriptions to obtain global description. The facial 
image is divided into local regions and texture descriptors are 
extracted from each region independently. The Local Binary 
Pattern (LBP) labels contains information about the patterns 
on a pixel-level, we add these local information to obtain 
information in regional level and the regional level 
information’s are concatenated to develop a global description 
of the face.  Authors in [4] focused on local parts in face 
images. These images are taken under different pose, various 
lighting conditions and In the presence of some occlusions like 
sunglasses which may make it hard to identify an image with 
our naked eye. 

III. PROPOSED SYSTEM 
In this paper we have worked on two difficulties in 
recognizing faces through images. And have proposed two 
systems to work on these problems having one methodology 
for each problem. The proposed two methodologies are 
explained below. 
 

A. Detecting and Recognizing Face Images from Videos 
using Spherical Harmonics and RBF kernel Techniques 
The video is converted into frames. Frames are considered as 
images. Here we have two phases training phase and testing 
phase. Training phase consists of images from database which 
are not affected by any noise and whose face regions are 
defined clearly, whereas testing phase consists of images 
obtained from video which may have noise and whose face 
regions are not defined. Pre-processing is applied to the video 
frames to remove noise using median filter. Then face region 
in the frame is detected and is masked. Based on the position 
of the face in the frame the face region is detected throughout 
the video. Histogram of Oriented Gradients (HOG) features 
are extracted from images in both training and testing phase. 
Spherical Harmonics is applied to the images in the training 
and testing phase for recognition. The distance between the 
train image feature and the test image features were 
calculated.  The image that is having the minimum distance is 
retrieved from the database.  

Modules for Detecting and Recognizing Face Images from 
Videos using Spherical Harmonics and RBF kernel 
Techniques  

• Pre-processing 
• Face Detection 
• Face Masking 
• Tracking 

• Recognition  

Pre-processing 

The video is first converted into frames. Each frame is 
considered as image. Noises in the images reduce the quality 
of the images. In order to improve the quality of the image 
Median filter is used for filtering. The median filter considers 
all pixels of an image. With one pixel as reference it observes 
the nearby pixel values arranges all the pixel values in 
ascending order and finds the median value. It then replaces 
the reference pixel value by this newly obtained median value. 
This process continues for all pixels. 

Face Detection  

The face is detected from the frame using the vision cascade 
operator which identifies the face region in the image. It gives 
the x and y position of the face images. The position of the 
detected face image is taken and a rectangle is drawn at the 
particular location.  

Face Masking  

The face region is then masked based on the detected face 
region. The region which is detected as face is taken and the 
particular region is marked separately. Areas other than the 
region which is detected as a face is blackened and face region 
alone is masked. This will be helpful in the correct recognition 
of the face images in later stages.  

Tracking 

The position of the face regions at each frame is updated each 
time and the person is tracked throughout the video. Every 
time the face region is identified by analyzing the movement 
of the person in the consecutive frame. The position is updated 
each time so that the system is trained to identify the 
movement of the person in the frame and all these times the 
position of the rectangle is moved according to the movements 
identified in the frame. 

Recognition 

Feature Extraction is done using HOG and these features are 
applied to Spherical Harmonics for recognition. The distance 
is calculated between the test feature and the train feature. The 
image corresponding to the feature having minimum distance 
is retrieved from the database.  

• Spherical Harmonics  

The spherical harmonics Yl
m (Ɵ, ø) are angular part of 

resolution to Laplace’s equations in spherical coordinates.  
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Here, Ɵ is taken as the colatitudinal coordinate with Ɵ є (0, 
Π), and ø as the longitudinal coordinate with ø є (0, 2Π). 
Spherical harmonics satisfy the spherical harmonic differential 
equation, which is given by the angular part of Laplace's 
equation in spherical coordinates. Spherical Harmonics are 
defined as 

 

      𝑌𝑌𝑙𝑙𝑚𝑚 (𝜃𝜃,∅) =  �(2𝑙𝑙+1)(𝑙𝑙−𝑚𝑚)!
4𝜋𝜋  (𝑙𝑙+𝑚𝑚)!

𝑃𝑃𝑙𝑙𝑚𝑚 (cos𝜃𝜃)𝑒𝑒𝑖𝑖𝑚𝑚∅       (1) 

 
Where, 

 
                                         𝑃𝑃𝑙𝑙𝑚𝑚 (𝑥𝑥) = (−1)𝑚𝑚 (1 −

𝑥𝑥2)�
𝑚𝑚
2 � 𝑑𝑑𝑚𝑚

𝑑𝑑𝑥𝑥𝑚𝑚
𝑃𝑃𝑙𝑙(𝑥𝑥)               (2) 

 
Where, 

 

                         𝑃𝑃𝑙𝑙(𝑥𝑥) =  1
2𝑙𝑙 𝑙𝑙!

 𝑑𝑑
𝑙𝑙

𝑑𝑑𝑥𝑥 𝑙𝑙
(𝑥𝑥2 − 1)𝑙𝑙             (3) 

 
Here m is order, l is degree 

• RBF kernel 

In machine learning, the radial basis function kernel, or RBF 
kernel, is a popular kernel function used in support vector 
machine classification. RBF kernel on two samples x and x’ is 
defined as 

 

                    𝐾𝐾(𝑥𝑥, 𝑥𝑥 ′) = exp(−
��𝑥𝑥−𝑥𝑥 ′��

2

2𝜎𝜎2 )              (4) 
 

Where ��𝑥𝑥 − 𝑥𝑥 ′��
2
a squared Euclidean distance and σ is is a 

free parameter. 

• Bhattacharya Distance 

The Bhattacharyya distance measures similarity of two 
discrete or continuous probability distributions. It is closely 
related to Bhattacharyya coefficient which is a measure of the 
amount of overlap between two statistical samples or 
populations.  

Bhattacharya coefficient of two distributions p and q in the 
same domain x is defined as,  

 
  BC(p, q) = ∑ �p(x)q(x)𝑥𝑥∈𝑋𝑋                              (5) 

    
And Bhattacharya difference can be calculated as, 

 

                                      𝐷𝐷𝐵𝐵(𝑝𝑝, 𝑞𝑞) = 1
4

ln( 1
4

( 𝜎𝜎𝑝𝑝
2

𝜎𝜎𝑞𝑞2
+ 𝜎𝜎𝑞𝑞2

𝜎𝜎𝑝𝑝2
+ 2)) +

 1
4

 ((𝜇𝜇𝑝𝑝−𝜇𝜇𝑞𝑞)2

𝜎𝜎𝑝𝑝2+𝜎𝜎𝑞𝑞2
)            (6) 

 
Where, DB (p, q) is Bhattacharya distance between p and q 

classes 

  σp is variance of pth classes  
   µp is mean of pth class 
  p and q are the two different distributers 

System architecture of detecting and recognizing face 
images from videos using Spherical harmonics and RBF 
kernel techniques is shown in Fig.1. 

 
 
 
 
 

 
 
 
 
 

 
Fig.1. System Architecture of Detecting and Recognizing Face 

Images from Videos using Spherical Harmonics and RBF kernel 
Techniques 

 

B. Recognizing Images across Obscure and VariousLighting  
Conditions using LBP Feature Extraction and SVM 
Classification Techniques  
To recognize images across Obscure and Various lighting 
Conditions we sharpen and enhance the blur image with 
different lighting conditions which is a test image and images 
in database for performing pre-processing using Gaussian 
filter. And then we extract features using LBP feature 
extractor. We calculate the weighted mapping for the test and 
the dataset images. After the feature set has been computed for 
each pixel, this feature will be passed to the SVM classifier, 
the classification stage has two components, a training phase 
and a testing phase. In training phase features of images in 
dataset are classified in to different classes and in testing 
phase based on the features of test images classifier decides to 
which class of the dataset the input image belongs to. 

Modules for Recognizing Images across Obscure and 
Various Lighting Conditions using LBP Feature 
Extraction and SVM Classification Techniques  

• Pre-processing 
• Normalization 
• Feature Extraction 
• Recognition 

Pre-processing 

In pre-processing method we use Gaussian filter to remove 
unwanted noise from the input images. The Gaussian filter is a 
nonlinear digital filtering technique normally used in 
removing noise. Noise reduction is an important step in any 
recognition techniques. Gaussian filter perform smoothening 
of the image without having more affects on edges of image 
which are the major characteristic of an image i.e. it preserves 
the edges even after smoothening. 
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Normalization 

Normalization is a process that changes the range of pixel 
intensity values. Illumination variation caused by changes in 
sources of light at different positions and various intensities 
causes large variations. To overcome this problem we 
obtained a new method of performing image normalization. 
This method removes shadows and specularities from images. 
All shadowed regions are given a uniform colour and then it 
eliminates the soft shadows and specularities and thus creates 
an illumination invariant copy of the original image. 

LBP Feature Extraction 

LBP is a texture descriptor which can be used to recognize 
faces. This operator assigns label to each pixel of image. 
Taking centre pixel as reference it assigns binary values to 
pixels surrounding it. It assigns value 1 if the pixel value is 
greater than centre pixel value else value 0. Combining these 
0s and 1s we get a binary value. We convert this binary value 
to a decimal number and the resulting decimal number is 
given as label to the centre pixel. This process is repeated 
throughout the image. Later based on these labels 
classification is performed.  

Recognition  

SVM classifier is used to recognize images. SVM classifier 
classifies two classes by drawing a hyper plane between two 
classes. The hyper plane is drawn such that it is at a equal 
distance between the features of both class which is close to 
other group and must have a maximum distance between the 
features. Let us assume that first the classifier classifies two 
classes as class 1 and class 2 by drawing a hyper plane 
between them. Now if a new test case is entered this classifier 
decides which class does this test sample lies by observing the 
feature placement. If majority of features of new test sample 
lies on one side i.e. class 1 side of hyper plane then this test 
sample belongs to class 1. If it lies on other side i.e. class 2 of 
hyper plane then it belongs to class 2. After classifying we 
analyze about our classification. We analyze if there is any 
misclassification in our result. Then we find accuracy of our 
system. The system architecture for recognizing images across 
obscure and various lighting conditions using LBP feature 
extraction and SVM classification techniques is shown in 
Fig.2.  
 

 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig.2.  System Architecture for Recognizing Images across Obscure 
and Various Lighting Conditions using LBP Feature Extraction and 

SVM Classification Techniques 
 

IV. RESULT AND DISCUSSIONS 
 
A.  Detecting and Recognizing Face Images from Videos 
using Spherical Harmonics and RBF kernel Techniques 
Detecting and Recognizing face images from videos is tested 
using three different videos. This system has four folders, they 
are – Dataset, Face images, Frames and Pre-processing.  
Dataset is where three videos are saved. 
Face images where the cropped images of some (10) frames of 
each video is placed. 
Frames where frames obtained after frame conversion get 
stored. 
Pre-processing where video after Pre-processing gets stored.  
• Run the main code. 
• There pops up a GUI having 3 radio buttons one for each 

video and 2 other buttons for Frame conversion and 
preprocessing.  

• Choose any one video 
• Once the video starts playing choose frame conversion. 

Here video will be converted to frames and all frames are 
stored in folder Frames. 

• Once frame conversion is over select pre-processing. Now 
the video will be preprocessed and the pre-processed video 
will be stored in Pre-processor folder. 

• Once the pre-processing is completed. Second GUI pops up 
automatically. 

• This second GUI will have four buttons. They are – Face 
Detection, Gradient Map, Histogram Calculation and 
Tracking. 

• When Face Detection is pressed the face image from the 
video is detected having a yellow box around it. 

• When gradient Map is pressed the gradient map of video 
starts playing till the end of video. 

• Later Histogram Calculation button is pressed. Now we get 
the Histograms of RGB separately. 

• Finally when Tracking is pressed the video starts playing 
with a red circle around the face image of a person in video 
till the end. 

Database 

Pre-processing 

LBP Feature 

SVM Classifier 

Test image 

Pre-processing 

LBP Feature 

Result 
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• After the completion of tracking the third GUI will pop up 
automatically. It has for buttons they are – Face 
Recognition, Performance Measurement, Clear and Close. 

• When Face Recognition is pressed the Recognized image is 
displayed. 

• When Performance Measurement is pressed the 
performance graphs are obtained. 

• When clear and close is pressed everything gets cleared i.e. 
All the GUIs and all the pop ups and figures get closed. 

 
Step by step implementation for Detecting and Recognizing 
Face Images from Videos using Spherical Harmonics and 
RBF kernel Techniques is shown in Fig.3.  
 

 
 

Fig.3. Detecting and Recognizing Face Images from 
Videos using Spherical Harmonics and RBF kernel 

Techniques 
 

A comparative study of various face detection and recognition 
techniques across videos on three different videos is tabulated 
in Table 1.   

Table.1. Face Recognition Rate across videos 

 
Table 1 indicates the proposed Detecting and Recognizing 
Face Images from Videos using Spherical Harmonics and 
RBF kernel Techniques gives the best recognition rate. 

B. Recognizing Images across Obscure and Various Lighting 
Conditions using LBP Feature Extraction and SVM 
classification Techniques 
Recognizing faces across obscure and varying light conditions 
is tested using Yale b database which consists of illuminated 
images. This system has two folders image and train image. 
Image where test (input) images are stored and train image 
where illuminated images from Yale B database are stored 

 
The steps to be followed when we run the Train_main.m code 
are: 
• A GUI pops up with 2 buttons Train Database and Next. 

Press Train database. 
• All train images will be loaded now press next. 
• A GUI pops up having 6 buttons. They are – Input Image, 

Pre-processing, Normalization, LBP feature, Recognition, 
Analysis. 

• When Input image is pressed a pop up window of folders 
comes where we need to select the input image. This image 
will be displayed on GUI. 

• When Preprocessing is pressed this test image is 
preprocessed and the preprocessed image is displayed on 
the GUI. 

• When Normalization is pressed the preprocessed image is 
normalized, and the normalized image is displayed on GUI. 

• When LBP Feature is pressed the LBP features of the 
image is calculated and the resulting table is displayed on 
GUI. 

• When Recognition is pressed the recognized image from 
the training set is displayed. 

• Finally When Analysis is pressed the performance graph is 
plotted. 
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Step by step implementation for Recognizing Faces across 
Obscure and Various Lighting Conditions using LBP Feature 
Extraction and SVM classification Techniques. 
 

 
 

Fig.4. Recognizing Images across Obscure and Various Lighting 
Conditions using LBP Feature Extraction and SVM classification 

Techniques 
 
A comparative study of various face recognition techniques 
under obscure and various lighting conditions on Yale B 
database is tabulated in Table 2. 
 

Table.2. Face Recognition Rate under Obscure and Various 
Lighting Conditions 

 
Author Method Database Recognition 

Rate (%) 
Abhijith 

Punnappurath, 
et al [8] 

TSF (Trading 
Support 

Facility) model 
Yale B 76.27% 

Chi Ho Chan, et 
al [25] 

Multiphase 
Local Phase 
Quantization 
(LPQ), kernel 

Yale B 87% 

fusion of 
multiple 

descriptors 
Zhengwu 

Zhang, et al 
[26] 

Riemannian 
Framework Yale B 65% 

Zeynep Yucel, 
et al [27] 

Gaussian 
Process 

Regression, 
Neural 

Networks, 
Saliency 
Schemes 

Videos 80% 

LBP Feature Extraction and 
SVM Classification (Proposed 

System 
Yale B 100% 

 
Table 2 indicates the proposed Face Recognition Technique 
using LBP Feature Extraction and SVM Classification gives 
best recognition rate on Yale B database. 
 

V. CONCLUSION 
In this paper we have developed two novel techniques to 
detect and recognize faces from Videos and across Obscure 
and Various Lighting Conditions. Detecting and recognizing 
face images from Videos is proposed using Spherical 
Harmonics and Radial Basis Function (RBF) kernel Technique 
and tested using three different videos. Recognizing images 
across Obscure and Various Lighting Conditions is proposed 
using Local Binary Pattern (LBP)  Feature Extraction and 
Support Vector Machine (SVM) Classification Techniques 
and tested using Yale B database which consists of images 
across various lighting conditions. Both the proposed systems 
were tested across various existing state of the art techniques. 
From our analysis we have found that proposed detecting and 
recognizing faces from videos using Spherical Harmonics and 
RBF kernel Techniques gives the best recognition rate of 98% 
and Recognizing faces across Obscure and Various Lighting 
Conditions using LBP Feature Extraction and SVM 
Classification gives the best recognition rate of 100% on Yale 
B database  
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Abstract—In this paper we have developed two novel methods to 
recognize faces across surgically altered faces using two 
techniques. Recognizing faces across surgically altered using LBP 
and LDP techniques and tested using IIIT-Delhi Plastic Surgery 
Face Database which consists of images across varying surgically 
altered faces. Recognizing faces under LBP and PCA techniques 
and tested using IIIT-Delhi Plastic Surgery Face Database. Both 
the proposed systems were tested across various existing state of 
the art techniques. From our analysis we have found that 
proposed recognizing faces across surgically altered using LBP 
and LDP technique gives the best recognition rate of 81.81% on 
IIIT-Delhi Plastic Surgery Face Database and using LBP and 
PCA technique gives the best recognition rate of 87.5% on 
combined heterogeneous face database. 
 

Keywords—Face recognition; Local Binary Pattern; Local 
Derivative Pattern; and Principle Component Analysis. 
 

I. INTRODUCTION 
Identifying human faces across image processing is a difficult 
task mainly when it comes to surgically altered faces. We all 
know that surgically altered faces can cause drastic changes in 
the human face. It is difficult for the human visual system to 
identify such altered faces. So in this paper we are trying to 
overcome this difficulty by proposing two methodologies. 
They are - Recognizing surgically altered faces using LBP 
(Local Binary Pattern) and LDP (Local Derivative Pattern) 
techniques and Recognizing surgically altered faces using 
LBP and PCA (Principle Component Analysis) Techniques 
[1][2]. 

II. RELATED WORK 
Here we have done some study of previous works on 
surgically altered faces which is helpful in knowing more 
about the problems and various techniques to solve them. 
Some of the study contents are listed below. 
 
Author in [3] have proposed that in many areas of research 
and industrial situations, including many data analytic 
problems in chemistry, a strong nonlinear relation between 
different sets of data may exist. While linear models may be a 
good simple approximation to these problems, when 
nonlinearity is severe they often perform unacceptably. The 
nonlinear Partial Least Squares (PLS) method was developed 
in the area of chemical data analysis. A specific feature of PLS 
is that relations between sets of observed variables are 

modeled by means of latent variables usually not directly 
observed and measured. Since its introduction, two 
methodologically different concepts of fitting existing 
nonlinear relationships initiated development of a series of 
different nonlinear PLS models. 
Authors in [4] have proposed a method called dual-attributes 
for face verification, which is robust to facial appearance 
changes caused by cosmetics or makeup. Attribute-based 
methods have shown successful applications in a couple of 
computer vision problems, e.g., object recognition and face 
verification. However, no previous approach has specifically 
addressed the problem of facial cosmetics using attributes. Our 
key idea is that the dual-attributes can be learned from 
surgically altered faces, separately. Then the shared attribute 
scan is used to measure facial similarity irrespective of 
surgical changes. In essence, dual-attributes are capable of 
matching faces before and after surgery in a semantic level, 
rather than a direct matching with low-level features. 
 

III. PROPOSED SYSTEM 
In this paper we have worked on two difficulties in 
recognizing faces and have proposed two systems to work on 
these problems having one methodology for each problem. 
The proposed two methodologies are explained below.  
 

A. Recognizing surgically altered faces using LBP and LDP 
Here we proposed a novel method to recognize the surgical 
images. We extract the feature of pre-surgical and post 
surgical images. For feature Extraction we will use the LBP 
and LDP. After Extracting feature, it will be matching with the 
pre-surgical image for classification. From that LDP feature 
we extract the histogram values. This histogram values will be 
used to mapping the dataset feature. Finally it recognize from 
the database. 

Modules for Recognizing surgically altered faces using 
LBP and LDP 

• Face granulation 
• LBP feature Extraction and LDP feature extraction 
• Histogram matching and Micro Pattern Generation 
 
Face granulation: 
 

In face granulation first we segment the face from the image. 
For segmenting face, we convert the image as ycbcr. We 
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detect the skin region from the image. Then we apply the 
morphological operation to extract the face from the image.  

 
LBP and LDP feature Extraction: 

 
Initially we separate the image as patches. For each patch of 
image we apply the LBP. 
The nth-order LDP can be encoded by (n-1)th order local 
derivative various, to calculate second-order LDP must 
calculate first-order derivative. 

 
Histogram and Micro pattern Generation: 

 
First we calculate the first derivation of each pixel. And then, 
we can calculate the multiple of the first derivations between 
operating pixel and its neighbors. In 0°, we will get LDP 0° = 
“01010100”. As the same, we will get LDP45° = “00101111”, 
LDP90° = “11010000” and LDP135° = “11000110”.The 
corresponding histograms were displayed. 

System Architecture for recognizing surgically altered 
faces using LBP and LDP 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

Fig: 1. System Architecture for recognizing surgically altered 
faces using LBP and LDP 

B.  Recognizing surgically altered faces using LBP and LDP 
Here we proposed a novel method to recognize the surgical 
images. We extract the feature of pre-surgical and post 
surgical images. For feature Extraction we will use the LBP 
and PCA. After Extracting feature, it will be matching with 
the pre-surgical image for classification. From that PCA 
feature we extract the histogram values. This histogram values 

will be used to mapping the dataset feature. Finally it 
recognize from the database. 

 
Modules for Surgically altered faces using LBP and PCA 
Techniques: 
                    

• Preprocessing. 
• Feature Extraction. 
• Classification 
• Performance Analysis. 
 

Preprocessing: 
 

The images were preprocessed by resizing and denoising. The 
input images were resized to a common size 256x256. The 
denoising is done using median filter which is a common filter 
employed for all the preprocessing steps. The median filter 
identifies the noisy pixels in the images and replaces the noisy 
pixels based on the median value of the neighboring pixels. 

 
Feature Extraction: 

 
The face images were separated into patches. The features 
were extracted from the separated patches of the input face 
images. The LBP and PCA features were extracted for each 
patch. The statistical features such as mean, standard deviation 
and entropy were calculated. The calculated features were 
arranges and saved.  

 
 
Classification: 

 
The input images were identified whether the face of a person 
in the train surgically altered or not using (Support Vector 
Machine) SVM classifier. The SVM classifier trains and 
arranges the feature vectors in hyper planes. The virtual hyper 
plane separates the two categories of the images i.e. Test and 
Train. Now if a test image is given based on the number of 
features relied on it decides which class this image belongs to. 
If majority of features lie on the side of hyper plane where 
images with surgically altered relies then the image belongs to 
test class. Otherwise if majority of feature lies on other side of 
the hyper plane then it belongs to the class train. 

 
Performance Analysis: 

 
The performance of the system is measured by calculating the 
accuracy, Sensitivity and specificity of the classifier. The 
accuracy of the classifier represents to which extend the 
classifier classifies the images based on the given label. The 
sensitivity of the classifier represents how exactly the 
classifier correctly classifies the data to each category. The 
specificity of the classifier represents how exactly the 
classifier correctly rejects the data to each category. 

 
Recognizing surgically altered faces using LBP and LDP 
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Fig: 2. System Architecture for surgically altered faces using 
LBP and PCA Technique 

 
 

IV. RESULT AND DISCUSSIONS 
 
A. Recognizing surgically altered faces using LBP and LDP 
Recognizing surgically altered faces are tested using IIIT-
Delhi Plastic Surgery Face Database which consists of images 
across varying surgically altered faces. In our system train is 
done using 1 Pre-surgery and test is done using 1 Post-surgery 
image.  
The steps to be followed when we run the main code (main.m) 
are:  
• A Main window will open which is the guide design of our 
project. 
•  First we have to provide an input image, we have 4 
surgically altered data and selecting 1 image. 
• Next we have to press pre-processing, it will display the 
denoised image.  
• When we press the face segmentation, face part only 
segmented from the original image. That will be displayed in 
the second axis.   
• In face granulation we extracting the important parts of the 
face such as eyes, noise and lips of the segmented image. 
• Next extracting the LBP feature of each portion such as 
eyes, noise and lips and corresponding LBP Histogram will 
appear.  
•          Next compute the LDP feature it will display in the 
third axis. This feature we are extracting the histogram values 
each histogram value is map to the data base images. Finally 
the recognized image will be display. 
 
 
Step by step implementation for Recognizing surgically 
altered faces using LBP and LDP is shown in Fig.3 
 
A comparative study of various face recognition techniques 
across surgically altered faces on IIIT-Delhi Plastic Surgery 
Face Database is tabulated in Table 1.  

 
 

Table: 1. Face Recognition Rate across surgically altered faces 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 1 indicates the proposed Recognizing Faces across 
surgically altered faces using LBP and LDP Technique gives 
the best recognition rate on IIIT-Delhi Plastic Surgery Face 
Database. 
 

B. Recognizing surgically altered faces using LBP and PCA 
Recognizing surgically altered faces are tested using IIIT-
Delhi Plastic Surgery Face Database which consists of images 
across varying surgically altered faces. In our system train is 
done using 1 Pre-surgery and test is done using 1 Post-surgery 
image.  
 
The steps to be followed when we run the main code (main.m) 
are: 
 • A Main window pops up with 6 buttons. They are – Input 
Image, Preprocessing, Feature Extraction, Makeup Detection, 
Face Recognition, and Performance. 
•          When the Input image is pressed a window pops up 
asking to select the image before surgery, when we chosen the 
image it will load to the window. Later we have to load the 
image of after surgery it will also load to the window.  
•     When Preprocessing is pressed the preprocessed image 
gets displayed on the window. 
•          When Feature Extraction is pressed, Face Patches of 
both images will be displayed in different window along with 
Feature values of both images will be displayed in separate 
window. 
•          When Makeup Detection is pressed, It will detect in 
both the images, if makeup detected window will open by 
saying that makeup is detected in the first else no makeup 
detected in the first image. It will detect for both the images. 
•          When we press the Face Recognition, if the persons 
were same it show a window by saying that two persons were 
same else two persons were different. 
•          When Performance is pressed, correlation feature 
points, confusion matrix, ROC and Recognition rate of both 
the image will be displayed.   
Step by step implementation for Recognizing surgically 
altered faces using LBP and PCA is shown in Fig.4 
 
 

 

Author Method Database Recognition 
Rate (%) 

Minal 
Mun et 
al.[18] 

PCA,LBP Look 
Alike 78.27 

Bincy 
Baby et 
al.[19] 

 
   
PCA,EUCLBP,SIFT 

 
Look 
Alike 

 
83.33 

  
Vaibhav 
R 
Wagare 
et al. 
[20] 

 
PCA, LBP 

 
Look 
Alike 

 
69.58 

  
LBP,LDP,PCA 

 
IIIT-Delhi 
Plastic 

Surgery 

 
87.5 

Pre-Process 

LBP Feature PCA Feature Mean, Standard 
Deviation and 

Entropy 

SVM Classifier 

Result 
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1. Main GUI 

 

 
2. Load the Input Image 

 
3. Noise Removed Image 

 
 
 
 
 

 
5. Segmenting the important parts of the image such as eyes, noise and lips  

4. Segmented Face 

 
6. Extracting LBP feature of eye, noise lip and corresponding Histogram value 

 
9. Comparison graph 

 
8. Recognized Image of 

Pre-surgical Image 

 
7. LDP Feature of the segmented 

Image 

Fig: 3. recognizing surgically altered faces using LBP and LDP Technique 
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1. Main GUI 
 

2. Load the images 
 

3. Preprocessing 

 
5. Feature of both Images 

 
4. Face Patches 

 
6. Makeup Detection 

 
7. Recognition 

 
10. Recognition Rate 

 
9. Confusion Matrix 

 
8. Correlation of Feature points 

Fig: 4. Recognizing surgically altered faces using LBP and PCA Techniques 
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V. CONCLUSION 
In this paper we have developed two novel methods to 
recognize faces across surgically altered faces using two 
techniques. Recognizing faces across surgically altered 
using LBP and LDP techniques and tested using IIIT-Delhi 
Plastic Surgery Face Database which consists of images 
across varying surgically altered faces. Recognizing faces 
under LBP and PCA techniques and tested using plastic 
surgery face databases combined heterogeneous face 
database. Both the proposed systems were tested across 
various existing state of the art techniques. From our 
analysis we have found that proposed recognizing faces 
across surgically altered using LBP and LDP Technique 
gives the best recognition rate of 81.81% on IIIT-Delhi 
Plastic Surgery Face Database and using LBP and PCA 
technique gives the best recognition rate of 87.5% on 
combined heterogeneous face database.            
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Abstract— The retina is the only tissue in human body from 

which the information of blood vessel can be unswervingly obtained. 
The information of retinal vessel plays an important role in the 
diagnosis and treatment of various diseases such as glaucoma, age-
related macular degeneration, degenerative myopia, diabetic 
retinopathy etc. The morphology of the retinal blood vessel and the 
optic disk is an important structural indicator for assessing the 
presence and severity of retinal diseases such as diabetic retinopathy, 
hypertension, glaucoma, hemorrhages, vein occlusion, and 
neovascularization. However, to assess the diameter and tortuosity of 
the retinal blood vessel or the shape of the optic disk, manual 
planimetry has commonly been used by ophthalmologists, which is 
generally time consuming and prone to human error, especially when 
the vessel structures are complicated or a large number of images are 
acquired to be labeled by hand. Therefore, a reliable automated 
method for retinal blood vessel and optic disk segmentation, which 
preserves various vessel and optic disk characteristics, is attractive in 
computer-aided diagnosis. However here implement a new competent 
method for the detection diseases using the retinal fundus image. In 
this anticipated work first step is the extraction of retinal vascular tree 
using graph cut technique. The blood vessel information is then use 
to calculate approximately the position of optic disc. These results are 
given to an ANN classifier for the detection and classification of 
diseases. By robotically identify the disease from normal images, the 
workload and its costs will be reduced. 
 

Keywords—Fundus Images, optic disc, Diabetic Retinopathy, 
Hypertension, Glaucoma, ANN.     

I. INTRODUCTION  
CSCC will do the final formatting of your paper. If your paper 
is intended for a conference, please observe the conference 
page limits. Retinal image analysis is one of the crucial topics 
in medical image processing. During the last few centuries, 
people are trying to extract the various features like blood 
vessels, optic disc, macula, fovea are automatically from 
retinal image. [1]. The Fundus Image Analysis system 
described in this paper is developed to assist ophthalmologist’s 
diagnosis by providing second opinion and also functions as an 
automatic tool for the mass screening of diabetic retinopathy. 
Color fundus images are used by ophthalmologists to study eye 
diseases like Diabetic Retinopathy(DR), Age related Macular 
Degeneration (AMD) hypertension, glaucoma, vein occlusion 
and Retinopathy of pre-maturity (ROP). Extraction of the 
normal features like optic disc, fovea, blood vessels and 
abnormal features like exudates, cotton wool spots, 
 

 

Microaneurysms (MA) and hemorrhages from color fundus 
images are used in fundus image analysis system for 
comprehensive analysis and grading of Diabetic Retinopathy 
(DR) [2]. 

For the diagnosis of complete diseases, assessment of retinal 
blood vessel is significant. It offer a lot information conversely 
for easy recognition of exudates or microaneurysms [3]. 
Diabetic retinopathy is cause by mutually the forms of diabetes 
i.e. diabetes mellitus and diabetes insipidus. It is a extremely 
asymptomatic disease in the premature stages and it could lead 
to lasting vision loss if untreated for long time. The problem 
here is the patients may not know about it until it reaches 
advanced stages. Once it reach advanced stages vision loss 
become unavoidable [4].  

 Here we using graph cut technique for blood vessel 
segmentation. we have implemented a preprocessing method, 
which consists of an efficient adaptive histogram equalization 
and robust distance transform. This operation improves the 
robustness and the accuracy of the graph cut algorithm.[5] The 
optic disc segmentation starts by defining the location of the 
optic disc. This method used the convergence features of 
vessels into the optic disc to calculate approximately its 
location. The disc area is then segmented using two different 
automated methods (MRF image reconstruction and 
compensation factor). Both methods use the convergence 
feature of the vessels to identify the position of the disc. [6] . 

The purpose of image classification scheme is to assign each 
input to one of the diseases pattern classes. It is the process of 
assigning a label to each unknown input image. In this work, 
the artificial neural network approach namely, Back 
propagation network (BPNs) is used to classify the images The 
back propagation algorithm is used in layered feed-forward 
ANNs. This means that the synthetic neurons are prearranged 
in layer and drive their signal “forward”, and then the errors 
are propagated backwards. The system receives input by 
neurons in the input layer, and the output of the system is 
given by the neurons on an output layer.[7] Glaucoma is a term 
describing a group of ocular (eye) disorders that result in optic 
nerve damage, often associated with increased fluid pressure in 
the eye (intraocular pressure)(IOP).  The disorders can be 
roughly divided into two main categories, "open-angle" and 
"closed-angle glaucoma.[9] 

Vision is the most advanced human sense.  So images play 
the most important role in human perception. The human eye 
is nearly in the shape of a sphere. Its average diameter is 
approximately 20 mm. The eye is made up of three coats, 

Extraction of Blood Vessels and Optic Disc 
Segmentation for Retinal Disease Classification 

Jestin.V.K 
Assistant professor 

Dept of ECE, 
Hindusthan College of Engineering and Technology, 

Coimbatore, Tamilnadu. 
vjestin8@gmail.com 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 440

http://en.wikipedia.org/wiki/Optic_nerve
http://en.wikipedia.org/wiki/Optic_nerve
http://en.wikipedia.org/wiki/Optic_nerve
http://en.wikipedia.org/wiki/Intraocular_pressure


 

 

enclose three  apparent structures. The outermost layer is 
composed of the cornea and sclera. [10] 
The morphology of the retinal blood vessel and the optic disk 
is an important structural indicator for assessing the presence 
and severity of retinal diseases such as diabetic retinopathy, 
hypertension, glaucoma, hemorrhages, vein occlusion, and 
neovascularization. However, to assess the diameter and 
tortuosity of the retinal blood vessel or the shape of the optic 
disk, manual planimetry has commonly been used by 
ophthalmologists, which is generally time consuming and 
prone to human error, especially when the vessel structures are 
complicated or a large number of images are acquired to be 
labeled by hand. Therefore, a reliable computerized method 
for retinal blood vessel and optic disk segmentation, which 
preserves various vessel and optic disk characteristics, is 
attractive in automatic diagnosis. [11] 
Blood vessels can be seen as thin elongated structures in the 
retina, with variation in width and length. In order to segment  
the blood vessel from the fundus retinal image, we have 
implemented a preprocessing technique, which consists of an 
effective adaptive histogram equalization and robust distance 
transform. This operation improves the robustness and the 
accuracy of the graph cut algorithm. [12] 

 

II. METHODOLOGY 
The proposed method is made up of four fundamental parts. 
Basic system level block diagram is shown below: 

 
Fig 1: Basic blocks 

 

A. Blood Vessel Segmentation 
Blood vessels can be seen as thin lengthened structure in the 
retina, with variation in width and length. In order to fragment 
the blood vessel from the fundus retinal image, we have 
implemented a preprocessing method, which consists of an 
efficient adaptive histogram equalization and robust distance 
transform. This action improves the robustness and the 
accuracy of the graph cut algorithm. Fig. 2 shows the 
illustration of the vessel segmentation algorithm.[6] 

 Fig. 2. Vessel segmentation algorithm. 

The graph cut is an energy-based object segmentation 
approach. The method is characterized by an optimization 
process designed to reduce the power generated from a given 
image data. This power defines the relationship between 
neighborhood pixel elements in an image. The graph cut 
method is used in our detection because it allows the 
amalgamation of prior knowledge into the graph formulation 
in order to guide the model and find the optimal 
segmentation.[6] 
To concentrate on the beyond mentioned trouble, the 
segmentation of blood vessels using the graph cut need a 
special graph formulation. One of the method used to deal with 
the shrinking bias problem is to require an extra connectivity 
prior, where the user marks the restraint connectivity [8]. In 
order to attain full automatic segmentation, we used the 
method presented in [9], which overcomes the “shrinking bias” 
by adding the mechanism of vectors flux into the production of 
the graph. 
 

B. Graph Construction for Vessel Segmentation 
The graph cut is an energy-based object segmentation 
approach. The technique is characterized by an optimization 
operation designed to minimize the energy generated from a 
given image data. This energy defines the relationship between 
neighborhood pixel elements in an image. A graph G(ν, €) is 
defined as a set of nodes (pixels) ν and a set of undirected 
edges € that connect these neighboring nodes. The graph 
included two special nodes, a foreground (Fg) terminal (source 
S) and a Bg terminal (sink T). € includes two types of 
undirected edges: neighborhood links (n-links) and terminal 
links (t-links). Each pixel p € P (a set of pixels) in the graph 
presents two t-links {p, S} and {p, T} connecting it to each 
terminal , while a pair of neighboring pixels {p, q} €N 
(number of pixel neighbors) is connected by an n-link [13]. 
Thus, 
 

 
 
The graph cut technique is used in our segmentation because it 
allows the incorporation of prior knowledge into the graph 
formulation in order to guide the model and find the optimal 
segmentation. Let us assume A = (A1,Ap, . . . , AP ) is a binary 
vector set of labels assigned to each pixel p in the image, 
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where Ap indicate assignments to pixels p in P. Therefore, 
each assignment Ap is either in the Fg or Bg. Thus, the 
segmentation is obtained by the binary vector A and the 
constraints imposed on the regional and boundary proprieties 
of vector A are derived by the energy formulation of the graph 
defined as 

 
 
Where the positive coefficient λ indicates the relative 
importance of the Regional term (likelihoods of Fg and Bg) 
RA against the boundary term    (Relationship between 
neighborhood pixels) BA. The regional or the  likelihood of 
the Fg and Bg is given by 
 

 
 
During the minimization of the graph energy formulation in (2) 
to segment thin objects like blood vessels, the second term 
(boundary term) in (2) has a tendency to follow short edges 
known as “the shrinking bias” [14]. This crisis cause a 
important dilapidation of the routine of the graph cut algorithm 
on thin elongated structures like the blood vessels.[6] 
 
 

C. Optic Disc Segmentation 
The optic disc segmentation starts by defining the position of 
the optic disc. This method used the convergence feature of 
vessels into the optic disc to view its location. 
 
                                                  

 
Fig.3. (a) MRF image reconstruction method diagram and (b) 

compensation factor method diagram 
 

The disc area is then segmented using two dissimilar automatic 
methods (MRF image reconstruction and compensation 
factor). Both methods use the union feature of the vessel to 
discover the location of the disc. The MRF method is useful to 
eradicate the vessel from the optic disc region. This process is 
known as image reconstruction and it is performed only on the 
vessel pixels to avoid the alteration of other structures of the 
image. The reconstructed image is free of vessels and it is used 
to segment the optic disc via graph cut. In contrast to MRF 

method, the compensation factor approach segments the optic 
disc using prior local intensity knowledge of the vessels. Fig.3 
shows the overview of both the MRF and the compensation 
factor methods.[1] 

 

D.Optic Disk Location 
The double image of vessels segmented is used to find  the 
location of the optic disk. The process iteratively traces toward 
the centroid of the optic disk. The vessel image is prune via a 
morphological open method  to eliminate thin vessels and keep 
the main arcade. The centroid of the arcade is calculated using 
the following formulation: 

 
 Given the gray scale intensity of a retinal image, we select 
1% of the brightest region. The algorithm detect the brightest 
region through the most number of pixels to establish the 
location of the optic disk with respect to the centroid point 
(right, left, up, or down). The algorithm adjusts the centroid 
point iteratively until it reaches the vessel convergence point 
or the center of the main arcade (center of the optic disk) by 
reducing the distance from one centroid point to next one in 
the direction of the brightest region, and correcting the 
central position inside the arcade accordingly.[6] 

 In contrast to the MRF image reconstruction, we have 
incorporated the blood vessels into the graph cut formulation 
by introduce a compensation factor V ad. This feature is 
consequent using former information of the blood vessel. The 
power function of the graph cut algorithm usually comprises 
boundary and regional terms. The boundary term defined is 
used to assign weights on the edges (n-links) to measure the 
similarity between neighboring pixels with respect to the 
pixel proprieties (intensity, texture, and color). Therefore, 
pixels with similar intensities have a strong connection. The 
regional term in (3) is derived to define the likelihood of the 
pixel belonging to the Bg or the Fg by assigning weights on 
the edges (t-link) between the image pixels and the two 
terminals Bg and Fg seeds. In order to incorporate the blood 
vessels into the graph cut formulation, we derived the t-link 
as follows: 

 

 
 Where p is the pixel in the image, Fg seeds is the intensity 
distribution of the Fg seeds, Bgseeds represents the intensity 
distribution of the Bg seeds, and V ad is the compensation 
factor given as 

 

 
The intensity distribution of the blood vessel pixels in the, 
region around the optic disk makes them more likely to 
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belong to Bg pixels than the Fg (or the optic disk pixels). 
Therefore, the vessels inside the disk have weak connections 
with neighboring pixels making them likely to be segmented 
by the graph cut as Bg. 

 

E. Diseases Classification 
Extracted blood vessels and optic disc information’s are given 
to ANN classifier for the detection and categorization of 
diseases. The function of image categorization scheme is to 
assign each input to one of sample classes. It is the method of 
assigning a label to each unknown input image. In this work, 
the artificial neural network approach namely, Back 
propagation network (BPNs) is used to classify the images. 
The back propagation algorithm is used in layered feed-
forward ANNs. This means that the artificial neurons are 
organized in layers and send their signals “forward”, and then 
the errors are propagated backwards. The network receives 
input by neurons in the input layer, and the output of the 
system is given by the neurons on an output level. 
Here, back propagation algorithm is applied for learning the 
samples, Tan-sigmoid (tansig) and log-sigmoid (logsig) 
functions are applied in hidden layer and output layer 
respectively,Levenberg-Marquardt optimization (trainlm) is 
used for adjusting the weights as training methodology. For 
training process, firstly altered features are extracted block by 
block in one image. When we use a new image for 
classification, only those elected features are extracted and the 
trained classifier is used to classify the abnormality in the 
image. 
Diabetic retinopathy is cause by mutually the forms of diabetes 
i.e. diabetes mellitus and diabetes insipidus. It is a extremely 
asymptomatic disease in the premature stages and it could lead 
to lasting vision loss if untreated for long time. The problem 
here is the patients may not know about it until it reaches 
advanced stages. Once it reach advanced stages vision loss 
become unavoidable [4]. As diabetic retinopathy is the third 
major cause of blindness particularly in India, there is an 
immediate requirement to develop efficient diagnosis method.  

III.  RESULT AND DISCUSSION 
For the vessel segmentation method, we tested our algorithm 
on two public datasets, DRIVE  and STARE  with a total of 60 
images. The optic disc segmentation algorithm was tested on 
DRIVE and DIARETDB1,consisting of 129 images in total. 
The performances of both methods are tested against number 
of alternative methods. The DRIVE consists of 40 digital 
images which were captured from a Canon CR5 non mydriatic 
3CCD camera at 45◦ FOV. The images have a size of 768 × 
54 pixels. The dataset includes masks to separate the FOV 
from the rest of the image.Figs.4 and 5show the segmented 
images and the manually labeled images for the DRIVE and 
the STARE datasets, respectively. 

       
Fig 4 DRIVE dataset                                                                                                   

                                                     
Fig 5 STARE dataset 

 
The entire work done by with the help of MATLAB. 
Experiment shows that the outcome the scheme is comparable 
with others when applied on standard data set (images). This is 
clear in the simulation output shown in Figure 8.1 to figure 8.4 

 

     
 

Fig 6: I/O data set 
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Fig 7 Results of Glaucoma 

 
Fig 6 shows the processing steps for the detection of 
Diabetic retinopathy. Input image is converted in to green 
channel image for noise reduction. Blood vessels are 
segmented by the graph cut technique.MRF and 
compensation factor method gives the optic disc. Further 
processing via ANN gives the effected disease. Fig 7 shows 
the processing steps for the detection of Glaucoma. 

 
 

 
 

Fig 8 Results Of Hypertension 

 
 

Fig 9 Results Of vein occlusion 
                                                           
Fig 8 shows the processing steps for Hypertension detection. 
Fig 9 shows the processing steps for vein occlusion detection. 
The extracted optic disc and blood vessels region is given to 
an ANN classifier which help in further classification of 
related diseases like Diabetic Retinopathy, Glaucoma, 
Hypertension and vein occulsion of the patients. 
 

IV. CONCLUSION 
In this paper we have presented blood vessels and optic 
disk segmentation in retinal images by integrating the 
mechanism of flux, MRF image reconstruction, and 
compensation factor into the graph cut method. 
 In the second stage information’s extracted from blood 
vessels and optic disc are given to an ANN classifier and 
find whether the image is infected or normal, finally 
classify the diseases.  This proposed methodology can be 
utilized in hospitals to detect diseases occurring on the eyes 
by doctors easily. Future scope of this project is to detect 
many eye diseases thus making mankind to be benefitted in 
large extent to be free from eye diseases leading to 
blindness with higher efficiency. From the results and its 
slotted out puts, clearly identify whole concepts about the 
whole work. 
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Abstract— This paper proposes the analysis and evaluation of 

performance of various multiplier architectures using fuzzy logic 
techniques. The various parameters of the multiplier, such as 
timing delay, power dissipation, memory utilization, device 
utilization, are the inputs to the Fuzzy Inference System and the 
Performance Index of the Multiplier Architecture will be the 
output, which evaluates the performance of the Multiplier 
Architecture. Various Multiplier Architectures like, Karatsuba, 
Array, Booth, Vedic, and Radix techniques are analyzed for their 
performance and their performance index are compared. Fuzzy 
rules are set up according to the advice of experts, taking into 
consideration timing delay, power consumption, memory 
utilization and device utilization. Fuzzy Logic based performance 
analysis of various multiplier architectures proves to be an efficient 
technique for performance analysis and evaluation. The various 
multiplier architectures are analyzed and their performance indexes 
were compared. From the experiment, it was found that the 
performance index of Vedic multiplier was 0.78 and the 
performance index for Array multiplier was found to be 0.23.From 
the comparison of the performance index, it is revealed that Vedic 
multiplier is the best performer, and Array multiplier is the worst 
performer, as compared with conventional multiplier architectures. 
 
Keywords— Fuzzy Logic, Fuzzification, Membership Function, 

Fuzzy Inference System, Multiplier Architecture, Defuzzification. 

I. INTRODUCTION 
 Soft computing is a branch of computing, which can deal 

with imprecision, uncertainty, partial truth and approximation. 
The guiding principle of soft computing is to exploit the 
tolerance for imprecision, uncertainty and approximation to 
achieve the tractability, the robustness, the low cost solution 
and the better report with reality. Soft computing consists of 
Fuzzy logic, Neural Networks, Evolutionary Computation and 
Chaos Theory. The application of Soft Computing techniques 
is a good option for many engineering problems, such as 
modelling, control, classification etc. Fuzzy logic embeds 
human knowledge into working algorithms; it is well suited in 
situations involving highly complex systems, whose behaviour 
is not well understood. In this paper, we propose a new 
technique of evaluating the performance of various multiplier 
architecture, using Fuzzy logic, since their exists an 
uncertainty in decision making about the performance of 
multiplier architecture. Thus by using the Fuzzy logic, the 
performance of multiplier architecture can be evaluated, with 
the help of if-then rules. Multiplication plays a very important 
role in modern computational systems. Multiplication based 

 
 

operation such as, multiplies and accumulates [5], convolution, 
DFT is among some of the frequently used computation. Thus 
the performance of the multiplier architecture plays a very 
important role. Multiplication forms the basis of most of the 
DSP processors. The delay path determines the performance of 
algorithm. Thus the performance analysis of multiplier 
architecture forms a very important factor. There are various 
architecture available for multiplication some of them are, 
Vedic[1-3], Karatsuba[4], Array[6], Radix[7], Booth, etc.  In 
this paper, we propose a new technique of evaluating the 
performance of multiplier architecture using Fuzzy logic. 
Various performances related factors are analysed and 
performance index is compared. Thus the performance of 
various multiplier architecture are analysed and evaluated 
using Fuzzy logic.   

 

II. FUZZY LOGIC AND FUZZY  CONCEPT 
The fuzzy logic tool was introduced in the year 1965 by 
Lotfi Zadh, which is an efficient tool for dealing 
complicated problems where there exists uncertainty. It 
offers a soft computing partnership which is the important 
concept of computing with words. It embeds human 
knowledge into working algorithms. The fuzzy theory 
provides a mechanism for representing linguistic constructs 
such as many, low, medium, often few. In general, the fuzzy 
logic provides an inference structure that enables 
appropriate human reasoning capabilities. On the contrary, 
the traditional binary set theory describes crisp events, that 
either do or do not occur. It uses probability theory to 
explain an which occurs by event measuring the chance with 
which a given event is expected to occur. The fuzzy logic 
theory is based upon the notion of relative graded 
membership which are the functions of cognitive processes. 
The utility of fuzzy sets lie in their ability to model 
uncertainty or ambiguous data. Fuzzy logic can be used for 
various other applications which may include the 
performance analysis of students, teachers [8-10] . 

 

III. IMPLEMENTATION OF FUZZY INFERENCE 
SYSTEM 

Fuzzification involves conversion of crisp values into grade 
of membership. Fuzzy sets can represent the degree to which a 
quality is possessed. Fuzzy sets have the values  in  the  range 
[0 ,1].The method of conversion of crisp values into fuzzy 
linguistic values is called as fuzzification. Fuzzy rules can be 
set with the help of simple if-then rules which can be utilized 
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for decision making in the situation of uncertainty. In this 
paper the performance deciding factors  like delay, device 
utilization and power are the crisp values which is converted 
into linguistic variables. The linguistic variables  may be 
good,very good, excellent etc. Depending upon the if-then set 
of rules fuzzy inference system takes the decision about the 
performance of the multiplier architecture. 

 Fuzzy inference systems (FISs) are also known as fuzzy 
rule-based systems, fuzzy model, fuzzy expert system and 
fuzzy associative memory which forms a major unit of a fuzzy 
logic system. The decision-making is an important part of the 
entire system. The FIS formulates suitable rules and based 
upon the rules the decision is made. The basic FIS can take 
either fuzzy inputs or crisp inputs, and produces output which 
are almost always fuzzy sets. Fig.1. shows the FIS editor using 
fuzzy tool. Input to the Fuzzy Inference System is the 
performance determining parameters such as delay, power, 
memory, device utilization. These parameters are analyzed 
according to the if-then rules to give the performance index in 
terms of fuzzy linguistic variables. These linguistic variables 
are converted to crisp values to get the performance index. 
Fig.2. shows the output membership function for performance 
index.Fig.3.shows the Fuzzy inference system for device 
utilization which accepts the inputs of number of slices, LUTs 
etc. Fig.4. shows the Fuzzy Rule Viewer for the if-then 
rules.Fig.5. shows the Fuzzy rule viewer for the device 
utilization. Fig.6. and Fig .7. Shows the 3 dimensional 
variation of the parameters. 

 

 
Fig.1. FIS Editor 

 
 
 

 
Fig.2. Rule Viewer 

 

 
Fig. 3. Device utilization 

 

 
Fig. 4. Fuzzy Rule Viewer 
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Fig. 5. Device Utilization 

 

 

Fig.6.Surface View for Device Utilization 

 

 
Fig.7. Surface Viewer 

 

Thus developed Fuzzy system is invoked using the simulink 
and the performance evaluation system is modeled. 
The input to the system is various performance related 
parameters and the parameters are evaluated and performance 
index is displayed.Figure.8. shows the modeling of the system 
using Simulink 

 

Fig.8. Modeling Using Simulink 

IV. RESULTS 
The efficiency of any system depends upon the performance 
of ALU unit in it, which in turn depends on the multiplier 
architecture. Hence the efficiency of the multiplier 
architecture is one of the major area of concern. In this 
paper Fuzzy Inference System is developed for the accurate 
analysis of the performance of various multiplier 
architecture. The input to the system involves speed, delay, 
power etc, which are then analysed to give the performance 
index. Finally the system modeling is done using Simulink. 
The various Multiplier architecture are analyzed for their 
performance and it is found that, the performance index of 
Vedic multiplier was 0.78 and the performance index for 
Array multiplier was found to be 0.23.From the comparison 
of the performance index, it is revealed that Vedic multiplier 
is the best performer, and Array multiplier is the worst 
performer, as compared with conventional multiplier 
architectures. 
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 Abstract—The work we present in this paper is devoted to an  
important and delicate activity of the Requirements Engineering 

(RI) which is the validation applied to collaborative environments, it 
comes as complementary to the methodology CoReVDO[1] where we 
considered as a prospect the management of linguistic properties of 
requirements, such as the key elements to classify functional 
requirements with respect to the desired qualities in a specification. 
The Renovation of the CoReVDO® methodology ( Collaborative 
Requirements Validation in Distributed Organizations) provides a 
process divided into three phases: organizational phase, distributed 
requirements verification phase and collaborative validation of needs 
phase. This renovation involves the separation between the system 
requirements and user needs; between requirements validation and 
requirements verification between the functional and nonfunctional 
requirements, and finally between the functional criteria of semantic 
aspect and functional criteria of non- semantic aspect. 

Keywords —Requirement/Need,  Requirements Engineering, RE 
Methodology, Requirement Validation, Requirement Verification. 

I. INTRODUCTION  
he Requirements Engineering (IE) discipline is one of the 
most important phases in the traditional cycle of software 
development, as it helps to determine the purpose of a 

system properly. Its purpose is to identify and document the 
stakeholders and their needs in a form allowing their analysis, 
communications, and implementation. The basic elements of 
this discipline are the needs and requirements. The 
requirements represent the system vision from a designer 
perspective (technical perspective), the need is the system 
vision from a user perspective. A requirement is a need that is 
either technically satisfiable or its solution can be 
implemented. Requirements formalize the expression of needs 
and commitments of stakeholders E. Didier et al [6].  

The increasing complexity of systems and the 
interdisciplines necessary to conduct them push organizations 
to use teams, because it seems like a way to improve the 
quality and time of realization of industrial products. 
Increasingly, cooperation is the subject of much research and 
the number of conferences devoted to it demonstrates the 
importance of this subject. However, it is not a recent practice 
because people always cooperate. However, cooperation as it 
reappears today is not just a team, it means structured and 
organized to produce better results. The quality assurance of 
user needs and system requirements is ensured by the steps 
Verification and Validation (VV).  

Activity Verification and Validation in IE helps to improve 
the quality of a requirements specification document and, 
therefore, the success of a project. The idea of this work 
focuses on how to validate the requirements by the masters of 
works and / or building owners who are geographically 
distributed. For this, a collaborative validation will take place 
online. It is based on the different views of stakeholders on the 
quality of specified requirements and negotiated in a virtual 
meeting to generate a prototype that will be distributed in order 
to be accepted, rejected or modified. 

To go through our ideas, in addition to the lack of 
methodologies for validating requirements, particularly in the 
cooperative context, we face other kinds of problems. Those 
related to the cooperative platform (open universe, distribution, 
heterogeneity, conflict situations, jet lag, etc.). Other problems 
are directly related to process validation requirements ( 
granularity act or activity in Phase What is the validation result 
What to validate , what check what types of processes are 
appropriate VV How can all agree ? ? stakeholders How to 
verify and validate , etc. . ) . 

We try to answer these questions in the methodology we 
propose, called CoReVDO® (Collaborative Requirements 
Validation in Distributed Organizations). CoReVDO®is 
developed based on an approach distinguishing between 
system requirements and user needs between the requirements 
validation and requirements verification between functional 
and nonfunctional requirements between the functional criteria 
of semantic aspect and functional criteria of non- semantic 
aspect, and multi views following a distributed and 
collaborative verification and validation process. 

The paper is organized as follows: Section 2 gives an 
overview of some similar work. Section 3 describes the 
methodology for the validation of proposed CoReVDO® 
requirements. Section 4 concludes and gives some 
perspectives. 

II. RELATED WORK ON METHODOLOGIES 
VALIDATION REQUIREMENTS 

Most of the existing requirements validation methods (VE) 
aim only to identify and collect missing and conflicting 
requirements. Due to time and other considerations validation 
is done informally, on an ad - hoc basis or simply as a 
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peer_review exam . Most of them only provide guidelines on 
how developers and customers should review the requirements 
specification to find inconsistencies and errors. A. Katasonov 
[11] outlines the requirements validation as a list of "best 
practices" based on the use of a large number of heterogeneous 
techniques. L. He et al [12] discovered that the validation 
requirements are often not sufficiently covered not only in 
the practical world, but even in the academic world. 
The literature mentions two levels of work: an external 
validation that is the proper sense of the word, with the user, 
the client and / or other stakeholders, based on techniques 
such as interactions, prototyping, animation or simulations. 
Another internal audit is usually this activity is performed by 
the IE team is most often based on non- friendly techniques 
such as mathematical formulation , formal logic, natural 
language processing using tools complex . This level still 
needs to be supplemented by a second iteration of processing 
so that it can be approved by the building owner, if 
credibility is questionable. 

In the current work there is a mix, it works on several 
levels with internal and external modes (formal, semi- 
formal, informal) using manual methods and / or automated, 
see Table 1. 

In terms of the validation process in IE, R. Cavada et al 
[7] propose a validation process subdivided into 
fragmentation and categorization, formalization and 
validation, they provide a tool that analyzes natural language 
requirements for classified and structures. Then formalize 
requirements subsets of UML enriched with static and 
temporal constraints for which it was defined a formal 
semantics. Finally, the tool allows to apply techniques of 
"model checking" specialized for the validation of formal 
requirements. In [8] , P. Scandurra et al automatically 
transform use cases into executable ASM specifications and 
validate functional requirements through simulation based on 
the ASM generator using ASMETA of analysis tools. 

In [2] , R. Cavada et al combine formal verification engine 
and MS Word ® editor in a single environment consisting . 
Based on a plug-in, that uses the Python language along with 
a MS Word ® Add-In document. The user can jump between 
textual requirements in MS Word ® editor in the 
corresponding formal requirements model. A. Chiappini et al 
[9] after a validation process that progress from an informal 
analysis formalization to reach a formal validation. They 
develop a set of tools that support various phases and apply it 
to a real subset of a specification of industry. 

All these works begin with informal requirement, turn them 
into formal or semi formal models to check certain constraints. 
Which consumes more time , effort and cost compared to what 
is expected for the IE phase and consequently the total 
duration of the project and the need for experts in formal 
methods analysts , which is not always the case (analysis, 
planning , negotiation ... ) .In contrast to the approaches 
mentioned above , the QualiCES method where L Muriana M. 
et al [10] propose a wraparound approach begins by 

identifying the needs of quality followed by an analysis of the 
documents and then applying a " Checklist " accompanied by 
the application of consistent metrics and ends with the analysis 
of results . Without making call to formal method. 

 

 

TABLE I.  COMPARAISON AND CLASSIFICATION  

To our knowledge the only link between the two domains 
(Cooperation & engineering requirements) and suggests 
approaches for validating requirements is CREWS                           
(Cooperative Requirements Engineering With Scenarios) [23]. 
This approach aims to develop, evaluate and demonstrate 
methods and tools for the elicitation and validation of 
requirements based on cooperative scenarios. Through two 
approaches CREWS guide the different uses of scenarios 

WORK PROCESS 

VALIDATION LEVEL 

 VALIDATION  
TECHNIQUE 

TOOLS 
USED 

ANIMATOR 

VV 

INTERNAL EXTERNAL 

R.CAVADA ET 
AL. [7] 

1. FRAGMENTATION 
AND 

CATEGORIZATION 

2. FORMALISATION 

3. VALIDATION 

MODEL 
CHECKING 

UML 

CNL 

MS WORD 

INFORMAL 

SEMI-FORMAL 

FORMAL 

EURAILCHE
CK 

MULTI 

USER 

P.SCANDURRA 
ET AL.   [8] / 

USES CASE 
SCENARIOS

ASM 
SIMULATION 

SEMI FORMAL 

FORMAL 
ASMETA MULTIUS

ER 

R. CAVADA ET 
AL. [2] / 

PYTHON 
GTK 

C# 

MS WORD® 

ADD-IN 
GRAPHIC 

FORMAL 
OTHELLOPLAY MULTIU

SER 

A.CHIAPPINI ET 
AL. [9] 

1. INFORMAL 
ANALYSIS 

2. FORMALIZATION 

3. FORMAL 
VALIDATION 

UML2 

PSL 

LTL 

ECLIPSE FORMAL 
RSA 

REQUISITEPRO 

MULTI 

USER 

L M MURIANA 
ET AL.  [10] 

1. IDENTIFICATION 
OF QUALITY 

NEEDS 

2. ANALYSIS 
NECESSARY 
DOCUMENTS 

3. APPLICATION OF 
THE CHECKLIST 

4. APPLICATION OF 
CONSISTENT 

METRIC 

5. ANALYSIS OF 
RESULTS 

METRIC 

USE CASE 

CHECKLIST 

PROTOTYPE 
INTERFACE 

INFORMAL 

SEMI FORMAL 
QUALICES 

MONO 

USER 

S.MAALEM, 

N. ZAROUR  [1] 

1. PHASE 
ORGANIZATION 

2. PHASE 
DISTRIBUTION 
VERIFICATION 

3. COLLABORATIVE 
VALIDATION 

PHASE 

QFD ,    
CHECK-LIST, 
GROUPWARE 

PROTOTYPE 
INFORMAL 

SEMI FORMAL 
WHITE 
BOARD 

DISTRIBU
TED 

HETEROG
ENEOUS 
GROUP 
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during the validation requirements. The first approach A. Neil 
et al [5] provides a method and software – Crews-Savre tool to 
generate scenarios and provide a review of such Walkthrough. 
The second approach to the validation process requirements in 
P.Heymans [13] is carried out through the animation of 
scenarios from a formal specification. One of the strengths of 
CREWS approaches is that they were designed to complement 
each other. However, they have some weaknesses, CREWS 
has a much more collaborative requirements elicitation 
method, but far from being a method of validation for 
cooperative scenarios representations provide a single point of 
view. According to Sommerville et al [16], a single perspective 
(the perspective of system requirements) cannot find a set of 
plain requirements. Views reflect the skills, objectives and 
roles of each participant, so we believe that the use of a multi-
viewpoints approach to validate is almost inevitable in a 
collaborative organization. Even the appearance of cooperation 
as a principle in CREWS has not been sufficiently supported, 
since the distribution of stakeholders, their heterogeneity and 
the maintenance agreement between the various stakeholders 
in the event of negotiation and / or cooperation remained 
neglected. Moreover, the overlap between the elicitation phase 
and the specification in CREWS makes it very difficult to 
document due to move to the design phase. CoReVDO in [1], 
we presented a collaborative approach to the validation process 
requirements based on the concepts of multi skills and 
perspectives. The approach is divided into three phases : 
organization, distributed collaborative verification and 
validation process without the specific system requirements 
and user needs between the requirements validation and 
verification requirements between functional and non 
functional requirements and between the functional criteria of 
semantic aspect and functional criteria of non-semantic aspect, 
which will be the subject of this article. 

III. METHODOLOGY COREVDO® 
The involvement of three research areas: Cooperation, RE 

and Validation /Verification (VV) in this paper lead to three 
classes of problems: 
• Problems with the definition of validation in the 

literature. 
• Problems related directly to the process of validation 

requirements (granularity activity or stage, what is the 
validation result, What to validate, what check what 
types of processes are appropriate VV, How to deal all 
stakeholders?? How to verify and validate, Etc.). 

• Problems related to the cooperative platform (open 
universe, distribution, heterogeneity, conflict situations, 
jet lag , etc.). 

 
1. Solve the problem of the ambiguity of the term 

validation 
 

F.Fabbrini et al [17] proposed four types of language 
requirement properties (syntactic, structural, semantic and 

pragmatic) as key elements to classify functional requirements 
(see Figure 1). The semantic property must be validated 
through human interaction, but non-semantic (syntactic, 
structural and pragmatic) can be checked manually or 
automatically. 

 
 
 
 
 
 

Fig. 1.  Requirements taxonomy [17] 

Katasonov et al [11] presented a link between the quality 
properties of a specification (IEEE 830) and requirements VV 
process as follows. 

 
 
 
 
 

Fig. 2.  Link properties compared to VV [11] 

By logical sequence that comes from these two 
explanations Fabbrini Katasonov and we are redefining the 
audit requirements as "syntactic examination, structural and 
pragmatic functional requirements not semantic orientation to 
ensure the quality criteria for traceability, the No redundancy, 
modifiability and verifiability, internally with less means more 
compounds according to the ability of the prime contractor. 

In distinction to the validation requirements "which is 
responsible for characterizing the semantics and non-
functional aspect, to certify the completeness, the consistency, 
the No ambiguity Not the conflict, the accuracy, the Feasibility 
and Necessity" requirements where its external validation is 
not final until approval of the master developer of the need to 
use more simple means, friendly and pleasant. 

 

2. Resolve the problems related with the validation in RE 
process. 

 
Our view of the validation requirements is broader than that 

found in the literature because it addresses the validation of 
such a process of verification of system requirements by experts 
followed by a bargaining agreement between the requirements 
to experts which will pass the validation requirements from 
customers (Figure 3). 

 
 
 
 
 
 
 

Fig. 3.  Validation requirements process of CoReVDO® methodology 
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The validation process requirements CoReVDO® 
methodology is progressive in that each activity is affected to a 
reasoned one or more stakeholders. It operates on the use case 
diagram in Figure 4: 

The selection of participants is based on certain criteria 
which differ according to the phases. We will focus in 
particular have different perspectives and make use of multiple 
and complementary skills. Generally, it is best to choose the 
participants outside the development team. They will be more 
objective because they are less involved in the project. It is then 
necessary to assign a role to each and it is clear that a 
participant may possibly hold several roles. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Usecase diagram of the CoReVDO® methodology  

3. Resolve problems the cooperative platform 
 
The focus of our approach is multi-view, to establish an IE 

approach of cooperative information systems. It aims to 
establish a process to approach a virtual organization consisting 
of several geographically dispersed organizations where each 
organization is supported by IS. It will use the resources 
provided by the new information technology and 

communication (Especially Internet tools and extranet), at this 
level it will use the Groupware tools that can support the 
engineering process (point means of communication view), the 
approach aims to develop. Other emergent properties of 
cooperative work: 

• Identification:Identify the uniqueness and importance 
and / or stability of each requirement, which is usually, 
presented by an index i, this number is a unique number 
requirement, but in a distributed environment, we must 
indicate the source of this information. So identifying uses two 
indexes [i, j] where i: presents a number of requirements with 
respect to all requirements and j identify the person who issued 
this requirement, which is supposed to come later in the 
validation and verification. 
In addition to the properties that ensure the quality 
requirements and deliverables (IEEE 830), he reveals other 
properties and new definitions related to the cooperative 
platform such as: 
 

• Complementarity: in a context where the expertise is 
complemented by the involvement of other experts that a 
requirement is incomplete, ambiguous to the other information 
emanating from other areas or expert response. At a level of 
iteration, the requirement is not valid until the appearance of 
other details that justify the need for collaboration in order to 
complete the sense of the entities involved. 

 
 
•  
•  

 
 
 
• Global Coherence: They must not contradict other 

requirements established after the global integration 
requirements. 

 
 
 
 
 
• The Similarity: Identifying similar requirements (which 

is the same semantics) or overlap in the same specification or 
between projects. If the size of the requirements set E is 
important is that after the merger is highly complementary 
skills are otherwise similar. So cooperative work added 
nothing, here we have two cases: either the choice of 
collaborating organizations is not the best if not the point of 
views are very close 

 
 
 

4. Presentation of the different phases of the 
CoReVDO®methodology. 

The idea of this work focuses on the steps that will take a 
set of documents (containing requirements) to be validated by 

Complementarity = ∑
=

N

i 1

Total number of lines QFDs - the number of lines 

after QFD Fusion. / N is the number of organizations 
 

 
Global Coherence= Number of conflicts resolved / Total conflicts 

 
 
 
 

Similarity =  ∀ 𝑥𝑥,∄ 𝑦𝑦 ⋰ 𝑦𝑦 ∪ 𝐸𝐸 = 𝑥𝑥 ∪ 𝐸𝐸 
E: sets of requirements y: necessary requirement 
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the end user, some and / or all of the stakeholders that are 
distributed geographically. 

The new objectives of CoReVDO® such as the separation 
between the system requirements and user needs, requirements 
validation and verification requirements , functional and non-
functional requirements and functional requirements of 
semantic aspect and criteria functional aspect semantics are not 
insured by the definition of validation and verification 
requirements see requirements section (III. 1) , include the 
verification and negotiation as sub-steps in the validation 
activity see section ( III.2) and tested in more quality properties 
( IEE830 ) complementarity, overall consistency and similarity 
see section ( III.3) to assess the requirements / needs. 

The dynamic operation of CoReVDO® is symbolized by the 
activity diagram of figure 5, the whole process goes through 
several stages involving various stakeholders. For this, we 
decompose the validation activity in three phases in order to 
adapt to a distributed cooperative environment are: 

Organizational phase: where goes the development of 
collaborative validation work through three stages (see Figure 
5): (i) planning stage of collaborative work, (ii) stage of 
qualification requirements, and (iii) step inspection of 
documents and compliance with the standard. 

Phase distributed verification requirements: at each 
organization, taking place checks the party concerned. Here the 
work is going through four activities: (i) Activity Verification 
functional criteria of non-semantic aspect to judge Traceability, 
Not the redundancy, the modifiability, the Verifiability and 
Compliance with standard requirements. (ii) Activity Validation 
functional criteria of semantic aspect to evaluate the 
completeness, the consistency, the No ambiguity Not the 
confliction, the accuracy, the feasibility and necessity of the 
requirements. (iii) Activity Validation of non- functional 
requirements and (iv) the activity generation of QFD in which 
performs the allocation of weight in each perspective on the 
part of the work involved in any organization part. 

Collaborative validation phase needs: This phase involves 
the stakeholder user is guided by the director. The method is 
multi- perspective and is as follows : (i) Assessment of phase 
conflicts from different QFD , where a discussion is carried out 
during the negotiation phase of the conflict (i1 ) , followed by a 
discussion of agreement in the phase of unification of view (i2) 
after complete satisfaction of various collaborators , and finally 
a projection of all the information contained in the QFD to an 
executable software prototype by the building owner , presented 
in ( ii ) the generation phase prototype. 

1. Organizational phase 
The main objectives of this phase are the development of the 
working environment, the assignment of roles of stakeholders, 
collection of documents, preparation of appropriate artifacts, 
rapid inspection of documents to their dissemination. It is 
divided itself into three processes: Planning, Inspection and 
Qualification. 

a) planning 

This process determines the appointment of meetings through 
sending mail or using shared by all members of the 

engineering team (members of the virtual organization) 
agenda. Coordination and cooperation of each partner are 
overseen by the analyst assigns roles 

 
b) Qualification 

It is in this process that begins the work of the analyst who 
performed: (1) The collection of documents produced 
understandable previous activities by all stakeholders. For the 
language problem, we suggest documents written in English 
with the ability to use glossaries and machine translators. (2) 
The preparation of appropriate artifacts for monitoring the 
process of validation , so a sheet for each requirement, the 
model is used FLY , a checklist to identify questions to answer 
and objectives [1], a rubric to help score satisfied unmet 
criteria for each requirement separately. 

c) Inspection 

The IE team meets to review the documents online. Each 
working according to his expertise and competence; meeting 
then ends by formulating a checklist that will guide the rest of 
the process. 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.  Activity diagram of the operation of the CoReVDO® methodology 
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2. Phase distributed requirements verification 

The purpose of this phase is to ensure the ability of 
requirements to their specifications in relation to all members 
of the virtual organization. 

This phase is performed by four processes. (i) Process of 
Verification functional criteria with non- semantic aspect, (ii) 
Process of Validation functional criteria with semantic aspect 
(iii) Process Validation of non- functional requirements, and 
(iv)Process of generation QFD in which performs the 
allocation of weight in each perspective on the part of the work 
involved in any organization apart. 

 
a) Process of verification functional criteria with non-

semantic aspect: 

These criteria are summarized in the review syntactic, 
structural and pragmatic functional requirements (Figure 6) 
summarize the properties (Traceable, Non- Redundant, 
Editable, verifiable and Compliance Standard) 

 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 6.  Verification process of some non-semantic criteria 

b) Process of validation functional criteria with semantic 
aspect: 

These criteria are summarized in the semantic examination of 
functional requirements (Figure 7) summarizes the properties 
(Completeness, Consistency, Not ambiguity Accuracy, 
Feasibility and Necessity). 

A.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7.  Validation process of some semantic criteria 

c) Process Validation of non-functional requirements: 

This evaluation covers three main classes according to the 
classification requirements of G.Kotonya et al [14]: (1) 
compliance requirements produced such as usability, 
efficiency (performance and space), reusability and portability 
(2) compliance with organizational requirements such as 
delivery, implementation and standardization (3) compliance 
with external requirements such as interoperability, legislation 
(Safety, etc.).. This process is incremental, continuous, and 
progressive ends by filling the evaluation grid for each non-
functional requirement, the construction of a technical 
document and a list of technical errors (Figure 8). 

 
 

 
 
 
 
 

 

 

 

 

Fig. 8.  Validation of non-functional requirements 

d) The process of generating QFD 
 

After evaluating all the requirements, they should be with their 
project specifications in a QFD matrix. The quality function 
deployment (QFD) is a technique used to analyze customer 
needs and link them to actions that meet. It uses a matrix 
linking the requirements and specifications to meet them. 
The motivation behind the choice of QFD is a technique that is 
used to analyze customer needs and link them to actions that 
meet, it is possible to evaluate at the same time the 
requirements and specification which avoids errors associated 
with the transition from one phase to another. 
This process of realization of the QFD is performed 
automatically by means of a Microsoft Excel spreadsheet or by 
specialized software (SQFD Client / server version or QFD 
capture, etc.). 

3. Phase collaborative needs validation 
After the generation of QFDs a virtual panel is designed with a 
synchronous type of groupware, and invisible closed allowing 
unify QFDs groups. 
This phase involves the client guided by the contractor and 
takes place in the following stages: Evaluation of conflict, 
conflict negotiation, unified views and an executable software 
prototype for the client. 
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The input of this phase is all QFDs generated. The 
commonalities between the expertise of organizations create 
points of conflict where state values conflicting weight 
affected by several sources. Different participants (origins) can 
assign different weight values according to their views for the 
same torque (requirement specification). This requires a 
negotiation between these origins. 
 

b)  Negotiation of conflict 
 

Convince all stakeholders so that they understand the basic 
requirements of their point of view. The negotiation phase can 
appear as  a separate approaches in some RI activity Kotonya 
et al [15] and I. Sommerville [16]. Our approach considers 
negotiation as an inevitable and essential task in the process of 
validation requirements to find a compromise between the 
different stakeholders. Information extracted from each local 
information systems can generate semantic conflicts (conflicts 
domain definition conflict in interpretation, etc.). 
Thus, we seek to reach a consensus to negotiate the weight 
given to the requirements specifications. The choice of a 
qualitative correlation is to identify the most appropriate link. 
 

c) Unification of views 
 

Reach an agreement on a coherent set of requirement that meet 
the possible stakeholders, is the main objective of the third 
phase. 
Three alternatives for obtaining correlations in QFD have been 
documented in the literature: (1) application of individual 
responses and the average results using a moderating factor A. 
Stylianou et al [18], (2) using a multi-criteria analysis H.In et 
al [19] P. Chuang [20], and (3) the parties must negotiate their 
different points of view until a consensus is reached V. 
Bouchereau et al [21]. 
Here the metric is applied complementarity between 
requirements and subsequently evaluating their overall 
coherence and check if there is no similarity in the 
specification documents. The latter approach is considered 
beneficial for the formation of teams, increased participation in 
product development, obtaining a general consensus on "what 
to do", and the preservation of momentum when the group 
rates. 
 

d) Generation of prototype 
 

The validation is done by the client or its representatives upon 
verification. It aims to ensure a match between what the 
analyst wrote and what the customer has in his head. To do so, 
the models developed must be communicated to users in order 
to be accepted, modified or rejected as a prototype. 
IE group will go to the automation of an executable rapid 
prototype to simulate the future system, and this by 
transforming the QFD (set of specifications verified and 
negotiated) a set of software interfaces executable line. This 
semantic difficulty requirements could be described as " 
articulatory " in reference to the theory of the action of 

Norman [22] . This one combines the performance of a task at 
a distance course. Articulatory distances reflect the difficulties 
to adapt for the user to commands, and to interpret the state of 
the system from the state of the interface. 

  

IV. CONCLUSION 
The validation exercise is long, expensive and sometimes 
brings bad news: anomalies, non-compliance and ultimately 
delay the project, or its outright cancellation. 
We made our contribution to the process of validation 
requirements in a distributed environment by providing a 
methodology for validation of requirements in distributed 
collaborative organizations named in CoReVDO® is what we 
have: 
Dominate the problem of ambiguity of terms VV choosing one 
definition and distinguishes validation check , specifying who 
does what, when, where , how and by what means and a 
process ( audit, negotiation, validation) , modeled by 
functional digraphs . 
The proposed methodology in CoReVDO® approach includes a 
set of activities required to verify , negotiate , validate and 
develop a system providing an economic and efficient solution 
to a client's needs while satisfying all stakeholders. 
CoReVDO® is based on a continuous process, progressive, 
collaborative, distributed and multi-viewpoints. 
We will consider opportunities as the application of this 
methodology on a case study in order to learn more. 
Thus, the assumption of phase separation which satisfy the 
requirements of their individual groupings (requirements 
document) . Finally use metrics and measures to strengthen the 
methodology during the V V. 
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Abstract— now a day’s every individual having mobile device 
with them. In both computer vision and information retrieval 
Image search is currently hot topic with many applications. The 
proposed intelligent image search system is fully utilizing 
multimodal and multi-touch functionalities of smart phones 
which allows search with Image, Voice, and Text on mobile 
phones. The system will be more useful for users who already 
have pictures in their minds but have no proper descriptions or 
names to address them. 
The paper gives system with ability to form composite visual 
query to express user’s intention more clearly which helps to give 
more precise or appropriate results to user. The proposed 
algorithm will considerably get better in different aspects. System 
also uses Context based Image retrieval scheme to give significant 
outcomes. So system is able to achieve gain in terms of search 
performance, accuracy and user satisfaction. 
 
Keywords— Mobile visual search, Multimodal search, 
Quantization, Histogram, Mobile device, color space etc. 

I.  INTRODUCTION 
 
Now a days, more and more people use phones or other 
mobile devices as their personal concierges surfing on 
the Internet. Besides this trend, searching is becoming 
pervasive and one of the most popular applications on 
mobile devices [6]. As desktop computers and mobile 
devices having different user interfaces especially for 
input types as well as search interest of users using 
mobile device also different from that on desktop 
screens. Existing search alternatives for mobile users 
include text-based search and local map search. 
Furthermore, photo-to-search is becoming persistent as 
the expansion of the computer vision and content-based 
image retrieval. It allows the user to capture pictures 
using the in-built camera on the phone and then begin 
search queries about stuff in visual proximity to the user.  

Visual (image and video) search is still not that much 
popular on the mobile phone as judge against with text 
search, map search, and photo-to-search. The main 

concern why these image search applications are not 
popular on mobile device is small screen of device and 
the existing search applications do not absolutely 
accommodate to the mobile and local oriented user 
intention. So in such situations where irrelevant images 
spoil the results and ruin the user experience, visual-
aided tools can mostly improve the relevance of search 
results and the user experience [3]. Let’s consider such a 
scenario in which the user has no idea of the name of 
target but can only depict its particular appearance, that 
only with a scene or general picture in the user’s mind, 
such kinds of searches are not easy under present text-
based search condition. But with the assist of visual aids, 
search for images not only based on text but also based 
on image content, these tasks can be more expressive.  

So, in the proposed work we facilitate an intelligent and 
interactive visual search on mobile phones by taking full 
multi-modal and multi-touch functionalities of mobile 
device. If the users have an image in their hand, they can 
use it directly as a query and find matching images in 
dataset. Otherwise users can easily formulate a 
composite image as their search query by naturally 
interacting with the phone through voice and multi-
touch. So the system allows users to express their 
implicit and explicit search intent well. We have 
designed a multimodal image search system to carry out 
different types of queries from mobile phones and 
expressing user’s information needs in a better way. For 
improved search contextual information also added to 
the system. As a result, a powerful image search system 
with visual aids is designed. The proposed system gives 
compliment to existing systems and will give user 
friendly interface and satisfactory results to user 
conceptual query. 
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II. RELATED WORK 

A. Visual Search 
Visual search is a type of perceptual task requiring 
attention that usually includes an active scan of the 
visual environment for a particular object or the target 
among other objects or the distracters. There are some 
existing systems as: 

1) Voice Query: 
As Typing is a tedious task on the phone no matter 
whether a tiny keyboard or a touch screen is used. Even 
though voice queries are available on some devices, still 
many cases that semantic and visual intent cannot clearly 
expressed by these descriptions for search [3]. However, 
the users usually have to accept some ideal images 
amidst much more irrelevant results. In such cases where 
irrelevant images spoil the results and spoil the user 
experience, visual-aided tools can largely boost the 
relevance of search results and the user experience. 
As the speech recognition became mature, phone 
applications using speech recognition rapidly grows. The 
most popular application is Apple Siri [11], which 
combines speech recognition, natural language 
understanding and knowledge based searching 
techniques, with an ability to make a speech 
conversation with the phone and get information and 
knowledge from it. The user can ask the phone for 
anything by only speech and get multimedia answers.  

2) Text based Search: 
 Traditional text-based search engines like Google and 
Bing are available on mobile devices. However, 
extensive text queries are neither user-friendly on phone, 
nor machine-friendly for search engine. The fact is that 
the mobile users use only 2.6 terms on average for 
search [6], which can hardly express their search intent. 

3) Photo to search: 
It allows the user to capture photos using the in-built 
camera on the phone and then initiate search queries 
about objects in visual proximity to the user. This 
advance offers various applications such as identifying 
products, comparison shopping, finding information 
about buildings, movies, compact CDs, real estate, print 
media, artworks, etc.[3] 
Photo-to-search applications are become important on 
mobile phones. These techniques enable users to search 
for what they see by taking a photo on the go. As Google 
Goggles, Point and Find [8], and Snaptell [9] are good 

examples. These applications look for the precise partial 
duplicate images in their database and provide the users 
with related information of the query images. But, the 
search is only available for some vertical domains, such 
as CD covers, products, landmarks etc., where the partial 
duplicate images of the query image have been indexed 
in their database. 

4) Sketch based Query: 
Hand-drawn sketches were used in Sketch-based image 
search to search for satisfied images. But with these 
systems it is very hard to express user intent and is 
difficult for users without drawing experience to use 
such application. [10] [13] 
In [7] the authors build a Sketch2Photo system that uses 
simple text-annotated line sketch to automatically 
synthesize realistic images. However, their work focuses 
on image composing instead of image retrieval. 
 

B. Concept Based Image Retrieval 
There is a traditional approach to any form of image 
search, as concept-based image indexing. Also known as 
description-based or text-based image retrieval, this type 
of search refers to keywords, tags, captions, subject 
headings or natural language text for the indexing and 
retrieval of text-based images. For years now, SEOs and 
digital marketers have been optimizing images so that 
search engines like Google could understand and 
properly index visual content [14]. 
 

C. Content Based Image Retrieval(CBIR) 
With CBIR, search engines analyze the visual content of 
the image (pixels) rather than the metadata. In this the 
idea of "content" may refer to colors, shapes, textures, or 
any other information that can be derived from the image 
itself. CBIR is gaining popularity because of the 
inefficiencies and limitations inherent with metadata-
based image retrieval. Optimizing for text-based 
retrieval can be time consuming and create unintended 
ambiguities. However, until recently, many image 
retrieval systems, such as Google-image search, were 
exclusively text based [14]. 

D. Reverse Image Search 
Reverse image search is a CBIR query technique that 
involves providing the search engine with a sample 
image to base its query on. Reverse image search allows 
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users to discover content that is related to a specific 
sample image, popularity of an image, and discover 
manipulated versions and derivative works. Different 
implementations of CBIR make use of different types of 
user queries. Examples include Google Image search and 
Tin Eye [14] [16]. 

III. PROPOSED SYSTEM 
 

A system is designed to tackle problems faced by user 
while dealing with mobile device to do image search. 
Here one mobile based application is designed for an 
image searching with user friendly and game like 
interface to give more relevant results to user. The 
application is useful for users who can’t express their 
search intend clearly.  

In a proposed work, standard architecture is followed 
as client-server. Mobile device with android OS is 
treated as client and laptop or computer as Server.  
Wherein Image database is maintained and handled on 
Server by administrator. At Client side, there are four 
ways are given to initiate image search which is a 
combination of all existing systems. Proposed system 
overview is shown below which will simply do image 
search task with user friendly manner: 

 
  

Fig. proposed System Architecture 
 

A. Server Side Implementation: 
 
The architecture basically describes on server side image 
dataset is created and maintained, wherein images are 

stored as per categories by Admin. Two important things 
are considered while storing images into database- 
Image tag and its Features. So when any image is 
inserted into dataset at first tag is assigned to it and the 
features are extracted for each and every image.  
Features of Images stored into the dataset are extracted. 
For that each image is passed through various image 
processing algorithms. Various operations are performed 
on each and every pixel of image such as Blurring, RGB 
to HSV, Color histogram calculation, Quantization and 
then Finally Normalization. All these algorithms are 
given as: 
 

a. Image Blurring: 
Blurring an image reduces the sharpening effects of 
image; which help to makes the detection more accurate. 
In blurring each pixel in the source image gets stretch 
over and mixed into surrounding pixels. Various steps 
for image blurring are: 

1. Traverse through complete input image array.  
2. Read individual pixel color value (24-bit).  
3. Split the color value into individual R, G and B 

8-bit values.  
4. Calculate the RGB average of surrounding 

pixels and assign this average value to it.  
5. Repeat the above step for each pixel. 

Gaussian Blur is one of the most effective methods. 
 

b. RGB to HSV Color Model: 
After blurring pixels of image are converted from RGB 
to HSV model to make it easier to perform any 
operations. The HSV stands for the Hue, Saturation and 
Value, gives the perception illustration as per human 
visual aspect. Hue specifies the color type its range as 0 
to 360. Saturation gives the vibrancy of the color ranges 
from 0 to 100%, and it also called as purity. Value, the 
brightness of the color ranges from 0 to 100%. RGB to 
HSV conversion steps are as follows:  

1. Find minimum value of basic R,G,B 
Min=min(R, G, B) 

2. Find maximum value of R, G, B 
Max=max(R, G, B) 

3. Calculate HSV from RGB 
temp=Max-Min 
Value=Max 
If  (Value==0) then 
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           Hue = Sat = 0 
Else 
          Sat=255 * (temp)/Value 
          If (Sat==0) then 
                Hue=0 
          Else if (Max==R) then 
               Hue= 0 + 43 * (G – B)/temp 
          Else if (Max==G) then 
               Hue= 85 + 43 * (R – B)/temp 
          Else if (Max==B) then 
              Hue= 171 + 43 * (R – G)/temp 
If (H < 0) 
H = H + 255 
SetPixel. 
         

 It is observed that HSV model accuracy is higher as 
compared to RGB model. [12] 
 

c. Histogram: 
Color histogram represents the distribution of 

the composition of colors in the image. The histogram 
consists of bins where each bin defines a small range of 
pixel values. The value stored in each bin is the number 
of pixels in the image that are within the range. These 
ranges represent different level of intensity for each 
color component. The values in each bin are normalized 
by dividing with the total number of pixels in the image. 
Then, by counting the number of pixels in each of the 
bins, we get the color histogram of the image. 

 
d. Quantization: 

Quantization reduces the number of colors used in an 
image. While computing the pixels of diverse colors in 
an image, if the color space is outsized, then first 
segregate the color space into certain numbers of small 
intervals. Each of the intervals is called a bin. This 
process is called color quantization. The quantization of 
the number of colors into several bins is done in order to 
decrease the number of colors used in image retrieval. 
 

e. Normalization: 
Normalization is a process that changes the range of 
pixel intensity values. It sometimes called contrast 
stretching or histogram stretching. The purpose of 
normalization in the various applications is usually to 
bring the image, or other type of signal, into a range that 
is more familiar or normal to the senses. 
 

f. Distance Measure Estimation:  
Similarity measure is real value function that quantifies 
similarity between two objects, so here for similarity 
calculation between images Euclidean distance measure 
is used. 
  

B. Client Side Implementation: 

At another side on mobile device user can input his 
query in various manner. To communicate with the 
server, client should know the server IP. Basically there 
are four ways are provided to initiate image search: 
 

a. Voice input:  
 

To convert speech given by user as input is converted 
into text by using standard Google’s speech recognition 
tool and result in more accurate text. As every android 
mobile have inbuilt speech to text conversion tool so 
proposed work uses the same. 

Image result  for Voice And Text Query: 
• Input: Natural voice or text Query  
• Output:  Exemplar Images 
• Algorithm: 

             1: give text or voice query as input 
2: Tag based image search from database as 
query entity. 

             3:  arrange resultant images on mobile screen 
             4: Output images as an exemplars. 
As voice input is converted into text, that text is parsed 
and treated as tag. And according to tags image results 
are retrieved form predefined image dataset. And results 
as exemplars are shown to user. 
 

b. Text input: 
 

    In a direct text input, user can give query as single 
keyword or multiple keywords. According to text input 
tag based images are retrieved and if resultant images are 
not specific to query then current results are forwarded 
as composite query of images and then tag and feature 
based image retrieval initiated then it results into more 
relevant images to the queries. 

Image result  for Voice And Text Query: 
• Input: Text Query  
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• Output:  Result Images 
• Algorithm: 

             1: Give text query as input 
2: Tag based image search from database as 
query entity. 

             3:  arrange resultant images on mobile screen 
                 If (user is satisfied) then, 
  Done 
                 Else 
                     Make composite query using multiple tags 

4: According to tags image collage is shown on   
mobile screen 

             5: Image collage is given as query 
             6: Feature based image retrieval at server 

7: Most similar results are shown on mobile 
screen 

             8: Relevant image result. 
 

c. Image input: 
 

Image result  for Voice And Text Query 
• Input: single image 
• Output:  Similar images 
• Algorithm: 

             1: give image as input 
2: Feature Extraction by blurring, color 
conversion, histogram etc. 

            3:  Tag + feature based image retrieval started 
            4: Similar results on screen. 
 

d. Composite Images input: 
 
In this user can select two image from results or pre 
stored image from device. Then that image is passed 
through image processing algorithms for feature 
extraction then feature based similarity is checked with 
help of Euclidean distance measure and finally relevant 
results are shown to user. 

Composite Query Processing: 
• Input: result images, photo 
• Output: Final resultant images 
• Algorithm: 

             1: Check for input image or predefined photo or  
                 Composite visual query 

2: Segmentation Based Image representation     
using Histogram 

             3: Color feature extraction 
4: Finding most similar images from dataset 
based on feature 

             5: Apply Euclidean distance measure 
             6:  Rank or sort results  
             7: Final relevant output Images 
 

IV. RESULTS AND DISCUSSION 
 
For proposed image search application, results are 

calculated based on two parameters as time and 
accuracy. Time estimation for each type of search for 
proposed system is as follows: 

 
Process Time (ms) 
Voice Search Activity 7168 
Text Search Activity 
Image Input Result 

1205 
5337 

Image search Activity 1403 
Composite Image search activity 1582 

Table 1.Time Estimation 
 

The accuracy is measured using precision and recall 
parameters. Some testing results are shown into below 
table: 

Type 
 

Actual 
Objects 

 

Retrieved 
Objects 

 

Correct 
Retrieved 
Objects 

Image Search 11 8 5 
Voice Search 11 2 2 

Text+Image Search 11 7 6 
Table 2: Searching Results 

 
Using above values precision and recall is calculated as 
follows:  

Precision = (Relevant Intersect Retrieved) / Retrieved 
                      = Correct Retrieved Object / Retrieved Objects 

Recall = (Relevant Intersect Retrieved) / Relevant 
                    = Correct Retrieved Object / Actual Objects 
 

Type Precision Recall 
Voice 0.625 0.454545455 
Text + Image 1 0.181818182 
Image 0.857142857 0.545454545 
Total 0.827380952 0.393939394 
   
Accuracy (%) 0.3939393934  

Table 3: Precision and Recall Calculation 
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  Fig. precision and recall for different inputs 

 
The proposed system is working efficiently on 

mobile device and accommodate mobile screen with 
fully utilizing multitouch and multimodal functionalities 
of device. As per above results user will get satisfied 
with image results generated by proposed system. 

 

V. CONCLUSION 
 
The paper proposes a system which fully utilizing 
multimodal and multitouch functionalities of mobile 
devices and gives game like interface for image search. 
Thus, the paper gives system with ability to form 
composite visual query to express user intent more 
clearly which helps to give more specific or relevant 
results to user. The proposed algorithm will significantly 
improve in different aspects. System also use Context 
based Image retrieval schema to give relevant results. So 
system is able to achieve gain in terms of search 
performance, accuracy and satisfactory results to their 
imaginary queries. 
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Abstract— This paper aims to explore the possibility of using 

new laboratory tools like robots as an efficient training-educational 
tool for teaching technical subjects and not only these. It analyses the 
available solutions at the present moment which refer to the robots 
used in research and education. Characteristics, costs, strengths and 
weaknesses of some available solutions was compared and evaluated 
to introduce a guideline for an efficient method to support learning 
using educational robot. The advantage of “robotic revolution” is 
found in the potential of interaction with the system and creation of 
changes within its parameters.  Development of educational robots is 
still in its early stages. To complete our understanding of educational 
robots, we should explore potential benefits of using robots for 
education, optimal design of them and any limits and challenges that 
must be addressed.  
 

Keywords— educational robots, learning, education. 

I. INTRODUCTION 
HE economic development and technological 

inventions have led to the present situation of robots being 
the present society’s component, with an enormous potential in 
the educational system. Ten years ago, most of the robots 
operated in the field of industry, representing expensive 
investments with complex functions and capacities of finest 
execution and speed [1]. The present tendencies show that, in 
the near future, we will witness a real invasion of robots in the 
public places as well as private areas, the present statistics 
showing the fact that the number of robots is significantly 
increasing. If in 2002, at the worldwide level, the estimated 
number of robots was 4,5 million, from which 3,5 million 
operated in the services field, in 2010 the estimated number 
was at 8 million, from which 7 million would cover the same 
field [1]. 

Education as an essential activity in the evolution of a 
society could not have been neglected by the technological 
phenomena. The main idea of this paper is focused on the 
assumption that the use of educational robots could improve 
the school performance of pupils from elementary, secondary 
and high school. This assumption comes from the paradigm 
“Tell me and I will forget. Show me and I will remember. 
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Involve me and I will understand” [2].  Moreover, teachers 
who have used this technology in the classroom state that there 
is a greater receptiveness of pupils regarding the information 
presented when they are supported by practical activities in 
which robots are involved. However, this assumption can also 
be exaggerated if it is not supported by a rigorous research and 
concrete results.  

The main objective of our intervention was to identify the 
challenges from the educational robots field and to write a 
number of conclusions based on the most important and 
relevant research in the field. This way, the first part of this 
study is focused on the examination of specialized literature 
regarding the use of educational robots, while in the second 
part of the study; we have initiated a classification of the types 
of educational robots that are available at this moment on the 
market.   

II. A REVIEW OF THE APPLICABILITY OF EDUCATIONAL 
ROBOTS 

At the first stage of the development of this paper we have 
initiated a search related to the existence of a study connected 
to the situation of research about the use of robots as an 
efficient instrument in the educational process. As a result of 
this intervention there has not been identified any systematic 
study regarding this subject even though the variety of 
specialized literature offers numerous studies connected to the 
use of computers, games or mobile devices in the educational 
process. This way, the inclusion of the ICT field in various 
activities regarding the teaching, assimilation and assessment 
of pupils is largely debated with results which are already used 
regarding the positive impact of this field on the young 
generation. In this context, our study was made based by 
Kitchenham’s approach [3] with the aim of examining the 
present situation of research regarding the inclusion of 
educational robots in the curricular or extra-curricular area.  

The objectives of the study have concentrated on:  
a) Identification of potential benefits following the use of 

robotics as an educational instrument in different areas of 
knowledge;  

b) The presentation of a synthesis of present studies 
regarding this approach of education; 

c) The definition of future research perspectives regarding 
the approach of the educational process from the point of view 
of supporting it with the help of robotics. 

The examination of specialized literature was done by using 
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the international databases called IEEE Xplore, ScienceDirect 
and Springer Link, the search taking place by suing the 
education word families: ‘to teach’, ‘to learn’, ‘to educate’, 
‘school’, ‘robot’ and well known key words in the field of 
present robotics: NXT/EV3, Mindstorm, Arduino. The search 
has been restricted to papers published between 2004 and 
present. In table I we have presented the search protocol that 
was used in the interrogation of specified databases.  

Table I. The protocol used in each database 
Database / 

Field Information 
Protocol 

IEEE Xplore / 
Search on the 
field “Abstract” 
 

((((teaching or teach or learn or 
learning or education or 
educational)<in>ab) <and> ((robotic 
or robot or robotics or robots or 
lego)<in>ab)) <and> ((school)<in>ab)) 
<and> (pyr >¼ 2000 <and> pyr <¼ 
2014) 

Science Direct / 
Search on the 
fields “Abstract”, 
“Title” and 
“Keywords”. 

pub-date >1999 and title-abstr-
key((teaching OR learning OR teach 
OR learn OR education OR 
educational) AND (robotic OR 
robotics OR robot OR robots OR 
Lego) AND (school)) 

SpringerLink / 
Search on the 
field “Abstract”. 

ab:((teaching or learning or education 
or educational) and (robots or robotic 
or robot or Lego or Mindstorm) and 
(school)) Content Type >Journal 
Articles Publication Date >Between 
Saturday, January 01, 2000 and 
Thursday, December 31, 2012 

A. General key points of research regarding the use of 
robots as a tool in the support of the educational process 

In order to respond to the stated objective of identifying the 
potential benefits connected to the approach of education 
which is supported by the robotics technology, we have 
concentrated on answering a question such as: ‘To what extent, 
can the field of applicability of robotics be expanded?’ Is the 
technical science field preferred, while disregarding the non-
technical ones? What curricular areas can be supported by 
the educational robots and which are the least approachable 
fields or less understood by pupils by using traditional 
methods? What competencies and abilities can be developed 
through this approach? Can we use the educational robots for 
‘everybody’s’ education or just as an extra-curricular 
activity? Which is the role of robots in the teaching-learning-
assessment triad and how does the role of teacher change in 
the context? We can also ask the question if the classical 
pedagogical theories find the applicability within this 
approach and which are the social and emotional applications 
of using educational robots?’ All these questions refer to 
‘what is being studied, when is studied and how is studied’. In 
this context we have identified and given examples of general 
points of the research in this field, the activity being supported 
by the specialized literature.  

In order to respond to the questions launched above, there 
have been established the following criteria regarding the 
inclusion of papers which resulted after the interrogation of 
databases from our study:  

1. The article presents the method of use of robotics as a 
teaching instrument and not the teaching of robotics;  

2. The article presents the used educational robots in 
elementary, secondary and high schools;  

3. The article presents a quantitative evaluation of learning 
based on the present recommendations in the field of 
education [4].  

B. Which is the field of application of educational robots’ 
usage? 

The first problem that was approached as part of the study 
was focused on the analysis of the applicability field of 
robotics technology, a field which can be divided into two big 
categories: technical education and non-technical education. 
Within this term of ‘technical education’ we find the robotics 
science, computer science and technology. After analyzing the 
results of the interrogation of databases, we observed that most 
of the studies (60%) had focused on the development of 
applications in the field of robotics: programming and 
construction of robots, automatic systems, mechatronics 
(Table II). With the help of sensors and actuators, robots are 
capable to explore and interact with the real world, enabling 
the appearance of new educational activities which could 
support the curricula topics in this field. In most of the cases 
these activities have as a goal the familiarization of students 
with technology and the introduction of programming notions 
[5] , [6], [7]. In all these articles there are presented activities 
in which pupils build robots with their own hands. These 
activities have offered a strong feeling of ownership and 
interest for students.  

The second field that has been observed in the area of 
educational robots belongs to mathematics [8], physics [9] or 
geometry [10]. In [9] an autonomous robot is described 
(Autonomous Educational Robot Mediator - AERM) which 
helps pupils understand physics, mathematics and kinematics. 
With the help of AERM pupils create abstract models of 
concepts and relevant properties from the real world. The 
study statistically demonstrate that pupils who have worked 
with AERM have significantly improved their capacity to 
understand relevant concepts from the course’s topics thus 
getting better results in tests than classmates who have not 
participated in robotics activities. In this field  the movement 
of robots is the main characteristic that is explored for teaching 
lesson about Newton’s Laws, distances, angles, fractions, 
graphical constructions and interpretations [8], [10]. For 
example, in [8] students learn about rotations and 
transformations based on robots’ movement while in [11] and 
[12] science, technology, engineering and mathematics notions 
(STEM) are supported by the use of global positioning 
technology (GPS) and geographic information system (GIS).  
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Table II. Areas of application of educational robots (SpringerLink Databases) 
Results Discipline No of Papers 

45 Result(s) for '"educational robot" 
AND (lego OR mindstorm)' within 2000 
- 2014 

1. Computer Science   
2. Engineering   
3. Business & Management   
4. Earth Sciences &Geography   
5. Education & Language  

29 
13 
1 
1 
1 

316 Result(s) for '"educational robot" or 
"educational robotics" or "robotics in 
schools" AND (mindstorm, OR lego, 
OR robot)'  

1. Computer Science   
2. Engineering   
3. Education & Language   
4. Physics   
5. Mathematics  

165 
108 
17 
14 
12 

28 Result(s) for '"robotics in schools"' 1. Computer Science   
2. Education & Language   
3. Engineering   
4. Business & Management  
5. Social Sciences  

15 
6 
4 
2 
1 

 
Other examples of non-technical applications of educational 

robots are found in [9] for kinematics area, in [13] for music 
orchestration or in [14] for teaching basic principles of 
evolution to secondary-school life science classes. An 
interesting field is found in [15], paper which significantly 
moves away from the field of technical and exact science by 
approaching the philological field. There are two goals of this 
paper: first of all, a definition is offered to ‘science literacy’ 
and this gives a framework to the analysis of relation between 
robotics activity and knowledge and competencies in the field 
of science literacy; and secondly, it reports the result of a study 
focused on how academically advanced students used science 
literacy skills to solve robotics problems and the learning gains 
they achieved as a result of participation in the robotics course.  

The third field that has been approached by the specialized 
literature is represented by the field of teaching foreign 
languages. The implications of this approach are reflected in 
the students’ attitude: they do not hesitate to speak a foreign 
language in front of a robot the way they do in front of a 
human trainer and during the repetitive actions of knowledge 
acquirement tiredness is not present on behalf of the teacher 
[16], [17], [18]. Typically, a working plan is:  

1. the student is given a task: a picture is presented, he/she 
listens to a question, a story is narrated, watches a film; 

2. the learner answers the question by writing, speaking or 
choosing an answer on the screen; 

3. the system evaluates the answer and offers feedback; 
4. the robot offers helpful advice and gets the students to 

reach the correct answer gradually. 
An important aspect in this field is represented by the 

recognition of correct speech. That is why a human operator is 
used for such exercise, which controls the robot from ‘behind 
the scene’ [1].  

The fourth field that has been identified is represented by 
assistive robotics where robots are used to develop cognitive 
abilities of children and teenagers [19]. 

 
In this field, an important place is occupied by the 

development of communication abilities of children with 
autism. In [20] it is done a comparative analysis of efficiency 
of LEGO therapy versus SULP (Social Use of Language 
Programme). Both methods are easy to implement for children 
between 6 and 11 years, with HFA (High Functioning Autism) 
and AS (Asperger Syndrome) but while the LEGO therapy 
uses a game based on collaboration, SULP uses methods of 
direct teaching. The same way, by sing the LEGO teaching 
method and LEGO ROBOTICS, in [21] and [22] there are 
investigated from a statistical point of view, the effects of the 
implementation of these methods in the classroom by 
measuring the results got by pupils.  

Moreover, studies show that the registered progress of 
autistic children or with learning difficulties are significant if 
robots are used in the teaching-learning-evaluation triad. As 
part of an experiment which took place in a school from 
Birmingham, the UK, there has been issued for the first time a 
new method of rehabilitation of autistic children; these 
children seem to respond better to stimuli and information 
which came from robots because these robots do not show 
emotions. There has been observed that pupils with autism – 
who have difficulties in social interactions and in expressing 
and understanding of emotions – perceived the robots as less 
threatening than their human teachers and as a consequence 
they interacted easier with them. Research in the field show 
that most of the time, autistic children are attracted by 
technology, get along well with computers and other 
technological systems and manage with their help to improve 
their communication and social skills. 

C. Should we use robots in schools or outside schools? 
The second point in the research regarding the use of robots 

as an efficient instrument to support the educational process is 
represented by the place where the training activities take 
place: in schools or outside schools. The activities done in 
school are curricular activities and are part of the formal 
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education. The activities done outside school are extra-
curricular activities and are part of the non-formal education. 

In the specialized literature we find examples of inclusion of 
robotics activities in the curricular area of formal education 
[21], [22], [23]. However, the effort of teachers to adapt to the 
new challenge given by the introduction of robotics in classes, 
has to be noticed [21], [22]. This thing indicates the necessity 
of an inter-disciplinary collaboration between the ‘technical’ 
and ‘non-technical’ teachers. 

As it was expected, there are various examples from the 
extra-curricular area of robotics activities. These activities take 
place outside the classroom, as part of after-school 
programmes, in community organizations, museums, libraries 
or summer camps [24], [25], [26]. These activities are less 
formal but have the same educational result. It is important to 
have a friendly atmosphere for learning. The activities take 
place in locations in which pupils feel less intimidated or more 
comfortable than in a formal classroom. Analyzing the studies, 
we can observe that the cases in which robotics were applied 
as an extracurricular activity, always involved a ‘group of 
tutors’. 

D. Should we use robots in schools or outside schools? 
The second point in the research regarding the use of robots 

as an efficient instrument to support the educational process is 
represented by the place where the training activities take 
place: in schools or outside schools.  

The activities done in school are curricular activities and are 
part of the formal education. The activities done outside 
school are extra-curricular activities and are part of the non-
formal education. 

In the specialized literature we find examples of inclusion of 
robotics activities in the curricular area of formal education 
[21], [22], [23]. However, the effort of teachers to adapt to the 
new challenge given by the introduction of robotics in classes, 
has to be noticed [21], [22]. This thing indicates the necessity 
of an inter-disciplinary collaboration between the ‘technical’ 
and ‘non-technical’ teachers. 

As it was expected, there are various examples from the 
extra-curricular area of robotics activities. These activities take 
place outside the classroom, as part of after-school 
programmers, in community organizations, museums, libraries 
or summer camps [24], [25], [26]. These activities are less 
formal but have the same educational result. It is important to 
have a friendly atmosphere for learning. The activities take 
place in locations in which pupils feel less intimidated or more 
comfortable than in a formal classroom. Analyzing the studies, 
we can observe that the cases in which robotics were applied 
as an extracurricular activity, always involved a ‘group of 
tutors’. 

E. At what age do pupils best benefit from robotics 
technology? 

The use of robots for supporting primary education up to 
graduation at university has become, in the recent years, an 
interesting field for researchers in the education science all 

over the world. Robots have become a popular educational 
tool in some middle and high schools in USA, Japan and some 
countries from Europe, as well as in numerous youth summer 
camps, raising interest in programming, artificial intelligence 
and robotics among students. Due to the youth’s preference 
shown towards technology, robots have been validated by 
researchers in the field of education as useful tools in teaching 
mathematics and physics [1].  

Robotics is seen by many as offering major new benefits in 
education at all levels [27]. This impact of social robotics is 
even more crucial for children and teenagers, where robots can 
be used for their development and intellectual growth. Young 
people who are not interested in traditional approaches to 
robotics become motivated when robotics activities are 
introduced in classroom. Not all robotic kits will appeal to all 
kinds of students. For example, we cannot expect young 
children to build complex robots or even use them. On the 
contrary, to attract young children, the robot must have 
animated features like BeeBot robot [28]. The BeeBot is a 
colorful bug like robot that can move and it is suitable to teach 
mathematics and programming to young children.  

In general, educational robots are designed to take into 
account the age and the requirements of the children (Table 
III). Different children are attracted to different types of 
robotics activities. In [29] it is presented a strategy for 
introducing students to robotics technologies and concepts, 
and argues for the importance of providing multiple pathways 
into robotics, to ensure that there are entry points to engage 
young people with diverse interests and learning styles. 

Table III. Case studies across different background 
knowledge required of educational robots 

Education Level Educational Kits 
Primary Lego WeDo Robotics, Robotis Ollo, 

Thymio II, BeeBot  
Secondary Robotis Ollo, Lego Mindstorm NXT & 

EV3, Thymio II Robot, Fischertechnik 
Computing 

Vocational 
Education 

Fischertechnik Computing, Lego 
Mindstorm NXT & EV3, Thymio II 
robot 

College, 
University 

Robotis DARwIn-OP (Dynamic 
Anthropomorphic Robot with 
Intelligence), Lego Mindstorm 
NXT/EV3 

F. Do pedagogical theories support the use of robotics in 
the instructive-educational process? 

In this section, we discuss a few pedagogical theories that 
are the most prevalent within the domain of educational 
robotics. As the robotics technologies have developed, many 
researchers have tried to use robots to support and render 
efficient the educational process.  

As seen from the Table IV, in the last 10 years there has 
been an explosive growth of interest in this area.  
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Table IV. Results for "educational robot" (2000 – 2014) 
Databases Period No of papers 

SpringerLink 2000 – 2005 
2005 – 2010 

2010 - present 

11 
54 
60 

IEEE Xplore 2000 – 2005 
2005 – 2010 

2010 - present 

6 
16 
25 

ScienceDirect 
 

2000 – 2005 
2005 – 2010 

2010 - present 

5 
11 
21 

 
The use of robotics by non-engineering and non-technical 

instructors has been termed a “robotic revolution” [30]. The 
pioneers in this domain is connected to the name of Seymour 
Papert who proposed an approach to education called 
constructionism as opposed to instructionism – the traditional 
style of teaching [31]. In the constructionist approach, students 
learn from the design, assembly and manipulation of their own 
robots [32]. As a matter of fact, the foundation in the use of 
educational robots lies in the “tell me, show me, let me do it” 
approach [2]. 

The influence of robotics technology and the appearance of 
a new paradigm, like r-Learning, is studied at a global level by 
interdisciplinary teams of teachers, psychologists, sociologists, 
IT teachers and from the wide specialized literature we can 
conclude that the introduction of technology is associated with 
a number of changes in the area of educational process: the 
appearance of new roles, like ‘the learning of technology’, the 
rise of preoccupations in the political field regarding the 
responsibility for fields like the development of curricula and 
its adaptation to present demands; the formalization of 
curricula;  opportunities for study that are more and more 
flexible when it comes to time and location; a change of 
principle related to the definition of ‘teacher’, who can be 
regarded as a facilitator, organizer of knowledge and producer 
of educational content;  a feeling of insecurity among the 
educators about their lack of understanding and/ or 
competencies related to these new forms of teaching;  a rising 
number of initiatives of academic development by an increased 
interest shown to new approaches in the methodology [1]. 

From a pedagogical point of view, the use of educational 
robots allows:  

d) the familiarization with the new technology that is 
omnipresent in any activity of the contemporary society; 

e) the acquirement of new knowledge and building 
competences in the fields like: electronics, mecatronics, IT, 
robotics and automation; 

f) the rise of motivation with the help of real time 
feedback and interactive solutions which stimulate the ability 
to understand and interpret, placing the student in the centre of 
his/her formation and keeping him/her permanently active; 

g) the improvement of logical rationalization by dividing 
a problem into smaller problems, logical organization of the 
judgment leading to a quick thinking and deeper knowledge of 
the problem; 

h) the optimization of learning conditions, the value of 
interactivity and interdisciplinarity; 

i) the support of  independent learning; 
j) the development of practical training and integration of 

professional competencies;  
k) the development of a participatory strategy and 

encouraging personal development; 
l) the synergy between team work and individual work. 

III. EDUCATIONAL ROBOTIC KIT – MINDSTORM EV3 
The robotic platform based on Mindstorm EV3 kit contains 

hardware type elements: motors, gears, wheels, sensors and a 
microcontroller which is the ‘brain’ of the robot (Fig. 1).  

 
Fig. 1 Mindstorm EV3 Educational Robotic Kit 

The robot’s actions are generated by the software 
component that contains all the data-collection from sensors, 
analysis structure which gives the robot autonomous power to 
decide the types of actions that it has to do. These actions 
include: monitoring of parameters that came from sensors; 
storing collected data from sensors and transmitting it towards 
decision structures regarding the future actions of the robot; 
real-time Bluetooth transmission of data. Decision structures 
command the autonomous movement of the whole gear or just 
a few elements (an arm, a sensor, etc.) according to the 
collected parameters. Thus, the robot responds to sensor inputs 
and use outputs to control the environment. 

Sensors are used for collecting data from various areas, data 
which is analyzed, processed and represent the support for 
making appropriate decisions. Basically, with the help of 
sensors, the robot ‘sees’ and ‘feels’ the environment in which 
it operates. The strong assets of the robotic platform are 
represented by the high level of control and environment 
analysis, artificial vision, flexibility and modularity of system. 

IV. CONCLUSION 
In the last 50 years, a change has happened in the work field 

when it comes to employment or removing manual jobs in 
favour of automatized services. Currently, the operation and 
control of production are based on automatized systems 
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(Automation Technology) in which mechanic, mecatronics, 
electronics and Information Technology play a very important 
role. Together they involve the development of new abilities 
and competencies that we need to acquire for the inclusion in 
the work market which is more and more competitive.   

Cognitive research has confirmed that students learn more if 
they are involved in their study and interact with the 
educational material (study, experiment, and test). The 
advantage of the new robotics technology is found in the 
potential of interaction with the system and creation of changes 
within its parameters. Statistics reports show that robots could 
help pupils to acquire mathematical, language and team 
problem solving abilities.  

This study has shown that educational robotics have an 
enormous potential as a learning tool, including supporting the 
teaching of subjects that are not closely related to the Robotics 
field. All the education areas can be covered by the use of 
robots in order to facilitate teaching, learning and evaluation of 
information.  

Development of educational robots is still in its early stages. 
To complete our understanding of educational robots, we 
should explore potential benefits of using robots for education, 
optimal design of them and any limits and challenges that must 
be addressed.  

To conclude, our message is that we do not intend that 
robots replace human teachers but highlight the added value 
that robots can bring to the classroom in the form of a 
stimulating, engaging and instructive teaching aid.  
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Abstract— In this paper, a new color image segmentation method 

based on adaptive histogram thresholding and probabilistic clustering 

of random local samples is presented which is able to be used in 

parallel processing. Histogram thresholding methods are well known 

for their fast results and low time complexity, but nearly all 

thresholding methods work only over gray scale images and suffer 

from large deal of data loss during color space transformation to gray 

scale. In recent years, several approaches try to improve the accuracy 

of thresholding methods by adding the difference dimensions like 

entropy, probability function or pixel neighborhood to gray scale. 

Proposed method uses color channel components as main features of 

segmentation and then tries to find correlation between histogram’s 

peaks and plains between each color components by using predefined 

random samples of image. This will be useful to define main color 

components of each object in image and then it will be easy to 

separate objects and background from each other with parallel 

processing.  Low time complexity and ability of using parallel 

processing with high accuracy make this method a robust and reliable 

approach for color image processing in both RGB and HSI color 

spaces. The experimental results on benchmark datasets demonstrate 

that the proposed method is more efficient than the standard 

color image segmentation methods. 

 

Keywords— adaptive histogram thresholding, color image 

segmentation, histogram plain, local sampling, parallel 

processing, peak detection, probabilistic clustering. 

I. INTRODUCTION 

Image segmentation is the first major step in any image 

processing algorithm or method, because all other 

preprocessing steps, like image normalization and denoising, 

are done in nearly same way. Image segmentation is a process 

that mainly separates an image into two major parts named 

background and foreground (our objects from each other). In 

recent years, color images have become very popular in many 

aspects of technologies due to their ability to provide more 

information than gray scale images because they are able to 

assign more details to image with meaningful colors like 

Magnetic Resonance Imaging (MRI), Synthetic Aperture 

Radar (SAR), and many other aspect of since. Hence, many 

old image segmentation methods are developed for gray scale 

images and are unable to detect of detach colors from each 

other’s. The only way to use these methods is color space 

transform. This transformation is very costly process due to the 

large amount of data loss in both color transforms from three 

or more dimensions of color space to gray scale and from gray 

scale to main color space. Many researchers have developed 

 
 

color image segmentation methods by using color features as 

discrimination measures. But, these methods have a serious 

problem which makes them very hard to be used in real case 

and they have also large time complexity. 

Two major subjects most be defined to develop a new 

method for color image segmentation. First, a suitable color 

space should be selected. Choosing an effective color space is 

useful to present an image with its entire details.  It also 

provides good conditions for extracting good features that 

have enough discrimination power in segmentation process. 

Second, a powerful similarity or dissimilarity measure from 

extracted features should be found. This measure and the way 

to use that, provide a large variety of segmentation methods. 

The paper is organized as follows. In section II, color 

space selection is introduced and major segmentation methods 

have briefly reviewed. In this review, the latest approach in 

last decade with special focus on thresholding methods have 

investigated. Then, the proposed method based on adaptive 

histogram thresholding is shown in section III. The 

experimental result is presented in section IV. Section V draws 

some conclusion. Finally, the future works are shown in 

section VI. 

II. Related works 

There are two common views in image processing and 

machine vision about color and color spaces. First, one lays on 

idea that each color can be obtained by mixture of primary 

colors (Red, Green and blue) or secondary colors (Cyan, 

Magenta and Yellow). On the other hand, second view defines 

color as metric parameters of energy and frequency. In this 

view, any color will obtained by triplex of Radiance, 

Luminance and Brightness. So, by these views, two main types 

of color spaces can be modified: intensity-base colored spaces, 

like RGB and CMY, and energy-base colored spaces, like HSI 

and HSV. In this paper, both RGB and HSI colored spaces 

have used as candidates of both colored spaces. Using color-

base colored spaces are more easily and faster due to the color 

component which are less depended to each other and there is 

straight relation between pixel value and color components. 

Energy-base colored spaces are more complex because they 

are depended on each other. For example, colors in the HSI 

space have obtained by following formulas: 
                                                                      

     (1) 

                                                                      

     (2) 

Each color space have his own advantages and 

disadvantages that have difference usages for example RGB 

color space mainly used in digital cameras and monitors and 
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HSI color space used in color evaluation and digital 

processing. Other color spaces categories of color space can be 

find in [1], [2], and [3]. 

There are many classification tasks for image segmentation 

methods. According to [4], these methods can be categorized 

into six main categories as follows: 

1. Region based segmentation: 

In these methods, we split image into several sub 

images and then use three primary rules (region 

merging, region splitting and region growing) over 

them in iterative steps, after several iterations images 

well converged into some regions that each one will 

contain an object in main image. The most advantage 

of these methods are their tolerance to noise but with 

cost of large time complexity. These types are 

explained by ref. [5] very well.  

2. ANN1 based segmentation: 

ANNs are popular algorithms in both computer 

and electronic science because they are fast, reliable 

and easy to use. In this type of segmentation each 

pixel will be assigned to a neuron in first ANN layer 

and ANN will trained with pre segmented images. 

Intra neuron weight will be modified by pixel 

neighborhood correlations. The most used ANNs for 

image segmentation are SOM, Hopfield, FFNN and 

PCNN. [6] And [7] are good example of this category   

3. Fuzzy theory based segmentation: 

Fuzzy logic and Fuzzy sets are new developed 

part of knowledge that their usage are increasing each 

day. In these type of methods we change our view 

about pixel feature as bimodal color and gain closer 

view to real world colors by transform image throat 

fuzzification function and provide more information 

about pixel features and its neighborhood. These 

methods are more accurate than Crisp based methods 

and have better results especially in noisy images. We 

are also able to use FCM and Fuzzy K-means for 

clustering [8]. Many of Fuzzy segmentation methods 

will use mixed with morphological methods like [9]. 

4. PDE2 based segmentation: 

PDE models and PDE equations are use active 

contours or snake transforms to segment image 

objects by transforming segmentation problem into 

PDE. Snake transform put small geometrical shapes 

in random parts of image and iteratively increase its 

sides as its covered area grows larger and finally 

converged into edges of objects. The high 

performance of this category makes them very 

popular in image segmentation. The most famous 

algorithms of this category are Munford shah, Level 

Set and snake transform [10]. [11] Will present 

interesting method for medical image segmentation. 

 
1 Artificial neural networks 
2 Partial Differential Equation 

5. Edge based segmentation: 

These types of methods focus on intensity changes 

in pixel neighborhood, by moving a neighborhood 

window (usually 8 or more) around each pixel and 

locking for meaningful intensity changes and 

detecting edge of objects in image [12]. There are 

several measure for detecting changes in 

neighborhood like gray histogram threshold, 

Gradient, zero crossing [13] and Laplacian of 

Guassian (LoG) [14]. 

6. The last category is thresholding based 

segmentation: 

These types of methods are the oldest methods 

and most used methods for image processing. The 

main idea of these methods is to find a suitable place 

in image histogram that can extract objects from 

background. This category contain fastest methods 

for image segmentation.  

There are several ways to categorize thresholding 

methods, here we talk about two popular categories. 

First one is hard thresholding in front of soft 

thresholding and second view is local thresholding 

again global thresholding. 

1. Hard thresholding: in this method manually or by 

predefined rules an exact point over image 

histogram will be chosen and sets as threshold. 

By assumption of each histogram present an 

object in image, point (T) will calculated in area 

between peaks borders and if peaks have overlap 

the deepest point in valley will be chosen. 

2. Soft thresholding: this type of threshold will be 

chosen adaptively based on unique information 

of image during several iterations. Many famous 

methods like ANN, Generic or other 

evolutionary algorithm, FCM, K-means and 

Mean-shift will used in iterations to adapt 

threshold into an exact point. 

According to [15], thresholding methods can be 

classified into two classes as below: 

a. Local thresholding: in this approach image will 

divided into several sub images and one 

threshold for each of them will calculated. After 

that thresholds will combined by some methods 

like averaging, median or other ways and one 

final threshold calculated for entire image. 

b. Global thresholding methods can be explained in 

two major classes. 

I.  Region depended Global thresholding: these type of 

methods use pixel neighborhood and a probability 

function around central pixel to define threshold for 

images methods like Histogram transform, Gradient 

relaxation and Dreavi & pal method are from this 

category. 
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II. Point depended Global thresholding: simple idea of 

clustering or classifying image’s pixel into several 

class is core of these methods and very famous 

methods like OTSU, entropy, minimum error and 

concavity analysis will be classified in this category. 

Main difference between these methods are measure 

of clustering /classification like inter class variance, 

intra class variance, Kapur entropy [16] or anything 

else.  

III. Proposed method 

The main idea of this method developed over ability to process 

each color channels of color space independently and 

paralleled. In fact in this paper we try to take advantage of 

divide and conquer method to solve the image segmentation 

problem and reduce the dimensions and complexity of 

problem. Hence it is possible to lock at a color channel 

separately as single dimension of main image that contain 

depended, semi depended or independent information of image 

pixels, we can use histogram thresholding method over it 

without using of information in other channels. In this situation 

we are able to done same process over remaining color 

channels easily and in the end it just needs a good method to 

combine the independent results of each color channel into one 

segmentation rules for whole color space and entire image. 

Another innovation which is used in this paper is conditional 

accepting plain part of histograms as independent objects. One 

of must problems that makes thresholding methods inaccuracy 

are inability to segment objects with continues color spectrums 

(like a hat in sun light). These object are shown in histogram 

as flat continues parts (these object did not have enough pixel 

density to create a peak). Unfortunately nearly all of histogram 

thresholding methods are working only in one part of 

histogram peak or valley, but histogram his third part named 

plain. Plains are usually didn’t have useful or effective 

information for segmentation but in special condition they are 

able to be counted as one independent object. These 

conditions are minimum length and under the curve area. We 

will explain these conditions more in conclusion part beside 

other confidence measures. 

This method include 10 steps and only first and final steps we 

are need to use main color image color space. Figure 1 shows 

the proposed methods flowchart. 

In first step, input image will be read and its color channels 

separate its’ from each other (here RGB color space is chosen 

but we are able to done same process over other color spaces 

too), then in second step sampling algorithm starts divide 

image into several sub images and took random samples from 

each one. 

One of must important parameters of this method is sampling 

rate because it directly effect on time complexity and accuracy 

of method. Sample rate define how many sub images must be 

created and how many samples must be taken in next steps 

many of processes act directly or indirectly with this sampling 

rate. 

 
Fig. 1. Proposed method flow chart  

 

If sampling rates chosen too high time complexity will be 

increased exponentially and in the other hand if it chosen so 

low the entire methods error increased and it even might led to 

wrong and unconvergable results. 

While sampling algorithm start sampling third step start 

Parallelized. In other treads of program each color channel of 

image’s histogram extracted and histogram smoothing method 

are applied on them. The main reasons of histogram smoothing 

are: 

1. Normalizing histogram for peak detection step. 

2. Increasing peak detection accuracy by reducing the 

probability of detecting small peaks or too close 

peaks3 

3. In plain detection it is very important to have smooth 

and flat parts of histogram. These plain are usually 

have lots of inequality and small peaks and valleys 

that makes plain detection hard. Smoothing algorithm 

make this step very easier and faster.  

Next step is plain and peak detection. In this step first we use 

differentiate of histogram curve to find extreme points, then 

use sign algorithm to classify extreme points into peak and 

valley classes. In this method we use peaks instead valleys 

(valleys are more common measure than peaks in histogram 

thresholding methods). The aim of this choice is gain the 

ability of moving toward the histogram peaks to detect plains 

(valleys shows the exact point of threshold and objects borders 

but peaks shows the objects pixels). We use some confidence 

measure to ensure that right peaks are chosen for 

segmentation. These confidence measure are minimum 

distance between two peaks and minimum acceptable peaks 

height. After that an algorithm start search for finding plains. 

In this algorithm first of all minimum swing rate of plain area 

 
3 Histogram smoothing try to merge peaks that are too close to each other. 

If two or more peaks of histogram are too close to each other(less that 10 

levels for example) they are defining one object in image and must be seen as 

one bigger peak. 
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must be defined, this measure used in histogram pacing 

because even with histogram smoothing plain parts still have 

lot of  inequality, this measure help us find plain with 

acceptable swings. We also use confidence measures of 

minimum length and under curve area. 

In fifth step, primary neighborhood around each peak will be 

defined (it will be called trusted or secure zone) and use plains 

length as their own neighborhoods. Then in next step samples 

whom gathered by sampling algorithm will be used. And find 

how many of these samples are in neighborhood of each 

interested area.  

In seventh step, we try to define prior probability for each 

interested area based on two measure: 

First measure is number of samples that are in primary 

neighborhood of area. As we choose small neighborhood 

around each area we can ensure that this sample belong to this 

area of interest.  

 
(3) 

Second measure is under curve area or peak’s pixel density. 

This measure explain importance of number of pixels under of 

each curve.in fact this measure is auxiliary evidence of first 

measure. As height as height a peak is or as long as a plain is, 

shows how much pixels might belong to that area in main 

image. This fact is counted in this measure to support samples 

and make segmentation more accrue. 

    (4) 

Eighth step we assign remaining samples to interested areas by 

using maximum probability from previous measure and 

Euclidean distance between sample each interested area 

centers. Sample belong to area that have maximum P measure. 

In fact this step perform clustering algorithm with statistic 

cluster heads and probability assignment. In our experience we 

use some other methods. Some of them suffer from poor 

accuracy and some of them was too slow to be used in fast 

methods we will name some of them in conclusion section.  

   (5) 

Last parallel step is adjusting primary neighborhood with 

counting min and maximum samples amount that assigned to 

each neighborhood. In this step we calculate the minimum and 

maximum color level that assigned to each cluster, and define 

them as new threshold around each interested area. 

In The final step we combine the results of each color channel 

and combine them into one result that could be used for 

segmentation of entire image at once. In this step we can 

assign each pixel to one cluster without using its neighborhood 

pixels information.  

IV. Results 

We use presented method over famous image (house) that used 

for color image segmentation many times and become one of 

most popular and well known grand truth for comparison and 

evaluation of segmentation effectively. This method was 

implemented in several condition and here we present one of 

our best results. In Implementation phase parameters that 

shown in table 1 are set for images.  
 

 

 

Table 1. Experimental result’s parameters   

parameter amount 

Plain swing rate 4% 

Minimum peaks height 5%4 

Minimum plain height 0.8% 

Primary peaks neighborhood 20 level 

Minimum plain length 30 

Smoothing rate 0.1 

Sampling rate 400 

Minimum peaks distance 35 

 

These parameters are extracted from post experiences and 

defined after using those result in curve to estimate the right 

value by estimation algorithms. 

Figure 2 shows the input image and its sub images with 

random samples that shown with black color. 

 
(a) 

 
(b) 

                 
 (c) 

Fig. 2.  (a) Primary images, (b) Sub ima9ges for sampling, (c) 

Random samples. Black points present random samples location  

  

 
4 At least five percent of entire pixels of image must be under exact 

location of peak 
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After that each color channel processed separately. The results 

of blue channel histogram smoothing is shown in figure 3 

 
(a) 

                                                                         
(b) 

Fig. 3. Image’s blue component histogram. (a) Original histogram   

(b) Histogram after smoothing 

 

As you can see there are three areas of interest might be 

pointed in image. Two peaks and one plain areas is identified 

and used in next processes. Figure 4 shows interested area of 

Blue channel. 

 
Fig. 4.  Histograms interested areas 

 

From 400 random samples that taken in sampling step 164 

samples belong to first peak, 29 samples belong to plain and 

132 samples belong to second peak. These numbers are 

divided to number of samples and used as prior probabilities. 

After this step a neighborhood defined around each area5 . 

This area is use as secured zone (trusted zone) for first step of 

sample assignment. Peaks positions on histogram are 105 and 

229. The secured zone of them are within range of [95-115] 

and [219-239]. Algorithm also detect a plain that meets the 

 
5 Predefined parameters for each peaks neighborhood are 20 levels 

of gray scale (10 level each side) and for the plain are as long as 

detected plain.  

acceptance condition in range of [135-205]. Figure 5 shows 

the interested area’s neighborhoods. 

 
Fig. 5. Interested areas with predefined neighborhood (secured 

zones)  

 

For calculating the curve density inside the each secured zone. 

The height of each zone center are multiplied to secure zone 

length. The result of this stage is 21.151.091, 141700 and 

19038986. With these area space and probability we are able 

to step into next step and assign remaining samples to interest 

areas. These numbers and prior probabilities are multiplied 

with each other and divided to Euclidean distance of each 

sample. This parameter calculated for each interested area and 

in the end sample belong to the area that have maximum 

amount. 

Then minimum and maximum samples that assigned to each 

are is calculated and these numbers are uses to adjusting the 

neighborhood of areas in this step primary neighborhood 

adjusted through table 2. 
 

Table 2. Neighborhoods around each interested area before and after 

adjustment 

 Primary 

neighborhood 

Adjusted 

neighborhood 

First peak 95-115 0-125 

Plain 135-205 126-212 

Second peak 219-239 213-255 

 

 In the end these result used with two other color channel (Red 

and Green channel) are combined. The neighborhoods are 

used as thresholds to divide color space into several subspace 

to segment image. In this experience two types of predefined 

color table are used to assign colors as lock up table to 

segmented areas. Figure 6 shows the results of method with 

two different color assignment to segmented areas. 
V. Conclusion 

In this section first we talk a two subjects that we pointed in 

proposed method section and then talk about conclusion. 

If an object in image want to be counted as independent object 

it must have least enough pixel density to considered as object. 

In image histogram must of pixel densities are concentrated 

around peaks and they are present the biggest objects in image 

(usually the biggest peak in image histogram present 

background). With this fact if we want to define a plain as 

object it must meet minimum density. Certainly it must be long 

enough and height enough in histogram to meet minimum 

expectations.  
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Fig. 6. Experimental results  

 

Before these result will achieved some other methods were 

developed and implemented. That each of them have their own 

advantage and disadvantage. The first experience was using K-

mean clustering over samples. This method’s main problems 

were random sample inserting and dynamic cluster head. If 

first random samples was not close enough to the main peaks 

of histogram, final result converged to wrong points. In the 

other hand if we try to add selected sample first there is 

possibility to by adding out lair samplers dynamic cluster head 

incline to wrong area and after that accept samples that not 

belong to that cluster. 

Another experience was testing two dimensions Euclidean 

distance between peaks top to each sample. This methods 

problem was inability to use over plain area of histogram. This 

method is known as one new and robust histogram 

thresholding named Triangle Method that explained in [17]. 

Unfortunately this method didn’t perform well over plain area 

of image due the low height of plain’s center area. Because of 

that these points nearly all times win the competition in 

comparison with high altitude peaks, and final threshold will 

converged to wrong point. 

This methods design for fast (near real time) color image 

segmentation and aim for solid and static run time in first step 

of development. All of segmentation methods have same 

starting and ending phase reading image and applying 

segmentation over areas of image. If we ignore these steps 

(that have same complexity for all methods), this methods time 

complexity (if we assume image size as compression 

parameter) is: 
 

      (6) 

Because only in sampling phase image size effect on time 

complexity (in this step two counting rings provide sub images 

by dividing image size to sample rate). So it seems reasonable 

to conclude that this method’s time complexity is nearly 

independent from its input image. But its complexity is 

depended to other parameters like histogram range (if we use 

RGB color space each histogram have 256 level and if HSV or 

HSI color space will used it have range between zero to one) 

that is fixed amount and will not count is time complexity 

calculation. Another parameter is sample rate that explained 

before and final effective parameter for time complexity is 

number of interested areas the detected in histogram, this 

measure is difference from image to image and there is no way 

to be predict such a parameter. But this parameter is not bigger 

than 4 or 5 and can easily be ignored.  

In this paper we present new segmentation method for color 

images that is able to run paralleled, fast enough to be used in 

real time cases and don’t convert image to gray scale (without 

data loss). It have acceptable accuracy and reliability, but it 

also have disadvantages like difficult parameter determination. 

Accuracy of this method is completely depended to its 

predefined parameters and must be determined carefully.  
VI. Future works 

Presented method is still needs a lots of work and optimization 

for getting ready and useable in devices and programs and 

plenty of tests must be passed to method’s effectiveness and 

reliability will proved. One of optimizations that needs to be 

done is finding a relation between image and control 

parameters that makes method fully adaptive. In the other hand 

we also keep testing well known clustering algorithms and 

adapting them to our method for finding better results and 

accuracy. In same time we try to adapt this method for other 

color spaces like YIQ and NTSC. 

This method right now is deployed over a mobile robot to aid 

in path planning of mobile robot and its path planning 

algorithm is under developing. 
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Abstract— The scientific area of crisis management has been in 
the center of attention for multiple disciplines especially the 
computer science. In the information centered and computer driven 
world, a major aim of computer scientists is to manage and analyze 
Big Data, extract information from heterogeneous sources and 
store it in unified structure formats that allow further processing. In 
this paper, Big Data analytics techniques and tools that are useful 
in all phases of crisis management are presented.  Furthermore, a 
system-engineering approach of a big data management system 
will be analyzed that comprises of four phases; data generation, 
data acquisition, data storage, and data analytics. Benefits of the 
usage of Big Data for crisis management are analyzed. An 
innovative view of open problems concerning Big Data in crisis 
management is introduced. 
 

Keywords—Big data analytics, crisis and disaster 
management.  

I. INTRODUCTION 
ffective management of crises and disasters, is a global 
challenge. All communities are vulnerable to crisis, both 

natural and induced by human activities. A systematic 
process with principal goal to minimize the negative impact 
or consequences of crises and disasters, thus protecting 
societal infrastructure, is called effective crisis and disaster 
management. It is imperative throughout the world to 
increase knowledge of crisis and disaster management, for 
the purpose improving responsiveness. All the above aims 
may be facilitated by Big Data Analysis.  
 
      Big Data and Computer Science  
The concept of Big Data project is fundamentally related to 
computer science since the beginning of computing. The 
term Big Data describes amounts of data obtained with 
technological means that are normally unusable by humans 
due to volume and which with appropriate automated 
processing will extract actionable information. [1] 

   Big Data Characteristics 
Big Data may be characterized as having four dimensions: 

Data Volume, measuring the amount of data available, with 
typical data sets occupying many terabytes. Data velocity is 
a measure of the rate of data creation, streaming and 
aggregation. Data variety is a measure of the richness of 
data representation – text, images, videos etc. Data value, 
 
 
 

measures the usefulness of data in making decisions. [2]. A 
further characteristic has recently appeared, namely 
Variability, which represents the number of changes in the 
structure of the data their interpretation. Gartner [3] 
summarizes this in the definition of Big Data as high 
volume, velocity and variety information assets that demand 
cost effective processing. 

Big Data in Crisis Management- Surveillance 
The management of large volumes of data is perhaps one 

of the biggest challenges to be addressed by computer 
science. The wide variety of data acquisition sources 
available in times of crisis creates a need for data 
integration, aggregation and visualization. Such techniques 
assist crisis management officials to optimize the decision-
making procedure. During the outburst of a crisis, the 
authorities responsible must quickly make decisions. The 
quality of these decisions depends on the quality of the 
information available. A key factor in crisis response is 
situational awareness. An appropriate, accurate assessment 
of the situation can empower decision-makers   during a 
crisis to make convenient decisions, take suitable actions for 
the most affective crisis management [4]. Situational 
awareness definitions: “perception, where elements of the 
current situation are observed, comprehension where 
information obtained through observation is combined and 
interpreted and, projection where sufficient information and 
understanding exists to make predictions about impending 
events” [5] 

II. A BIG DATA CHAIN 

A. Big Data systems-engineering approach 
A systems-engineering approach of a big data management 

system operates in four phases: data generation, data 
acquisition, data storage, and data analytics [6]. A big-data 
system is complex, providing functions to deal with 
different phases in the digital data life cycle, ranging from 
its birth to its destruction. At the same time, the system 
usually involves multiple distinct phases for different 
applications. [7]. Raw data can be taken as the raw materials 
with data generation and data acquisition being the 
corresponding exploitation process. In the same sense, data 
storage may be considered as a buffering process and data 
analysis as the final production process that utilizes the raw 
material to create new value [8]. The first stage leading to 
analysis is Data generation. The rate of data generation is 
increasing due to technological advancements. Indeed, IBM 
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estimated that 90% of the data in the world today has been 
created in the past two years [9]. The cause of the data 
explosion has been much debated. A related example is the 
huge amount of internet data being generated, such as 
internet forum posts, social media, chatting records. This 
huge amount of data may be unusable, but via suitable 
analyses may yield useful information concerning the habits 
and hobbies of users. Analyzing this information may render 
possible to predict behaviors, feelings and trends.  

The data generation process is also subject to study, as it 
comprises of both controlled and unpredictable components. 
A set of sensors deployed in order to observe a particular 
situation, is a controllable source of high volume data. On 
the other hand, there exist in the internet large numbers of 
users, each one bestirring themselves independently and 
generating independent data traces. These data traces, when 
viewed as a total may provide information with serious 
implications for the economy, the defense and other topics 
of interest. Hence, the term big data is designated to mean 
large, diverse, and complex datasets that are generated from 
diverse data sources, both physically and virtually 
distributed, that include sensors, video, click streams and 
many other sources. [10]. 

B. Data acquisition 
Data acquisition refers to the process of obtaining 

information and is subdivided into data collection, data 
transmission, and data pre-processing. One of the aims of 
the data acquisition phase is to aggregate information in a 
digital form for further storage and analysis. Firstly because 
data may come from a diverse set of sources, such as 
websites that host formatted text, images and videos, etc. 
Data collection refers to dedicated technologies that acquire 
raw data from specific data production environments. 
Subsequently, after collecting raw data, high-speed 
transmission mechanisms are needed, to transfer the data 
into the proper storage sustaining system for various types 
of analytical applications. Finally, collected datasets might 
contain many meaningless data, which unnecessarily 
increase the amount of storage space required and adversely 
affect the consequent data analysis [11]. For example, high 
redundancy is very common among datasets collected by 
sensors for environment monitoring. Data compression 
technology can be applied to reduce the redundancy. 
Therefore, data pre-processing operations are indispensable 
to ensure efficient data storage and exploitation [12].  

Special data collection techniques are utilized in order to 
acquire raw data from specific data generation 
environments. This statement refers to the process of 
retrieving raw data from real-world objects. The process 
needs to be well designed [13]. Otherwise, inaccurate data 
collection would impact the subsequent data analysis 
procedure and ultimately lead to invalid results. At the same 
time, data collection methods not only depend on the 
physical characteristics of the data sources, but also on the 
objectives of data analysis. As a result, there are many kinds 
of data collection methods. In the following sections, three 
common methods for big data collection will be explained, 
while some related methods will be outlined [14]. 

 
Data Collection methods  

1. Log files: As one widely used data collection 
method, log files are record files automatically generated 
by the data source system, so as to record activities in 

designated file formats for subsequent analysis. Log files 
are typically used in nearly all digital devices. For 
example, web servers record in log files number of 
clicks, click rates, visits, and other property records of 
web users [15]. To capture activities of users at the web 
sites, web servers mainly include the following three log 
file formats: public log file format (NCSA), expanded 
log format (W3C), and IIS log format (Microsoft). All 
the three types of log files are in the ASCII text format. 
Databases other than text files may sometimes be used to 
store log information to improve the query efficiency of 
the massive log store [16, 17]. There are also some other 
log files based on data collection, including stock 
indicators in financial applications and determination of 
operating states in network monitoring and traffic 
management. 

2. Web Crawlers: A crawler [18] is a program that 
downloads and stores webpages for a search engine. 
Roughly, a crawler starts with an initial set of URLs to 
visit in a queue. All the URLs to be retrieved are kept 
and prioritized. From this queue, the crawler gets a URL 
that has a certain priority, downloads the page, identifies 
all the URLs in the downloaded page, and adds the new 
URLs to the queue. This process is repeated until the 
crawler decides to stop. Web crawlers are general data 
collection applications for website-based applications, 
such as web search engines and web caches. The 
crawling process is determined by several policies, 
including the selection policy, re-visit policy, politeness 
policy, and parallelization policy [19]. Traditional web 
application crawling is a well-researched field with 
multiple efficient solutions. With the emergence of 
richer and more advanced web applications, some 
crawling strategies [20] have been proposed to crawl rich 
Internet applications. Currently, there are plenty of 
general-purpose crawlers available as enumerated in the 
list [21].  

3. Other methods: In addition to the methods 
discussed above, there are many data collection methods 
or systems that pertain to specific domain applications. 
For example, in certain government sectors, human 
biometrics [22], such as fingerprints and signatures, are 
captured and stored for identity authentication and to 
track criminals. 

 
 Data Collection Tools 

 The role of technology could easily be integrated into 
various subtopics on crisis and disaster management. The 
advantages in sensing, networking and communication 
produce improvements in crisis management from both the 
research and practice perspectives. Technological advances 
are necessary to promote the effectiveness of crisis 
management systems. Reference must be made to the role 
Geographical Information Systems (GIS), the Global 
Positioning System (GPS) and Remote Sensing 
Technologies have in the context of data acquisition [23]. 

Geographical Information Systems are informative 
systems capable of storing, analyzing, sharing, and 
displaying geographically referenced information data. With 
the usage of GIS crisis administrators are in position to 
collect spatial information over a wide geographic area, to 
analyze and collect up to date information. In addition, 
given the information from GIS can be easily tabulated, 
providing a pictorial overview of what happening in area 
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was hit by the crisis. GIS applications can be useful in the 
following activities:  
• To promote situational awareness. Situational awareness 

is a prerequisite in any  
• To create hazard inventory maps. At this level GIS can be 

used for the pre-feasibility study of developmental 
projects, at all inter-municipal or district level.  

• Locate critical facilities. The GIS system is quite useful in 
providing information on the physical location of 
shelters, drains and other physical facilities. The 
use of GIS for disaster management is intended for 
planners in the early phase of regional 
development projects or large engineering projects.  

• Create and manage associated databases. The use of GIS 
at this level is intended for planners to formulate projects 
at feasibility levels, but it is also used to generate hazard 
and risk maps for existing settlements and cities, and in 
the planning of disaster preparedness and disaster relief 
activities. 

• Vulnerability assessment. GIS can provide useful 
information to boost disaster awareness with government 
and the public, so that (on a national level) decisions can 
be taken to establish or expand disaster management 
organizations. At such a general level, the objective is to 
give an inventory of disasters and simultaneously 
identify “high-risk” or vulnerable areas within the 
country. 
 

GIS technology can provide the user with accurate 
information on the exact location of an emergency 
situation. This would prove useful as less time is spent 
trying to determine where the trouble areas are. 
Ideally, GIS technology can help to provide quick 
response to an affected area once issues are known. 
Mapping and geo-spatial data will provide a 

comprehensive display on the level of damage or 
disruption that was sustained as a result of the 
emergency. GIS can provide a synopsis of what has 
been damaged, where, and the number of persons or 
institutions that were affected. This kind of information 
is quite useful to the recovery process. [24]. An 
indispensable tool provided by GIS technologies is the 
GRP, that facilitates real time tracking of the accurate 
position of perties of interest. By the use of suitable 
hardware, GPS can be used for a variety of activities 
from navigation to observing volcanic activity [25]. 
 

Remote Sensing 
 Remote sensing refers to sensors that are attached to 

aircrafts or satellites. Robotic vision systems the use of 
remote sensing shows the following features: Data 

acquisition far away from the emergency area, regular 
renewal of the data and also provides big image data of very 
large areas. [26] Sensors also are used commonly to 
measure a physical quantity and convert it into a readable 
digital signal for processing (and possibly storing). Sensor 
types include acoustic, sound, vibration, automotive, 
chemical, electric current, weather, pressure, thermal, and 
proximity. Through wired or wireless networks, this 
information can be transferred to a data collection point. 
Wired sensor networks leverage wired networks to connect 
a collection of sensors and transmit the collected 
information. This scenario is suitable for applications in 
which sensors can easily be deployed and managed. For 
example, many video surveillance systems in industry are 
currently built using a single Ethernet unshielded twisted 
pair per digital camera wired to a central location. [27] 

 
Social Media 
Big Data analytics provides a great opportunity to reveal 

many sources of data. Exploring social media represents a 
significant challenge for big data analytics in crisis and 
disaster management. Research has emerged that deals with 
monitoring the trends of social media like Facebook, twitter, 
etc, before or during times of crisis. Thus, social media 
represent another big data source of interest. [28]  

C. Data storage 
The explosive growth of data imposes strict requirements 

on storage and management. Big data storage refers to the 
storage and management of large-scale datasets while 
achieving speed, reliability and availability of data access. It 
is necessary to review important issues including massive 
storage systems, distributed storage systems, and big data 
storage mechanisms. On one hand, the storage infrastructure 
needs to provide information storage service with reliable 
storage space; on the other hand, it must provide a powerful 
access interface for query and analysis of a large amount of 
data.[29] The data storage subsystem in a big data platform 
organizes the collected information in a convenient format 
for analysis and value extraction. For this purpose, the data 
storage subsystem should provide two sets of features: 

1. The storage infrastructure must accommodate 
information persistently and reliably.  

2. The data storage subsystem must provide a scalable 
access interface to query and analyze a vast 
quantity of data.  

This functional decomposition shows that the data storage 
subsystem can be divided into hardware infrastructure and 
data management tools. Hardware infrastructure is 
responsible for physically storing the collected information. 
The storage infrastructure can be understood from different 
perspectives. Typical storage technologies include RAM and 
cache memory, hard disk drives and disk arrays.  
Storage infrastructure can be classified from a networking 
architecture perspective [30]. In this category, the storage 
subsystem can be organized in different ways, including, but 
not limited to the following. 
 Direct Attached Storage (DAS): DAS is a storage system 
that consists of a collection of data storage devices. These 
devices are connected directly to a computer through a host 
bus adapter (HBS) with no storage network between them 
and the computer. DAS is a simple storage extension to an 
existing server. 
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 Storage Area Network (SAN): SANs are dedicated networks 
that provide block-level storage to a group of computers. 
SANs can consolidate several storage devices, such as disks 
and disk arrays, and make them accessible to computers 
such that the storage devices appear to be locally attached 
devices.[31] 
Network Attached Storage (NAS): NAS is file-level storage 
that contains many hard drives arranged into logical, 
redundant storage containers. Compared with SAN, NAS 
provides both storage and a _le system, and can be 
considered as a file server, whereas SAN is volume 
management utilities, through which a computer can acquire 
disk storage space. 
  
 
 

Crisis management data storage tools 
Storage mechanisms for big data may be classified into three 
bottom-up levels: file systems, databases, and programming 
models. File systems are the foundation of the applications 
at upper levels. Google’s GFS is an expandable distributed 
file system to support large-scale, distributed, data-intensive 
applications [32]. GFS uses cheap commodity servers to 
achieve fault-tolerance and provides customers with high 
performance services. GFS supports large-scale file 
applications with more frequent reading than writing. 
However, GFS also has some limitations, such as a single 
point of failure and poor performances for small files. Such 
limitations have been overcome by Colossus [33], the 
successor of GFS. In addition, other companies and 
researchers also have their solutions to meet the different 
demands for storage of big data. For example, HDFS and 
Kosmosfs are derivatives of open source codes of GFS. 
Microsoft developed Cosmos [34] to support its search and 
advertisement business .Facebook utilizes Haystack [35] to 
store the large amount of small-sized photos. Taobao also 
developed TFS and FastDFS. In conclusion, distributed file 
systems have been relatively mature after years of 
development and business operation. Some of the available 
tools to facilitate big data storage are: 
 

1. Google BigTable: a distributed, structured data 
storage system, which is designed to process the 
large-scale (PB class) data among thousands 
commercial servers [36]. The basic data structure 
of BigTable is a multi-dimension sequenced 
mapping with sparse, distributed, and persistent 
storage. Indexes of mapping are row key, column 
key, and timestamps, and every value in mapping 
is an unanalyzed byte array. BigTable is based on 
many fundamental components of Google, 
including GFS [37], cluster management system, 
SSTable file format, and Chubby [38]. GFS is 
used to store data and log files.  

 
2. Cassandra: a distributed storage system to 

manage the huge amount of structured data 
distributed among multiple commercial servers 
[39]. The system was developed by Facebook and 
became an open source tool in 2008. It adopts the 
ideas and concepts of both Amazon Dynamo and 
Google BigTable, especially integrating the 
distributed system technology of Dynamo with 
the BigTable data model. Tables in Cassandra are 

in the form of distributed four-dimensional 
structured mapping, where the four dimensions 
including row, column, column family, and super 
column. The partition and copy mechanisms of 
Cassandra are very similar to those of Dynamo, 
so as to achieve consistency.[40] 

 
3. Hadoop: a top level Apache project that started in 

2006. Hadoop can process extremely large 
volume of data with different structures. Is used 
commonly in industrial applications, analyzes big 
data with specific functions such as spam 
filtering, network click stream analysis and social 
recommendations. [41, 42]. In fact, Hadoop has 
long been the mainstay of the big data movement, 
Instead of relying on expensive, proprietary 
hardware to store and process data, Hadoop 
enables distributed processing of large amounts 
of data on large clusters of commodity servers. 
Hadoop offers scalability, cost efficiency, 
flexibility and fault tolerance. Hadoop can 
recover the data and computation failures caused 
by node breakdown or network congestion. The 
Apache Hadoop software library is a massive 
computing framework consisting of several 
modules, including HDFS, Hadoop MapReduce, 
HBase, and Chukwa. [43] 

 

4. MapReduce: a software framework for easily 
writing applications which process vast amounts 
of data (multi-terabyte data-sets) in-parallel on 
large clusters (thousands of nodes) of commodity 
hardware in a reliable, fault-tolerant manner. The 
computational model consists of two user defined 
functions, called Map and Reduce. The 
framework takes care of scheduling tasks, 
monitoring them and re-executes the failed tasks. 
[44] The concise MapReduce framework only 
provides two opaque functions, without some of 
the most common operations (e.g. Projection and 
filtering). [45] 

 
5. Dryad: a general-purpose distributed execution 

engine for processing parallel applications of 
coarse-grained data. The operational structure of 
Dryad is a directed acyclic graph, in which 
vertices represent programs and edges represent 
data channels. Dryad executes operations on the 
vertices in clusters and transmits data via data 
channels, including documents, TCP connections, 
and shared-memory FIFO. All kinds of data are 
directly transmitted between vertexes [46].  In 
addition, Dryad allows vertexes to use any 
amount of input and output data, while 
MapReduce supports only one input and output 
set. DryadLINQ [47] is the advanced language of 
Dryad and is used to integrate the aforementioned 
SQL-like language execution environment 

 
6.  NOSQL databases (non – relational databases) 

 
With the development of the Internet and cloud 
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computing, there need databases to be able to 
store and process big data effectively, demand for 
high-performance when reading and writing, so 
the traditional relational database is facing many 
new challenges.[48] Various database systems are 
developed to handle datasets at different scales 
and support various applications. Traditional 
relational databases cannot meet the challenges 
on categories and scales brought about by big 
data. NoSQL databases (i.e., non traditional 
relational databases) are becoming more popular 
for big data storage. [49] Especially in large scale 
and high-concurrency applications, such as search 
engines and SNS, using the relational database to 
store and query dynamic user data has appeared 
to be inadequate. [50] 

D. Data Analysis 
The last and most important stage of the big data value 

chain is data analysis, the goal of which is to extract useful 
values, suggest conclusions and/or support decision-making. 
Firstly, the purpose and classification metric of data 
analytics will be discussed. Subsequently, the application 
evolution for various data sources and summarize the six 
most relevant areas will be reviewed. Finally, several 
common methods that play fundamental roles in data 
analytics will be intruduced. Data analytics addresses 
information obtained through observation, measurement, or 
experiments about a phenomenon of interest. The aim of 
data analytics is to extract as much information as possible 
that is pertinent to the subject under consideration. The 
nature of the subject and the purpose may vary greatly. 
Some example aims include:  

• To extrapolate and interpret the data and determine 
how to use it,  

• To check whether the data are legitimate, 
• To give advice and assist decision-making, 
• To diagnose and infer reasons for fault, and 
• To predict what will occur in the future 

 
In [53] data analytics are classified into three levels 

according to the depth of analysis: descriptive analytics, 
predictive analytics, and prescriptive analytics. 

 Descriptive Analytics: exploits historical data to describe 
what occurred. For instance, a regression may be used to 
find simple trends in the datasets, visualization presents data 
in a meaningful fashion, and data modeling is used to 
collect, store and cut the data in an efficient way. 
Descriptive analytics is typically associated with business 
intelligence or visibility systems. 

Predictive Analytics: focuses on predicting future 
probabilities and trends. For example, predictive modeling 
uses statistical techniques such as linear and logistic 
regression to understand trends and predict future outcomes, 
and data mining extracts patterns to provide insight and 
forecasts. 
 Prescriptive Analytics: addresses decision making and 
efficiency. For example, simulation is used to analyze 
complex systems to gain insight into system behavior and 
identify issues and optimization techniques are used to find 
optimal solutions under given constraints. [54] 

III. BIG DATA IN CRISIS PHASES 

Crisis  
Professor C. Hermann in his article in Administrative 

Science magazine in June 1963 [55] states that “the crisis is 
a condition characterized by surprise, a high risk of serious 
values and short reaction time”. The four phases of crisis 
are: Prevention, Preparedness, Response and Recovery. 
These formulate the crisis cycle. There are many interesting 
approaches about the usage of Big Data in crisis 
management.   

Big Data and Crisis Prevention 
Information derived from the analysis of Big Data can 

help to anticipate crises or at least reduce the risks that 
would arise from a disaster the major crisis effect. One 
example is in a big earthquake harm arises in 
telecommunication networks leading to interruption of 
communications, also has been observed a large number of 
blackouts. There exists a need to study this data for 
optimization of the civil infrastructure to avoid this crisis 
effects. [56] 

   Big Data and Crisis Preparedness 

Big Data analysis can help significantly to the preparation 
of crisis management. Through the data analysis can be 
done recognizing the dangers and to provide a sound 
strategic approach by the respective managers of the crisis. 
Big Data analysis can also guide the proactive deployment 
of resources to fully cope with an impeding type of disaster 
[57] 

  Big Data and Crisis Response 
Big Data analysis in real time can identify which areas 

need the most urgent attention from the crisis administrators. 
With the use of the GIS and GPS systems, Big Data analysis 
can assist the right guidance to the public to avoid or move 
away from the hazardous situation. Furthermore analysis 
from prior crisis could help identify the most effective 
strategy for responding to future disasters. [58] 

   Big Data and Crisis Recovery 
When the recovery activation will gradually start, the 

infrastructure would provide a big data source. The Big Data 
analysis sharing useful information for recovery procedures 
about volunteer coordination and logistics during the crisis. 
[59] 

IV. CONCLUSION 
In this paper, the usefulness of the analysis of Big Data 

management in crises and disasters was presented. A brief 
analysis of the collection data sources during the crisis, the 
technological means and the tool storage and processing of 
Big Data. The challenges arising from the review concerns 
the important research fields of the Social media data usage 
in crisis management. In this context, a system-engineering 
approach of a big data management system into four phases, 
data generation, data acquisition, data storage, and data 
analytics was also outlined. The era of big data is upon us, 
bringing with it an urgent need for advanced data 
acquisition, management, and analysis mechanisms. In the 
big data acquisition phase, typical data collection 
technologies were investigated during each stage of the data 
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life cycle the management of big data is the most demanding 
issue. Many challenges in the big data system need further 
research attention. Big data research remains in its 
embryonic period. Research on typical big data applications, 
is required that can improve the efficiency of government 
sectors, and promote the development of human science and 
technology, while it is also required to accelerate big data 
progress. Furthermore there are interesting challenges in 
data mining in crisis and disasters management. Algorithms 
need to be developed for completing tasks such as pattern 
mining for discovering interesting associations and 
correlations, clustering and trend analysis, to understand the 
nontrivial changes and trends, and classification to prevent 
future reoccurrences of undesirable phenomena. Finally 
several security challenges in storage and transmission of 
data need to be under constant investigation, in order to 
address newly emerging threats. 
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Abstract—The P2P (Peer-to-Peer) network is dynamic, self-
organized and has some other features. So, P2P traffic has 
become one of the most significant portions of the network 
traffic. But, it has also caused network congestion problems 
because of resource occupation (mainly bandwidth). Accurate 
identification of P2P traffic makes great sense for efficient 
network management and efficient utility of network resources. 
In this paper we address traffic identification technology, such as 
traffic identification by using network characteristics have been 
considered for solving the problem with different parameters, 
improved accuracy rate and efficiency. Experiments on various 
P2P applications demonstrate that the method is generic and it 
can be applied to most of P2P applications. Experimental result 
shows that the algorithm can identify P2P application accurately. 
In this paper we first briefly introduce P2P technology and then 
we made a short survey on the overall progress in P2P traffic 
identification technologies. Finally we discuss the proposed 
method and its result analysis.  

Keywords—P2P; Peer-to-Peer, Traffic characteristics, Peer-to-
Peer Traffic identification 

I.  INTRODUCTION  
A network is a group or system of interconnected people or 

some things. A computer network or data network is a 
telecommunications network in which a group of two or more 
computer systems linked together and it allows computers to 
exchange data. In computer networks, networked computing 
devices pass data to each other along network links and these 
links between nodes are established using either wired media 
or wireless media. The widely-known example of computer 
network is the Internet. In a P2P network, the "peers" are 
computer systems which are connected to each other via the 
Internet and peers are configured to allow certain files and 
folders to be shared with every peer or with selected peers. 
Files can be shared directly between the different peers on the 
network without the need of a central server. In short, each 
computer on a P2P network acts as a file server as well as a 
client. 

 With the extensive application of P2P technology, P2P 
applications consume a large amount of network bandwidth, 
which ultimately increase the burden of the network. 
According to the available statistics, P2P applications account 
for 60% to 80% of total ISP business and become the largest 
consumer of network bandwidth. According to the statistics, 

about 60 percent of the bandwidth is occupied by P2P 
applications and from these 60%, 80% of which were 
occupied by P2P file-sharing applications. But these P2P file-
sharing users are very low in number and they are only 5% of 
the total number of Internet users. The P2P has many 
characterizes, such as large flow, automatic operation, 
connection for a long time, regardless of time running, and so 
on. Therefore, P2P applications can take up more bandwidth 
than other applications. As number of P2P user’s increases, 
network traffic will also increase significantly. At the same 
time, increasing the size of the network will lead a large 
number of broadcast news to flood in the entire network and 
so the network traffic increases. In the end, it led to 
bottlenecks of the network and network congestion damages 
the services provided by the Internet Service Providers and 
common users [1].  

The solution to this bandwidth congestion problem is that 
we limit the users who use large amount of bandwidth to 
protect those user who use a small amount of bandwidth when 
the network resource constraints. On the contrary, when there 
are no constraints on network resources, we remove these 
restrictions so that each user can use the lines efficiently. How 
to effectively control the available network resources and how 
to effectively control the P2P traffic have become quite 
important questions. Therefore, P2P traffic identification is a 
key technology for effective control over it. 

 P2P traffic which is produced by P2P application has 
different characteristics than the other applications. In P2P 
traffic identification based on traffic characteristics, these 
characteristics are used to identify the network traffic. This 
approach can detect P2P traffics with dynamic ports and 
encrypted transmission. This method easily detects the flow of 
encrypted payload and unknown payload characteristics of 
P2P traffic [2]. 

 In recent years, researchers have been using traffic 
characteristics in the area of computer network for identifying 
P2P traffic. It is very relevant for the study of network traffic 
control, traffic congestion, resource utilization and it also has 
an economic importance. In this paper, the main focus is on 
three things i.e. on classifying all the incoming traffic in the 
network, identify the P2P traffic in the network and to 
minimize the rate of false detection and the rate of negative 
detection. The rest sections of this paper are arranged as 
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follow. In section II, we briefly introduce Details of P2P traffic 
classification technologies. In Section III, we briefly discuss 
the System Architecture. In Section IV, we represent proposed 
method by means of Mathematical model. In Section V, we 
analyse the Result of proposed system. In Section VI, we 
discuss the conclusion of proposed system. 

II. EXISTING METHODS OF P2P TRAFFIC 
CLASSIFICATION TECHNOLOGIES  

There are various techniques available for P2P traffic 
identification and classification. It includes Port-based 
classification, Payload-based classification, Feature-based 
classification and Hybrid classification method. It is discussed 
in following paragraphs. 

 Port-based classification method is the simplest and 
traditional method. It identifies the application traffic by 
identifying the application type and this application type is 
identified from the port number used in the transport layer. For 
example, TCP port 80/443/1024 is Skype traffic, TCP port 
1214 is Kazaa P2P traffic and so on. This approach is 
extremely easy for implementation and it gives very little 
overhead on the traffic classifier. But, it also has some 
limitation and it becomes less accurate because of several 
reasons. These are, many applications uses random ports and 
some P2P applications use dynamic ports which are not 
known in advance [3]. 

 To remove the drawbacks of port-based classification 
method, several payload-based classification techniques have 
been proposed. Most protocols contain a protocol specific 
string in the payload namely signatures that can be used for 
identification. The information about this strings are publicly 
available. Subhabrata [4] presented an analysis of a number of 
P2P application and their signatures. For example “0x13Bit” 
corresponds to the BitTorrent application. By comparing every 
packet payload with a set of previously determined signatures, 
this method can identify application traffic more accurately 
than the traditional Port-based method. The benefits of this 
method are high accuracy and robustness, and have a good 
classification functions. However, there are still some 
disadvantages of this method. These methods identify only 
P2P traffic for those signatures which is known in advance and 
it is unable to classify any other traffic.  

Because of the disadvantages of these two methods, the 
research community started developing the new methods 
which are less dependent on particular individual applications, 
but focused on capturing and extracting common things in the 
behavior of P2P applications. We refer this as feature-based 
technique. This kind of approach is to classify traffic based on 
the analysis of hidden transition patterns of traffic flows. Such 
nonlinear properties cannot be affected by dynamic port 
change or payload encryption. These methods provide an 
alternative for effective traffic classification.  

There are also some hybrid P2P traffic classification 
methods available. This approach includes most of the 
proposed methods for improving classification accuracy. Most 
of the traffic identification method of P2P based on traffic 
characteristics is to select particular feature from the P2P 
features [5, 6]. There are four main P2P features. First is that 

the number of other hosts that P2P hosts are connecting to be 
bigger than the traditional hosts. Second, P2P traffics of up 
and down are roughly equal and it is different from the 
traditional characteristics of the host. Third, P2P hosts are act 
as a both servers as well as clients, which differ from the 
traditional hosts. Fourth, the connection features of P2P hosts 
listening port are different from the traditional ones [7]. In the 
reference [8], the authors proposed a simple algorithm based 
on the first feature. In the second reference, the authors 
proposed a flow characteristics identification algorithm based 
on first and fourth feature and also uses factors that affect the 
efficiency of identification algorithm. Proposed system 
considers different features and uses K-means and Naive-
Bayes algorithm to improve accuracy rate. It minimizes the 
rate of false detection and the rate of the negative detection. 
The next section describes the system architecture of the 
proposed system. 

III. SYSTEM ARCHITECTURE 
The system architecture of our proposed system is 

discussed briefly below. It is shown in following figure1. It 
has two phases, In Phase 1 we calculate the optimum 
thresholds and in Phase 2 we apply these optimum thresholds 
values for classifying P2P traffic. Input to the proposed system 
is all traffic. We get output as classified traffic. There are one 
preprocessing module and three main modules. In 
preprocessing module, means in Calculate Optimum 
Threshold We calculate the optimum threshold value in it. 
Main modules are namely Tracking Traffic Model, Traffic 
Identification Module and Traffic Classification. 

A. Module I-Tracking Traffic Model 
In this module, System tracks the traffic using Packet 

Sniffer and represents it in the form of array of packet objects. 
Input to this module is all traffic. The output of this module is 
Tracked Traffic. There are two steps in it and these are Packet 
Sniffer and Incoming Packets Dataset. In Packet Sniffer step 
all traffic is passed to the Packet Sniffer and it continually 
tracks the maximum traffic as much as possible. Then in 
Incoming Packets Dataset step, all traffic which is tracked by 
Packet Sniffer is representing in the form of Packet class 
objects. The array for this is maintained. 

B. Module II-Traffic Identification Module 
In this module three things take place and these are packet 

analysis, feature set, packet classification takes places. Input to 
this module is the array of packets. Output of this module is 
classified packets. There are three steps in it and these are 
Packet Analyzer, Feature Set and Packet Classification. In 
Packet Analyzer step, the array of packets which is tracked by 
Packet Sniffer is passed to Packet Analyzer to analyze each 
packet in details. Additional information which is getting by 
this step we represent and maintained using collection objects. 

 In Feature Set step, system maintains the particular 
features and its ideal value for packet classification. These 
features include packets destination IP, hop limit, packet 
length and port number. We determine the optimal threshold 
value for particular traffic in preprocessing module namely 
calculate  
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Fig. 1.    State System architecture of proposed system 
 

Optimum Thresholds and it is part of it. We apply K-Means 
algorithm in it. First we consider trainee features of packet 
then we finds two centroids for packet length that is Centroid 
1 for minimum value and Centroid 2 for its maximum value. 
K-means is one of the simplest unsupervised learning 
algorithms that solve the widely-known clustering problem. 
The procedure of K-means algorithm follows a simple and it is 
easy way to classify a given data set through a certain number 
of clusters assume as a k clusters, fixed a priori. The main idea 
is to define k centroids, one for each cluster and these 
centroids should be placed in a cunning way because of 
different location causes different result. So, the better choice 
is to place them as much as possible far away from each other 
and then, the next step is to take each point belonging to a 
given data set and associate it to the nearest centroid. 

 In Packet Classification step all packets then classified by 
using Naive-Bayes classifier algorithm. The input to this step 
is calculated optimum threshold values, collection of feature 
set and tracked packet array. We consider the min and max 
values of packet length of packets in it which is calculated in 
preprocessing module. We also consider hop limit and port 
number features. The naive Bayes algorithm is a simple 
probabilistic classification algorithm. In simple terms, a naive 
Bayes classifier assumes that the presence or absence of a 
particular feature of a class is not related to the presence or 
absence of any other feature, given the class variable. For 
example, a fruit may be considered to be a tomato if it is red, 
round, and about 3” in diameter. Even if these features depend 

on each other or upon the existence of the other features a 
naive Bayes classification algorithm considers all of these 
properties to independently contribute to the probability that 
this fruit is a tomato [9]. Same thing is applied for each 
packet. The naive Bayes consider all the properties of packet 
and its value to independently contribute to the probability that 
this packet is P2P packet or Non-P2P packet.  

C. Module III-Traffic Classification 
In this, system classifies the traffic and represents the 

output to user in both textual and graphical form. Input to this 
module is classified packets. Output of this module is 
classified traffic. There are two steps in it and these are Traffic 
Classification and Output. In Traffic Classification step we 
classify the particular traffic. In Output step system represents 
the output as two sets namely as P2P and Non-P2P traffic. 
This step also represents the output in graphical form.  

IV. MATHEMATICAL MODEL 

D. System description by means of mathematical formulas 
 As Let, S is a system which is defined in following 

manner: 

S = {P, PS, PA, FE, MD, KM, C, CL, NB, O, G, F|f1, f2, 
f3, f4, f5, f6, f7} 

 

Where, 

P   = Set of Packets 

PS = Packet Sniffer 

PA = Set of Analyzed Packets 

FE = Feature Extraction 

MD = Manage Database 

KM = K-Means Algorithm 

C = Set of Centroids 

CL = Set of Clusters 

NB = Nave-Bayes Algorithm 

O = Set of Output 

G = Set of Graphs 

 

SET THEORY: 

P = {P0, P1, ..., Pn} 

PA = {PA0, PA1, ..., PAn} 

C = {C0, C1, ..., Cn} 

CL = {CL0, CL1, ..., CLn} 

O = {P2P, Non − P2P} 

G = {G0, G1, ..., Gn} 

  

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 485



TABLE I.  MAPPING TABLE 

Sr. No. Function Description 

1 f1(P)  P Tracking traffic by using Packet Sniffer. 

2 f2(P)  PA Analyze Packet using Packet Analyzer. 

3 f3(PA)  D 
 

For Updating Dataset of the system. 

4 f4(D, FE)  PE 
 

Packet of Particular Feature. 

5 f5(PE, C, CL)  CL To Find cluster. 

6 F6(CL)  C To get Classified Traffic. 

7 f7(C)  O, G To represent Output as Set and Graph. 

 

INPUT: 

P = {P0, P1, ..., Pn} 

 

OUTPUT: 

O = {P2P, Non − P2P} 

G = {G0, G1, ..., Gn} 

 

FUNCTIONS: 

f1 = For Packet Sniffer to capture network traffic 

f2 = For Packet Analyzing 

f3 = For Updating Dataset 

f4 = For Feature Extraction 

f5 = For Finding Clusters  

f6 = For getting Classified Traffic 

f7 = Output as Graph 

E. Function mapping table 
Above functions can be mapped onto the elements of the 

set. It is shown in table I.  

F. State Transaction Diagram 
The basic idea of this diagram is to define a machine that has 
finite states. It represents the states of the system. Following 
figure represents the state transaction diagram of the proposed 
system. 
 

 
Fig. 2.    State transition diagram of system 

V. ANALYSIS OF RESULT AND ALGORITHM 
PERFORMANCE 

In campus network it is hard to determine the P2P host. 
Even we could determine the nodes which use P2P but it is 
hard to determine how much of traffic is generated by P2P and 
non-P2P applications. So we conduct the experiments in the 
laboratory. In that experiment we used some sets of 
experimental machines which is used for generating enough 
amount of P2P traffic. It is used for testing robustness and 
detection accuracy rate of the earlier and proposed methods. 
These experimental machines generate different types of P2P 
and Non-P2P traffic during different period of time. We set 
threshold value and we analyzed network for 1 week. Results 
of the experiments are shown in Table II.  

As we are using K-means for determining min and max 
threshold values of properties of packet, it makes our analysis 
and proposed scheme more accurate. The time complexity of 
proposed method is less than the previous method as we are 
using Naïve-Bayes classification algorithm. Although the 
proposed method in this paper still having some weaknesses 
and false detection rate but they are acceptable. 

TABLE II.  EFFRCTIVENESS COMPARISON BETWEEN EARLIER 
TRAFFIC CHARACTERISTICS BASED METHOD AND METHOD IN THE 

PAPER 

Application Earlier traffic 
characteristics 
based method 
negative rate 

Earlier traffic 
characteristics 
based method 
false rate 

Expected 
result of 
negative 
rate in the 
paper 

Expected 
result of 
false rate 
in the 
paper 

BT 5.34% 2.86%  2.3% 1.86% 
eMule 5.82% 3.23% 2.82% 1.23% 
Pplive 4.27% 4.26% 2.29% 2.63% 
Kugoo 4.63% 3.25% 2.56% 2.14% 
Non-P2P 4.26% 4.84% 2.18% 2.44% 

 

VI. CONCLUSION 
The traffic identification is very relevant for the study of 

network traffic control, traffic congestion, resource utilization 
and it also has an economic importance. With the P2P 
technology continues to progress, P2P client has experienced 
the phase of using fixed-port, random port, encrypted message 
and the tunnel mode. It is hard for people to identify packets 
of P2P protocols. Some of the traditional identification 
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methods like the Port-based identification method, Payload-
based identification method and Feature-based identification 
are not very effective. Traffic identification technologies such 
as traffic identification by using network characteristics have 
been considered for solving the problem with improved 
accuracy rate and improved algorithm efficiency. The previous 
work of P2P traffic identification based on traffic 
characteristics, it gives the high rate of false detection and 
high rate of negative detection and it is not efficient when we 
consider time as a factor. So we designed a system in such a 
way that it minimizes the rate of false detection and the rate of 
negative detection and classifies the traffic in efficient manner. 
The presented method in this paper can able to detect P2P 
traffics with dynamic ports and encrypted transmission, and 
the efficiency of the implementation of the algorithm is also 
improved to some extent. These techniques are useful for 
increasing the performance of the network.  This system can 
easily extend for working with other regions of the network in 
order to solve the problems in it. 
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Abstract— This paper aims to provide an assessment of 
Information Technology and to identify its influences on 
microenterprises within UK. It develops an understanding 
towards providing an evaluative measure against strategic 
growth within microenterprises. The author’s draws upon 
research questions that derive towards identifying if 
Microenterprises should be regarded in their own right away 
from the commonly used term SME (Small-medium 
Enterprise), and to addressing the perceptions of IT on 
strategic growth within Microenterprises. The paper also aims 
to identify weather microenterprises can achieve greater time-
efficiencies using IT to pursue strategic growth. To address 
the research areas the paper examines literature studies within 
the areas of microenterprises; the strategic growth and 
influence of information technology (IT) within 
microenterprises. The research carried out observational case 
study within a project management microenterprise addressing 
the general processes, perceptions and challenges addressed in 
the working environment highlighting particular attention 
towards administrative deficiency with use of IT and 
reliability issues with their in-house server and attempting to 
overcome these solutions. The result from the literature and 
the observations of the case provides an opportunity to 
propose towards a development framework to assist 
microenterprises in achieving strategic growth with the use of 
IT and overcoming their addressed barriers and challenge. 
 

Keywords—Information Technology, Microenterprises, Strategic 
Growth, SME.  

I. INTRODUCTION 
nformation Technology Consultancy is a fascinating 
position to be in the world of Business and Technology; it 

can help other people and businesses on any scale to identify 
problems and hopefully provide a viable solution to their 
needs. It could make daily tasks more efficient, it could result 
in scrupulous tasks being automated to enable skills to be put 
to better use. It could save time, save money and generate 
more business. Large corporate companies have the ability to 
invest millions into finding ways to innovate, adapt and more 
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so in today’s climate; reduce costs, speed up processes and/or 
make the company more profit [1]. Teams of experienced 
professionals with predefined roles will take a problem and 
design, create and develop a solution and implement it, not to 
mention at sometimes astronomical costs. But for the 
4.6million microenterprises trading in the UK as of 2012, the 
ability to develop better ways to conduct daily processes and 
with the prospect of wanting to grow, it can prove difficult 
with limited time and resources available [2].  

Strikingly the number of microenterprises registered has 
risen by 183% within 5 years, largely down to the economic 
conditions currently persisting in the UK with people’s 
changing circumstances of increasing unemployment and the 
ability for Microenterprises to capitalize on their agility and 
service offering to compete with larger companies [3]. So with 
the ever evolving technology out there, how is technology 
helping to leverage microenterprises to better prosperity? How 
does IT play in the role of enabling a micro enterprise to 
achieve growth strategically? There is extensive literature 
around the corporate world of business and strategy and IT 
evolution, however from initial research it has become 
apparent very little research available on the influences of IT 
on SMEs and scarcer when narrowed to just micro enterprises 
[1]. The research aims to address some of research questions 
as: 

a) Should microenterprises have greater awareness in 
society from Small-Medium Enterprises (SMEs) 

b) Are all microenterprises driven to succeed by becoming 
larger businesses or they look to succeed by remaining 
‘Micro’ 

c) What are the current perceptions of IT and its impact on 
microenterprises aiming to pursue their current strategy 

 
The authors aims to analyse current literature to identify the 
importance of classifying microenterprise to their larger 
counterparts and towards determining factors that influence 
microenterprise strategic growth with particular focus towards 
the application of information technology. An observational 
study was carried out to identify general influences and 
challenges of information technology within a Microenterprise 
with the use of semi structured questionnaires. The synthesis 
of literature studies and that of the observational results will 
further allow the research to propose a development 
framework of solutions that could enable strategic growth 
within microenterprises.   

Influence of IT on Micro Enterprises to pursue 
Strategic Growth 

Satya, Shah, and Syed, Hassan 
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II. LITERATURE REVIEW 
This aim of the paper is to provide an assessment of 
information technology and its influences on microenterprises. 
The literature review brings together the understanding of 
microenterprise through existing literature and how they are 
perceived in the UK economy. The survey also addresses 
some of the research questions highlighted within the 
introduction. Within such definition grounded, to then identify 
ways in which microenterprises establish themselves 
strategically and how they plan to grow is an important aspect 
of this research. Through the analysis of existing literature of 
‘microenterprise and technology adoption’, the author would 
aim to draw upon how information technology affects the 
decisions and challenges microenterprises face when adopting 
IT and the capacity to help strategically grow.  
 
To find common ground, the term ‘enterprise’ is a synonym 
for ‘business’, but additionally, [4] states more importantly, 
the term ‘enterprise’ is also about the actions of an individual 
that shows initiative by making something happen and taking 
risk through chance and investment of establishing a business, 
with the responsible individual commonly known as an 
entrepreneur [4].  
 
Country/ 
Area 

Micro Small  Medium Source/ 
Reference 

Europe 1-9 
employees 
($ 2m 
turnover) 

10-49 
employees 
(<$10m 
turnover) 

50-249 
employees 
(<$50m 
turnover) 

[5]; [6] 

UK 1-9 
employees 

10-49 
employees 

50-249 
employees 

[5]; [7]; [8]; 
[9]; [10]; 
[11]; [12];  
[13] 

Canada 1-5 
employees 

6-99 
employees 

100-499 
employees 

[12]; [14] 

US 1-19 or 0-5 20-99 or 6-
99 

100-500 Small 
Business 
Administrat
ion [5]; 
Association 
for 
Enterprise 
Opportunit
y [12] 

New 
Zealand 

<= 5   [15] 

Table 1.1 Variance of definitions of Small, Medium and Micro 
Enterprises 

 
Definitions of microenterprise vary across the world, other 
constraints can apply but it predominately determined by size. 
Coincidently many authors of publications use the definition 
of their locality as shown in figure 1 but also some examples 
like that of [16] that identified the commonly used 20 but 
decided to use up to 5 as a matter of choice. Therefore, there 
are differing opinions across researchers and organizational 
bodies in defining a microenterprise. The initial reasoning for 
categorizing business by size is way largely down to 
government policy making. The EU for example define SMEs 
this way to identify business that are able to benefit from 
programmes or policies specifically tailored for SMEs while 
on the other hand, ensures those that “exceed defined 
boundaries do not benefit from the support mechanisms 

specifically intended for SMEs” [6]. Despite this however, it 
has become apparent, as identified by [7] and [5], 
Microenterprises are not always regarded in their own right 
and blended into the term “small enterprise”. Despite ‘The 
Department for Business, Innovation & Skills’ Sector (BIS) 
for the UK defines microenterprise in their 2009 report 
[13][31], interestingly, does not include the definition or refer 
to the term ‘micro’ at all in their latest report for “Business 
Population estimates for the UK and Regions 2012”; Instead 
the BIS refer to ‘small businesses’ as having between 0-49 
employees [13].  
 
Microenterprises and UK Government 
Despite the existence of a well-defined term, The UK 
government have been highlighted by many researchers 
referencing them only distinguishing companies by SMEs 
against large companies [7], [2], [16]. By doing so, the term 
SME, employing fewer than 250 people refers to 99.9% of the 
4.8million businesses in the UK, within that the term ‘small’ 
equating to 99.2% of all UK enterprises [17]. Therefore a 
mere 6,000 registered businesses are large with more than 250 
employees accounting for only 0.1% of all UK enterprises 
[17]. The significant point that must be addressed, of the 4.8 
million businesses registered in the UK, 4.6 million are 
microenterprises representing 96% of all the enterprises in the 
UK. Yet, so much research and emphasis is placed upon larger 
businesses leaving them largely ignored, blended in the 
shadows of the much larger definition of SMEs [5]. 
 
Inversely, [8] highlights that 95% of government funding for 
business skills and support goes to the 5% of UK Businesses; 
consisting of the large, medium and small enterprises despite 
the clear need for microenterprises to have more support, 
guidance and funding [8]. Somehow the UK Government, fail 
to draw upon policies and statistics in England to incorporate 
microenterprises. There has been a recent e-petition 
(December 2012) to draw signatures asking the UK 
government to “tell us what you are doing for Micro 
Enterprises not for SMEs” [18]. Our findings also analyzed 
that to the extent of describing the public sector e-business 
advisory services in the UK as poor and even potentially 
dangerous [10]. Given that microenterprises make a 
significant contribution to the economy and communities and 
collectively can be regarded as the “powerhouse of the 
economy” [23]. Studies states that “the issue is not so much 
that large corporations are over appreciated but 
microenterprises are underestimated and underappreciated” 
[5]. It so happens that the UK unemployment of 3.3m in 2009 
would actually be 2.2m if the UK government recognized self-
employed, home-office entrepreneurs which fall under 
microbusiness [8]. So with lack of common use of definitions 
and ambiguity of a small enterprise, the situation is 
exacerbated as Enterprises without any employees are usually 
ignored completely [11]; [12]. Research identified this 
statement in the USA stating that as much as 75% of 
businesses completely ignored as single-person enterprises are 
not even included in statistical surveys [5]. This is because as 
the US census bureau identifies that “most have lower 
overheads with no one on payroll resulting in accounting for a 
mere 3% of tax receipts” [5] [19]. So despite their sheer 
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number, [5] states that simply because of statistical 
prominence, they are invisible to the government as the 
resulting lack of access to business-supporting policies and 
resources. 
 
Comparisons of Microenterprises and Small Enterprises 
Research suggests that “in every case” those microenterprises 
have limited capital, technological and human resources 
comparatively to their larger counterparts [11]; [12]. Smaller 
firms by definition have limited internal resources and 
capabilities [11]; [12] while there may be some exceptions to 
the case, particularly in the surge of app developers and 
dominant companies like Plentyoffish.com (which is still 
today run and sustained by one person and is one of the 
leading global dating websites) the majority do apply to these 
circumstances [5] [16]. The Federation of Small Business 
released a report in February 2012, The FSB ‘Voice of Small 
Business’ member survey that helps to identify what 
characteristics differentiate microenterprises from small 
enterprises [33]. This extensive report is led by the FSB, the 
UK’s leading business organization representing the 200,000 
owners of small businesses. A useful analytical tool to help 
establish a true representation of the population from the 
sample is the use of confidence intervals, in this report a 
confidence of 95% is assumed and where statistically 
significant differences exists, details have been included. 
 
The following table 1.2. Illustrates the comparisons as a useful 
tool to grasp some of the barriers identified by the FSB. 
However it is very limited as it does not suggest any other 
factors which differs from other sources and highlighted early 
in the FSB report [33]. Family factors for example that are a 
considerable thought documented in [16], for example. The 
factors given to give an indication that even with little 
difference in definition from 1-9 employees as a micro and 10-
49 as a small firm there are considerable difference. To 
highlight of course is staff employed but more strikingly, the 
net change from the previous 12 months showing that 
microenterprises clearly want to remain small with a flexible 
work force with small comparatively engaging in growing 
their business by as many as 20 people in full or part time. The 
negative change in full time staff for microenterprises may be 
linked to the current economic climate feeling the pinch 
financially but showcasing the flexibility of the work force.  
 
Factor  Micro  Small  Note to consider  
Premises 
Owned  

27%  38%  Home working is 
prevalent in England  

Source of 
Finance  

Personal 
Savings/Inherita
nce, family and 
friends loans 
(£33,600)  

Retained 
profits and 
bank lending 
(£120,000)  

Significant 
differences in 
borrowing and 
access to the bank  

Sources of 
business 
support  

Seek less 
generally 
(family/friends 
and Informal 
networks more 
than small)  

Seek more 
generally 
(predominantl
y higher with 
banks, 
suppliers, 
Solicitor, 
Gov’t funded 
support and 
bigger 

Micro source more 
informal channels 
comparatively to 
small firms seeking 
formal advice 
(usually at a price) –
source as a customer 
source shows parity  

businesses  

Staff 
employed 
(average)  

Total: 3.2  
Full Time: 2.0  
Part-time 0.8  

Total: 24.7  
Full Time: 
14.4  
Part-time: 5.1  

Considerable 
difference  

Net change 
in staffing 
levels 
compared to 
12months 
before  

Full Time: -3  
Part Time: +2  
Casual/Temp: 0  

Full Time: 
+11  
Part-time: 
+10  
Casual/Temp: 
+5/+7  

Considerable 
difference  

Past 
Innovation: 
New or 
improved 
products or 
services in 
the last 2 
years  

66%  78%  Small consider more 
likely to have 
innovated in the last 
2 years  

Future 
Innovation: 
New or 
improved 
products or 
services in 
the next 2 
years  

60%  72%  Small more likely to 
innovate in the 
future than micro  

Business 
Objectives –
Next 12 
Month  

Grow: 57%  
Remain about 
the same: 29%  
Downsize/Cons
olidate 
business: 4%  

Grow: 64%  
Remain about 
the same: 
23%  
Downsize/Co
nsolidate 
business: 5%  

Micro not as 
inclined to grow and 
more likely to 
remain the same  

Table 1.2 Factor Comparisons of Micro and Small Enterprises [33] 
 
Microenterprises Growth 
Studies highlight that despite many studies into what 
determines the survival and growth of microenterprises, there 
is no definite agreement in the literature about the key factors 
of success – suggesting that results vary across different 
studies [20]. Large corporations are driven to grow and exploit 
markets to the best of their abilities through profit 
maximization, but in contrast microenterprises are diverse in 
type of business and reason for existence, therefore not all 
microenterprises strive for growth [11]; [12]. Evidence 
suggests there are some ‘Growth-orientated’ microenterprises. 
The FSB report suggests 57% of UK microenterprise look to 
grow in the next 12 months. Similar studies also suggest the 
following characteristics towards having a positive relation to 
a microenterprise’s growth [33]. These characteristics are 
[21]: 

 Educational level of an entrepreneur; 
 Entrepreneurial intensity of the firm; 
 Informal networking with customers and suppliers; 
 Business partnering activities; 
 Product innovation; 
 Adoption of E-Business technologies; 
 Managerial delegation; 
 Focus for local markets; 
 Age and size of the firm;  

 
Authors argue and identify that growth in the traditional sense 
of wanting to increase the size of the firm is not the case for 
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the majority of microenterprise owners [22]. The common 
misconception and largely Thus, increasing the size of the 
company by increasing the number of employees’ results in a 
change of responsibility and tasks, detracting from the reason 
they started their business. Many researchers have suggested 
that microenterprises value the success of their business not by 
objective factors (profit, revenue etc.) but by subjective factors 
(customer satisfaction, personal motivation) [16] [24]. 
Researchers [15] and [20] makes an assumption and 
completely disregard motivation or entrepreneurial orientation 
to the growth of the business yet studies found and suggested 
it is precisely these subjective factors that drive the strategic 
direction and growth of a microenterprise [25] [26].  
 
Information Technology and Microenterprises 
The rapid development in Technology has fortunately resulted 
in a diverse range of IT to become a much more viable and 
cost effective solution to many business needs. With fast 
processing power, ability to store data easily in large 
quantities and have access to simple analysis tools [27]. 
Research studies suggest that there is little research even as 
wide as SMEs go in terms of understanding exactly what 
factors directors are influenced by in making decisions about 
the use of technology, let alone how it can aid the strategic 
direction and growth. From the unique characteristics of a 
microenterprise distinguishing itself from its larger 
counterparts, the assessment of technologies should focus on 
that of a microenterprise and not from a small business 
standpoint [15]. 
 
Microenterprises do not have the need or intensity to compete 
and adopt the latest technologies as many SMEs do as they are 
not affected as prolifically in competition [11]; [12]. 
Technology however has enabled reach to extend to a global 
scale which can and has allowed microenterprises to compete 
over larger corporations as IT has eliminated geographical 
barriers to an extent, competing on a personalized and 
customized level as microenterprises can still benefit from 
their adaptability and flexibility [29]. This research states it’s 
limitations as it needs to identify the relationships between as 
mentioned before; entrepreneurial motivation and capabilities 
and the technology use and learning with value creation and 
growth in microenterprises.  
 
Research studies has suggested that finance is the one of the 
critical issues that micro enterprise face when trying to adopt 
new IT infrastructure and solutions – the lack of recognition, 
funding and support by the government exacerbates the 
situation Invalid source specified. Research states that while 
there is greater emphasizes on the use of IT in the workplace, 
there are key differences in the use of IT comparatively 
between microenterprise and those that are predominantly 
larger [16]: 
 Generally have few resources available to devote to IT 
 Little control over forces that are external to the 

organization 
 Generally do not have their own separate IT department 
 Less formalized planning and control procedures for the 

adoption and use of IT. 
 

Therefore it can be gathered from existing literature that small 
business entrepreneurs are often placed in a ‘catch22’ 
situation: knowing that IT can support their business in some 
way vs. lack of the expertise, resources and finance to know 
how it can be effectively applied. While research has shown 
that productivity improvements can be achieved through 
“learning-by-doing” in order to become more efficient and 
effective. In recent years the development literature suggests 
that when ICTs are applied in innovative ways the efficiency 
gains can be magnified. If applied correctly and appropriate to 
the social context of which such firm is within. Research 
identified the benefits as [30]: 

 New markets 
 Administrative efficiencies 
 Access to information and expertise 
 Labor productivity can be achieved 

 
However, they have been recognized as difficult to achieve in 
microenterprises [22]. The reasons as microenterprises are 
already established and are high proportion in numbers 
suggests that there is less evidence about their growth patterns. 
However, what can be identified are the challenges that 
microenterprises face in being able to adopt and use 
information technology applications. Research studies 
describes as a “growing” business therefore SMEs looking to 
strategically grow. Authors are able to classify the diverse 
range of challenges faced by a microenterprise into the 
following categories of Capabilities, Resources, Access, 
Attitude, Context and Operations [22]. To overcome such 
challenges, Learning factors were the next step in research that 
has been undertaken as a response to this. In line with the 
informality of microenterprises, many studies on small 
businesses highlight the importance of informal learning. 
Hendry et al (1991) identifies 5 ways learning by: solving 
problems by oneself, together with colleagues, asking for help 
of a colleague, direct employee participation and learning new 
things under the responsibility of another experienced worker. 
It appears there is great focus of learning within the 
organization, this is largely due to the expense of external 
sources of help [11]; [12] [5]. 45% self –learn for example 
according to Duxbury et al. (2002) with employees with 
microbusiness less likely to have received employer-funded 
formal training; linking with the informality of the micro-
workplace. 
 
The literature review analyzed suggested that microenterprises 
dominate the nations’ economies by number, in the UK 
equating for 96% of the UK’s enterprises. Although some 
differences in defining businesses by size, microenterprises 
predominantly are regarded to have employees between one 
and nine and the fluctuations do not affect the overall 
consensus. Characteristically microenterprises differ greatly 
even from their larger counterparts of a small enterprise, 
particularly in how the business perceives growth. Unlike 
small, medium and large enterprises, the majority of 
microenterprises, particularly of those in the UK do not aim to 
grow by assessing objective factors like size and revenues but 
of subjective factors; to grow in terms of achieving personal 
value of achievement and motivation. Importantly, despite the 
clear differing characteristics of a microenterprise to their 
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larger counterparts, the government’s lack of recognition of 
microenterprises exacerbates the problem of lacking resources, 
capacity to achieve their perceived value of success as funds 
are not fairly distributed across all SMEs.  
 
Current literature identified that not all microenterprises are 
driven to succeed by becoming larger but there is a balance 
between the two. This is largely dependent on the business’ 
owner’s values and preferences but there are valid contrasting 
views of microenterprise strategic growth. The review also 
suggests the need to know more about the perceptions of IT. 
Technology has enabled microenterprises to compete against 
larger businesses on a personalized and customized level as 
they can benefit from their adaptability and flexibility but 
there is little research even as wide as SMEs go in terms of 
understanding exactly what factors directors are influenced by 
in making decisions about the use of technology, let alone how 
it can aid the strategic direction and growth. 
 
Growth and success can and should be to an extent defined 
qualitatively, based on, among other things, a small enterprise 
owner's vision, values, lifestyle goals, and the quality of his or 
her relationships and contributions within and beyond the 
walls of business [5]. For now it is ideal to focus on what can 
be done without the dependency for such support and 
recognition form the government, particularly in these 
economic times as they are a big part of local communities 
and play a huge role in the economy regardless. Much 
research is focused on policy making for microenterprises and 
seems to not have an impact on microenterprises. So if this is 
the case, surely the influence of successful IT use here, 
reducing and perhaps automating administrative tasks for 
example, would enhance this success and growth of the 
company as it enable the owner to focus on the relationships 
and customer satisfaction instead of tedious administrative 
tasks and laborious amounts of time consumed in internal 
business tasks?  
 
Where the gap in research is evident, if the microbusiness 
improve their internal processes and administrative tasks more 
efficiently through the careful use of IT, then perhaps there 
will be more time for the microenterprise to engage better with 
their customers, to identify new opportunities with products 
and their clients and to open new opportunities within and 
further away from their markets, and existing clientele. From a 
generic standpoint, there is empirical evidence suggesting that 
the best way to achieve profitability is not necessarily from 
cutting costs, but from improving revenues through achieving 
higher levels of service quality and customer satisfaction [27]. 
Firms that can successfully achieve both cost reduction and 
revenue expansion can have a positive impact on both 
customer satisfaction and long-term financial performance, 
research shows that attempting to focus on both at the same 
time usually fails. Therefore, the idea is to identify what can 
be done from an internal standpoint in terms of reducing time 
on process, hence also viewed as a cost reduction (in terms of 
wages), will then enable the microenterprise to focus on 
working closer with current customers and adding value to 
their services, and working with new clients generating new 

revenues instead of been held back by administrative tasks for 
example. 
It is this definition that can be used to help develop further 
research to clarify the need to differentiate microenterprises 
from larger businesses albeit marginally larger. Therefore, in 
conclusion, it is evident that microenterprises need the support 
to achieve their personal unique goals as defined by their own 
combining factors to surmount to the conceptual definition of 
Strategic Growth highlighted in this review. It is apparent with 
the lack of Government support, limited resources and the 
many challenges and barriers it would become apparent that 
research supports that IT has the potential to assist 
microenterprises to enable to achieve their goals and their 
strategic growth to obtain them. 

III. RESEARCH METHODOLOGY 

The research intends to use both quantitative and qualitative 
research methods are adopted within the research. The first 
method identified within the research and discussed within 
this paper is that of an observational case study involving 
observing individual participants and processes within a real 
business environment on a typical day of a microenterprise. 
This technique identified real examples of influences and 
challenges of Information Technology within a 
Microenterprise and back existing findings in current 
literature. Company “PMM” was involved within the study, 
involving the authors to go into the business and witness the 
general running of the business, observe behaviors and how 
the people within the business interact with one another and 
the how they utilize current IT applications. The second 
method of Surveys including semi-structured questionnaire 
consisting of questions that the participant or respondent 
addresses is planned for future aspect of this research, and not 
discussed within this paper.  
 

IV. CASE STUDY OVERVIEW 
 
The case study conducted presents the findings of an 
observational study carried out within a microenterprise. The 
observations consisted of monitoring the general office 
presence, noting any discussions of importance. Particular 
attention was played on observing how each employee 
interacted with their Information Technologies present in the 
business and how they undertook their general business 
processes, especially their administrative tasks. Highlighting 
the issues and problems discovered from the observations and 
discussions, there may be some challenges that need to be 
addressed. PMM or Project Management Microenterprise 
(name changed for this study) is a Microenterprise based in 
South-East England offering project management services to 
publishers, universities and hospital trusts. From transcripts 
through to final publications, PMM manages all aspects of the 
publication of books, journals, reports from transcript to final 
product including the management of authors and virtual 
teams to bring the project to fruition. The team have no direct 
contact with clients as they are worldwide – everything is 
practically done via email.  
 
AS-IS Study 
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PMM has organically grown on very informal processes but 
has been very successful, even some sixteen years later there 
is nothing wrong with the nature of the business from an 
external perspective and a lot of business is ready to be taken 
on. However, PMM has been faced with many challenges as a 
result of the economic downturn and additional challenges 
faced through 2012, therefore a strategic choice has led to 
considerations of a new strategy in order to harness the 
potential for the business to grow. With fixed pricing in 
publishing and a heavy reliance on technology, much has to be 
done to reduce costs. As a result, the opportunity to provide 
PMM with possible solutions through observations conducted 
under this thesis has been offered that could identify and 
overcome the problems that exist that currently prevent PMM 
from becoming more efficient or grow strategically.  PMM 
currently engage in technology for external purposes such as 
virtual teams and e-book publications but much is to be altered 
internally in order to maintain competitive and costs low.  
 

V. ANALYSIS - ISSUES AND PROBLEMS 
 

A. Time constraints 
An issue to be aware of is PMM are bound fixed costs within 
their contracts and therefore have a limited number of hours 
their Project Managers can turn a project around. As a result 
each employee has to manage their timesheets by every 
quarter of an hour. If allocated hours are surpassed the project 
will be working at a loss. Therefore there more efficient PMM 
is, the more profitable they are. 
 

 
 

B. Informality, external commitments and company 
dynamics  

 
The Director is now looking to grow again but the culture in 
the company has declined since reducing their time in the 
office.  The Director took some time out a few years ago to 
train in consultancy and takes on a number of responsibilities 
such as teaching in further and higher education sectors. But 
having been out of the office for some time, the informality 
that once created a fantastic environment is beginning to takes 
its toll as the team have become quite defensive with the 
director’s presence and susceptible to any change. The 
Director always ensure flexibility and enables as much 
develop as possible with her colleagues but there is a need for 
perhaps some more formal process and believes they cannot 
employee a larger team until the dynamics in the current 
business changes. 
 

C. Multiple Emails 
Email is the main communication tool for engaging with 
clients and members of the team if out of the office. The time 
consuming aspect however is there may be scores of authors 
on one project and every single author has to be emailed 
individually with unique attachments. This can take a 
considerable about of hours to complete and a very repetitive 
process with relatively high margin of error.  

 
D. Paper based projects and Administrative Burdens 

Although a member of the team is devising a spread sheet to 
work with individual projects, all documentation, milestones, 
timetables and schedules are printed on paper and stored in 
files. As a result essential information has the potential to go 
missing and is not an efficient way of storing information, 
particularly with limited office space.  This way is not 
particularly useful if the employees are working away from 
the office, posing a security risk with confidential information 
and is an unnecessary expense on ink and paper effecting the 
profitability of PMM. The information required may not be 
where it is thought to be (on another desk for example) and is 
a laborious task to trawl through paperwork to find what the 
individual is looking for. This method does not bear well with 
the potential to increase business as the office will become 
hard to manage with an increase of projects.  
 

E. Internal Communications 
All communication within the team is largely verbal with no 
means of tracking or monitoring progress or issues, it is up to 
the director or employees to make note of anything to do, 
relying on the organization and memory of each individual  
 

F. Performance recognition 
With no formal processes in place it was observed and 
recorded by employees there is a feeling there is little 
direction thus evoking a lack of motivation with issues going 
unsolved such as alleviating tensions between employees. As a 
result potential is not met and efficiencies dwindle. There are 
no targets or deliverables set with no method of recording 
performance. In addition there is no Structured Appraisal and 
no rewards for project completion or achievement related 
targets. Employees spoke needing “guidelines, objectives and 
targets”.  
 

G. Data entry 
Each member of staff have their own Spread-sheet to record 
their projects based on a master copy. However there are a 
number of issues identified. There is no consistency amongst 
staff, each with their own style and data entry is not consistent 
across projects. There is therefore no means of keeping track 
of all projects relying on the user to keep track of deadlines, 
this issue is exacerbated as it common to maintain 10-12 
projects at any one time. 
 

H. Internal Server 
PMM have an internal server they rely heavily as this stores 
all of their files and data required for projects. This allows for 
file sharing between colleagues on their computer as well as 
offering an FTP facility to upload files from their virtual 
teams. However, the reliability is not excellent and while they 
have a backup it only updates once a day, so any work 
undertaken during a day’s work and a power cut occurs, it is 
likely much of the data is lost. Security is also an issues 
especially with so many external members involved with 
projects from publishers, typesetters and authors.  
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VI. KEY STRATEGIC CHALLENGES 
As a microbusiness the problems and issues PMM face are 
difficult to overcome. The challenges identified are the 
following: 
 

A. Resources 
• Lack of Money -  PMM lack finance to invest their 

own resources into the business and currently only 
generates enough to cover costs; 

• Lack of Time - Projects consume a full working day; 
Family is priority so takes presidence alongside 
work; External commitments consumes work hours 
and therefore is made up another time; The Director 
nor employees have minimal time during office hours 
and outside the office environment available to seek 
ways to enhance their business 

• Lack of Support - Support usually only comes at a 
price excceding the added value of return 

• Lack of Information - Not easier to find simple 
solutions to a unique company without investment 
 

B. Capabilities 
 Lack IT knowledge - The director and employees are 

proficient users of IT and benefit from the latest 
desktop PCs however they lack know-how of how to 
optimize existing processes with the use of 
Information technology 

 Inadequate IT user skills - although one member of 
staff is attempting to enhance their current 
spreadsheet, the user is only going by basic 
experience of spreadsheet software and with the 
hours put in, overall improvements will not greatly 
enhance the business.  

 Inability to resolve technical issues - the current in-
house server requires a third-party call-out team if 
problems exist due to lack of technical know-how; 

 Understanding the benefits of IT - use of IT is critical 
in the business yet paper based process still consume 
much the time, space and expense without seeking 
the potential of the IT that is available;  

 Limited Planning Ability - PMM have limited time to 
plan a strategy as they are constantly responding to 
the demands of their clients and have limited time to 
do so 

 Not knowing what your IT actually does - this 
challenge is not so much an issue as they do use all 
technology available to them 

 Not knowing what their current IT potential is - with 
the latest Desktop PCs, fast internet and use of 
desktop publishing software, there is potential to 
exploit if it is known; 

 
C. Attitude 
 Lack of engagement with colleagues - despite less than 

5 people work in the company office there is lack of 
engagement of some colleagues as they merely do the 
job in hand and do not seek to improve the company; 

 Resistance to technology - use of paper may suggest 
there may be slight resistance to utilising their 

technology - evident in data input styles in 
spreadsheets; 

 Lack of value and personal incentives - no 
performance recognition or appraisal  

 Lack of awareness - staff are not aware of some cost 
effective solutions to enhance the business (cloud-
based data storage) 

 Lack of trust - it would appear with the reduction of 
hours the director is in the office there is an increase 
in self-management and less engagement and 
tensions between colleagues - resulting in lack of 
trust 

 Lack of confidence - initial reactions were 
apprehensive of finding ways to improve the business 
before solutions were identified 

 Cultural Factors - as a globally communicating 
microenterprise, language over email may be 
misinterpreted, national holidays may not be 
accounted for; 

D. Access 
 Inadequate hardware and software - In-house server 

may not be adequate in data size, speed and reliability 
- especially if looking to grow the business; new 
desktop publishing software is no inadequacy to 
PMM 

 Poor IT infrastructure - network is sound but the in-
house server is a reliability and security issue that 
should be addressed as it is proving an expensive 
maintenance issue;  

 
From the case study findings it was identified that PMM 
currently to not optimize the business to the best of their 
ability and will not be able to expand successfully until current 
processes and visions are standardized and the use of 
Information Technology is utilized effectively   
 

VII. PROPOSED SOLUTION 
 
With PMMs current choice of strategy of retrenchment in the 
short-term leading to growth in the medium-long term, arisen 
from the challenges faced through 2012.  Suggestions 
addressed is with the inclusion of some solutions addressed as 
a result of the observations/ consultation the aim short-term is 
to reduce costs by utilizing IT more effectively.  In the short 
term, this will increase productive capacity.  An added value 
to PMM of using a more consolidated approach to IT will be 
the provision of a training and induction programme 
containing standard and accepted practice which will be 
explicit, allowing specific SMART objectives.  Therefore a 
conceptual model has been constructed that could address the 
outcome of the consultancy report. As the time spent on 
processes reduces as a result of IT solution development, it is 
hoped that it will have an exponential opportunity to increase 
business. The next stage of the research is to further 
investigate and propose a conceptual model which will aim to 
address the challenges identified within the research and that 
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of the use of Information Technology within Microenterprises 
allowing them to attain strategic growth.  

VIII. CONCLUSION 
 

The following study aimed at the identification and analysis 
of few important research questions. The key research 
question addressed within this study was to identify the need 
of Microenterprises having greater awareness in society 
differentiating from Small-Medium Enterprises (SMEs). 
Despite little recognition to differentiate microenterprises 
generally in society, with an established definition and 
considerable differing characteristics of their slightly larger 
counterparts ‘Small enterprises’, more should be done to 
promote microenterprises as an individual entity, albeit within 
an SME but for the sake of the Government identifying 
microenterprises that suffer greatly from financial challenges. 
Microenterprises want to added value and increase business if 
there was a greater influence of IT on their strategic growth 
which would in turn boost the economy. The research also 
aims to address to evaluate if all microenterprises are driven to 
become bigger businesses or they prefer to remain ‘Micro’ for 
financial and strategic reasons. Our literature findings and that 
of case study analysis suggests that diverse ranges in 
microenterprise objectives and therefore a near fifty-fifty split 
look to become bigger whereas the remaining prefer to stay as 
microenterprise. A greater majority of microenterprises 
however look to remain micro overall disputing the 
generalization ‘all businesses grow big’.  

 
Our study also looked on evaluating the current perceptions 

of IT and its impact on microenterprises aiming to pursue their 
current and future growth strategy within the context. Results 
suggested that there is a positive perception of Information 
technology holding a critical success factor of their strategies 
with 78% of surveyed participants, without it many businesses 
would cease to exist and many identify a realm of benefits 
Information Technology has to offer. From literature the list of 
barriers, number of barriers had been identified that hold 
greater importance, largely the management of number of 
factors including: financial, time, data and people management 
[22]. Our findings also suggested that there is great potential 
with the right balance of suitable solutions, time and skills 
adopted; the solutions in the next chapter will provide more 
evidence of this. 
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Abstract— Degradations in historical document images 
appear due to aging of the documents. It is very difficult to 
understand and retrieve text from badly degraded 
documents as there is variation between the document 
foreground and background. Thresholding of such 
document images either result in broken characters or 
detection of false texts. Numerous algorithms exist that can 
separate text and background efficiently in the textual 
regions of the document; but portions of background are 
mistaken as text in areas that hardly contain any text. This 
paper presents a way to overcome these problems by a 
robust binarization technique that recovers the text from a 
severely degraded document images and thereby increases 
the accuracy of optical character recognition systems. The 
proposed document recovery algorithm efficiently removes 
degradations from document images. Here we are using 
the ostus method ,local thresholding and global 
thresholding and after the binarization training and 
recognizing the characters in the degraded documents. 
 

Keywords—binarization, denoising, global thresholding, 
local thresholding, thresholding 

 

I. INTRODUCTION 
The old handwritten documents,manuscripts ,printed books 
which included various historical books,old papers which 
were written by our ancestors. All these documents are of very 
importance for us today .But due to the less proper 
management these documents are no longer in readable form. 
Now a days these hisrorical documents sre presented in digital 
form for various purposes[1]. 
Digital era has made paper documentation an extinct process 
for everything today is done with the help of computers. 
 
The goal of this project is the secure data Academic libraries, 
institutions and historical museums pile-up or preserve 
documents in storage areas. Our work in this paper contributes 
to documents safe and efficient preservation in its original 
state throughout the years and their unconditional exploitation 
to researchers, a major issue for historical documents 
collections that are poorly preserved and are prone to 

degradation processes, see Documents digitalization, allows 
access to wider public, while cultural institutions and heritage 
organizations create local or national digital libraries accessed 
through the internet. Our work concentrates on basic 
techniques used for image enhancement and restoration, 
denoising and binarization. The entire system is implemented 
in visual environment. The document is recoverted and 
characters are recognised. 
 
 To analyze the document, its image is binarized before 
processing it. It is nothing but segmenting the document 
background & the foreground text. For the confirmation of 
document image processing task an accurate document image 
binarization technique is a must. After years of studies in 
document image binarization, the thresholding of degraded 
document images is still found to be a challenging task 
because of the high inter/intra variation between the text 
stroke and the document background across various document 
images.The stroke width, stroke brightness, stroke connection, 
and document background vary in the handwritten text within 
the degraded documents. Moreover, bleed through degradation 
is observed in historical documents by variety of imaging 
outputs. For most of the existing techniques many kinds of 
document degradations, it is still an unsolved problem of 
degraded document image binarization due to the document 
thresholding error. A document image binarization technique 
presented in this paper is an extended version of an existing 
local maximum minimum method [5]. 
 

II. RELATED WORK 
To convert the image into its binary format, many 
thresholding techniques are used in practices. As many 
degraded documents, lot of variation in image pattern, global 
thresholding cannot be a better approach for the degraded 
document binarization and thus adaptive thresholding is better 
approach. 
 
Generally Otsu’s thresholding is used as global thresholding. 
But cannot be used for image having large number of 
variation, but if windowing is used and then for each window 
Ostus is applied then the thresholding can be enhanced and 
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new array can be evaluated for further processing to get a clear 
segmentation of text from the background. 
 
[3] Other approaches have also been reported, including 
background subtraction texture analysis, recursive method 
decomposition method, contour completion Markov Random 
Field, matched wavelet, cross section sequence graph analysis, 
self-learning, Laplacian energy user assistance and 
combination of binarization techniques But these method are 
often complex for analyses. 
 
 
OCR mainly deals with improving the efficiency and 
accuracy. All efforts in OCR technology concentrate on this 
property. The OCR technology for Roman scripts or Indian, 
follow the same basic methodology of pre-processing, 
segmentation, feature detection and extraction, and 
classification as referred by [8]. In this approach vertical and 
horizontal projections are used for line, word and character 
segmentation which obtain a performance result of 93%. The 
[9] proposes an OCR system including pre-processing by 
binarization and size normalization by trial and error methods. 
They perform segmentation using projection profile and report 
a recognition rate of 87%. Much of the exploration on OCR 
system’s efficiency improvement, in Indian context, has 
revolved around the exploration of using Otsu’s method for 
preprocessing. The Otsu’s thresholding algorithm is the basic 
thresholding technique used popularly for binarization in most 
works.  
 
The [10] discusses Otsu thresholding method gives a better 
binarization result in degraded  documents 
Global thresholding algorithms are usually faster as they use a 
single threshold based on the global histogram of the gray-
value pixels of the image. This method is an improvement to 
existing methods to create a novel and effective way to 
binarize historical documents.  
 
The [11] proposes a method for binarization of image using its 
texture features. They use Otsu thresholding iteratively to 
produce a threshold values, and texture feature associated with 
each threshold are retrieved using run length algorithm. They 
report an improvement of 8.1% over the original Otsu’s 
algorithm. A new method for the binarization of the image 
other than Otsu’s is proposed by [12] in which binarization is 
done using Morphological operators. Morphological operators 
are very efficient in that it performs image binarization 
effectively by taking care of complement color combination 
patches in the image. 
 
The Morphological operator serves better in case of noisy 
corpus, especially when border noise is present in abundant. 
Statistics show that thresholding method fails completely in 
case of  fore mentioned cases. This is done by using two filters 
based on two operations dilation and erosion [12]. It gives a 
much better result than Otsu’s binarization method by 
removing of the background noises much effectively. 
 

III. PROPOSED METHOD 
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Fig1. System Flow 

 
 
There are two important parts of system are : 
1. Binarization 
2. OCR 
Here we are first converting the image to grayscale,  then 
dividing the image into windows and on each window we 
calculate the local histogram, calculate the optimum threshold 
this is done on each window and then using the media filter 
the noise is cleared andthe binarized image so obtained is 
thinned,segmented,cropped,scalled,then feature extracted and 
using the training and recognising the characters in the text are 
recognized. 
 
 For a given a degraded document image,R,G,B colours are 
separated from a given coloured image and then each color is 
ANDed with 0xff to obtained the 8 bit binary value of each 
colour(R,G,B). 
 
Then After separating each colour gray scaling which is 8 bit 
binary value is obtained. Thresholding is applied on the gray 
scale image. In this paper basically window based 
thresholding is applied and then Ostu’s is applied over which 
window to obtain.  
Threshold value for each window. This is done in the 
preprocessing stage. Edges are then detected using sobel 
algorithm to the threshold image. And finally filtering is done 
using median filter. Proposed method is simple and requires 
minimum parameter tuning. To enhance the quality 
performance of the technique OCR is added at the last. 
 
Formula for Grey Scaling is (GS) = (R+G+B)/3. 
Thresholding will be applied to gray scale image value i.e. 
only two values will be generated either Black Or white I.e. 
gray scale value >threshold then the pixel will turned to white 
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& If gray scale value <threshold then the pixel will turned 
black 
 
 
A. Windowing technique  
 
After getting the gray scale image window function is 
applied to the grayscale image.  
 
For image blur Window can 
be of size 3 by 3, 5 by 5or 9 by 9 Less will be the window 
size less blur vice versa Windows width and height 
(means how many pixels in X and how many pixels in Y) 
 
Eg- (100*100)*(window size) 100 * 100 * (3*3) W * H * 
(size of the window) 
 
 
While traversing through each window Ostu’s will be 
applied to each window so that threshold is obtained for 
each window. This is done because the image has large 
variation. 
 
Ostu’s alone cannot be used for the complete image as 
it gives the single global threshold value, so if the image 
has variation information will be lost. 
 
B. Detecting the edges 
 
To detect the edges of the image sobel algorithm is 
used. It has standard matrix for horizontal and vertical 
edges can be named Hx and Hy, where Hx is used to 
find horizontal edges and Hy is used to find vertical 
edges of the text. 
 
C. Median Filter 
After creating  foreground pixel map, some morphological 
post processing operations such as erosion, dilation and 
closing are performed to reduce the effects of noise and. 
enhance the detected regions. Noise is also called salt Paper 
noise and is removed by using median filter. 
 
While goin through the text in the window if neighboring 
pixel does not have any overlap edge of the text then it will be 
treated as noise and converted to white(i.e. 1) So after 
applying the filter we will get the text in readable form 

  
Then the image is then thinned using Stentiford algorithm. 
Then segmented to get each character and then cropped 
accordingly.later the Scaling technique is used to scale the 
individual character and then the characters are trained and 
features are extracted and features are matched and the 
characters are recognized. 
 

IV. MATHEMATICAL MODEL 

A.Otsu’s 
In Otsu’s method exhaustive search for the threshold that 
minimizes the intra-class variance (the variance within the 
class ).[] 
Defined as a weighted sum of the two classed. 

..1 

Weight   are the probabilities of the two classes separated 

by threshold t and     variances of these classes .Otsu shows 
that minimizing the intra-class variance is the same as 
maximizing inter-class variance. 

 
Which is the expression in terms of class probabilities wi and 
class means The class probability   is computed from the 
histogram as t 

 
While the class mean  

 
 

Where is the value at the center of  histogram 

bin.similarly you can compute and on the right hand 
side of the histogram for bins greater then .the class 
probabilities and class means can be computed iteratively.this 
idea yields an effective algorithm.  
 
In computer vision and image processing, Otsu’s method is 
used to automatically perform clustering-based image 
thresholding,[1] or, the reduction of a graylevel image to a 
binary image. The algorithm assumes that the image contains 
two classes of pixels following bi-modal histogram 
(foreground pixels and background pixels), it then calculates 
the optimum threshold separating the two classes so that their 
combined spread (intra-class variance) is minimal.[2] 
 
Otsu’s Algorithm 
 
1 Compute histogram and probabilities of each intensity level 

2  set up initial   and  
3. step through all possible threshold t=1..maximum intensity 
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               a. update  and  

b compute  

4  Desired threshold corresponds to the maximum  
5  you can compute two maxima(and two corresponding 

threshold)  is the greater max and  is the greater or 
equal maximum 
6.  desired threshold =(threshold1+threshold2)/2 
 
 
 
B. STENTIFORD ALGORITHM 

Stentiford Thinning Algorithm[7] 
It uses a set of four 3 x 3 templates to scan the image.shows 
these four templates. 

 
                         Fig2. Stentiford Thinning Algorithm 
 
The Stentiford Algorithm can be stated as following: 
1. Find a pixel location (i, j) where the pixels in the image 
match those in template T1. With this template all pixels along 
the top of the image are removed moving from left to right and 
from top to bottom. 
 
2. If the central pixel is not an endpoint, and has connectivity 
number = 1, then mark this pixel for deletion. Endpoint pixel: 
A pixel is considered an endpoint if it is connected to just one 
other pixel. That is, if a black pixel has only one black 
neighbour out of the eight possible neighbours. 
 
3. Repeat steps 1 and 2 for all pixel locations matching T1. 
 
 4. Repeat steps 1-3 for the rest of the templates: T2, T3, and 
T4. T2 will match pixels on the left side of the object, moving 
from bottom to top and from 
left to right. T3 will select pixels along the bottom of the 
image and move from right to left and from bottom to top. T4 
locates pixels on the right side of the object, moving from top 
to bottom and right to left.  
 
5. Set to white the pixels marked for deletion. 
 
 

Median Filter [3] 
 
Median filter is a non linear filter.  
For 
A{a1,a2,a3,....an} , and 

a1 ≤ a2 ≤ a3 ≤ ..... ≤ an∈R the new value 
of intensity of a pixel (i, j) of an image I is 
given by: 
 

                ….1 

 

 

V.RESULTS AND DISCUSSION 
To make the text in the degraded document understandable 
and to train and recognize the characters from the draded 
document. The precision and recall values are as shown in the 
results below. Which shows results of how many characters 
from the degraded documents are properly binarized and how 
many characters are recognized. 
DataSet Name Actual Objects Retrieved Objects Correct Retrieved Objects

binarization 20 18 15
ocr 25 20 19  

 
Confusion Matrix Class 1 Class 2

Class 1 15 1
Class 2 13 19

Precision Recall
binarization 0..833333333 0.75

ocr 0.95 0.76

Total 1666667              0 0.755

Accuracy Percentage 0.755  
 
 

    
 
 
 
Testing outcome 
 
 

 
        A. 

0
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                     B                          C  
 
 
The outcome of the proposed method which is the binarization 
result A showing the input image,B the output of the base 
paper, C the outcome of the proposed method.  
 

   
      A                                   B                              C 
 
Outcome of the character recognition method A showing the 
input image, B the trained image and C showing the 
recognized characters. 

V. CONCLUSION 

In this paper, is proposed a robust approach for removing 
degradations and recovering text printed and handwritten 
scanned document images by binarization and training and 
recognizing the characters which is a challenging task. Most 
of the document analysis and recognition works reported are 
on good-quality documents. But still it remains a highly 
challenging task to implement a character reconision that 
works under all possible conditions and gives highly accurate 
results. Elaborate studies on poor-quality documents are not 
much undertaken by the scientists in the development of script 
independent OCR. Experiments should be made to observe the 
effect of poor quality paper as well as noise of various types, 
and take corrective measures. 
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Abstract— In this paper, we propose an algorithm that analysis 

characteristic nodes to select efficient relay nodes using information of 

network environment. The weight factor in proposed algorithm is 

changeable as following network environment as node density. 

Consequently, we select adaptive relay node to rough environment 

networks. Existing Delay Tolerant Networks(DTNs) routing 

algorithms have problems the large latency and overhead because of 

deficiency of network information in unsteady network. We have to 

solve this problem, predict future network using node state 

information and apply weight factor that changes according to the 

network environment. Thus, selected relay nodes by proposed 

algorithm work efficiently in unstable and stressed network 

environment. Simulation results show that enhanced performance as 

overhead, delivery ration, average latency compared to existing DTN 

routing algorithms. 

 

Keywords— DTN, Ad-hoc, Location-based, Prediction-based.  

I. INTRODUCTION 

elay Tolerant Network(DTN) is a network architecture 

that is designed to communicate to unstable end-to-end 

network[1]. Existing wireless network as WLAN set the 

pre-routed path using   heterogeneous network, and send 

message. However, interruption of communication is occurred 

frequently in environment that lost infrastructure, applying to 

conventional protocol is difficult as TCP/IP. DTN uses the 

store-and-forward message delivery based approach to solve 

this problem, end-to-end connection is to preserve the message 

via the relay node, even in unstable conditions enable 

communication. 

Due to the characteristic of DTN which insufficiency of 

whole network view, routing path can’t be pre-selected. 

Consequently, performance of network is changed depending 

on whether the selected relay nodes. Existing prediction-based 

DTN routing method determines the routing path, and selects 

the relay nodes according information of node’s location history 

or local connectivity. These existing DTN routing methods 

select relay node in insufficiency states of network 

environments less reliable due to the frequent change in 

performance.  

In this paper, we propose method that analysis state 
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information of node’s characteristic and select efficiency relay 

node using dynamic weight factor of selecting relay nodes 

according to network environment to solve these problem. 

II. RELATE WORK 

DTN routing protocols are significantly defined by the 

deterministic and stochastic routing protocols[2]. Deterministic 

routing protocols assume situations that previously known 

location and mobility information of future nodes. As a result, 

the method of transmitting messages can be applied by using the 

information of each node such as the mobility information. 

Typically deterministic protocols is Oracle-based method[3] 

that transmit message using oracle information and [4] that 

predict path of nodes using space-time graph. In this paper, we 

assume situation that flexible and estimated network. Thus 

deterministic routing protocols are different to our purpose.  

Stochastic routing protocols assume that unknown network 

environment, message should be considered to be passed when 

and what. Stochastic routing protocols include Epidemic[5], 

Spray and Wait[6], Prophet[7], Bubble rap[8] and so on.  

Epidemic routing and many other stochastic routing method 

copy and forward massage all neighbor nodes those does not 

have same massage. This way, such as by a message transmitted 

has been known to be the most effective for the delivery of 

messages in uncertain network environments, each node in the 

DTN a copy of the message that this is limited because it is has a 

limited buffer. Consequently, performance of message transmit 

ratio is lowered and overhead is occurred highly on account of 

generated network overload.  

These routing method copy and forward massage to all 

neighbor nodes without determination for efficient diffusion of 

massage. Therefore problems of message transmission are 

occurred for deficiency of node’s buffer and usable relay nodes. 

In addition, if node density is highly enough in network number 

of copied massage is increasing rapidly. Thus problems occur in 

the use of network resource.  

Prophet and Bubble rap set efficiency relay nodes using 

nodes history information to solve these problem. But if in 

sparse network, accurate analysis is difficult using node history 

in these method due to lower contact opportunities between the 

nodes. Since recent research has been actively to solve these 

problem of stochastic routing protocols[9]. 

This paper is a part of these study, we propose a method that 

predict current and future state of network using analysis of 

node’s history and dynamic weight factor of relay node 

Adaptive analysis of characteristic nodes using 

prediction method in DTN 
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selection to inducing selection of the efficiency relay nodes. 

III. PROPOSED METHOD 

Proposed method in this paper, basically adapted flooding 

based message forward method as stochastic routing method 

similar to Epidemic and Spray and Wait. Existing flooding 

based routing method assume that mobility of nodes is random. 

But the actual node’s mobility has predetermined information of 

destination and directionality accounting on finality of nodes.  

Node works as follow when contact neighbor nodes. First, 

Replace the attribute information table in the node type of each 

node with messages. Next, compares the attribute information 

of each node selects the node with the possibility to 

communicate with the relay node and the destination. And 

compares the message with the selected relay node. Last, copies 

the message to the selected relay node are not the same. 

The probability Pi which neighbor node i is selected as relay 

node is computed by (1). 
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In (1), wdir is weight factor of direction, wv is weight factor of 

velocity, wdist is weight factor of distance. And disti,d is segment 

between node i and node d. The diri,d(θ) is degree of angle 

within segment disti,d and vi. The Rtd is transmit range of 

destination node. TW(Time Window) is constant value for the 

purpose of estimation of node’s movement. Weight factors in 

(1) are changed dynamically according to network environment 

for selection of more efficient relay nodes. 

A. Direction weight factor 

Wdir is effected by node density in network. Through 

wdir∙cos(diri,d(θ)) in (1), we know that decide degree of angle to 

select relay node. As a result, relation of Wdir and relay node 

selection is represented as figure 2. Figure 2 show that if the 

greater node density, Wdir is decreased and if node density is 

small, Wdir is increased. Through the change of Wdir, we 

decrease overhead rate according to node density and keep the 

efficient degree of relay node selection. 

But in DTN, the overall node density is unknown since 

characteristic of DTN as unstable end-to-end connection. So 

node density for correcting Wdir is determined movement 

distance of each node and number of neighbor node for period 

of time. Figure 3 show relation between node movement range 

and node density. Through figure 3, we know that node density 

is resolvable according to number of neighbor node and 

transmit range in TW. Resolved node density is represented by 

(2). 

In (2), The Base is distance of node movement in TW. The 

Area is dimension that constituting the distance of node 

movement and transmit range. The Nneighbor is number of 

neighbor nodes. Selectable number of relay node by degree of 

angle are increased according to resolved node density 

density(t) of network though (2). t0 is time of last TW. As a 

result, adapted wdir for efficient selection of relay node is 

represented as (3). 
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Fig. 1  Illustration of locational information for prediction of node’s 

state 

 

 

 
Fig. 2 Illustration of relation between relay node selection and node 

density 
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The adapted Wdir though (3) is decreased or increased by 

Density(s). Consequently, number of selected relay node are 

decreased when node density of network is increased. 

B. Velocity weight factor 

Wv is effected by distribution of massage. Distribution of 

massage is decided by TTL(Time To Live) of message. If 

distribution of message is greater, the message is estimated to 

old massage and remaining TTL will be shorter. Figure 4 show 

distribution of message according to time in flooding based 

communication method. As a result, massages those have short 

TTL are represented as low distribution but have long TTL are 

represented as high distribution. 

So messages that has high distribution are forwarded by relay 

nodes with high velocity since high probability of which have 

short TTL. Therefore, nodes are processed to decide message 

distribution 

 Old message count(Mold): if nodes are in contact with the 
same message, Mold  is increased 1 in these message. 

 Fresh message count(Mfresh): if nodes are in contact and 
copy new message each other, Mfresh  is increased 1. 

Through using Mold and Mfresh, each node decide message 

distribution MD. MD is represented by (4). 
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According to (4), if old massage count is high, MD is increased. 

If old massage count is low, MD is decreased. Consequently, 

adapted Wv is represented by (5). 

)()()( 0 tMtwtw Dvv   (5) 

 

Though (5), Wv is increased when network massage 

distribution is high. As a result, probability of selecting relay 

nodes which have high velocity is increased. Therefore the 

nodes have massage which have short TTL select fast relay 

nodes easier and massage delivery ratio is increased. 

C. Adapted Probability of relay node selection 

As a result, adapted probability of relay node selection Pi is 

represented to (6) using (3) and (5). Through (6), Pi is decided 

by dynamic weight factor Wdir and Wv that is changeable 

according to resolved network environment. Therefore, each 

node select context and efficient relay nodes using Pi. 

Consequently, network overhead and overhead rate is decreased 

and the massage delivery ration is maintained. 
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IV. SIMULATION AND RESULTS 

In this section, we compare to Epidemic routing that is 

existing stochastic routing protocol, prediction based 

routing[10] that is not using the proposed method and prediction 

based routing using proposed method using simulation. 

Simulation environment is shown table 1. 

 

 
Fig. 3  Illustration of relation between node movement range and node 

density in network. 

 

 

t
 

Fig. 4 Illustration of message distribution according to time for 

flooding based massage forward method. 
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TABLE I.  SIMULATION ENVIRONMENTS 

Network size 900x600(m2) 

Simulated time 12(h) 

Time To Live 2(h) 

Number of nodes 100,200,300 

Transmit range of nodes 5m 

Transmit range of base station 50m 

Velocity of nodes 1~5m/s 

Mobility model Random Way Point Model 

 

A. Overhead 

Figure 5 is graph that compare overhead to existing routing 

protocols and routing protocol using proposed method 

according to increasing number of nodes. Figure 5 show 

overhead of routing protocol using proposed method more 38% 

compared to existing prediction based routing protocol. But 

compared to Epidemic routing protocol, overhead is decreased 

to average 47% according to node increases. And overhead rate 

is reduced to 50% in accordance with the node increases. As a 

result, figure 5 is shown that proposed method is more effective 

in dense network environment. 

B. Figures and Tables  

Large figures and tables may span both columns. Place figure 

captions below the figures; place table titles above the tables. If 

your figure has two parts, include the labels “(a)” and “(b)” as 

part of the artwork. Please verify that the figures and tables you 

mention in the text actually exist. Please do not include 

captions as part of the figures. Do not put captions in “text 

boxes” linked to the figures. Do not put borders around the 

outside of your figures. Use the abbreviation “Fig.” even at the 

beginning of a sentence. Do not abbreviate “Table.” Tables are 

numbered with Roman numerals.  

C. Delivery raio 

Figure 6 is graph that compare massage delivery ration to 

existing routing protocol and routing protocol using proposed 

method. Delivery ratio of prediction based routing protocol 

using proposed method show high delivery ratio in sparse 

network environment unlike existing prediction based routing 

protocol. And delivery ratio is increased similar to Epidemic 

routing protocol according to nodes increases. Consequently, 

delivery ration of prediction based routing protocol using 

proposed method is increased from twice to four times compare 

to existing prediction based routing protocol. 

D. Average latency 

Figure 7 is a graph comparing the average delay time 

according to the number of nodes increases. Average latency of 

prediction based routing protocol using proposed method is 

short in sparse network environment unlike existing prediction 

based routing protocol. And proposed method shows the 

average latency decreased from 50% up to 80% compared to the 

existing prediction based routing protocol. 

Prediction based routing protocols using the proposed 

method is shown high delivery ration and short average latency 

compared to existing prediction based routing protocol in sparse 

network environment. Furthermore, overhead is reduced 50% 

compared to Epidemic routing protocol. And overhead ratio is 

reduced according to nodes increases. Consequently, proposed 

 

 
Fig. 5 Simulation results of overhead as change of node’s number. 

 

 
Fig. 6 Simulation results of delivery ratio as change of node’s number. 

 

 
Fig. 7 Simulation results of average latency as change of node’s 

number. 
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method complement the disadvantage of existing prediction 

based routing protocol in sparse network environment using 

dynamic weight factor according to network environment. And 

disadvantage of Epidemic routing protocol as high overhead is 

complemented without performance penalty of delivery ratio 

and average latency. 

  

V. CONCLUSION 

DTN is purposed to solve problem of unstable network 

environment as space, deep sea. But existing DTN routing focus 

massage delivery ratio and neglect efficiency network 

communication. Consequently, existing DTN routing method is 

too hard to apply to actual condition of network environment.  

In this paper, we propose method that select more efficiency 

relay nodes in DTN to solve these problem. For select efficiency 

relay nodes in DTN, proposed method analysis node state 

information in node’s history and appreciate network 

environment. So proposed method adapt initiatively to unstable 

network environment using dynamic weight factor of relay node 

selection. Furthermore, node’s mobility is methodical 

differently to Random Way Point Model[11] in simulation. 

Therefore, the closer to real network environment, accuracy of 

prediction of node’s movement and actual performance will be 

better. If you continue to further study considering relay node 

selection according to the buffer and the energy of the node, it 

will be more reliable configuration of the routing in DTN. 
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Abstract— Cyber diversity is proposed as one of the general 

principles of fault- and intrusion-tolerant digital (smart) substations 

connected to Nuclear Power Plant (NPP). The approach for 

substation diversity assessment and assure to decrease risks of 

Common Cause Failures (CCFs) and Cyber CCF is suggested in 

this paper. The new metrics of smart substations diversity 

assessment are introduced allowing estimating the diversity 

required to decrease risks of CCFs including cybersecurity risks. 

Smart substation’s attributes of diversity (design, signal, 

functional, equipment and others) are also considered in the paper.  

 
Keywords - cyber diversity, NPP, smart substation, common 

cause failures 

I. INTRODUCTION 

A. Motivation 

Power electricity industries are being widely transformed, 

driven by the need for more energy, scarcity of natural 

resources and global warming. One of the most promising 

technologies is the smart grid technology which combines a 

traditional electric power grid (PG) with an "intelligent" 

information and communications technologies to produce a 

smarter power system.  

Nuclear power occupies a unique position in the debate 

over global climate change as the only carbon-free energy 

source. Nowadays it is already contributing to world energy 

supplies on a large scale, and has potential to be expanded if 

the challenges of safety, nonproliferation, waste 

management, and economic competitiveness are addressed, 

and technologically fully mature. So it might be concluded 

that NPP is an intrinsic part of future smart grid.  

The substations provide links between NPP and PG. They 

are extremely strategic to NPP safety. Compared to other 

systems in an electric utility network, the smart substation 

has the highest density of valuable data needed to operate 

and manage a smart grid. Unreliable substation equipment 

and insufficient cyber security introduce new risks to NPP 

safety. A successful attack on one of these substations could 

have fatal and expensive consequences.   

Smart substations main assets are not only physical 

facilities, but also information, databases and software 

applications, different intelligent electronic devices (IEDs) 

such as breaker controllers, voltage regulators, remote 

terminal units (RTUs), programmable logic controllers 

(PLCs). These IEDs are important cyber assets of digital 

substation.  

Substation state of operability could be compromised by 

IEDs common cause failures (CCFs) which could occur at 

any substation level, cause the substation unavailability and 

as a result introduce new risks to NPP safety. Hardware 

CCFs are failures (or unavailable states) of substation 

equipment due to a shared cause. NPP instrument and 

control (I&C) failures analysis proves that CCFs are 

significant contributors to I&C incidents. For example, 450 

failures (out of 3000) fall on multiple I&C failures during 

564 reactor-years [1].  

According to [2], Industrial Control Systems (ICS) have 

the common cyber vulnerabilities. These vulnerabilities are 

divided on three general categories such as: the 

vulnerabilities inherent in the ICS product, vulnerabilities 

caused during the installation, configuration, and 

maintenance of the ICS and the lack of adequate protection 

because of poor network design or configuration. For 

example, through bad coding practices and improper input 

validation, access can be granted to attackers allowing them 

to have unintended functionality or privilege escalation on 

the systems. Examples of improper input validation 

identified are within buffer overflows, boundary checking, 

and code injection. It means that besides hardware or 

software CCFs (stipulated by application the similar 

software versions) digital substations’ IEDs might be prone 

to cyber common cause failures (CCCFs). Cyber CCFs 

might be determined as events when cyber assets’ 

availability, confidentiality and integrity are compromised 

within a specified (short) time interval. The reasons are the 

common cyber vulnerabilities, tough coupling within 

networks between IEDs which might lead to security 

violation due to human errors, shared input data equipment, 

environmental events (flooding, storm) and cyber attacks, in 

particular, attacks on joint component vulnerabilities. Thus 

substations with critical loads, such as NPPs, should be 

given the highest level of importance in respect of their 

cyber security considering CCCFs as well. The higher level 

of cyber security of smart substation with critical load might 

be achieved through implementation of substations’ 

diversity when IEDs with similar functionalities are 

different and less vulnerable to the same shared cause. 

B. Related works analysis 

The paper [3] has performed the common vulnerabilities 

assessments on a large variety of systems, and for each 

assessment, it tailors the assessment and methodology to 

provide the most value to the customer. All vulnerability 

identification activities are focused on enabling the 

identification and remediation of the highest risk ICS 

cybersecurity vulnerabilities rather than the collection of 

data for statistical purposes. It also gives the 

recommendations for ICS vendors and owners on how to 

reduce the common vulnerabilities of ICS systems including 

creation of a security culture, enhancing ICS test suites, 

applying patches, redesigning network protocols for 

security, etc. It might be unfeasible to implement the joint 

plan for common vulnerabilities reduction considering such 

business issues as competition among vendors, lack of 

coordination, etc. 

Cyber diversity for security of digital substations 

under uncertainties: assurance and assessment  
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In paper [4] the authors consider the application of 

“defense in depth” (DD) for cyber security assurance of 

electrical distribution systems. DD is a strategy of 

integrating technology, people, and operations capabilities 

to establish variable barriers across multiple layers of an 

organization. These barriers include electronic 

countermeasures such as firewalls, intrusion detection 

software/components, and antivirus software, coupled with 

physical protection policies and training. The cost of 

implementation of such strategy is not considered in this 

paper.  

In paper [5] the common vulnerabilities of control 

systems are also considered. The paper describes the 

generalized trends in vulnerabilities observed from the 

assessments, as well as typical reasons for these security 

issues and the introduction to an effective mitigation 

strategy. Many of these vulnerabilities result from deficient 

or nonexistent security governance and administration, as 

well as budgetary pressure and employee attrition in system 

automation. It is also mentioned that DD concept should be 

used to cyber security assurance of cyber components.  

In [6] diversity approach to NPP I&C safety assurance 

and gap-based security assessment technique and tools is 

described and analyzed.  

It might be noted that the application of smart substation 

variety (diversity) is not considered as a means to decrease 

CCFs of IEDs including cyber CCFs. There is also no 

analysis of impact of substation diversity on probability of 

event when these substations with critical load are failed due 

to one shared cause. This event is determined as substations 

CCFs when all of them got unavailable within one short 

time interval. Substation cyber security assessment is 

characterized by high level of uncertainties existing due to 

high volume of qualitative data presented as experts’ 

opinions. To improve the validity of any cyber security 

estimates of smart substation the quantitative and qualitative 

data shall be considered and analyzed.  

C. Goal of the paper 

The main objective of this paper is to present the 

approach for cyber diversity assessment of substation under 

uncertainties and evaluate how this diversity can decrease 

the risks of CCCFs induced by common vulnerabilities 

among IEDs. To consider the impact of substation diversity 

on risks of substations’ CCCFs the application of Bayesian 

Belief Network (BBN) is proposed in this paper. 

II. THE STAGES OF DIVERSITY ASSESSMENT OF SMART 

SUBSTATION WITH A CRITICAL LOAD  

Diversity is one of the general principles used to 

decrease hardware vulnerability against CCF and provide 

dependability of I&C [6]. Diversity is the general approach 

used for decreasing CCF risks of NPP I&C systems. 

Differences in equipment, development and verification 

technologies, implemented functions, etc. can mitigate the 

potential for common faults [7]. 

Typically, there are three substations that provide the 

power supply for NPP. It is presumed in the future that NPP 

will be connected to PG through the same amount of smart 

substations. It is important to consider all possible risks 

which might occur within this interaction, analyze them and 

mitigate as well. Joint decision making between electrical 

utilities and NPP shall be also considered. 

There are many risks factors for smart substation. The 

list of these risk factors includes the following: human 

failures (on different substation levels), hardware failures, 

software failures, cyber security issues, external events (see 

Fig.1). 

 

Risk factors for smart 

substations stipulated by 

Human failures (on 

different level)

Hardware failures 

(including CCF)

Software failures (data & 

event related,

unintended )

External environment

Natural disasters Human made disasters

Cyber security issues 

(Loss of CIA, intended 

event)

 
Fig 1. The risks factors for smart grid substation 

 

Due to high level of coupling and interconnections 

between IEDs they might be prone to hardware and software 

failures.  

Hardware CCFs are subset of dependent failures in which 

two or more IEDs fault states exist at the same time, or 

within a short time interval, as a result of a shared cause 

(root-cause). The short time interval is determined by time of 

system response on failure. IED software failure is 

considered as an inability of its program to continue signal 

acquisition, consolidation, processing due to erroneous logic 

(usually systematic failures). There are many techniques to 

provide the software reliability. Among them are the 

software fault-tolerance techniques such as software 

redundancy. Software redundancy is achieved by 

incorporating some additional software components that are 

not exactly identical but they are similar in functionality. 

Common cause software failures are subset of software 

failures in which two or more IEDs fault states exist at the 

same time, or within a short time interval, as a result of a 

shared cause (software failure as a root-cause). 
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Cyber CCF might be determined as an event when IEDs’ 

availability, their data confidentiality and integrity are 

compromised within a specified (short) time interval.  

When an intruder gains the access to substation IEDs then 

the possible consequences might include: shut down of the 

substation or any portion of the subsystem controlled by the 

compromised IEDs; change IEDs settings to degrade their 

reliability and, subsequently, the power supply service that 

provided to NPP; gather control and protection settings data 

that could be used in a subsequent attack on other similar 

substation; plant malicious code that could later trigger a 

delayed or coordinated attack, etc.  

All of these events put the new risks to NPP connected to 

this smart substation. NPP and power utilities’ owners should 

cooperate with aim to reduce all possible risks caused by loss 

of external (for NPP) power supply. It means they should 

make the joint decision on selection of smart substations with 

the high level of diversity. The cost issues are to be 

considered as well. In this case the diversity is taken as CCFs 

mitigation techniques. Considering the IEDs high importance 

it is presumed that IEDs are significant contributor to 

substation vulnerabilities and substation cyber security might 

be achieved by implementation of diverse IEDs within 

different substations. The approach suggested for selection of 

smart substations with diverse IEDs deals with qualitative 

aspects represented in qualitative terms by means of 

linguistic variables. Computing with words (CW) has been 

applied as a computational basis to linguistic decision 

making of complex situations [6].  

To select the most diverse grid substations, using the 

diversity criteria and evaluate the similarity (difference) 

between IEDs, expert should take into consideration the 

compelling evidence. Based on these evidences experts 

evaluate the difference (similarity) between similar IEDs 

(from different substations) using the linguistic terms: SAME 

(S), NEARLY SAME (NS), DIFFERENT (D). 

A. The formation of diversity strategies set  

The following diversity strategies of smart substations 

implementation are considered in this paper: 

- Strategy S11 - all smart substations and their IEDs 

are similar. One vendor develops and produces all 

substations with no difference in IEDs design, 

manufacturing, cyber issues, etc.; 

- S21  - all substations are different and produced by 

different vendors; 

- S31 - all substations’ IEDs are produced by one 

vendor but there are some differences between them. 

B. The diversity strategies set’s expertise 

During this stage experts are supposed to fill the 

comparison matrixes to evaluate the similarities (differences) 

between the IEDs in term of hardware and cyber aspects. The 

expert is supposed to compare the IEDs with similar 

functionalities from different substations and select the most 

different between them.  

If the particular IED for the first substation is determined 

then it is required to compare it with the possible alternatives 

for IEDs with similar functionalities from second and third 

substation. If the substation automation controller, for 

example, OM600, the grid automation controller of ABB, is 

selected for the first substation, according to S2 strategy, this 

IED is compared with C264 from Alstom Grid (IED1), GE’s 

D25 from General Electric (IED2) and SICAM (IED3) AK 

from Siemens. The expert is required to assign the weight of 

each criterion.  

The criterion’s weight might be expressed either as 

linguistic value (Low, Medium, High) or any numerical 

values from [0, 1]. For sake of simplicity the weight of 

criterion is presented as a scalar value. 

Table I represents the example of diversity assessment for 

the strategy S21 (hardware aspects).   

 
TABLE I. CHECK LIST FOR IEDs CCF (HARDWARE VULNERABILITIES ASPECT) 

 
Vulnerabilities criterion 

Wk, weight 

of criterion 

IEDs 

IED1 IED2 IED3 

Design  

System Layout/Configuration 0,2 NS D NS 

Component Internal Parts  0,23 NS D D 

Design team 0,13 D D D 

Design procedures 0,24 NS D NS 

V&V procedures 0,2 NS D NS 

Manufacturing 

Manufacturing method, and 

material 

0,13 NS NS NS 

The manufacturing staff 0,27 D D D 

The same quality control procedure 0,6 NS NS NS 

Installation  

Installation method, and material 0,33 NS NS NS 

The Installation staff 0,41 D D D 

The quality control procedure 0,26 D D NS 

Operation  

Operation method, and material 0,4 S NS S 

The Operation staff 0,32 D D D 

The quality control procedure 0,28 
 

NS NS D 

Maintenance 

Maintenance/  

Test/Calibration Schedule  

0,21 NS D NS 

Maintenance/  
Test/Calibration Procedure 

0,31 NS D NS 

Maintenance/Test/Calibration Staff  0,48 D D D 
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Table II represents the example of diversity assessment for the set of strategies S21 (cyber aspect).  

 
TABLE II. CHECK LIST FOR IEDs CCF (CYBER VULNERABILITIES ASPECT) 

Vulnerabilities criterion Wk, weight of 

criterion 

IEDs 

IED1 IED2 IED3 

Design 

The coding practices 0,12 NS D D 

The security requirements 0,21 NS D D 

The security testing procedure 0,13 NS NS NS 

The vendor 0,15 D D D 

The tools used 0,19 S S NS 

The security culture 0,2 NS S D 

Installation 

The installation procedure 0,43 D D D 

The installation team 0,35 D D D 

The installation tool 0,22 NS NS NS 

Operation 

The communication links 0,51 S NS NS 

The port security on  

network equipment 

0,49 

 

NS D NS 

Configuration 

Patch management procedure 0,22 NS NS D 

Encryption procedure 0,13 D NS NS 

Authentication procedure 0,65 D D D 

 

The expert is proposed to use linguistic values to evaluate 

all possible IEDs’ alternatives for substations.  

In this paper, we shall use labels represented by triangular 

fuzzy numbers. A triangular fuzzy number, denoted by M = 

<m, α, β>, has the membership function:  

( )

0,

1 ,

1,

0, .

M

  for x m m α

m x
 for m α x m

µ x α

 for x m

 for x m β

≤ ≤ −
 − − − < <

= 
 =


≥ +

       (1) 

The point m, with membership grade 1, is called the mean 

value and α, β are the left hand and right hand spread of M 

respectively. 

For example, we assign the following semantics to the set 

of three terms:  

NS = (0, 0,25, 0,5), S = (0,25, 0,5, 0,75),  

D =(0.5, 0,75, 1). 

 

C. The aggregation stage 

During this stage all linguistic values provided by experts 

are aggregated to obtain a collective assessment for the 

IED’s alternatives. It is provided by calculation of the fuzzy 

diversity score Dij as an arithmetic mean: 

1 1 1

1 1 1
( , , )

t t t
t t t

ij k ij k ij k ij

i i i

D w m   w  α   w  β  
t t t= = =

= × × ×∑ ∑ ∑

 

 

(2) 

where  – weight of k criterion; < > – a 

triangular fuzzy number that represents one of linguistic 

values {S, NS, D} assigned by tth expert for Sij diversity 

strategy. Dij represents a difference between two IEDs. The 

more value Dij, which corresponds certain diversity strategy 

Sij, the more diverse both IEDs.  

Using the best-fit method [8], the obtained fuzzy diversity 

score Dij for each IEDs can be mapped back to one (or all) 

of the defined linguistic terms (SAME, NEARLY SAME, 

DIFFERENT). The method uses the distance between fuzzy 

diversity score, represented by fuzzy triangular number for 

each IEDs and each of the initial linguistic terms to 

represent the degree to which obtained score,  is confirmed 

to each of them. The distance between the obtained fuzzy 

diversity score Dij and the expression SAME, NEARLY 

SAME, DIFFERENT is defined as follows: 

( )
1

3 2
( ) 2

1

, ( )
=

 
= − 
 
∑r j j

ij ij Dij same

j

d D  SAME µ µ  

( )
1

3 2
( ) 2

1

, ( )
r j j

ij ij Dij NS

j
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∑

 

( )
1

3 2
( ) 2

1

, ( )
r j j

ij ij Dij different

j

d D  DIFFERENT µ µ
=

 
= − 
 
∑

 

 

(3) 

Hence, each IED is characterized by 3-tuple 

< >, where  - a distance between obtained 

fuzzy diversity score and corresponding linguistic term 

(SAME, NEARLY SAME, DIFFERENT).  

It should be noted that each  (j = 1,…J, where J – 

number of possible alternatives classified as type of Si 

strategy, I – number of strategy type) is an unsealed 

distance. The closer Dij, is to the rth expression, the smaller 

 is. More specifically,  is equal to zero if Dij, is just 

the same as the rth expression in terms of the membership 
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functions. In such a case, Dij should not be evaluated to other 

expressions at all due to the exclusiveness of these 

expressions. To embody such features, new indices need to 

be defined based on  (r = 1, 2, 3). 

Suppose  is the smallest among the obtained 

distances for Dij, and let αi1, αi2, αi3 represent the reciprocals 

of the relative distances between the identified fuzzy 

diversity score Dij, and each of the defined linguistic terms 

with reference to (smallest distance). Then,  (r= 1, 

2, 3) can be defined as follow: 

( )

( )

(3)

1
, 1, 2,3.r

ij r

ij

ij

α  r
 d

 d

= =

 

 

 

(4) 

If = 0 it follows that  is equal to 1 and the others 

are equal to 0. Then,  (r = 1, 2, 3) can be normalized by: 

( )

( )

3 ( )

1

, 1,2,3

r

ijr

ij
r

ijr

α
β  r

α
=

= =
∑  

 

(5) 

Each  represents the extent to which Dij belongs to 

the rth defined linguistic terms. Thus,  could be viewed 

as a degree of confidence that obtained fuzzy scores for all 

diversity strategies Sij belong to the rth defined linguistic 

terms.  

Results obtained for the selection of the most diverse 

substation controller to decrease the cyber vulnerability of 

smart substation with critical load are presented in the table 

III. The IED1 is the most diverse IED to OM600 in respect 

to cyber vulnerabilities.  

TABLE III.RESULTS OBTAINED FOR ALL IEDs CONSIDERED IN 

EXAMPLE 

IED 

 

alternatives 

Degree to which Dij belongs to the initial terms 

S NS D 

IED1 0,12 0,39 0, 49 

IED2 0, 36 0,28 0,38 

IED3 0,33 0, 63 0, 04 

C. The exploitation stage  

During this stage all IEDs’ alternatives are ranked by 

using the collective linguistic assessment obtained in the 

previous stage, taking into account the cost of each IED, Cij. 

The rational diverse strategy could be found with the 

following criterion: 

, 
 

(6) 

where  represents the extent to which Dij belongs to 

the rth defined linguistic terms;  - cost of Sij reduced to 

, i,j – indexes of alternatives. 

The main aim of all stages described above is decrease 

the IDEs cyber common vulnerabilities of substations with 

critical load. The more diversity in particular IEDs the more 

diversity is achieved among this type of cyber security 

assets. All smart substation cyber assets should be evaluated 

in the same way to provide the highest level of cyber 

security. The result of this approach is the set of diverse 

smart substation with critical load. 

D. BBN as a basis for Cyber Common Cause Failure 

assessment of substations 

The connections between NPP and smart substations are 

represented as BBN with nodes (NPP reactor, safety systems 

and substations) and edges as the power lines. BBNs are 

very effective for modeling situations where some 

information is already known and incoming data is uncertain 

or partially unavailable. BBN that represents links between 

reactor unit, its safety systems (RPS, RCIC) and on site, off 

site power supply is given in Fig. 2. Construction and 

assessment of BBN parameters was performed using Netica 

5.12 tool. The Netica APIs are a family of powerful 

Bayesian Network toolkits.  

BBN allows evaluating CCFs of substations that provide 

the power supply to NPP. When successful cyber attack on 

smart substations IDEs is launched then if there is no any 

substation diversity (all substations IEDs are the same) the 

probability of CCFs of all substations is 0,729. All 

substations are prone to the same threats and have the 

common cyber vulnerabilities. This scenario describes the 

situation when the attacker (terroristic organization) 

performs the successful attempt to compromise the IEDs 

cyber security and as a result to make the substation to be 

not operable. It seems to be realistic while all substations are 

similar.  
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Fig. 1 BBN without cyber diversity implementation 

 

We have selected the most different IEDs considering the 

approaches given above.  

BBN presented below is made on parameters that 

consider diversity in substations. It might be seen that the 

probability of CCFs is decreased to 0,126. 

III. CONCLUSIONS  

The safe operation of NPP requires that smart substation 

operates in secure manner. In the future if not being treated 
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now the cyber risk of smart substation can compromise NPP 

safety. The way to assure the security of smart substation the 

cyber diversity is suggested in this paper.  

All substations with critical load should be selected with 

diversity in mind. The features of diversity approach 

application in this case are stipulated by system of systems 

issues. Using cyber diversity we should take into account 

that different effect can be obtained for different security 

attributes (integrity, confidentiality, accessibility).     

The approach for diversity assessment of such substations 

based on processing of linguistic values given by experts is 

suggested in this paper. 
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Fig. 2 BBN with cyber diversity implementation 

 

   

Each IED is characterized by fuzzy diversity score of its 

similarity (difference) with IED that has been already 

selected. The cost of IED is also taken into consideration. 

This approach might be useful during the initial stage of 

substation modernization. BBN is used to evaluate CCF of 

substations with critical load before and after diversity 

implementation. Hence, diversity types and capacity 

selection to assure required level of security and security 

attributes minimizing cost is one of the future tasks. 
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Abstract— The paper summarizes concepts of green computing 

and is about the one of the most important challenges caused by a 

power crisis in context of information technologies application. Main 

definitions and taxonomy of green computing are provided. The 

article represents main objectives and specific tasks of TEMPUS 

GreenCo project and other projects, funded by European Commission 

– TEMPUS SEREIN, TEMPUS CABRIOLET and by FP7 

Programme – KhAI-ERA. The deliverables of TEMPUS GreenCo 

project and connections with other TEMPUS projects are described. 

 

Keywords — green IT, green computing, taxonomy, TEMPUS 

GreenCo project. 

I. INTRODUCTION 

reen technologies are innovations (innovative 

technologies) based on the principles on sustainable 

development and reuse of resources. Their main goal lies in 

decreasing of negative influence on the environment, e.g. 

reduce the amount of waste, increase energy efficiency, 

improve the design to reduce the amount of resources 

consumed [1]. Green technology and green energy is 

complemented by the concept green business, which is 

characterized by the use of such technologies (and such 

energy) at different stages of production, corporate and social 

responsibility, which are directly related to the concept of 

green culture [2]-[3]. 

During literature review and analysis on green computing 

and green IT, it is needed to select [4-7]. Part of them 

addressed problem of resources saving in IT offices, and it 

was not just about energy, but also other resources, including 

consumables (paper, toner cartridges, etc.). Among the first 

books of it should be noted book on green IT for the 

"Dummies" [8]. Later on several books (joint monographs) 

were published [9]-10]. The first one should be noted 

specifically it more fully covers all the problems of green IT. 

It is interesting to note that the main sections of the book were 

in tune with the list of courses that have been included in the 

project TEMPUS GreenCo. The second book continues the 

series of publications on green data centers. The paper goal is 

to summarize concepts and taxonomy of green computing. 

The article represents objectives and specific tasks of 

TEMPUS GreenCo and other projects, funded by European 

Commission. The deliverables of TEMPUS GreenCo project 

and connections with projects TEMPUS SEREIN and 

CABRIOLET are described. 

 
 

II. GREEN COMPUTING. BIG PICTURE 

A. Green computing taxonomy 

Information technologies can be described and viewed in 

the narrow and broad sense in the context of sustainable 

development. In a narrow sense – it is energy-saving and 

energy-efficient information technology and systems in broad 

one – they take into consideration environmental, security and 

sustainable development in general.  

So, main entities in the field of sustainable development 

(sustainability) and green IT, as an “IT Sustainability Set 

(ITSS), could be described by the Cartesian product of two 

subsets: 

• Sustainability Development Set (SDS) of: energy and 

resource (EnF), ecology (EcF), safety (SF) и social and 

economic (СF); 

• Two-element set (Means-Object Set – MOS): 

 

( ) ( )

  
=  *  =
= ,  ,  ,   * ,  

ITSS
SDS MOS

EnF EcF SF СF Means Object

=
 

     (1) 

 

Table 1 represents this multiplication. Each cell contains 

particular task in the field of green IT. String “Means” isn’t 

parted to the components because when IT is used as a tool, 

the combinations of components is used as a rule. Moreover 

strictly speaking both net and infrastructure means (tools) 

include hardware and software. To the strings “Object” yet 

another is added, which brings together all the components. 

This matrix allows conducting preliminary analysis of green 

IT directions and corresponding facts. It generalizes the 

similar matrices proposed by the project participants TEMPUS 

GreenCo [11]-[12]. The analysis performed allows developing 

and analyzing taxonomic scheme of green information 

technologies. In this article, we confine our analysis to the 

taxonomy of green IT in the narrow sense: define the 

hierarchy, clarify the basic concepts and logical connections 

between them.  

Green energy – energy derived from renewable sources 

without affecting or with acceptable damage from the point of 

view of sustainable development for environment human and 

technical facilities. 

Green technology – is an innovative technology, understood 

as a set of methods, processes and materials used in any kind 

Green computing within the context of 

educational and research projects 
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of business to create new tangible or intangible products, and 

based on the principles of sustainable development, obtaining 

and use of green energy. 

 

Tab. 1. Matrix of tasks of green IT in a context of 

sustainability concept 

Green engineering – a special kind of engineering or, as is 

often said, engineering, based on green technologies. It could 

be represented in a form of services tended to improve energy 

efficiency, safety and environmental performance of industrial 

processes and products. 

Green IT – is an adaptation of the practice of IT’s 

development and application so as to use IT more effectively. 

It forms a vector of development. 

Green computing – a special kind of computing. In order 

to clarify the concept of green computing, it is necessary to 

understand the nature and evolution of the paradigm of 

computing in general. We can say that today there is a concept 

of computing in a narrow, broad and global sense.  

In a narrow sense computing – is a calculation (the set of 

transformations that are performed by applying a finite 

number of pre-defined rules) that runs on a computer or in a 

computer system. 

In a broad sense computing – is a collection of scientific 

knowledge engineering methods and activities aimed at the 

development and application of computer technology, 

including hardware and software, in different areas for the 

purpose of information and automation. 

In a global sense, computing or noocomputing – is part 

of the noosphere, a theory which has developed a great 

scientist V.I. Vernadsky [13]. In the processes of globalization 

noocomputing, which formation can be completed within this 

decade [14], should play a key role. 

Definition of green communications in a similar manner is 

projected on computer networks and telecommunications, and 

can be considered as a component of green computing. 

Green information technology (green IT) – a set of 

processes, methods and tools for data collection, storage, 

processing, supply, distribution of information and methods of 

their implementation, aimed at improving energy efficiency, 

safety and environmental technologies themselves and the 

systems in which they are applied, as well as dissemination of 

the relevant values in the society. 

Green IT engineering – kind of engineering based on the 

development and application of green IT in different types of 

human activity. Therefore, it is possible to distinguish and 

properly interpret the green computer engineering and green 

software.  

Based on the concepts discussed the following components 

can be determined: 

• green hardware minimizes power consumption and the 

risk of dangerous failures when using systems important to 

safety. Accordingly, one can speak of green chips, 

microprocessors, modules, etc.; 

• green software minimizes the information and energy 

systems, as well as based on the code, optimized on the energy 

metrics. 

IT systems (infrastructures), based on green hardware and / 

or software may be called green IT systems 

(infrastructures). 

Green cloud computing can be defined as technology that 

can provide potential benefits for the environment and energy 

savings in the provision of services via the Internet or other 

distributed computing technologies. 

Greenware – is a combination of hardware and software, 

and services that allow the user to minimize the effect of using 

a computer or computer system on the environment and the 

cost of expenses for their use and maintenance. 

IT greening (or greenwashing by [9]) and green IT 

reengineering are process terms and are particularly 

important when it comes to developing of energy efficient 

software, as well as modernization of existing IT systems of 

different nature in the interests of reducing power 

consumption, etc. 

Green IT culture – these are the values and norms of 

behavior related and directed on preservation and 

enhancement of all components of the environment, resources, 

energy and safety by improving the development and 

implementation of green technologies and information 

systems, as well as methods of professional and social 

activities, IT specialists in forming, development, 

dissemination and adoption of these values and norms. 

Green IT business aims at developing and implementation 

of IT and green technologies, which affirmed the value of 

green culture, implementing a business organization that 

minimizes the use of energy and other resources, and direct or 

indirect CO2 emissions in creating products and services. 

Green IT policy – is a set of goals and activities regulating 

the achievement of rational results in the field of green IT, 

specific indicators on energy efficiency and resource 

conservation.  

 

B. Green computing metrics 

Energy saving and energy efficiency are the main 

characteristics; the first one is determined by the consumption 

of energy, and the second – how efficiently the energy is used. 

It is about power, being measured by capacity Pe. 

Thus energy Ee is the complex indicator that can be 

calculated as the ratio of capacity to be achieved, precision, 

and other characteristics, or their growth ∆P using technology 

or IT systems per watt Pe or its changes  

 

e e eP :     /  PЕ П∆ =  (2) 

 

or 
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e e   /  PЕ П= ∆ ∆  (3) 

 

Energy saving has a broader meaning and indicates not only 

the quantitative value of energy savings by using green IT, but 

also on a set of measures aimed at reducing consumption. 

In order to estimate the share of energy Pe, which is 

consumed by equipment of such system with respect to the 

total energy Ps of technical complex, enterprise, or any object 

that is embedded in the software and hardware, they use 

simple index MEI (power IT-system metric):       

 

e sPIM  P  /  P=  (4) 

 

When talking about data centers (data center computing 

clusters, cloud infrastructure) one should use used metric PUE 

(power usage effectiveness):  

 

s ePUE  P  /  P=   (5) 

 

The following metrics are also used: 

GEC (green energy co-efficient) – defines the part of the 

energy Per, which is derived from renewable sources: GEC = 

Peg / Pe. 

ERF (energy reuse factor) determines the fraction of 

energy (heat primarily), released during the calculations work 

of and data centers as a whole, beneficial use in the future Per 

(e.g. for heating, greenhouses, etc.):  

 

er eEPF  P  /  P=  (6) 

 

Carbon usage effectiveness takes into account the impact of 

data centers and similar systems on the environment, the 

measured CO2 emissions, and is determined by the ratio of 

emissions CE caused by a common data center power Ps to the 

volume of energy consumed for processing information Pe 

[16]:  

 

eCUE  CE /  P=  (7) 

 

For the IT system, its components and processes associated 

with the development and application the particular indicators, 

which are sometimes called green metrics [17] could be 

calculated. They are described more detailed in [18]-[19] and 

in broad sense are based on so called GAMES-approach 

(Green Active Management of Energy in IT Service Centres). 

Such metrics indicate: 

• the proportion of processes aimed at reducing the use of 

resources, including reducing energy consumption and 

improving energy efficiency; 

• assessment of the relative influence of each of these 

processes and project activities on resources, energy 

consumption and energy efficiency; 

• degree of improvement in resource characteristics of the 

products obtained at different stages, etc. 

III. TEMPUS AND FP7 PROJECTS ACTIVITIES 

A. TEMPUS GREENCO tasks and structure 

At the time of TEMPUS GreenCo project proposal there 

were no MSc programmes in Green IT Ukraine and other 

post-USSR countries. Hence it was needed to fill in the 

formed GAP in teaching of green IT in Academia. Concept, 

main activities, tasks and structure of TEMPUS GreenCo 

project (Green Computing and Communication), reference 

number 530270-TEMPUS-1-2012-1-UK-TEMPUS-JPCR, 

were developed at department of computer systems and 

networks (CSN) of National Aerospace University KhAI 

together with colleagues from Newcastle University. Detailed 

evolution of another joint TEMPUS projects is described in 

[20].  

Specific outcomes of TEMPUS GreenCo project are [20]: 

1. To introduce a green computing & communications 

programme for master students in universities in Ukraine and 

Russian Federation; 

2. To introduce a green computing & communications 

programme for doctoral students in universities in Ukraine and 

Russian Federation; 

3. To facilitate intensive capacity building measures for 

Ukrainian and Russian IT tutors; 

4. To establish two PhD incubators in Ukraine and 

Russian Federation on green computing & communications. 

Main activity of such TEMPUS-funded project is 

development of teaching courses, their dissemination for MSc, 

PhD and LLL (long-life learning) level. In frame of TEMPUS 

GreenCo project the following courses are to be developed: 

1. MSc courses: 

• Foundations of green IT-engineering   

• Technologies of green computing 

• Technologies of green regulators and robotics 

• Technologies of green communication 

2. PhD courses 

• Standardization of green computing and 

communication 

• Research and development (R&D) for green FPGA-

based systems 

• R&D for green mobile applications  

• R&D for green wireless networks 

• R&D for green cloud computing 

• R&D of ITs for smart energy infrastructures 

• Green software 

3. LLL (long-life learning) courses 

• Techniques and tools (T&T) for green computing    

• T&T for green control systems  

• T&T for green communication and management 

MSc courses form a conceptual base of green ITs and 

provide review of existed technologies in the field of energy-

saving computing, network decisions and decisions for 

automated process control system and robotic systems. They are 

intended for IT bachelor graduates to gain an understanding of 

the green computing methodologies and paradigms, energy 

efficient system level software such as compilers, hypervisors, 

monitoring and profiling tools, workload managers, and 
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programming environments, energy aware large scale 

distributed systems, such as Grids and Clouds. They are suitable 

for those aspiring to be software developers, software 

architecture designers, FPGA developers, experts on distributed 

infrastructures.  

PhD courses include materials of research and development 

of “hot-topic” directions in green IT on the level of 

microcircuits, systems, networks and infrastructures. Moreover 

the normative regulation issues in the field of green IT and 

related fields are reviewed.  

LLL (long-life learning) courses are aimed at practical 

aspects – engineering techniques and tools for development and 

management of green IT systems.  

B. TEMPUS Greenco project deliverables 

In frame of TEMPUS GreenCo two-volume multi-lecture 

edition covering different aspects of green IT concept was 

developed [21]-[22]. It presents lecture material including 

theoretical and practice issues of green IT-engineering for MSc-

courses, PhD-Courses and training modules developed in 

frameworks of the project TEMPUS GreenCo.  

Volume 1 [21] contains material based on the outcomes of 

analysis, research and development in the area of green (energy 

saving and energy effective) computer components and 

systems. The base concepts, principles and taxonomy of green 

computing and green IT-engineering are described. The 

methods and techniques of green hardware and software 

development and assessment for CPU- and FPGA-based 

embedded and mobile systems are proposed. The models and 

algorithms allowing save resource and power consumption at 

modeling, development and verification of FPGA design, high 

performance systems and lightweight cryptography systems are 

analyzed.  

Volume 2 [22] contains material based on the outcomes of 

analysis, research and development in the area of green (energy 

saving) computer systems, networks, cloud IT-infrastructures 

and their application in industry and in context of green culture 

of society as a whole. The methods, technologies and cases 

related to the following directions are described: green Wi-Fi 

and mobile systems and networks (routing in networks, sensor 

networks, adaptation, hybrid systems); green databases and 

cloud computing (access and storage of data, data centers, 

architecting, management); green IT and industrial 

instrumentation and control (I&C) systems (smart grid, I&C for 

industry and universities); green IT for business and society 

(web for green, economic issues, IT-cooperation). 

Figure 1 shows taxonomical scheme which describes the 

links between main concepts of green computing and green IT 

engineering and correspondent volumes of “Green IT 

engineering” book, published in frame of TEMPUS GreenCo 

project. In the left part of the scheme four groups of concepts 

related to the following issues are identified: 

• Sustainability and its components (environmental, 

safety, and resource); 

• Engineering, technology and systems; 

• Culture, including green culture; 

• Business, including green business. 

On the right side, in addition to the above terms the logical 

connections between them are specified: 

• Green computing, noocomputing; 

• Green IT and Green IT engineering; 

• Green IT software (components, processes, properties, 

characteristics and metrics) and green IT systems; 

• Green IT culture and green IT business. 

C. Other TEMPUS and FP7 projects 

TEMPUS GreenCo project is closely connected with other 

projects performed at CSN department at KhAI: 

SEREIN project [23] “Modernization of postgraduate 

studies on security and resilience for human and industry related 

domains”. This project is performed in frame of TEMPUS 

programme. To reach the main objective the international MSc 

and PhD programme on cyber security and resilience for 

Ukrainian universities will be developed. Power consumption 

and its leakage allow conducting successful power analysis-

based attacks. Security is often about balance of protection 

measures and cost, so students should be able to resources 

efficiently. 

CABRIOLET project [24] “Model-oriented approach and 

intelligent knowledge-based system for evolvable academia-

industry cooperation in electronic and computer engineering”.  

The project is aimed on design and nation-wide sustainable 

introduction of model-oriented approach based on 

implementation of general life cycle model of Evolvable 

Academia-to-Business Cooperation (EA2BC) and 3 customized 

models serving different types of Academia-to-Business 

cooperation and introduction of intelligent knowledge-based 

system (IKBS) for analysis, processing and generating of 

assessment results and recommendations for involved academic 

departments and companies. In order to establish such 

sustainable system the results of GreenCo project are 

qualitatively and effectively used. 

KhAI-ERA project [25] is a special support action funded 

by the European Commission within FP7 Capacities Specific 

Programme which aims to reinforce National Aerospace 

University “KhAI” research cooperation capacities in order to 

become more closely integrated into the European Research 

Area (ERA). CSN department at KhAI play key role in topic 

C “Dependable Embedded Systems” of KhAI-ERA project 

(covering the topics related to architecting, development, 

formal methods and verification of dependable FPGA- and 

software-based embedded systems). Energy-saving plays in 

important role in embedded systems of critical application, 

and so the experience obtained during GreenCo project allows 

to act more effectively in this case.  
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Fig. 1. Taxonomical scheme of green computing and structure of “Green IT engineering” book 

 

KhAI’s experts established permanent contacts with 

CEBE-TUT’s [26] trainers and lecturers in order to organize 

training modules and deliver workshops in dependable 

embedded systems for experienced researchers and summer 

schools for young researchers. Training modules to be 

developed are intended for KhAI`s experienced, mid-level and 

young participants (as well as in GreenCo project for MSc, 

PhD and LLL levels, SEREIN project for MSc, PhD and In-

service training) selected in competitive basis taking into 

account their teaching activity, experience, gender issues and 

language skills. The overall picture of reviewed projects is 

described in detail in [15]. 

D. National green related projects 

Amongst international projects the department of computer 

systems and networks of National Aerospace University 

“KhAI” took part in the national project “Theoretical 

foundations, methods and information technology of critical 

software and hardware development under resource 

limitations (2012-2014)”. The following tasks were 

considered:  

1. Development of scientifically grounded principles, 

models and methods for use of language-based approach for 

creating critical software systems 

2. Development of principles of multiversion computing 

multiparameter adaptation and methods of dependability 

ensurance for I&Cs  and infrastructures taking into account 

resource constraints 

One more project that is currently performed at CSN 

department of KhAI is “Scientific fundamentals, methods and 

tools of green computing and communications” (2015-2017). 

 

IV. CONCLUSION 

Green computing plays an important role in formation of 

sustainable development of human civilization. The described 

concepts and taxonomical scheme of green computing are a 

base for defining connections with other IT-domains. The 

links between GreenCo, SEREIN, CABRIOLET and KhAI-

ERA projects allow getting synergy effect for the teams of 

developers. Energy saving,  green and safe ITs should be 

considered in computing more due to in tend to obtain 

sustainable society.  
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Abstract – software quality models (SQMs) are usually 

represented by a set of interconnected characteristics 
(subcharacteristics). SQMs were analyzed beginning with first 
SQMs. At that time (from NATO conference in 1968 year [1]) 
«program engineering» was based as independent direction at IT. 
Some characteristics in SQMs are competitive, i.e. increase of one 
characteristic lead to deterioration to another characteristic.  The 
analysis presented in this paper results from noticing an evolution of 
competitive SQM characteristics, such as security and usability. 
Another emerging aspect, i.e. (sub)characteristics regarding 
sustainable software, or “green” software (greenness) is investigated 
as well. Mutual influence and comparative analysis of security, 
usability and greenness are described using a set of metrics 
considering relevance of characteristics in SQMs and their changing 
during last 40 years.  

Keywords — software quality model, software greenness, 
software security, software usability, evolution analysis, metrics, 
ISO/IEC9126, ISO/IEC25010, structure-semantic analysis.  

I. INTRODUCTION 

esults of applying Structure-Semantic Analysis (SSA) 
technique [2] to SQM analysis give us the possibility 
from one side to observe changes in SQMs during more 

than 40 years of software engineering, and from another side, 
to determine development trends for each SQM characteristic 
separately [3]. In our previous works we proposed metrics for 
assessing relevance of SQM characteristics, subcharacteristics 
and models as a whole. Was established, that change of 
nomenclature and structure of characteristics such as security, 
usability, characteristics which associated with green and 
subcharacteristics, which itemize of them. Changes in SQMs 
are determined by trends in «software engineering» 
technologies development. Preliminary analysis of derived 
results in [2-5] allowed authors of the paper assume, that 
changes in competitive characteristics SQMs interconnected 
among themselves. In article [3] among between reliability 
and greenness has been confirmed. 

Goal of the paper is to analyse evolution for some 
competitive characteristics of SQMs, such as a security and 
usability. Besides, subcharacteristics regarding green software 
(greenness) are researched as well. Mutual influence and 
comparative analysis of security, usability and greenness are 
described using a set of metrics considering relevance of 
characteristics in SQMs and their changing during last 40 
years.  
 

 
 

II. CHOICE OF COMPETITIVE CHARACTERISTICS  
Preliminary analysis of SQMs allowed determined potential 

most competitive characteristics. We selected such 
characteristics - usability, security and greenness.  

Different aspects of attributes relation are described for 
pairs   “usability-security” [6,7], “security-greenness” [8,9],    
“usability-greenness” [10,11]. Analysis of the works allowed 
concluding about interesting triangle which is formed by these 
characteristics and evolution during last decades. 

Greenness characteristics are not contained in existing 
SQMs in an explicit form. Therefore green related or 
associated with software greenness characteristics and 
subcharacteristics are analyzed in the paper. Farther, 
characteristics and characteristics are by SQM structure-
semantic analysis (SSA) technique [2].  

III. SSA-TECHNIQUE DESCRIPTION  
Let us shortly describe the sequence of SSA-technique and 

to use for analysis of competitive characteristics. The 
technique describes quality models as a facet-hierarchy 
structure (graph). Nodes correspond to quality attributes and 
links take into account hierarchy dependencies. To briefly 
characterize the proposed technique of analysis let us 
introduce some initial terms: conceptual model is a model 
which a model under study is compared with; model under 
study is a model which is compared with a conceptual model; 
characteristic under study is a conceptual model characteristic 
which is compared with model under study characteristics. 

SSA-technique is based on comparing a model under study 
with the conceptual model, i.e. every SQM is compared with 
the conceptual model. So, the analysis is equivalent to 
semantically comparing characteristics and subcharacteristics 
of a model under study and the conceptual model with regard 
to their structures. Selecting a reference model is usually 
performed by an expert who has relevant experience and 
qualifications. 

At the following stage comparison of models among 
themselves should be performed. The simplest and most 
obvious metrics are offered. Hierarchy of these metrics is 
presented in Fig. 1. The metrics are used to compare models 
with reference model bottom up, i.e. first at the level of 
subcharacteristics (subcharacteristics matching metric SMM, 
cumulative subcharacteristics comparison metric CSCM, 
characteristics matching metric CMM), then at the level of 
characteristics (cumulative matching characteristics metric 
CMCM) and finally at the level of models as a whole 

Evolution of software quality models: usability, 
security and greenness issues 
Oleksandr Gordieiev, Vyacheslav Kharchenko and Mario Fusani 
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(cumulative software quality models comparison metric 
CSQMCM). 

CSQMCM

CMCMi CMCMi+1 ...

CMMi CSCMi ...

SMMj SMMj+1 SMMm...

Fig. 1  Metrics hierarchy 
 

Features of the metrics are the following: 
− subcharacteristic matching metric (SMMj). Every 

subcharacteristic match value is identified as SMMj = 0,5 / 
number of reference (conceptual) model elements 
subcharacteristics of the characteristic under study. Weights of 
characteristics are not considered when calculating metrics; 

 
− cumulative subcharacteristics comparison metric 

(CSCM) is evaluated as a sum of SMM: 

;
1∑ =

=
k

j ji SMMCSCM  (1) 

− characteristics matching metric (CMM) takes the value of 
0.5 in case of matching or 0 if the characteristics are different; 

− cumulative matching characteristics metric (CMCM) is 
calculated as a sum: 

;∑ 1

k

j jii CSCMCMMCMCM
=

+=  (2) 

− cumulative software quality models comparison metric 
(CSQMCM) is calculated according to the formula: 

∑ 1

n

j ji CMCMCSQMCM
=

=  (3) 

IV. RESULTS OF EVOLUTION ANALYSIS AND INTERFERENCE OF 

COMPETITIVE CHARACTERISTICS  
Let us conduct SW QM analysis and first of all, define the 

reference (conceptual) model. SW Quality Model ISO/IEC 
25010 [12] will be considered as uppermost and etalon 
regarding to all other models. It is the newest introduced 
model and takes into account main modern software 
peculiarities from the point of view of quality evaluation. This 
model is described by international standard of top level.  

According with results of analysis CMCM is calculated for 
the set of characteristics presented in Table 1. The results of 
calculation are shown in Table 2 (Сhs – characteristics, SChs 
– subcharacteristics) for Greenness, Usability and Security   
characteristics. 

The histogram of CMCM values for software quality 
models is presented in Fig. 2 (black color for Greenness, gray 
for Usability and light gray for Security). An abscissa axis 
corresponds to years of SQM emergence.  Initial point (year) 
is 1970 (as a first year after 1968 which is multiple of ten 
years). 

 
Table 1.  SWQM characteristics (greenness, security, usability) 

№ SWQMs (years) Greenness  characteristics Security  characteristics Usability characteristics 

1.  McCall (1977) 
4. Efficiency 

- 
6. Usability 

4.1 Execution efficiency 6.1 Operability  
4.2 Storage efficiency 6.2 Training  

2.  Boehm (1978) 

2.2 Efficiency 

- 

3.2 Understability  
2.2.1 Accountability 3.2.1 Legibility 
2.2.2 Accessibility 3.2.2 Conciseness  

3.2.3 Structureness  
3.2.4 Self descriptiveness  

3.  Carlo Ghezzi (1991) - - 7. Usability 

4.  FURPS (1992) 

4.Performance 1.Functionality 2.Usability  
4.1 Velocity 1.3 Security  2.1 Human factors  
4.2 Efficiency 2.2 Aesthetic 
4.3 Availability 2.3 Documentation of the user 
4.4 Time of answer 2.4 Material of training  
4.5 Time of recovery 
4.6 Utilization of resources 
4.6 Capacity 

5.  IEEE (1993) 

1.Efficiency 1.Functionality 6.Usability 
1.1 Temporal efficiency 1.3 Security 6.1 Comprehensibility 
1.2 Resource efficiency 6.2 Ease of learning  

6.3 Communicativeness 
6.  Dromey (1995) 2.2 Efficiency - - 

7.  ISO 9126-1 (2001) 

4.Efficiency 1.Functionality 3 Usability 
4.1 Time behavior 1.4 Security  3.1 Understandability 
4.2 Resource utilization 3.2 Learnability 

3.3 Operability 
3.4 Attractiveness  

8.  QMOOD (2002) 6 Effectiveness - 3. Understandability 

9.  ISO 25010 (2010) 

2.Performance efficiency 6.Security 4.Usability 
2.1 Time behavior 6.1 Confidentiality 4.1 Appropriateness recognisability 
2.2 Resource utilization 6.2 Integrity 4.2 Learnability 
2.3 Capacity 6.3 Non-repudiation 4.3 Operability 

6.4 Accountability 4.4 User error protection 
6.5 Authenticity 4.5 User interface aesthetics 

4.6 Accessibility  
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Table 2. Results of Greenness, Usability, Security  characteristics comparison and CMCM  calculation 

 

 
Fig. 2 CMCM values for Greenness, Usability, Security  

characteristics of SQMs 
 

CMCM values will be further represented and analysed 
only for so-called basic SWQMs [2]. Basic models were 
selected considering their support by standards, the 
international reputation and application. The models of 
McCall and Boehm are similar, hence first one was selected. 
Hence, the models of Boehm, Ghezzi, FURPS, Dromey, 
QMOOD were excluded (Fig. 3).  

Different types of mathematical relations between SWQM 
appearance year (X axis) and CMCM value (Y axis) for 
Greenness, Usability and Security characteristics have been 
determined with the help of graphical analysis of initial data.   
Let us show such relations and the values of coefficients of 
determination (R2) for each characteristic: 

 
Fig. 3 CMCM values for Greenness, Usability, Security  

characteristics of basic SQMs 
 

- to describe the mathematical relation for Greenness 
characteristic, the most suitable is linear function (Fig. 4) 

 
у = 0,167x + 0,335, R2=0,999; (4) 

 
- to describe the mathematical relation for Usability 

characteristic, the most suitable is polynomial dependence of 
second degree (Fig. 5) 

 
у = 0,082x2 - 0,291x + 0,861, R2=0,987; (5) 

 
- to describe the mathematical relation for Security 

characteristic, the most suitable is polynomial dependence of 
third degree (Fig. 6) 

Concep
tual 

model  
(ISO 

25010) 

McCall model 
(1977) 

Boehm model 
(1978) 

Ghezzi model 
(1991) 

FURPS Model 
(1992) 

IEEE Model 
(1993) 

Dromey model 
(1995) 

ISO 9126 model 
(2001) 

QMOOD model 
(2002) 

C
hs

 

SC
hs

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

C
hs

 

SC
hs

 

C
M

M
 

SM
M

 

Greenness 
2  4  - - - - 0 0,5 - - 0 0 - 4.2 0 0,5 1 - 0,5 0 - 2.2 0 0.5 4 - 0,5 0 2 - 0,5 0 
 2.1 - - - - - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - 4.1 0 0,17 - - 0 0 
 2.2 - - - - - - 0 0 - - 0 0 - 4.6 0 0,17 - 1.2 0 0,17 - - 0 0 - 4.2 0 0,17 - -  0 
 2.3 - - - - - - 0 0 - - 0 0 - 1.2 0 0,17 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
  CMCM=0,5 CMCM=0,5 CMCM=0 CMCM =0,84 CMCM =0,67 CMCM =0,5 CMCM=0,84 CMCM=0,5 

Usability 
4  6.  - 0,5 0 - - 0 0 7  - 0,5 0 - - 0 0 6 - 0,5 0 - - 0 0 3   - 0,5 0 - - 0 0 
 4.1  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 4.2  - 6.2  0 0,08 - - 0 0 - - 0 0 - - 0 0 - 6.2  0 0,08 - - 0 0 - 3.2   0 0,08 - - 0 0 
 4.3  - 6.1  0 0,08 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - 3.3   0 0,08 - - 0 0 
 4.4  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 4.5  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - 3.4  0 0,08 - - 0 0 
 4.6  - - 0 0 - 2.2.

2,2.
3.1, 
3.1.
4   

0 0,08 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 

  CMCM=0,66 CMCM=0,083 CMCM=0,5 CMCM=0 CMCM=0,583 CMCM=0 CMCM=0,749 CMCM=0 
Security 

6  - - 0 0 - - 0 0 - - 0 0 - 1,3   0 0,5 - 3.3   0,5 0 - - 0 0 - 1.4   0 0,5 - - 0 0 
 6.1  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 6.2  - - 0 0 - 2.1.

2  
0 0,1 1  - 0,1 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 

 6.3  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 6.4  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 6.5  - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 - - 0 0 
 CMCM=0 CMCM=0,1 CMCM=0,1 CMCM=0,5 CMCM=0,5 CMCM=0 CMCM=0,5 CMCM=0 
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у = 0,166x3 - 1,25x2 + 3,083x – 2, R2=1. (6) 

 
Fig. 4 Diagram of change of CMCM values for Greenness  

 

 
Fig. 5 Diagram of change of CMCM values for Usability 

 
Fig. 6 Diagram of change of CMCM values for Security   

 
Formulas 4-6  and figures 4-6 illustrate a tendency of 

SQMs characteristics/ subcharacteristics changes. Analysis of 
dependencies (Fig. 3) allows concluding that weights of 
Greenness, Usability and Security characteristics became 
equal in 2010 (the standard ISO/IEC 25010).  

Each competitive characteristic was described by different 
types of mathematical relations. Exact choice of relation type 
was confirmed high value of coefficient of determination (R2).  

Derived results gave us following information:  
− difference between minimal and maximal values of 

metric CMCM (∆CMCM) determine dynamic of evolution for 

each characteristic: for Greenness ∆CMCM = 0,5; for 
Usability ∆CMCM = 0,34; for Security ∆CMCM = 1;        

− modifications of CMCM metric values for Security 
characteristic in SWQM give us the basis to approve that this 
characteristic has undertaken dynamic development recently. 
Firstly, as subchracteristic, security was represented in 1992 
year in SWQM FURPS, and as single characteristic only in 
2010 year in SWQM ISO 25010. In this perspective, we can 
confirm that evolution of Security characteristic is developing 
with delay in SWQM;  

− CMCM metric value for Greenness and Security 
characteristics during their evolution evolution did not  
decrease, and for Usability slightly decrease by 0,8 in 1993 in 
IEEE SQM;  

− we can confirm, that  linear  mathematical relation, which 
was obtained for Greenness characteristic, reveals natural 
development of Green Software technologies;      

− nonlinearity of mathematical relation for Usability, to a 
lesser degree, and for Security farther give us information, that 
such type of relation was determined by important external 
factors. For example, for Security such factor is  growth of 
number intrusion to information systems for insufficient 
quality of software Security. 

Influence of Security on another characteristics (Usability 
and Greenness) was determined. For this interaction influence  
of sub characteristics was determined  as shown in Table 3. 

 
Table 3. Result of subchracteristics interaction      

Security Usability Greenness 
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Confidentiality ∼ ∼ ∼ ↑ ↓ ↓ ↑ ↑ ↓ 
Integrity ∼ ↓ ↓ ∼ ↓ ∼ ↑ ↑ ↓ 
Non-repudiation ∼ ∼ ∼ ∼ ↓ ∼ ↑ ↑ ↓ 
Accountability ∼ ∼ ∼ ∼ ↓ ∼ ↑ ↑ ↓ 
Authenticity ∼ ∼ ∼ ↑ ↓ ↓ ↑ ↑ ↓ 

Table of symbols: 
↓    worsening of one subcharacteristic in the 

presence of  improvement of another characteristic  
(security); 
        –      worsening of one subcharacteristic in the 
presence of  improvement of another characteristic  
(security) do not occur ; 
        ∼   unknown dependence.   

 

Recent Advances in Computer Science

ISBN: 978-1-61804-320-7 522

http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%b3%d1%80%d0%b0%d1%84%d0%b8%d0%ba&translation=diagram&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%b3%d1%80%d0%b0%d1%84%d0%b8%d0%ba&translation=diagram&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%b3%d1%80%d0%b0%d1%84%d0%b8%d0%ba&translation=diagram&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d1%80%d0%b0%d0%b7%d0%bd%d0%b8%d1%86%d0%b0&translation=difference&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%be%d0%b1%d0%be%d0%b7%d0%bd%d0%b0%d1%87%d0%b5%d0%bd%d0%b8%d1%8f&translation=table%20of%20symbols&srcLang=ru&destLang=en
http://www.lingvo-online.ru/ru/Search/Translate/GlossaryItemExtraInfo?text=%d0%bf%d1%80%d0%be%d0%b8%d1%81%d1%85%d0%be%d0%b4%d0%b8%d1%82%d1%8c&translation=occur&srcLang=ru&destLang=en


 

 

V. CONCLUSION 
In result of this work more competitive characteristics of 

SQMs, such as Greenness, Usability and Security were 
selected. For each of these characteristics analysis was 
conducted and interaction was determined.  

Security characteristic from three competitive 
characteristics is developing more dynamically. Such 
tendency is represented by sharp increase of software 
security requirements recently. 

Authors consider that in modern conditions SQMs should 
change more often than 1 time in 10 years. More often 
changes in SQMs can be connected with only separated 
characteristics, for example, with security.   
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Abstract:In the recent years, leading 

car manufacturers are exploring the 

possibility of joining magnesium to 

aluminium for diverse automotive 

applications. Friction welding is the most 

suitable candidate for joining of dissimilar 

materials in all these critical applications. In 

the present work, numerical studies were 

carried out to study the mechanism of joining 

of MgAZ31 alloy with Al 6061T6 alloy by 

Friction welding. The developed thermo-

mechanical model is highly non-linear due to 

the interaction between temperature field and 

time dependent material properties. It could 

be used as an industrial tool to predict the 

nodal temperature, stress, deformation and 

heat flux of the dissimilar joints. 

Keywords:Friction welding, Al 6061 T6 Alloy, 

MgAZ31 Alloy, Temperature distribution, 

Deformation. 

1. Introduction 

Friction welding is a solid state 

joining process that uses the rotational 
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motion and high axial pressure to convert 

rotational energy into frictional heat a 

circular interface. The basic principle of 

friction welding is one of the components 

being welded is rotated while the other is 

kept stationary. The two components are 

then brought together by an axially applied 

force. Rubbing the two surfaces together 

produces sufficient heat in such a way that 

local plastic zones are formed and axially 

applied force causes the plasticised metal to 

be extruded from the joint, carrying with 

contaminants, oxides etc. 

1.1 Literature Survey: 

Hazman Seli et al [1] performed 

numerical analysis of friction welding of 

Mild steel / Al 6061 T6 alloy combinations. 

All the experiments performed were 

modelled using ABAQUS software. Akbari 

Mousavi [2] and Rahbar Kelishami 

performed numerical analysis of friction 

welding of 4340 steel/ Mild steel 

combinations .Wenya Li et al [3] modelled 

the 2 dimensional friction welding of 

dissimilar joints at various conditions and to 

improve the results 3 dimensional model 

were developed using ABAQUS software. 

Jolanta Zimmerman [4] developed the 

Simulation on Friction Welding Of 
MgAZ31 / AA 6061 T6 Joints 

  
N.Rajesh Jesudoss Hynes and P.Shenbaga Velu 
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thermo mechanical model of ceramic &metal 

friction welding of dissimilar joints using 

FEM software. Rajesh et al [5] performed 

numericalsimulation on joining of Ceramics 

with Metal by Friction Welding technique.  

 

2.Numerical Modelling 

 Friction welding is a complicated 

metallurgical process that is accompanied by 

frictional heat generation and plastic 

deformation. Friction welding Al 6061 T6 

alloy &MgAZ31 alloy was numerically 

simulated using ABAQUS Software. In the 

present work, the simulation is to predict the 

Temperature distribution, stress, 

deformation, strain and strain rate during the 

joining process. 

2.1 FEM Model: 

2.1.1 Assumptions: 

The assumptions made when defining the 

loads and boundary conditions are as 

follows, 

1. 100% of dissipated energy caused 

during the friction between parts was 

converted to heat and distributed 

evenly between two interfacing 

surfaces. 

2. The cylindrical rods were assumed 

to experience frictional contact 

described by Coulombs frictional 

law with temperature dependent 

friction coefficient µ. 

2.1.2 Boundary Conditions: 

 The boundary conditions apply convection 

mode of heat transfer for the external 

surfaces and conduction at conduct surfaces 

of Al 6061 T6 alloy-MgAZ31 alloy (Fig 2). 

Initial temperature of the room is assumed to 

be 29 0C. 

2.1.3 Mesh and Geometry: 

The Al 6061 T6 alloy &MgAZ31 

alloy rods are modelled individually with 10 

mm diameter and 20 mm length by using 

ABAQUS Software.The Element type of the 

dissimilar material is C3D8RT which has an 

8-nodethermally coupled brick structure with 

tri-linear displacement. (Fig 1) 

Fig.1. Meshed model 

Fig.2. Applying loading and boundary 

conditions 

2.1.4 Thermo Mechanical Model: 

The thermal model was sequentially 

coupled to mechanical model. The 

Al 6061 T6 
Alloy 

MgAZ31 
Alloy 
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mechanical loading of stationary rod is taken 

into account while retaining the load step 

size used in the thermal model. The 

temperature history of the rod was 

considered in each load stepwith mechanical 

loading to predict the stress developed in the 

work pieces. 

The numerical simulation of the 

friction welding process was carried out with 

MgAZ31 alloy rod was rotating at an angular 

velocity of 93.4 rad/sec. The predicted heat 

flux 1.85e6 W/m2 is applied to both the 

interface surfaces. The simulation was 

carried out to predict the heat flux vector, 

nodal temperature, stress, strain and 

deformation of the dissimilar materials 

joined by Friction welding process. 

3. Coupled Field Analysis: 

(Al 6061 T6 Alloy Vs Mg AZ31 Alloy) 

 
Fig.3. Heat Flux Vector 

 
Fig.4. Nodal Temperature 

The temperature is very high at the 

joint interface of the dissimilar materials and 

the gradient of the temperature is gradually 

decreases in the axial direction. Peak 

temperature reaches 303.1 0C at the heating 

of during fiction time (Fig 4).The heating 

temperature reaches 75% of the melting 

point of the material. The rate of heat 

transfer towards the end of both the material 

varies due to different thermal properties of 

the respective material. (Fig 3)   

Fig.5. Displacement of dissimilar 

materials 

During thewelding process 

deformation occurs near to the interface of 

the dissimilar joint. At every moment of the 

friction phase the plasticized material is 

expelled out of the interface due to the visco 

plastic flow of the materials. (Fig 5) 
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Fig.6. Maximum principal Stress 

Figure 6 results shows the maximum 

principal stress occurs away from a distance 

from the weld interface. When the 

temperature increases, the yield stress 

decreases which in turn reduce the von mises 

stress at the interface of the dissimilar joint. 

 

 
Fig.7.Contact Constant stain energy of the 

Whole model 

 
Fig.8. Total energy of the output for whole 

model 

Figure 7 shows the results of constant 

contact strain energy for whole model, at 

initial time of the welding process the strain 

energy is very high once the process is 

completed the strain energy is reduced 

gradually decreased to attain the constant 

value. The total energy of the output for 

whole model (Fig 8) is increases while 

increase the time period for the friction 

welding of dissimilar joint. 

4. CONCLUSION: 

Numerical simulations were 

performed to analyze the friction welding 

process that involves high temperature, large 

deformation and transient operations. The 

coupled effects of the mechanical and heat 

transfer are taken into account in the 

numerical model. The distributions of 

temperature, heat flux vector, displacement 

and stress during the friction welding were 

numerically predicted. 

The following conclusions are drawn from 

this study. 

1. The peak von mises stress is 

produced at distance of 3.5 mm 

away from the centerlines. 

2. The highest temperature is obtained 

at the weld centerline and the 

temperature decreases axially away 

from the centerline. 

3. During joining of Al 6061 T6 alloy 

with MgZ31 alloy, the temperature 

distribution is found to be lower than 

in the MgZ31 Alloy side due to 

change in thermal properties. 
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4. The energy increases with the 

increase in time for the whole strain 

energy model. 
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