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Plenary Lecture 1 
 

Cubic Spline Interpolation by Solving a Single Recurrence Equation instead of a Triangular 
Matrix 

 

 
 

Professor Peter Revesz 
Computer Science and Engineering 
University of Nebraska‐Lincoln 

USA 
E‐mail: revesz.nebraska@gmail.com  

 
Abstract: The cubic spline  interpolation method  is probably the most widely‐used polynomial 
interpolation method for functions of one variable. However, the cubic spline method requires 
solving a triangular matrix‐vector equation with an O(n) computational time complexity where 
n  is  the number of data measurements.  Even  an O(n)  time  complexity may be  too much  in 
some time‐ciritical applications, such as continuously estimating and updating the flight paths 
of moving  objects.  This  paper  shows  that  under  certain  boundary  conditions  the  triangular 
matrix  solving  step of  the  cubic  spline method  could be entirely eliminated  and  instead  the 
coefficients  of  the  unknown  cubic  polynomials  can  be  found  by  solving  a  single  recurrence 
equation in much faster time. 
 
Brief Biography of the Speaker: Peter Revesz holds a Ph.D. degree  in Computer Science from 
Brown University. He was a postdoctoral fellow at the University of Toronto before joining the 
University of Nebraska‐Lincoln, where he is a professor in the Department of Computer Science 
and Engineering. His  current  research  interests are bioinformatics, geoinformatics, databases 
and  data mining. He  is  the  author  of  several  books,  including  the  textbook  Introduction  to 
Databases: From Biological to Spatio‐Temporal (Springer, 2010). He held visiting appointments 
at  the  IBM  T.J. Watson  Research  Center,  INRIA,  the  University  of  Hasselt,  the Max  Planck 
Institute for Computer Science, the University of Athens, and the U.S. Department of State. He 
is a  recipient of a National Science Foundation CAREER award, and a  J. William Fulbright, an 
Alexander von Humboldt, and a Jefferson Science Fellowship. 
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Plenary Lecture 2 
 

Mathematical Models for Fostering the Sustainable Energy Conversion in Electric Power 
Systems 

 

 
 

Professor Cornelia Aida Bulucea 
Faculty of Electrical Engineering 

University of Craiova 
ROMANIA 

E‐mail: abulucea@em.ucv.ro  
 

Abstract:  To  address  meaningfully  many  of  the  problems  facing  electric  power  systems, 
conditions  for  the  performance  of  sustainable  electric  systems  must  be  formulated. 
Correspondingly,  mathematical  models  can  help  understand  the  efficiencies  of  electrical 
systems  and  guide  improvement  efforts.  Costs  should  reflect  value,  which  is  doubtless 
associated  with  sustainability  aspects,  and  the  benefits  of  using  mathematical  models  to 
improve the sustainability of systems which convert electric energy are fostered. 
In  line  with  this  idea,  modelling  the  three‐phase  electrical  transformer  could  attempt  to 
optimize  the  efficiency  of  energy  use within  the  power  transformer  operation.  Hence,  the 
structural  diagram  method  applied  to  three‐phase  electric  transformers  is  illustrating  the 
efficiency  of  energy  use  within  the  power  transformer  operation,  by  highlighting  the 
interactions  and  the  feedback  loops  among  the  different  variables  (electric  currents  and 
magnetic fluxes) which describe the power transformer operation. 
Following the notion of sustainable electrically driven systems, mathematical patterns illustrate 
energy  conversion  processes  during  the  operation  of  electric  railway  vehicles with  traction 
synchronous  and  induction  motors,  highlighting  the  chain  of  interactions  within  the  main 
electric  equipment.  In  order  to  support  transport  systems’  sustainability  the  operation  of 
electric  railway  vehicles  has  been  addressed,  on  electrically  driven  railway  systems  supplied 
from a d.c. or an a.c. contact line. This presentation supports the findings that electric traction 
drive systems using synchronous motors fed by current inverters, and induction motors fed by 
variable  voltage  variable  frequency  (VVVF)  inverters  enhance  the  sustainable  operation  of 
electric railway trains. 
 
Brief Biography of  the  Speaker: Cornelia Aida Bulucea  is  currently an Associate Professor  in 
Electrotechnics,  Electrical Machines  and  Environmental  Electric  Equipment  in  the  Faculty  of 
Electrical  Engineering,  University  of  Craiova,  Romania.  She  is  graduate  from  the  Faculty  of 
Electrical  Engineering Craiova  and  she  received  the Ph.D degree  from Bucharest Polytechnic 
Institute.  In  Publishing  House  she  is  author  of  four  books  in  electrical  engineering  area. 
Research work is focused on improved solutions for electrical networks on basis of new electric 
equipment, and environmental  impact assessment of electric transportation systems. She has 
extensive experience  in both experimental and theoretical research work, certified by over 70 
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journal and conference research papers and 15 research projects from industry. Due to WSEAS 
recognition  as  huge  scientific  Forum  she  participated  over  time  in  nineteen  WSEAS 
International Conferences, presenting papers and chairing sessions. She was Plenary Speaker in 
the 13th International Conference on Electric Power Systems, High Voltages, Electric Machines 
(POWER’13),  Chania,  Crete  Island,  Greece,  August  27‐29,  2013,  in  the  5th  IASME/WSEAS 
International  Conference  on  ENERGY&ENVIRONMENT  (EE’10),  held  by  the  University  of 
Cambridge, UK,  February 23‐25, 2010,  in  the 4th  IASME/WSEAS  International Conference on 
ENERGY&ENVIRONMENT  (EE’09),  ),  held  by  the  University  of  Cambridge,  Cambridge  UK, 
February 24‐26, 2009, in the 8th WSEAS International Conference on POWER SYSTEMS (PS’08), 
held by the University of Cantabria, Santander, Spain, September 23‐25, 2008. She is very proud 
by  her  over  30  papers  published  in  the  WSEAS  Conferences  Books  and  in  the  WSEAS 
TRANSACTIONS ON  ENVIRONMENT AND DEVELOPMENT, WSEAS  TRANSACTIONS ON  POWER 
SYSTEMS, WSEAS TRANSACTIONS ON CIRCUITS AND SYSTEMS and WSEAS TRANSACTIONS ON 
ADVANCES IN ENGINEERING EDUCATION. 
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Plenary Lecture 3 
 

Synchronization of Neural Systems and Sensing of Acoustic Events in the Time ‐ Space Domain 
 

 
 

Professor Atsushi Fukasawa 
Institute of Statistical Mathematics 

Japan 
E‐mail: takizawa@ism.ac.jp  

 
Abstract: Synchronization  is an essential condition to organize  large systems for computation, 
control,  and  telecommunication.  Synchronization  provides  the  system  with  stability  and 
reliability.  This  condition  should  be  applied  to  neural  systems  corresponding  to  the  above 
functions.  This  lecture  focuses on  the  study of neural  systems operating under  synchronous 
condition. 
He will  first present electro‐physical modeling of an excitatory neuron. This model  is given as 
the  common  structure of excitatory  cells of paramecium  (unicellular organism), neuron,  and 
active semiconductor device. The commonality of these elements gives a unified structure with 
three zones in electrolyte or solid state semiconductor. 
He  will  then  present  the  principle  of  systematization  of  synchronous  neural  systems.  This 
system was composed of recurrent connection of neurons. The system was applied for sensing 
of acoustic events in time ‐ space domain of 2D plane and 3D space. 
 
Brief  Biography  of  the  Speaker:  Atsushi  Fukasawa  received  the Master  of  Arts  degree  in 
Electrical communication and the Ph.D. degree from Waseda University  in 1967 and 1983. He 
joined Graduate School of Science and Technology, Chiba University as a professor in 1997. He 
received  the  Award  of  the  Agency  of  Science  and  Technology,  Japan  in  1982,  and  Ohm 
(publisher) Prize  in 1994. He  received Telecommunication System Technology Prize  from  the 
Foundation of Telecommunication Association,  Japan  in 2004. He  is  a  senior member of  the 
IEEE. 
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Plenary Lecture 4 
 

Simulation and Design of a Lactose to Ethanol Conversion Unit in Cyprus 
 

 
 

Professor Vassilis Gekas 
Co‐authors: George Botsaris, Alexandros Koulouris, Ioanna Christodoulidou, Photis Papademas 

Department of Agriculture, Biotechnology and Food Science 
Cyprus University of Technology 

Limassol, Cyprus 
E‐mail: vassilis.gekas@cut.ac.cy  

 
Abstract:  Whey  is  produced  as  a  byproduct  following  the  halloumi  cheese  manufacturing 
process. Conversion of  lactose, contained  into  the whey, to bioethanol would have a twofold 
benefit; (i) at getting rid of an environmental pollution problem andalso (ii) producing a biofuel 
thus contributing to the renewable energy balance of Cyprus. SuperPro Designer®, a simulation 
software, was used to run the model simulations because  it contains a set of unit procedures 
that  can  be  customized  to  the  specific  modeling  needs  throughout  the  lactose‐to‐ethanol 
conversion processes. This paper will attempt to first discuss quantitative and qualitative data 
of  lactose  production  from  whey,  followed  by  the  application  of  ethanol‐plant  simulation 
models that will be applied  in order to convert  lactose  into biofuel. Finally, an example of an 
economic analysis generated by SuperPro® Designer will be presented assessing  the  financial 
feasibility of the proposed operation. The optimal conditions which such a unit can operate are 
also  demonstrated  in  an  attempt  in  increase  the  efficiency  and  efficacy  of  the  proposed 
operation. 
 
Brief Biography of the Speaker: VG was born in 1948 in Larissa of Greece, and graduated from 
the School of Chemical Engineering at  the National Technical University of Athens  (NTUA)  in 
1971. He fulfilled his military obligations 1971‐1973  in the Greek army and then he worked  in 
the Greek  Industry  for  ten  years.  .He has  specialized  in  the  area of  Food Engineering  at  the 
University  of  Lund  in  Sweden  .  obtaining  his  Master  Thesis  (1986)  in  “Lactose  Hydrolysis 
towards  a mixture  of  glucose  and  galactose”  and  his  Ph  D  thesis  (1987)  in  “Mass  Transfer 
Studies  in Ultrafiltration and  in Bioreactors”. He did a postdoctoral sejour at the Paul Sabatier 
University  of  Toulouse,  France,  in  the  academic  year  1990/1991,  He  became  Docent 
(Assistant/Associate) Professor in Sweden in the year 1992. On 23d April 1997, he was elected 
at  the  rank  of  the  Professor  in  the  subject  of  Transport  Phenomena  at  the  Department  of 
Environmental  Engineering  in  the  Technical University  of  Crete working  there  in  the  period 
1998‐2010.  In  the  year  2010  he  became  a  Professor  at  the  Department  of  Agriculture, 
Biotechnology and Food Science and Technology of the Cyprus University of Technology at the 
rank of Professor and at the subject of Food Technology and Engineering. His research interests 
focus on  the unit operations  concerning  the  recovery of bioactive  substances  from aromatic 
herbs. According to the Web of Science his articles in peer review journal are 69 with a citation 
index, excluding self‐references, 1619 and an h‐index of 23. He  is also the author of books  in 
DEnglish and Greek. 
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Plenary Lecture 5 
 

The Engine Power and the Exhaust Gas Emissions on an Outboard Engine 
 

 
 

Prof. Charalampos Arapatsakos 
Department of Production and Management Engineering 

Democritus University of Thrace 
V. Sofias Street, 67100, Xanthi 

GREECE 
E‐mail: xarapat@pme.duth.gr 

 
Abstract: Outboard engine is a propulsion system for small boats to speedboats. It’s consisted 
of a self contained unit that includes the engine, a gearbox and a propeller. It is called outboard 
because  its  entire  structure  remains  on  the  boat  exterior.  The  primary  difference  of  an 
outboard  engine  in  operation  to  other  small  engines  is  the  inclusion  of  a  driveshaft  and 
propeller  and  cooling  system  which  relies  on  water  rather  than  air.  Regarding  on  engine 
burning  times,  it  is called  two or  four stroke engine. Each of  these  two  types of engine have 
their own advantages and disadvantages. However, the most popular type of engine is the four 
stroke one due to its technological development. Particularly, the propulsion system of the four 
stroke engine has been designed to be placed on the vessels’ transom and  it  is consisted of a 
self  contained  unit  that  includes  the  engine,  a  gearbox  and  a  propeller.  In  addition  to 
movement  outboard  engines  provide  steering  control  of  the  boat,  as  they  are  designed  to 
rotate on their mounting material and thus control the direction of thrust. The aim of this work, 
it was built a construction that allows the function of an outboard engine in conditions similar 
to  the  factual.  In  order  to  measure  the  performance  of  the  engine  power,  a  prototype 
measurement procedure was developed. According to this procedure the measurement of the 
force  is made by a direct connection between  the engine’s rpm and applied  load. During  the 
measurements  operating  characteristics  of  the  engine,  as  well  as  the  exhaust  gases,  were 
recorded.  For  the  measurement  of  the  emitted  pollutants,  a  laboratory  protocol  and 
measurement standards defined by 40 CFR 1045 were used. 
 
Brief Biography of the Speaker: Dr Charalampos Arapatsakos is a Greek citizen, who has been 
born in Athens. He has studied Mechanical Engineering and PhD. He is Professor on Democritus 
University of Thrace in Greece. Prof C. Arapatsakos has participated in many research programs 
about  renewable sources of energy, gas emissions and antipollution  technology. His  research 
domains  are  mainly  on  biofuels  and  their  use  in  internal  combustion  engines,  the  power 
variation from the use of biofuels, the gas emissions, mechanical damages, internal combustion 
engines, antipollution technology, renewable sources of energy, gas emissions, vehicle design, 
elements of machines, resistance of materials, technical mechanics, heat transmission. 
 

 

Mathematical Methods in Science and Engineering

ISBN: 978-1-61804-256-9 20



Cubic Spline Interpolation by Solving a Recurrence
Equation Instead of a Tridiagonal Matrix

Peter Z. Revesz
Department of Computer Science and Engineering

University of Nebraska-Lincoln
Lincoln, Nebraska 68588-0115

Email: revesz@cse.unl.edu
http://cse.unl.edu/revesz

Telephone: (1+) 402 472–3488

Abstract—The cubic spline interpolation method is proba-
bly the most widely-used polynomial interpolation method for
functions of one variable. However, the cubic spline method
requires solving a tridiagonal matrix-vector equation with an
O(n) computational time complexity where n is the number of
data measurements. Even an O(n) time complexity may be too
much in some time-ciritical applications, such as continuously
estimating and updating the flight paths of moving objects.
This paper shows that under certain boundary conditions the
tridiagonal matrix solving step of the cubic spline method could
be entirely eliminated and instead the coefficients of the unknown
cubic polynomials can be found by solving a single recurrence
equation in much faster time.

I. INTRODUCTION

Cubic spline interpolation is a widely-used polynomial
intepolation method for functions of one variable [2]. Cubic
splines can be described as follows. Let f be a function from
R to R. Suppose we know about f only its value at locations
x0 < . . . < xn. Let f(xi) = ai. Piecewise cubic spline
interpolation of f is the problem of finding the bi, ci and di
coefficients of the cubic polynomials Si for 0 ≤ i ≤ n − 1
written in the form:

Si(x) = ai + bi(x− xi) + ci(x− xi)2 + di(x− xi)3 (1)

where each piece Si interpolates the interval [xi, xi+1] and
fits the adjacent pieces by satisfying certain smoothness con-
ditions. Taking once and twice the derivative of Equation (1)
yields, respectively the equations:

S′i(x) = bi + 2ci(x− xi) + 3di(x− xi)2 (2)

S′′i (x) = 2ci + 6di(x− xi) (3)

Equations (1-3) imply that Si(xi) = ai, S′i(xi) = bi
and S′′i (xi) = 2ci. For a smooth fit between the adjacent
pieces the cubic spline interpolation requires that the following
conditions hold for 0 ≤ i ≤ n− 2:

Si(xi+1) = Si+1(xi+1) = ai+1, (4)

S′i(xi+1) = S′i+1(xi+1) = bi+1 (5)

S′′i (xi+1) = S′′i+1(xi+1) = 2ci+1 (6)

This paper is organized as follows. Section II review the
usual solution for cubic splines by solving a tridiagonal matrix.
Section ??

II. THE TRIDIAGONAL MATRIX-BASED SOLUTION

In this section we review the usual tridiagonal matrix-based
solution for cubic splines. Let hi = xi+1 − xi. Substituting
Equations (1-3) into Equations (4-6), respectively, yields:

ai + bihi + cih
2
i + dih

3
i = ai+1 (7)

bi + 2cihi + 3dih
2
i = bi+1 (8)

ci + 3dihi = ci+1 (9)

Equation (9) yields a value for di, which we can substitute
into Equations (7-8). Hence Equations (7-9) can be rewritten
as:

ai+1 − ai = bihi +
2ci + ci+1

3
h2i (10)

bi+1 − bi = (ci + ci+1)hi (11)

di =
1

3hi
(ci+1 − ci). (12)

Solving Equation (10) for bi yields:

bi = (ai+1 − ai)
1

hi
− 2ci + ci+1

3
hi (13)

which implies for j ≤ n− 3 the condition:

bi+1 = (ai+2 − ai+1)
1

hi+1
− 2ci+1 + ci+2

3
hi+1 (14)
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Substituting into Equation (11) the values for bi and bi+1

from Equations (13-14) yields:

(ai+1 − ai)
1

hi
− (2ci + ci+1)

hi
3

+ (ci + ci+1)hi =

(ai+2 − ai+1)
1

hi+1
− (2ci+1 + ci+2)

hi+1

3

The above can be rewritten as:

hici + 2(hi + hi+1)ci+1 + hi+1ci+2 =

3

hi
ai −

(
3

hi
+

3

hi+1

)
ai+1 +

3

hi+1
ai+2

The above holds for 0 ≤ i ≤ n− 3. However, changing the
index downward by one the following holds for 1 ≤ j ≤ n−2:

hi−1ci−1 + 2(hi−1 + hi)ci + hici+1 =

3

hi−1
ai−1 −

(
3

hi−1
+

3

hi

)
ai +

3

hi
ai+1 (15)

The above is a system of n − 1 linear equations for the
unknowns ci for 0 ≤ i ≤ n. By Equation (3) S′′0 (x0) = 2c0
and by extending Equation (6) to j = n−1, S′′n−1(xn) = 2cn.

The cubic spline interpolation allows us to specify several
possible boundary conditions regarding the values of c0, cn.
A commonly used boundary condition called a natural cubic
spline assumes that c0 = cn = 0, which is equivalent to
setting the second derivative of the splines at the ends to zero.
Alternatively, in the clamped cubic spline interpolation, the
assumed boundary condition is b0 = f ′(x0) and bn = f ′(xn)
where the derivatives of the f at x0 and xn are known
constants.

In addition, in sovling a cubic spline a uniform sampling
is also commonly assumed and available, that is, each hi has
the same constant value h. Then dividing Equation (15) by h
yields:

ci−1 + 4ci + ci+1 =
3

h2
(ai−1 − 2ai + ai+1) (16)

Since the values of ai are known, the values of ci can be
found by solving the tridiagonal matrix-vector equation Ax =
B. Under the natural cubic spline interpolation, we have:

A =



1 0 0 0 . . . 0 0 0 0
1 4 1 0 . . . 0 0 0 0
0 1 4 1 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 . . . 1 4 1 0
0 0 0 0 . . . 0 1 4 1
0 0 0 0 . . . 0 0 0 1


the vector of unknowns is:

x =


c0
c1
...
cn


and the vector of constants is:

B =


0

3
h2 (a0 − 2a1 + a2)

...
3
h2 (an−2 − 2an−1 + an)

0

.

Similarly, under the clamped spline interpolation we have:

A =



2 1 0 0 . . . 0 0 0 0
1 4 1 0 . . . 0 0 0 0
0 1 4 1 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 . . . 1 4 1 0
0 0 0 0 . . . 0 1 4 1
0 0 0 0 . . . 0 0 1 2


the same vector of unknowns:

x =


c0
c1
...
cn


and the following vector of constants:

B =


3
h2 (a1 − a0)− 3

hf
′(x0)

3
h2 (a0 − 2a1 + a2)

...
3
h2 (an−2 − 2an−1 + an)

3
hf
′(xn)− 3

h2 (an − an−1)

.

Both the natural cubic spline and the clamped cubic spline
boundary conditions yield a system of n+ 1 linear equations
with only n + 1 unknowns. Such a system normally yields a
unique solution except in some special cases. Moreover, either
system is a tridiagonal matrix sytem that can be solved in O(n)
time. Once the ci values are found, the di and the bi values
also can be found by Equations (12) and (13), respectively.
Computating the bi and di coefficients can be done also within
O(n) time.

III. A NEW RECURRENCE EQUATION-BASED SOLUTION

In our solution to the cubic spline interpolation problem, we
chose a boundary condition that requires solving the following
tridiagonal system where xi are rational variables, di are
rational constants and r 6= 0 is a rational constant, and A
is:
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A =



r 1 0 0 . . . 0 0 0 0
1 4 1 0 . . . 0 0 0 0
0 1 4 1 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 . . . 1 4 1 0
0 0 0 0 . . . 0 1 4 1
0 0 0 0 . . . 0 0 0 1


.

Furthermore,

x =


x1
x2
...

xn−1
xn

 and b =


e1
e2
...

en−1
en

.

A. Relationship to Clamped and Natural Cubic Splines
Our new matrix is closely related to clamped cubic splines.

Consider the first equation for the clamped cubic spline, which
can be written as:

2c0 + c1 =
3

h

(
(a1 − a0)

h
− f ′(x0)

)
The above equation becomes the following after multiplying

by r/2:

rc0 +
r

2
c1 =

3r

2h

(
(a1 − a0)

h
− f ′(x0)

)
Adding (1− r/2)c1 yields:

rc0 + c1 =
3r

2h

(
(a1 − a0)

h
− f ′(x0)

)
+

(
1− r

2

)
c1

Hence the first row of our new matrix A is equivalent to
first row of the clamped cubic spline for any r 6= 0 if e1 is:

e1 =
3r

2h

(
(a1 − a0)

h
− f ′(x0)

)
+

(
1− r

2

)
c̃1.

where c̃1 is an estimate for the value of c1.
The last row of the new matrix allows fixing the value of

cn. This is a generalization of natural cubic spline which fixes
the value to be 0.

B. A Recurrence Equation-Based Solution
In this section, we solve the new system using the value

r = 2+
√
3 ≈ 3.732. In that case, the first three equations can

be written as:

rx1 + x2 = e1

x1 + 4x2 + x3 = e2

x2 + 4x3 + x4 = e3

Multiplying the second row by r, subtracting from it the
first row, and then dividing it by r gives:

rx1 + x2 = e1

rx2 + x3 = e2 −
e1
r

x2 + 4x3 + x4 = e3

Multiplying now the third row by r, subtracting from it the
second row, and then dividing it by r gives:

rx1 + x2 = e1

rx2 + x3 = e2 −
e1
r

rx3 + x4 = e3 −
e2
r

+
e1
r2

Continuing this process until the last row, we get:

rxn−3 + xn−2 = en−3 − en−4

r + en−5

r2 − . . .+ (−1)n−4 e1
rn−4

rxn−2 + xn−1 = en−2 − en−3

r + en−4

r2 − . . .+ (−1)n−3 e1
rn−3

rxn−1 + xn = en−1 − en−2

r + en−3

r2 − . . .+ (−1)n−2 e1
rn−2

xn = en

Dividing each row except the last one by r yields:

xn−3 +
xn−2

r = en−3

r − en−4

r2 + . . .+ (−1)n−4 e1
rn−3

xn−2 +
xn−1

r = en−2

r − en−3

r2 + en−4

r3 − . . .+ (−1)n−3 e1
rn−2

xn−1 +
xn

r = en−1

r − en−2

r2 + en−3

r3 − . . .+ (−1)n−2 e1
rn−1

xn = en

Note that each row 1 ≤ i ≤ n− 1 will be the following:

xi +
xi−1
r

=
∑

0≤k≤(i−1)

(−1)k ei−k
rk+1

We define the values for α0, αi for 1 < i ≤ n− 1, and αn,
respectively, as follows:

α0 = 0

αi =
ei − αi−1

r
=

∑
0≤k≤(i−1)

(−1)k ei−k
rk+1

αn = en (17)

The solution to the linear equation system can be described
in terms of the α constants as follows:
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...

xn−3 = αn−3 −
αn−2

r
+
αn−1

r2
− αn

r3

xn−2 = αn−2 −
αn−1

r
+
αn

r2

xn−1 = αn−1 −
αn

r

xn = αn

Therefore, xi for each row 1 ≤ i ≤ n will be:

xn = αn

(18)

xi = αi−1 −
xi+1

r

The above can be solved in closed form as follows:

xi =
∑

0≤k≤(n−i)

(
−1
r

)k

αi+k (19)

Note that no matter what exactly are the initial values for
e, we have pre-solved the system. This can lead to a faster
evaluation of the cubic spline than solving the tridiagonal
system each time. We need only O(n) multiplications and sub-
tractions to compute the values of all the xi. Moreover, when
any new measurement is made, the conventional tridiagonal
matrix-based algorithm requires a complete redo of the entire
computation in O(n) time. In contrast, Equation (18) leads to
a faster update because to each xi for i ≤ n we need to add
only the term: (

−1
r

)n+1−i

αn+1.

We also need to make xn+1 = αn+1.. Afterward updating
the other αi constants can be done also similarly efficiently.

C. A Moving Object Example

Suppose that an object is released from a height of 400
feet with zero initial velocity. Suppose also that we measure
the object’s position to be 384, 336 and 256 feet from earth
at one, two and three seconds after release. We also suspect
that the object is in free fall with a gravitational acceleration
of 32ft/sec2 at one second after release and at three seconds
after release. Find a cubic spline approximation for the object’s
position at all times from the release to three seconds after.

We will measure the distance traveled from the release
point. The cubic polynomials we need to find for the intervals
[0, 1], [1, 2] and [2, 3] can be expressed as follows:

 S0(x) = a0 + b0x+ c0x
2 + d0x

3

S1(x) = a1 + b1(x− 1) + c1(x− 1)2 + d1(x− 1)3

S2(x) = a2 + b2(x− 2) + c2(x− 2)2 + d2(x− 2)3

We have n = 4, a0 = 400, a1 = 384, a2 = 336, a3 = 256
and the uniform step size is h = 1. By our assumptions of
zero initial velocity f ′(0) = 0 and free fall at one second
c1 = −16 and free fall at four seconds c3 = −16, which
implies e4 = −16. The matrix A and the vectors x and B are:

A =


r 1 0 0
1 4 1 0
0 1 4 1
0 0 0 1

, x =


c0
c1
c2
c3

 and B =


−16r − 16
−96
−96
−16



because B =



e1

e2

e3

e4


=



3r
2 (−16) +

(
1− r

2

)
(−16)

3(400− (2× 384) + 336)

3(384− (2× 336) + 256)

−16


By Equation (17), we have:

α1 =
e1
r

= −16− 16

r

α2 =
e2 − α1

r
= −16− 16

r

α3 =
e3 − α2

r
= −16− 16

r

α4 = e4 = −16

By Equation (18) we also have when calculating in reverse
order:

c3 = α4 = −16

c2 = α3 −
c3
r

= −16

c1 = α2 −
c2
r

= −16

c0 = α1 −
c1
r

= −16

Solving for the bi coefficients by Equation (13) gives:
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b0 = 1
1 (384− 400)− 1

3 (−16− 32) = 0

b1 = 1
1 (336− 384)− 1

3 (−16− 32) = −32

b2 = 1
1 (256− 336)− 1

3 (−16− 32) = −64

Solving for the di coefficients by Equation (12) gives:

d0 =
1

3
(−16− (−16)) = 0

d1 =
1

3
(−16− (−16)) = 0

d2 =
1

3
(−16− (−16)) = 0

The above values show that an object in free fall has
an increasing velocity but its acceleration remains constant.
Using the above values, the cubic spine interpolation can be
described as: S0(x) = 400− 16x2

S1(x) = 384− 32(x− 1)− 16(x− 1)2 = 400− 16x2

S2(x) = 336− 64(x− 2)− 16(x− 2)2 = 400− 16x2

Hence in each piece the cubic spline interpolation gives
400− 16x2, which agrees with the expected physics equation
for the position of a moving object that strarts with zero ve-
locity from an elevation of 400 feet and freely falls downward
with an acceleration of 32ft/sec2.

IV. CONCLUSION

The general method described in this paper can be used
in a wide variety of applications which require interpolation
of a function of one variable. For example, interpolation of
measurement data can generate constraint databases that can
be efficiently queried using constraint query languages [5],
[6]. The simple one-variable function interpolation can be
also extended to higher dimensions yielding interpolations of
higher-dimensional functions that describe surfaces [4] and
three-dimensional spatio-temporal or moving objects [1], [3].
This extension remains an interesting future work.
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Geometric construction of wavefronts
S. Thanasoulas, D. A. Pliakis, T. Papakostas, P. Soupios

Abstract—The propagation of scalar waves in an inhomogeneous
isotropic medium is formulated mathematically as the problem of the
wave equation in curved space equipped with metric conformal to
the euclidean metric. The geometric optics approximation studies the
motion of a free particle in this space and hence the rays represent
the geodesic motion. In the geodesic motion the rays move while
remain orthogomal to geodesic spheres: we provide here curvature
estimates and a method of construction of geodesic spheres taking
into account the conformal factor (assumed an analytic function) of
the metric which is directly related to the refractive index or the
physical characteristics of the medium.

I. SCALAR WAVE QUATION IN AN INHOMOGENEOUS
MEDIUM

We want to study the propagation of waves in an inhomo-
geneous medium. These are described as solutions of wave
equation

∆3u = eσutt

with specific initial data. Howvere we are interested in
monochromatic waves, i.e.

u(x, t) = eiωtv(x)

with v satisfying the usual radiation conditions in far distances.
Moreover the equation is put it in the form of Schródinger
equation

(∆σ + V ) v = −ω2eσv

where
V =

3

4

(
|∇σ|2 − 3

4
∆0σ

)
,

and ∆σ is the Laplace-Beltrami for the metric eσ . High fre-
quancy solutions of equations of the above form are searched
as superpositions

u =
N∑
j=1

χju,

where {χj} is a partition of unity supported in geodesic balls
and moreover

χju = Aj(x)eiωφj(x)

and

Aj ∼
∞∑
k=1

Aj,kω
−k

We derive the usual equations of geometric optics, eikonal and
transport:

|∇φ|2 =
1

ω2
V + eσ (EE)

This project is implemented through the Operational Program Education
and Lifelong Learning, Action Archimedes III and is co-financed by the
European Union (European Social Fund) and Greek national funds (National
Strategic Reference Framework 20072013), project title: Interdisciplinary
study for exploring, understanding and management of groundwater resources.
Pilot field investigation North-Western and Central Crete (AQUADAM).

∇φ · ∇Ak −∆σφAk =
1

iω
∆σAk−1 (TE)

II. INHOMOGENEOUS ISOTROPIC MEDIA

We recall the standard constructions of differential geometry
that are employed in the solution of the eikonal equation. The
crucial geometric objects are the geodesic spheres which are
the level sets of the distance function.

The space we consider is a domain in three dimensional
space Ω ⊂ R3 equipped with the metric eσ × e, e = dx2

1 +
dx2

2 + dx2
3 where the conformal factor σ : Ω→ R is smooth

. The Ricci curvature completely determines the curvature of
the space Ω and it is given by the following formula:

Rij =
1

2

(
|∇σ|2 −∆σ

)
δij +

1

2
(σiσj − σij)

while the scalar curvature R is given by

R = 2|∇σ|2 − 3

4
∆σ

A. Solution of the eikonal equation

The geodesic spheres in Ω centered at the point O ∈ R3 and
of radius r are characterized as the 2 dimensional surfaces:

S2
O,r = {x ∈ Ω : d(x,O) = r}

where d(O, ·) is the length of the geodesic curve emanating
from the point O with unit speed. Alternatively the geodesic
spheres are the level sets of the distance function from a given
point O ∈ R3 ρ(x) = d(x,O) and solves the eikonal equation

eσ|∇ρ|2 = 1

with initial values that the small eucliean sphere

|x| = ε, ρ = ε

The solution is given through the method of characteristics
and the solution of the following system:

dx

ds
= 2eσp,

dp

ds
= −eσ|p|2∇σ

This system has the following integral

eσ|p|2 = E

which leads to

dx

ds
= 2eσp,

dp

ds
= −E∇σ

This system is solved with Euler schemes and the solution
of the eikonal equation is obtained by an inversion, a method
that is computationally very costly. Specifically in a grid of
N cells this system shows complexity O(N3).
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B. Alternative method: perturbed spherical fronst

Therefore we proceed to the construction of the geodesic
spheres as perturbation of the euclidean sphere through the
solution of a Schrödinger equation derived in differntial ge-
ometry, the potential is gieven through the norm of the second
fundamental form. Specifically let ϕ : S2 → R be a function
with its graph defining the preturbation of the sphere. Then
this satisfies

∆2ϕ+ |A|2ϕ = 2(h− h0) +Q

where A, h are the second fundamental form and mean
curvature of the perturbed sphere while h0 = 2

r . The
term Q involves qubic terms with factors depending on
φA,∇A,∇φ,∇2φ.

A Schauder fixed point theorem is used to show the exis-
tence of a solution of this nonlinear equation provided suitable
a priori estimates are obtained, ([GT]). However we solve it
numerically with an iterative algorithm. For this we derive a
priori estimates weighted with the conformal factor using the
Gauss-Codazzi equations. This method shows complexity of
order O(N2)

1) Gauss, Codazzi equations: The geodesic spheres are
characterized by the intrinsic curvature function, denoted by κ
and their second funedamental form A which is a symmetric
2-covariant tensor field. The metric eσ ·e is written in geodesic
polar coordinates centered at a point O as:

g = dr2 + γ(r)

where γ(r) is a riemannian metric on the geodesic sphere S2
O,r

with second fundamental form, mean curvature and curvature
function respectively A, h, κ. The coordinates are defined by
the preceding system of ODE ’s and jacobian between the two
system of coordinates involve the Jacobian vectro fields and
hence the curvature of Eσe given above. Accordingly we have
the first variation equation for the metric γ:

dγ

dr
= 2A, (FV)

while the second variation equations are for the radial direction
standing for 0−index:

dAij
dr

= Ri0j0 −AimAmj , (SV)

These imply in particular that the radial variation of the volume
is given by α = det(γ)) that

dα

dr
= 2hα, (FV0)

The Gauss equations that relate the curvature of γ

κ = R1212 = R11 = R22 = −R12

to the ambient curvature

κ− det(A) = R1212, (G)

κ+Aijh−AimAmj = Rij , (G01)

κ− det(A) = R−R00, (G02)

Combinig we derive the crucial identity

|A|2 ≤ C(h2 + |Ric|+R)

Moreover we have the Codazzi equations that give that:

Ajm;i −Aim;j = Rm0ij

These give us the following Hodge type system on the
geodesic sphere for A:

curl(A) = Amij = Ami;j −Amj;i = Am0ij

div(A) = Aji;j −Ai = R0i

Using the preceding and the commutation rules for covariant
differentation we can prove the inequality for a cut-off function
ζ on the unit sphere supported in a given disc in the geodesic
sphere: ∫

S

|∇(ζA)|2 ≤ C
∫
S

|∇ζ|2|A|2 + |Ric|2ζ2

∫
S

|∇(ζh)|2 ≤ C
∫
S

|∇ζ|2h2 + |Ric|2ζ2

The latter allows to derive bounds for

sup
Ω̃

|A|, sup
Ω̃

|h|, inf
Ω̃
|A|, inf

Ω̃
|h|

in sets Ω̃ that are characterized by the fact that ambient
curvature or the conformal factor has specific values for
ϑ ∈ (0, 1):

Ω̃η,ϑ,r(ψ) = {x ∈ S2
O,r : ϑη ≤ σ(x ≤ η}

where σ approximates the values of the conformal factor near
the sphere S2

O,r. Similarly we obtain estimates for the solution
supΩ̃ |∇jϕ| as given in [P2],[PM],[PP].

III. THE CONSTRUCTION

We will approximate the geodesic balls which for r close
in the σ sense, for M > 0 sufficiently big:

r|∇σ| ≤ 10−M |σ|, r2|∇2σ| ≤ 10−M |σ|

We start with the round sphere and contruct bumps over dics
on it. Therefore we fix the parameters
• Bump size εj
• Bump center coordinates {νj}Nj=1 ⊂ S2, ϕj , N where

νj =
1

1 +
η2
j

4

(2η1j , 2η2j , 1−
η2
j

4
)

for the vectors {η
j
}Nj=1 in the disc {η ∈ R2 : |η| < 2}.

A. One bump

However instead of using the mean curvvature equation we
select to solve the the Schrödinger equation on a disc

∆v + av = h

with Dirichlet boundary values on the disc {ξ ∈ R2 : |ξ ≤ εj}.
where we use the polynomial functions :

hj : R2 → R, hj(r; ξ) =

dj∑
`1+`2=mj

h`1`2(r)ξ`11 ξ
`2
2
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for 0 ≤ r ≤ ε that approximate the mean curvature mear the
disc at the northern pole. The bump is given by the function
u = r2− ξ2

4 +v near an εj disc of the sphere centered around
the northern pole The bumped sphere has the parametrization
near the north pole

X(r; ξ) = κ(ξ1, ξ2, u)

Finally we form the vector field for

N(r; ξ) = (κ(uξ1+ψξ2)−r2u1, κ(ψξ1−uξ2)+r2u2, κξ
2−r2)

where
ψ = −(ξ ×∇u) · e3 = ξ2u1 − ξ1u2

and

κ =
2r2

ξ2 + 4r2

a) Several bumps: We form the rotation matrix

R(νj) = − cos θj1 + sin θjLj + cos θjΠ(νj)

where the projector matrix has entries

Πrs(νj) = νrjνsj , r, s = 1, 2, 3

and the infinitesimal rotation

Lj =

 0 ν3j −ν2j

−ν3j 0 ν1j

ν2j −ν1j 0


Then we produce more bumps by rotating the vectors X by
X 7→ R(νj)X,N 7→ R(νj)N .

IV. CONCLUSION

The wave equation in an inhomogeneous equation in the
high frequency limit requires the construction of the phase
function as solution of the eikonal equation. The eikonal
equation is solved by integrating the characteristic ODE’s
and then inverting the solution, this method is costly. Here
instead we construct the phase function by considering the
phase fronts as perturbations of the sperical ones and hence
we use a nonlinear elliptic equation that we solve iteratively.
We derived a priori estimates for this equation that facilitate
the design of a parallel scheme for its solution.
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The linear complexity and the autocorrelation of
generalized cyclotomic binary sequences of length

2npm

Vladimir Edemskiy, Olga Antonova

Abstract—In this article, we generalize results about binary
sequences of length 2pm and evaluate the linear complexity
and autocorrelation properties of generalized cyclotomic binary
sequences of length 2npm. We show that in most cases these
sequences have high linear complexity and poor autocorrelation
performance.

Index Terms—Autocorrelation, linear complexity, generalized
cyclotomic binary sequences

I. INTRODUCTION

THE linear complexity of a sequence is an important
characteristic of its quality. The linear complexity may

be defined as the length of the shortest linear feedback
shift register that is capable of generating the sequence [11].
Knowledge of just 2L consecutive digits of the sequence
is sufficient to enable the remainder of the sequence to be
constructed. Thus, it is reasonable to suggest that ’good’
sequences have L > N/2 (where N denotes the period of
the sequence) [1]. Autocorrelation is also important for many
practical applications [1], [6]. Ideally, good sequences combine
autocorrelation properties of a random sequence with high
linear complexity.

Classical cyclotomic classes and generalized cyclotomic
classes can be used to construct binary sequences, which are
called classical cyclotomic sequences and generalized cyclo-
tomic sequences respectively [1]. C. Ding and T. Helleseth first
bring in a new generalized cyclotomy of order 2 with respect
to pe11 . . . pett , which includes classical cyclotomy as a special
case, and subsequently show how to design binary sequences
based on this new construction. T. Yan et al. [13], Y. J. Kim
et al. [10], and S. Y. Jin et al. [8] studied the linear complex-
ity and autocorrelation properties of generalized cyclotomic
binary sequences of length pm (see, also the article [4]). J.
W. Zhang et al. [14] proposed two generalized cyclotomic
sequences of length 2pm with high linear complexity. The
results of J. W. Zhang et al. were generalized in [5]. Later, P.
Ke et al. [9] represented new generalized cyclotomic binary
sequences with period 2pm, which included constructions
proposed by J. W. Zhang [14] as a special case. P.Ke et al. [9]
discussed sequences given by defining a vector. We believe that
the investigation of sequences of length 2pm defined by two

V. Edemskiy is with the Department of Applied Mathematics and Informa-
tion Science, Novgorod State University, Veliky Novgorod, Russia, 173003
e-mail: Vladimir.Edemsky@novsu.ru.

O. Antonova is with Novgorod State University. e-mail:
antonova2906@yandex.ru

vectors, and generalized cyclotomic sequences of length 2npm

is interesting from a theoretical point of view. In this paper
we evaluate the linear complexity and the autocorrelation
function of sequences of length 2pm defined by two vectors,
and generalized cyclotomic sequences of length 2npm. We
show that in this case the pattern noted by P. Ke et al [9]
persists. In most examined cases new generalized cyclotomic
binary sequences have high linear complexity, but do not have
desirable autocorrelation properties.

II. GENERALIZED CYCLOTOMIC SEQUENCES

Let p be an odd prime, and let θ be a primitive root
modulo pm, where m is a positive integer [7]. Denote H0 =
〈θ2〉 (mod pm) and H1 = θH0 (mod pm), where H0 and
H1 are generalized cyclotomic classes of order two with
respect to pm [2]. Here and hereafter a mod p denotes the
least nonnegative integer that is congruent to a modulo p.

If A is a subset of Zpm , then let us put by definition bA =
{ba mod pm|a ∈ A} and
b+A = {(b+ a) mod pm|a ∈ A}, where b ∈ Z.
Then, we have partitions

Z∗pm = H0 ∪H1 and Zpm =
m−1⋃
k=0

(pkH0 ∪ pkH1) ∪ {0}. (1)

Let N = 2npm, where n is a positive integer. The ring
residue classes ZN ∼= Z2n × Zpm relative to isomor-
phism φ(a) = (a mod 2n, a mod pm) [7]. Let Lj =

(i
(j)
0 , i

(j)
1 , . . . , i

(j)
m−1), j = 0, 1, . . . , 2n − 1 be a set of any

fixed binary vectors in Zm2 and Ej =
⋃m−1
k=0 p

kH
i
(j)
k

, Cj =

φ−1 ({j} × Ej).
By definition, put

C =
2n−1⋃
j=0

Cj ∪ {0, 2pm, . . . , (2n − 2)pm} and C̃ = ZN \ C.

The generalized cyclotomic binary sequence S = {si} of
length 2npm is then defined by

si =

{
1, if i mod N ∈ C;
0, if i mod N ∈ C̃.

(2)

The sequence S is balanced by (1) and the definition.
If g is an odd from integers θ and θ + pm, then g is

a primitive root modulo 2pm [7]. Let Dj = {gj+2t mod
2pm; t = 0, . . . , pm−1(p− 1)/2− 1}, j = 0, 1 be cyclotomic
classes modulo 2pm, and let indθ2 be a discrete logarithm
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of 2 base θ in the field GF (p). It is easy to see that Dj =
φ−1 ({1} ×Hj) and 2Dj = φ−1

(
{0} ×H(j+indθ2) mod 2

)
.

Hence, binary sequences proposed by J.W. Zhang [14] and
P. Ke [9] are special cases of S. They were obtained for
L1 = (1, . . . , 1) and L0 = (1, . . . , 1) or L0 = (0, . . . , 0)
[14], also for L0 = L1 = L [9].

In the next sections we derive the linear complexity and the
autocorrelation function of S.

III. THE LINEAR COMPLEXITY OF GENERALIZED
CYCLOTOMIC SEQUENCES OF LENGTH 2npm

It is well known ( [1], [11]) that if {si} is a binary sequence
with period N , then the minimal polynomial m(x) and the
linear complexity L of this sequence is defined by

m(x) = (xN − 1)/
(
gcd(xN − 1, S(x))

)
,

L = N − deg
(
gcd(xN − 1, S(x))

)
, (3)

where S(x) = s0+ s1x+ ...+ sN−1x
N−1, S(x) ∈ GF (2)[x].

In our case N = 2npm, hence we have x2
npm − 1 =

(xp
m − 1)2

n

in the ring GF (2)[x] and

L = N − deg
(
gcd

(
(xp

m

− 1)2
n

, S(x)
))
. (4)

Let α be a primitive root of order pm of unity in the
extension of the field GF (2). Then, according to (3) and
(4), in order to find the minimal polynomial and the linear
complexity of S it is sufficient to find the zeros of S(x) in the
set {αv, v = 0, 1, . . . , pm−1} and determine their multiplicity.

Earlier we derived values of S(αv) [4]. Now we use
the same technique. Let us introduce auxiliary polynomials
Sk(x) =

∑
i∈pkH0

xi, k = 0, 1, . . . ,m− 1.
Lemma 1: If v ∈ Z, then∑

u∈φ−1({l}×pkHf )

αvu = Sk(α
vθf )

for all l = 0, 1, ..., 2n − 1 and k = 0, 1, ...,m− 1.
Proof: By definition of α we have αu = αu ( mod pm).

Since {u mod pm | u ∈ φ−1
(
{l} × pkHf

)
} = pkHf and

Hf = θfH0, then Lemma 1 is proved.
Lemma 2: If v ∈ phZ∗pm , h = 0, 1, . . . ,m− 1, then

Sk(α
v) + Sk(α

vθ) =

{
1, if h = m− k − 1;

0, else.

for k = 0, 1, . . . ,m− 1.
Proof: By (1) and the definition of the auxiliary polyno-

mial we have Sk(αv) + Sk(α
vθ) =

∑
i∈pkZ∗

pm
αvi. Then

Sk(α
v)+Sk(α

vθ) =

{
0, if k + h ≥ m;∑
j∈Z∗

pm−k−h
αp

k+hj , if k + h < m.

By the condition, αp
m − 1 = 0 and order of α equals pm,

hence we obtain
∑
j∈Zpm−t

αjp
t

= 1. Then

∑
j∈Z∗

jpm−t

αjp
t

=

{
1, if t = m− 1;

0, else.

Lemma 2 follows from the last formula.

Let

I = {k|
2n−1∑
l=0

i
(l)
k ≡ 1 (mod 2) and k = 0, 1, . . . ,m− 1},

i.e., the number of zeros and unities in the set {i(l)k , l =
0, . . . , 2n−1} for k ∈ I is odd. By I∗ denote the complement
of the set I in the set {0, 1, . . . ,m− 1}.

Theorem 3: Let generalized cyclotomic sequence S be
defined by (2). Then S(αv) = 0 for v = 1, ..., pm − 1
if and only if v ∈

⋃
k∈I p

m−k−1Z∗pm for n = 1 and
v ∈

⋃
k∈I∗ p

m−k−1Z∗pm for n > 1.
Proof: By Lemma 1 and (1)

S(αv) = 2n−1 +
2n−1∑
l=0

m−1∑
k=0

Sk

(
αvθ

i
(l)
k

)
or

S(αv) = 2n−1 +
∑
k∈I

(
Sk(α

v) + Sk(α
vθ)
)

by Lemma 1 and the choice of I .
Therefore, S(αv) = 0 if and only if

∑
k∈I Sk(α

v) +
Sk(α

vθ) = 1 for n = 1 and
∑
k∈I Sk(α

v) + Sk(α
vθ) = 0

for n > 1. In the first case, by Lemma 2, v ∈ pm−k−1Z∗pm
for k ∈ I , and in the second case v ∈ pm−k−1Z∗pm for k 6∈ I .
Theorem 3 is proved.

Corollary 4:

|{v|S(αv) = 0, v = 0, 1, . . . , pm − 1}| ={∑
k∈I p

k(p− 1), if n = 1;∑
k∈I∗ p

k(p− 1) + 1, if n > 1.

Corollary 5: Let generalized cyclotomic sequence S be
defined by (2). If I = ∅ and n = 1, then L = 2pm. Also, if
I = {0, 1, . . . ,m− 1} and n > 1, then L ≥ 2npm − 2n.

All sequences satisfying conditions of Corollary 5 have high
linear complexity. Moreover, if the set of vectors {Lj} defining
the sequence is such that m− 1 6∈ I for n = 1 and m− 1 ∈ I
for n > 1, then

∑
k∈I(I∗) p

k(p−1) ≤ pm−1−1. By Corollary
4 and (4) we see that L ≥ 2npm − 2npm−1, i.e., L > N/2.

In order to refine the estimate of the linear complexity,
we investigate the multiplicity of the zeros αv of S(x). For
this purpose let us examine the derivative of S(x) . Since(∑

i∈φ−1({l}×H
i
(l)
k

) x
i

)′
= 0 when l is even, then

S
′
(αv) = α−v

2n−1−1∑
t=0

m−1∑
k=0

∑
i∈φ−1({2t+1}×H

i
(2t+1)
k

)

αvθ
i
(2t+1)
k .

(5)
It is obvious from (5) that the analysis of S

′
(αv) substantially

differs in cases n = 1 and n > 1.
First, let n > 1. Define the set

J = {k|
2n−1−1∑
t=0

i
(2t+1)
k ≡ 1 ( mod 2) and k = 0, 1, . . . , n−1},

that is the number of zeros and unities in the set {i(2t+1)
k , t =

0, . . . , 2n−1 − 1} is odd for k ∈ J . By J∗ denote the
complement of J in {0, 1, . . . ,m− 1}.
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Lemma 6: If n > 1 and αv is a zero of S(x), then αv is a
multiple zero if and only if v ∈

⋃
k∈I∗∩J∗ p

m−k−1Zpm .
Proof: By (5) and the definition of J , we obtain

S
′
(αv) = α−v

∑
k∈J

(
Sk(α

v) + Sk(α
vθ)
)
,

similar as in Theorem 3. Then by Lemma 2, it follows that
S
′
(αv) = 0 if and only if v ∈ pm−k−1Zpm for k ∈ J∗. So,

the statement of Lemma 6 follows from Theorem 3.
From Theorem 3 and Lemma 6, we get the following

estimate:

L ≥ 2npm −
∑

k∈I∗\J∗
pk(p− 1)− 2n

∑
k∈I∗∩J∗

pk(p− 1)− 2n.

Hence, if n > 1, then it is easy to find out for which defining
vectors the sequence S has high linear complexity.

Let n = 1 and symbols be the same as before. Without loss
of generality, we can assume that Sm−1(α) 6= 0.

Theorem 7: If generalized cyclotomic sequence S is defined
by (2), then

1) L = 2pm −
∑
k∈I p

k(p − 1) and m(x) =(
x2p

m − 1
)
/G(x), if p ≡ ±3(mod 8). Here G(x) =∏

k∈I

(
xp

k+1 − 1
)
/
(
xp

k − 1
)

.
2) L = 2pm − 1.5

∑
k∈I p

k(p− 1) and
m(x) =

(
x2p

m − 1
)
/
(
G(x)

∏
k∈I

∏
u∈pm−k−1Hfk

(x− αv)
)

,
if p ≡ ±1(mod 8).

Here

fk =

{
i
(1)
k , if (m− k) is even and p ≡ −1(mod 8);

1− i(1)k , else.

Proof: If n = 1 then S
′
(αv) = α−v

∑m−1
k=0 Sk(α

vθ
(1)
k ).

By Lemma 2 [4] we have

S
′
(αv) = α−v

(
Sm−1

(
αθ

i
(1)
k

+f

)
+ (m− k − 1)(p− 1)/2

)
,

if v ∈ pm−k−1Hf or

S
′
(αv) = α−v

(
T

(
βθ

i
(1)
k

+f

)
+ (m− k − 1)(p− 1)/2

)
,

where β = αp
m−1

and T (x) =
∑
j∈H0(mod p) x

j . The values
T (βv) were derived by C. Ding et al [3]. Specifically, if
p ≡ ±3 (mod 8), then T (βv) 6∈ {0, 1}, that is S

′
(αv) 6= 0,

and the first statement follows from Theorem 3. In the case
p ≡ ±1(mod 8), according to our assumption T (β) = 1 and
T (βθ) = 0, therefore S

′
(αv) = 0, if v ∈ pm−k−1Hf for

f =

{
i
(1)
k , if (m− k) is even and p ≡ −1(mod 8);

1− i(1)k , else.

Applying (3) and (4), we conclude the proof of Theorem 7.

Theorems 1 and 2 [14], Theorem 1 [9] are special cases of
Theorem 7 (I = {0, 1, . . . ,m− 1}, I = ∅, respectively).

In the second case of Theorem 7, if the set of vectors {Lk}
defining the sequence S is such that m−1 ∈ I , then L ≤ pm,
i.e., in this case sequences do not have high linear complexity.
All results from section 2 have been verified by subjecting
various sequences to Berlekamp-Massey algorithm for small
values of p,m, and n.

IV. AUTOCORRELATION OF GENERALIZED CYCLOTOMIC
SEQUENCES OF LENGTH 2npm

The periodic autocorrelation function CS(τ) of a binary
sequence {si} of period N is defined by

CS(τ) =
N−1∑
i=0

(−1)si+τ+si .

In this section, we evaluate the autocorrelation function of
generalized cyclotomic binary sequences defined by (2). We
measure the autocorrelation function by using known methods
[8], [12] and generalized cyclotomic numbers of order 2 with
respect to ph for h ≥ 1 [2],

(u, v)(p
h) = |(H(ph)

v + 1) ∩H(ph)
u |,

where H
(ph)
j = {a (mod ph)|a ∈ Hj}. C. Ding and T.

Helleseth [2] showed that
1. If p ≡ 1 (mod 4), then

(0, 0)(p
h) = ph−1(p− 5)/4,

(0, 1)(p
h) = (1, 0)(p

h) = (1, 1)(p
h) = ph−1(p− 1)/4;

2. If p ≡ 3 (mod 4), then

(0, 0)(p
h) = (1, 0)(p

h) = (1, 1)(p
h) = ph−1(p− 3)/4,

(0, 1)(p
h) = ph−1(p+ 1)/4.

As before, let Ej =
⋃m−1
k=0 p

kH
i
(j)
k

. First we define the
difference function d(j, l, τ) = |Ej ∩ (El + τ)|.

Lemma 8: If τ ∈ pfHa, f = 0, 1, . . . ,m− 1; a = 0, 1, then

d(j, l, τ) =

f−1∑
k=0:i

(j)
k =j

(l)
k

pm−k−1(p−1)/2+
(
pm−f−1(p± 1) + δ

)
/4,

where

δ =



−4, if a = i
(j)
f , a 6= i

(l)
f , p ≡ 3 (mod 4)

or a = i
(j)
f = i

(l)
f , p ≡ 1 (mod 4);

−2, if i(j)f = i
(l)
f , p ≡ 3 (mod 4)

or i(j)f 6= i
(l)
f , p ≡ 1 (mod 4);

0, if a = i
(l)
f , a 6= i

(j)
f , p ≡ 3 (mod 4)

or a 6= i
(j)
f , i

(j)
f = i

(l)
f , p ≡ 1 (mod 4).

Here we use minus sign if i
(j)
f = i

(l)
f and plus sign

otherwise.
Proof: To simplify the proof, we denote i(j)k , i

(l)
k as hk and

gk respectively. Then d(j, l, τ) =
∑m−1
k=0 |Ej ∩ (pkHgk + τ)|.

Let us break the last sum into three summands and examine
each of them separately.

1) Let k < f , then pkHgk + τ = pkHgk [4] and by (1)

f−1∑
k=0

|Ej ∩ (pkHgk + τ)| =
f−1∑
k=0

|pkHhk ∩ pkHgk | =

f−1∑
k=0:hk=gk

pm−k−1(p− 1)/2.

2) Let k = f , then
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|Ej ∩ (pfHgf + τ)| = |pfHhf ∩ (pfHgf + τ)|

+
m−1∑
k=f+1

|pkHhk ∩ (pfHgf + τ)|.

The first summand from the last sum equals
(gf + a, hf + a)(p

m−f ). By Lemma 2 [13]

|pkHhk ∩ (pfHgf + τ)| =
(pm−k − pm−k−1)/2, if a = gf , p ≡ 1 (mod 4)

or a 6= gf , p ≡ 3 (mod 4);

0, else.

Therefore,

|Ej∩(pfHgf+τ)| =



(0, hf + a)(p
m−f ) + (pm−f−1 − 1)/2,

if a = gf , p ≡ 1 (mod 4);

(1, hf + a)(p
m−f ) + (pm−f−1 − 1)/2,

if a 6= gf , p ≡ 3 (mod 4);

(gf + a, hf + a)(p
m−f ), else.

3) Let k > f , then pkHgk + τ ⊂ pfHa [9] and

m−1∑
k=f+1

|Ej∩(pkHgk+τ)| =
m−1∑
k=f+1

|pfHhf∩(pkHgk+τ)| =

(pm−f−1 − 1)/2,

if a = hf and
∑m−1
k=f+1 |Ej ∩ (pkHgk + τ)| = 0 if a 6= hf .

Summing up results, we obtain the statement of Lemma 8.

Like Y. Sun and H. Shen showed [12], it is simple to see
that

|C ∩ (C + τ)| =
2n−1∑
u=0

|Cu ∩ (C(u−τ) mod 2n + τ)|+

|C∩{0, . . . , (2n−2)pm}|+|{0, . . . , (2n−2)pm}∩(C+τ)|,

and

|Cj ∩ (C(j−τ) ( mod 2n)| = |Ej ∩ (E(j−τ) mod 2n + τ)| =
d
(
j, (j − τ) mod 2n, τ

)
.

Since CS(τ) = 4|C∩(C+τ)|−N , then Lemma 8 shows that
for m ≥ 1 the sequence S has poor autocorrelation properties.
Applying Lemma 8, we can derive the autocorrelation function
for the given set of defining vectors. In particular, from Lemma
8 we can simply obtain Theorem 2 [9].

Consider the autocorrelation function for τ ≡ 0(mod 2n).
Theorem 9: If sequence S is defined by (2) and τ ∈

φ−1({0} × pfHa), f = 0, 1, . . . ,m− 1; a = 0, 1, then

CS(τ) = 2n(pm − pm−f − pm−f−1) +A,

where A = 0, if p ≡ 3(mod 4) and

A = |{t|i(2t)f = a, t = 0, 1, . . . , 2m−1 − 1}|−

|{t|i(2t+1)
f = a, t = 0, 1, . . . , 2m−1 − 1}|,

if p ≡ 1(mod 4).
Proof: Under the conditions of Theorem 9 we have

|C ∩ (C + τ)| =
2n−1∑
u=0

|Eu ∩ (Eu + τ)|

+|C∩({0, . . . , (2n − 2)pm}+ τ) |+|{0, . . . , (2n−2)pm}∩(C+τ)|.
(6)

By definition, put A1 = |{t|i(2t+1)
f = a, t =

0, 1, . . . , 2m−1 − 1}| and A2 = |{t|i(2t)f = a, t =

0, 1, . . . , 2m−1 − 1}|. From Lemma 8 it follows that

2n−1∑
u=0

|Eu ∩ (Eu + τ)| =

2n−1∑
u=0

d(u, u, τ) = 2n−2(2pm − pm−f − pm−f−1)−B, (7)

where B =

{
A1 +A2, if p ≡ 1 (mod 4);

−2n−1, if p ≡ 3 (mod 4).
.

If τ ∈ φ−1({0} × pfHa), then

|C ∩ ({0, 2pm, . . . , (2n − 2)pm}+ τ) | =
2n−1−1∑
j=0

|E2j∩({0, 2pm, . . . , (2n−2)pm}+τ)| =
2n−1−1∑
j=0

|E2j∩{τ}|.

Similarly, |{0, 2pm, . . . , (2n − 2)pm} ∩ (C + τ)| =∑2n−1−1
j=0 |{0} ∩ (E2j + τ)|.
If p ≡ 1 (mod 4), then −1 ∈ H0 and −1 ∈ H1 if p ≡

3 (mod 4) [9]. Hence, |E2j ∩ {τ}| is equal to 1, if a = i
(2j)
f

and zero if a 6= i
(2j)
f . Next,

|{0} ∩ (E2j + τ)| =


1, if a = i

(2j)
f , p ≡ 1 (mod 4)

or a 6= i
(2j)
f , p ≡ 3 (mod 4);

0, else.

Therefore,

|C ∩ ({0, 2pm, . . . , (2n − 2)pm}+ τ)|+
|{0, 2pm, . . . , (2n − 2)pm} ∩ (C + τ)| =

=

{
2A2, if p ≡ 1 (mod 4);

2n−1, if p ≡ 3 (mod 4).
(8)

Since CS(τ) = 4|C ∩ (C + τ)| −N , we obtain Theorem 9 by
summing up (6), (7) and (8).
Theorem 9 shows that for m > 1 the autocorrelation function
of S is far from ideal (see [9]).
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Harmonic Mappings Related to the Bounded
Boundary Rotation

Melike Aydog̃an1, H. Esra Özkan Uçar2 and Yaşar Polatog̃lu3

Abstract—The aim of this paper to give investigation of the class
of harmonic mapping related to the bounded boundary rotation. The
class of bounded boundary rotation is generalized to the convex
function. For this aim we use subordination techniques to obtain
known as well as new results related to the Libera-type problem
[1].

Keywords—Harmonic mapping, bounded rotation, bounded radius
rotation, starlike function, convex function.

I. INTRODUCTION

Let Ω be the class of functions φ(z) which are regular in
D and satisfying the conditions φ(0) = 0, |φ(z)| < 1 for all
z ∈ D.

Next, denote by P the family of functions p(z) = 1+p1z+
p2z

2 + · · · regular in D, such that p(z) is in P if and only if

p(z) =
1 + φ(z)

1− φ(z)
(I.1)

for some functions φ(z) ∈ Ω, and every z ∈ D.
Pk denotes the class of functions p(0) = 1 and analytic in

D with the representation

p(z) =

∫ 2π

0

1 + ze−it

1− ze−it
dµ(t), (I.2)

where µ(t) is defined by∫ 2π

0

dµ(t) = 2 and
∫ 2π

0

|dµ(t)| ≤ k. (I.3)

Clearly p2 = p. From the (I.2), one can easily find that p(z) ∈
Pk can also be written as

p(z) =

(
k

4
+

1

2

)
p1(z)−

(
k

4
− 1

2

)
p2(z), (I.4)

where p1(z), p2(z) ∈ P.
Moreover, let A be the the class of all analytic functions of

the form s(z) = z + c2z
2 + c3z

3 + · · · which are regular in
D. Let C denote the family of functions s(z) ∈ A such that
s(z) is in C if and only if(

1 + z
s′′(z)

s(z)

)
= p(z) (I.5)

for some p(z) ∈ P , and all z ∈ D. The class C is called the
class of convex functions, and let s(z) be an element of A if
the equality (

z
s′(z)

s(z)

)
= p(z)

is satisfied for some p(z) ∈ P and every z ∈ D, then s(z)
is called starlike functions, the class of functions is denoted

by S∗. Let s(z) be an element of A and which maps D
conformally onto an image domain of boundary rotation at
most kπ, the class of such functions is denoted by V (k). The
concept of functions of bounded boundary rotation original
from Loewner [3] in 1917 but he did not use the present
terminology. Paatero [2], who systematically developed their
properties and made an exhaustive study of the class V (k).
Paatero [2] has shown that s(z) ∈ V (k) if and only if

s′(z) = Exp

[
−
∫ 2π

0

log(1− ze−it)dµ(t)

]
, (I.6)

where µ(t) is given in (I.3). For a fixed k ≥ 2 it can also be
expressed as∫ 2π

0

∣∣∣∣Re (zs′(z))′

s(z)

∣∣∣∣ dθ ≤ kπ, z = reiθ. (I.7)

Clearly, if k1 < k2 then V (k1) ⊂ V (k2), that is the class
V (k) obviously expand as k increases. V (2) is simply the
class of C convex univalent functions and Paatero [2] showed
that V (4) ⊂ S, where S is the class of normalized univalent
functions. Later Pinchuk [4] proved that functions in V (k)
are close-to-convex in D if 2 ≤ k ≤ 4 and hence univalent.
A function s(z) analytic in D is said to be close-to-convex, if
there exists a function `(z) ∈ C such that

Re

(
s′(z)

`(z)

)
> 0 (I.8)

for all z ∈ D. Let s(z) be an element of A if s(z) having the
representation

s(z) = zExp

[
−
∫ 2π

0

log(1− ze−it)dµ(t)

]
, (I.9)

where µ(t) is given in (I.3), then s(z) is called bounded radius
rotation. The class of these functions is denoted by R(k).
Pinchuk [4] also showed that Alexander type relation between
the classes V (k) and R(k) is

s(z) ∈ V (k) if and only if (zs′(z)) ∈ R(k). (I.10)

Pinchuk [4] has shown that the classes V (k) and R(k) can be
defined by using class Pk as given below

s(z) ∈ V (k) if and only if
(zs′(z))′

s′(z)
∈ Pk, (I.11)

s(z) ∈ R(k) if and only if z
s′(z)

s(z)
∈ Pk. (I.12)

Let s1(z) and s2(z) be elements of A. If there exist a function
φ(z) ∈ Ω such that s1(z) = s2(φ(z)) for all z ∈ D, then
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we say that s1(z) is subordinate to s2(z), and we write
s1(z) ≺ s2(z). If s2(z) is univalent in D, then s1(z) ≺
s2(z) if and only if s1(D) ⊂ s2(D), s1(0) = s2(0) implies
s1(Dr) ⊂ s2(Dr), where Dr = {z| |z| < r, 0 < r < 1}
(Subordination principle and Lindelöf principle [5]).

Finally, a planar harmonic mapping f in the open unit
disc D is a complex-valued harmonic function which maps
D onto the same planar domain f(D). Since D is a simply
connected domain, the mapping f has a canonical decompo-
sition f = h(z) + g(z), where h(z) and g(z) are analytic in
D and have the following power series

h(z) =
∞∑
n=0

anz
n, g(z) =

∞∑
n=0

bnz
n, an, bn ∈ C

We call h(z) is analytic part of f and g(z) is co-analytic part
of f . An elegant and complete treatment theory of harmonic
mapping is given in Duren’s monograph [6]. Lewy [6] proved
that the harmonic mapping f is locally univalent in D if and
only if its Jacobian Jf =

(
|h′(z)|2 − |g′(z)|2

)
is different

form zero in 1936. In view of this result locally univalent
harmonic mapping in the open unit disc D are either sense-
preserving if |h′(z)| > |g′(z)| in D or sense-reversing if
|h′(z)| < |g′(z)| in D. In this paper we will restrict ourselves
to the study of sense-preserving harmonic mappings. We also
note that f = h(z) + g(z) is sense-preserving in D if and
only if h′(z) does not vanish in D and the second dilatation
w(z) = g′(z)

h′(z) has the property |w(z)| < 1 for all z ∈ D.
Therefore the class of all sense-preserving harmonic mappings
in the open unit disc D with a0 = b0 = 0 and a1 = 1
will be denoted by SH . Thus SH contains standart class S
of univalent functions. The family of all mappings f ∈ SH
with the additional property g′(0) = 0, i.e, b1 = 0 is denoted
by S0

H . Hence it is clear that S ⊂ S0
H ⊂ SH .

We will investigate the following class

SHV (k) =
{
f = h(z) + g(z) |

1
b1
g′(z)

h′(z)
∈ Pk

h(z) ∈ V (k)
}
.

For our proofs we need the following lemma and theorems.

Lemma I.1. ([7])Let φ(z) be a regular in the open unit disc
D with φ(0) = 0, then if |φ(z)| attains its maximum value on
the circle |z| = r at the point z0 one has z0φ

′(z0) = mφ(z0),
m ≥ 1.

Theorem I.2. ([8]) Let s(z) be an element of V (k) then

(1− r) 1
2k−1

(1 + r)
1
2k+1

≤ |s′(z)| ≤ (1 + r)
1
2k−1

(1− r) 1
2k+1

, (I.13)

M2(a, b, c, r) ≤ |s(z)| ≤M1(a, b, c, r), (I.14)

where

M1(a, b, c, r) =
2b−1

a

[
G(a, b, c,−1)− ra1G(a, b, c, r−1

1 )
]
,

M2(a, b, c, r) =
2b−1

a
[G(a, b, c,−1)− ra1G(a, b, c,−r1)] ,

a =
k

2
, b = 0, c =

k

2
+ 1, r1 =

1− r
1 + r

,

G(a, b, c, r) =
Γ(c)

Γ(a)Γ(c− a)

∫ r

0

ua−1(1−u)c−a−1(1−zu)−bdu.

Theorem I.3. ([9]) Let k ≥ 2 and s(z) ∈ V (k) such that
s(z)
z 6= 0 in D. Then

G(z) =

(∫ z

0

s(t)

t
dt

)
∈ V (k).

Theorem I.4. ([10]) Let s(z) ∈ V (k), 2 ≤ k <∞. Let x ∈ D
and

F (z) =
s
(
z+x
1+x̄z

)
− s(x)

s′(x)(1− |x|2)
.

Then F (z) ∈ V (k) and∣∣∣∣z s′′(z)s′(z)
− 2r2

1− r2

∣∣∣∣ ≤ kr

1− r2
.

II. CONCLUSION

Lemma II.1. Let p(z) ∈ Pk then∣∣∣∣p(z)− 1 + r2

1− r2

∣∣∣∣ ≤ kr

1− r2
.

Proof: Using Theorem I.4, then we write∣∣∣∣z s”(z)

s′(z)
− 2r2

1− r2

∣∣∣∣ ≤ kr

1− r2

after the simple calculations we get∣∣∣∣(1 + z
s”(z)

s′(z)

)
− 1 + r2

1− r2

∣∣∣∣ ≤ kr

1− r2
.

In this step by using the definition of the class V (k) we can
write ∣∣∣∣p(z)− 1 + r2

1− r2

∣∣∣∣ ≤ kr

1− r2
.

Theorem II.2. Let f = h(z) + g(z) be an element of SHV (k),
then g(z)

h(z) ∈ V (k).

Proof: Using the subordination principle and definition
of the class SHV (k), then we write w(Dr) as

g′(z)
h′(z)

∣∣∣[b1 ((k4 + 1
2

) 1+φ1(z)
1−φ1(z) −

(
k
4 −

1
2

) 1+φ2(z)
1−φ2(z)

)]
− 1+r2

1−r2

∣∣∣
≤ kr

1−r2 , k > 2

g′(z)
h′(z)

∣∣∣b1 1+φ1(z)
1−φ1(z) −

1+r2

1−r2

∣∣∣ ≤ 2r
1−r2 , k = 2

(II.1)

where φ1, φ2 ∈ Ω, 0 < r < 1. Now we define the function
pk(z) by
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g(z)

h(z)
= b1

[(
k

4
+

1

2

)
1 + φ1(z)

1− φ1(z)
−
(
k

4
− 1

2

)
1 + φ2(z)

1− φ2(z)

]
= b1pk(z),

then pk(z) is analytic and pk(0) = 1, i.e., φ1(0) = 0, φ2(0) =
0

g′(z)

h′(z)
=



b1

(
k
4

+ 1
2

) [ 1+φ1(z)
1−φ1(z)

+
2zφ′1(z)

(1−φ1(z))2
· h(z)
zh′(z)

]

−b1
(
k
4
− 1

2

) [ 1+φ2(z)
1−φ2(z)

+
2zφ′2(z)

(1−φ2(z))
· h(z)
zh′(z)

]
, k > 2

b1
1+φ1(z)
1−φ1(z)

+
2zφ′1(z)

(1−φ1(z))2
· h(z)
zh′(z) , k = 2.

(II.2)

In this step, if we use Theorem I.2 and Lemma II.1, then (II.2) can
be written in the following manner

w(z0) =
g′(z0)

h′(z0)
=



b1

(
k
4

+ 1
2

) [ 1+φ1(z0)
1−φ1(z0)

+
2mφ1(z0)

(1−φ1(z0))2
· 1+kreiθ+r2

1−r2

]

−b1
(
k
4
− 1

2

) [ 1+φ2(z0)
1−φ2(z0)

+
2z0φ

′
2(z0)

(1−φ2(z0))2
· 1+kreiθ+r2

1−r2

]
/∈ w(Dr) , k > 2

(|φ1(z)| attains maximum value on the circle |z| = r at the pointz0)

b1

(
k
4

+ 1
2

) [ 1+φ1(z0)
1−φ1(z0)

+
2zφ1(z0)

(1−φ1(z0))2
· 1+kreiθ+r2

1−r2

]

−b1
(
k
4
− 1

2

) [ 1+φ2(z0)
1−φ2(z0)

+
2mφ2(z0)

(1−φ2(z0))2
· 1+kreiθ

1−r2

]
/∈ w(Dr) , k > 2

(|φ2(z)| attains maximum value on the circle |z| = r at the pointz0)

b1

(
k
4

+ 1
2

) [ 1+φ1(z0)
1−φ1(z0)

+
2mφ1(z0)

(1−φ1(z0))2
· 1+kreiθ+r2

1−r2

]

−b1
(
k
4
− 1

2

) [ 1+φ2(z0)
1−φ2(z0)

+
2mφ2(z0)

(1−φ2(z0))2
· 1+kreiθ+r2

1−r2

]
/∈ w(Dr) , k > 2

(|φ1(z)| and |φ2(z)| attains maximum value on the circle |z| = rat the pointz0)

b1
1+φ1(z0)
1−φ1(z0)

+
2mφ1(z0)

(1−φ1(z0))2
· 1+kreiθ+r2

1−r2
, k = 2.

(II.3)

But this contradicts to (II.2) because |φ(z0)| = 1, m ≥ 1. So our
assumption |φ(z0)| = 1 is wrong, i.e. |φ(z)| < 1 for all z ∈ D,
therefore we have g(z)

h(z)
≺ b1pk(z).

Corollary II.3. If f = h(z) + g(z) ∈ SHV (k), then

M2(a, b, c, r)
1− kr + r2

1− r2
≤ |g(z)|

≤M1(a, b, c, r)
1 + kr + r2

1− r2
,

(1− kr + r2)(1− r) k2−2

(1 + r)
k
2 +2

≤ |g′(z)|

≤ (1 + kr + r2)(1 + r)
k
2−2

(1− r) k2 +2

where M1(a, b, c, r) and M2(a, b, c, r) are given Theorem I.2.

Proof: Using the definition SHV (k) we can write

|h(z)| 1− kr + r2

1− r2
≤ |g(z)| ≤ 1 + kr + r2

1− r2
|h(z)| ,

|h′(z)| 1− kr + r2

1− r2
≤ |g′(z)| ≤ 1 + kr + r2

1− r2
|h′(z)| .

In this step if we use Theorem I.2 then we obtain desired
result.

Corollary II.4. Let f = h(z)+g(z) be an element of SHV (k),
then

(1− r)k−2

(1 + r)k+2

(
1−

(
1 + kr + r2

1− r2

)2
)
≤ Jf

≤ (1 + r)k−2

(1− r)k+2

(
1−

(
1− kr + r2

1− r2

)2
)
.

Proof: Since

Jf = |h′(z)|2 − |g′(z)|2 = |h′(z)|2
(

1−
∣∣∣∣ g′(z)h′(z)

∣∣∣∣2
)

and in this step we use Corollary II.3, then we obtain desired
result.

Corollary II.5. Let f = h(z) + g(z) ∈ SHV (k) then

|f | ≤
∫ 1

0

(1 + r)
1
2 k − 1

(1− r) 1
2k + 1

kr − 2r2

1− r2
dr.

Proof: Using the inequality

(|h′(z)| − |g′(z)|) |dz| ≤ |df | ≤ (|h′(z)|+ |g′(z)|) |dz|

we get

|h′(z)|
(

1−
∣∣∣∣ g′(z)h′(z)

∣∣∣∣) |dz| ≤ |df | ≤ |h′(z)|(1 +

∣∣∣∣ g′(z)h′(z)

∣∣∣∣) |dz|
after simple calculations we can get the result easily.
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Abstract—Inertial navigation is the problem of estimating the
flight path of a moving object based on only acceleration measure-
ments. This paper describes and compares two approaches for
intertial navigation. Both approaches estimate the flght path of
the moving object using cubic spline interpolation, but they find
the coefficients of the cubic spline pieces by different methods.
The first approach uses a tridiagonal matrix, while the second
approach uses recurrence equations. They also require different
boundary conditions. While both approaches work in O(n) time
where n is the number of given acceleration measurements, the
recurrence equation-based method can be easier updated when
a new measurement data is obtained.

I. INTRODUCTION

Inertial navigation is the problem of estimating the flight
path of a moving object based on only acceleration mea-
surements. With the wide-spread availability of GPS sensors,
inertial navigation is still important when the GPS system
is not accessible, for example, when the moving object is
a submarine deep in the ocean or when the GPS system is
deliberately disrupted in the course of combat. Understanding
inertial navigation is also important for biology because sev-
eral animal species, including different kinds of birds, seem
to use inertial navigation to find they way.

The problem of inertial navigation is more challenging than
the simpler problem of estimating the flight path of a moving
object based on data on its position at either sporadic or regular
periodic time intervals. This simpler problem may be solved
using several interpolation methods. For example, the problem
can be solved using cubic spline interpolation for functions
of one time variable [2]. Cubic splines can be described as
follows.

Let f(t) be a function fromR toR. Suppose we know about
f only its value at locations t0 < . . . < tn. Let f(ti) = ai.
Piecewise cubic spline interpolation of f(t) is the problem of
finding the bi, ci and di coefficients of the cubic polynomials
Si for 0 ≤ i ≤ n− 1 written in the form:

Si(t) = ai + bi(t− ti) + ci(t− ti)
2 + di(t− ti)

3 (1)

where each piece Si interpolates the interval [ti, ti+1] and
fits the adjacent pieces by satisfying certain smoothness con-

ditions. Taking once and twice the derivative of Equation (1)
yields, respectively, the equations:

S′i(t) = bi + 2ci(t− ti) + 3di(t− ti)
2 (2)

S′′i (t) = 2ci + 6di(t− ti) (3)

Equations (1-3) imply that Si(ti) = ai, S′i(ti) = bi and
S′′i (ti) = 2ci. For a smooth fit between the adjacent pieces,
the cubic spline interpolation requires that the following con-
ditions hold for 0 ≤ i ≤ n− 2:

Si(ti+1) = Si+1(ti+1) = ai+1, (4)

S′i(ti+1) = S′i+1(ti+1) = bi+1 (5)

S′′i (ti+1) = S′′i+1(ti+1) = 2ci+1 (6)

This paper is organized as follows. Section II describes
the cubic splines interpolation method using the tridiagonal
matrix approach. Section III describes an alternative recurrence
equation-based approach. Section IV presents an example of
cubic spline interpolation of a moving object and compares
the two approaches. Section V describes the generalization of
the two approaches to objects that move in 3D space. Finally,
Section VI gives some conclusions and describes several open
problems and future work.

II. A TRIDIAGONAL MATRIX-BASED SOLUTION

In this section we present a cubic spline interpolation using
a tridiagonal matrix-based approach. Let hi = ti+1 − ti.
Substituting Equations (1-3) into Equations (4-6), respectively,
yields:

ai + bihi + cih
2
i + dih

3
i = ai+1 (7)

bi + 2cihi + 3dih
2
i = bi+1 (8)

ci + 3dihi = ci+1 (9)
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Equation (9) yields a value for di, which we can substitute
into Equations (7-8). Hence Equations (7-9) can be rewritten
as:

ai+1 − ai = bihi +
2ci + ci+1

3
h2
i (10)

bi+1 − bi = (ci + ci+1)hi (11)

di =
1

3hi
(ci+1 − ci). (12)

Solving Equation (10) for bi yields:

bi = (ai+1 − ai)
1

hi
− 2ci + ci+1

3
hi (13)

which implies for j ≤ n− 3 the condition:

bi+1 = (ai+2 − ai+1)
1

hi+1
− 2ci+1 + ci+2

3
hi+1 (14)

Substituting into Equation (11) the values for bi and bi+1

from Equations (13-14) yields:

(ai+1 − ai)
1

hi
− (2ci + ci+1)

hi

3
+ (ci + ci+1)hi =

(ai+2 − ai+1)
1

hi+1
− (2ci+1 + ci+2)

hi+1

3

The above can be rewritten as:

3

hi
ai −

(
3

hi
+

3

hi+1

)
ai+1 +

3

hi+1
ai+2 =

hici + 2(hi + hi+1)ci+1 + hi+1ci+2

The above holds for 0 ≤ i ≤ n− 3. However, changing the
index downward by one the following holds for 1 ≤ j ≤ n−2:

3

hi−1
ai−1 −

(
3

hi−1
+

3

hi

)
ai +

3

hi
ai+1

hi−1ci−1 + 2(hi−1 + hi)ci + hici+1 = (15)

The above is a system of n − 1 linear equations for the
unknown position values ai for 1 ≤ i ≤ n in terms of
the measured acceleration values 2ci for 0 ≤ i ≤ n. By
Equation (3) S′′0 (t0) = 2c0 and by extending Equation (6)
to i = n− 1, S′′n−1(tn) = 2cn.

The cubic spline interpolation allows us to specify several
possible boundary conditions regarding the values of a0 and
an. A commonly used boundary condition, called a natural
cubic spline, assumes that a0 = an = 0, which is equivalent
to saying that the moving object starts at position 0 and returns
to it at the end of its flight. This is a natural condition because
birds can be expected to return to their nests and airplanes can

be expected to return to their hangars. Hence this is used as
a common default condition when there is no better boundary
value available. However, we can assume any boundary value
for f(t0) = a0 and f(tn) = an if they are known.

In solving a cubic spline, a uniform sampling is also
commonly assumed to be available. This is natural to assume
because accelerometers can send a signal every few seconds.
In that case each hi has the same constant value h. Then
multiplying Equation (15) by h/3 yields:

ai−1 − 2ai + ai+1 =
h2

3
(ci−1 + 4ci + ci+1) (16)

Since the values of ci are known, the values of ai can
be found by solving a particular tridiagonal matrix-vector
equation Ax = B. The matrices can be represented as follows:

A =



1 0 0 0 . . . 0 0 0 0
1 −2 1 0 . . . 0 0 0 0
0 1 −2 1 . . . 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 . . . 1 −2 1 0
0 0 0 0 . . . 0 1 −2 1
0 0 0 0 . . . 0 0 0 1



the vector of unknowns is:

x =


a0
a1
...
an



and the vector of known constants is:

B =


f(t0)

h2

3 (c0 + 4c1 + c2)
...

h2

3 (cn−2 + 4cn−1 + cn)
f(tn)

.

The above describes a system of n + 1 linear equations
with n + 1 unknowns. Such a system normally yields a
unique solution except in some special cases. Moreover, such
a tridiagonal matrix system can be solved in O(n) time. Once
the ai values are found, the di and the bi values also can be
found by Equations (12) and (13), respectively. Computating
the bi and di coefficients can be done also within O(n) time.

The above solution to the inertial navigation problem seems
new, although the reverse problem of finding the acceleration
values given the position values is a straightforward cubic
spline problem. The novelty of the above approach is in Equa-
tion (16), which highlights that three consecutive a variables
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could be considered the unknowns and can be expressed by
three consecutive c constants.

III. ALTERNATIVE RECURRENCE EQUATION SOLUTION

Instead of using a tridiagonal matrix, in this section we give
a more direct and effective method for solving the problem
of interpolating the location of a moving object described by
a function f(t) when we know only the acceleration of the
object at times t0 < . . . < tn. The measured acceleration
value at any time ti is twice the value of the corresponding
constant ci, that is, f ′′(ti) = 2ci. Hence in this case we need
to find a piecewise cubic spline interpolation of f(t) by finding
the ai, bi and di coefficients of the cubic polynomials Si for
0 ≤ i ≤ n − 1 written in the form of Equation (1). At first
note that Equation (11) implies:

bi = bi−1 + (ci−1 + ci)hi−1 (17)

The above can be used to express any bi for i > 0 in terms
of the initial velocity b0 and the ci coefficients, the known
constants, as follows:

bi = b0 +
∑

1≤k≤i

(bk − bk−1) = b0 +
∑

1≤k≤i

(ck−1 + ck)hk−1

Further, we can rewrite Equation (10) as:

ai = ai−1 + bi−1hi−1 +
2ci−1 + ci

3
h2
i−1 (18)

The above can be used to express each ai for i > 0 in terms
of the bi and ci constants as follows:

ai = a0 +
∑

1≤j≤i

(aj − aj−1) =

a0 +
∑

1≤j≤i

(
bj−1hj−1 +

2cj−1 + cj
3

h2
j−1

)
(19)

Clearly, we can find first all the bi in O(n) time, and then
we can compute all the ai also in O(n) time. All the di can
be also computed in O(n) time using Equation (12). Hence in
this case also the piecewise cubic interpolation can be found
in O(n) time.

IV. EXAMPLE OF AN OBJECT IN FREE FALL

Suppose that an object is released from a height of 400
feet and falls to the ground in five seconds. Suppose also
that we measure the object’s acceleration at every second
until five seconds after release to be always −32ft/sec2 due
to the gravitational pull of the earth. Find a cubic spline
approximation for the object’s position at all times from the
release to five seconds after.

As the object falls to the earth, its elevation is decreasing.
Hence the gravitational force is considered with a negative
sign. The cubic polynomials we need to find for the intervals
[0, 1], [1, 2], [2, 3], [3, 4] and [4, 5] can be expressed as follows:


S0(t) = a0 + b0t+ c0t

2 + d0t
3

S1(t) = a1 + b1(t− 1) + c1(t− 1)2 + d1(t− 1)3

S2(t) = a2 + b2(t− 2) + c2(t− 2)2 + d2(t− 2)3

S3(t) = a3 + b3(t− 3) + c3(t− 3)2 + d3(t− 3)3

S4(t) = a4 + b4(t− 4) + c4(t− 4)2 + d3(t− 4)3

We have n = 6, c0 = −16, c1 = −16, c2 = −16, c3 = −16
c4 = −16 c5 = −16 and the uniform time step size is h = 1
second. By our assumption f(0) = 400 and f(4) = 0. Hence
matrix A and the vectors x and B are:

A =


1 0 0 0 0 0
1 −2 1 0 0 0
0 1 −2 1 0 0
0 0 1 −2 1 0
0 0 0 1 −2 1
0 0 0 0 0 1

,

x =


a0
a1
a2
a3
a4
a5


and

B =



400

1
3

(
− 16 + 4(−16)− 16

)
= −32

1
3

(
− 16 + 4(−16)− 16

)
= −32

1
3

(
− 16 + 4(−16)− 16

)
= −32

1
3

(
− 16 + 4(−16)− 16

)
= −32

0


We can solve the above tridiagonal linear system to be:

a0 = 400

a1 = 384

a2 = 336

a3 = 256

a4 = 144

a5 = 0

Solving for the bi coefficients by Equation (13) gives:

b0 = 1
1 (384− 400)− 1

3 (−16− 32) = 0

b1 = 1
1 (336− 384)− 1

3 (−16− 32) = −32

b2 = 1
1 (256− 336)− 1

3 (−16− 32) = −64

b3 = 1
1 (144− 256)− 1

3 (−16− 32) = −96

b4 = 1
1 (0− 144)− 1

3 (−16− 32) = −− 128
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Solving for the di coefficients by Equation (12) gives:

d0 =
1

3
(−16− (−16)) = 0

d1 =
1

3
(−16− (−16)) = 0

d2 =
1

3
(−16− (−16)) = 0

d3 =
1

3
(−16− (−16)) = 0

d4 =
1

3
(−16− (−16)) = 0

The above values show that an object in free fall travels a
quadratically increasing distance. Using the calculated values,
we can now describe the cubic spine interpolation as follows:

S0(x) = 400− 16t2

S1(x) = 384− 32(t− 1)− 16(t− 1)2

S2(x) = 336− 64(t− 2)− 16(t− 2)2

S3(x) = 256− 96(t− 3)− 16(t− 3)2

S4(x) = 144− 128(t− 4)− 16(t− 4)2

It can be calculated that in each piece the cubic spline
interpolation can be simplified to 400 − 16t2, which agrees
with the physics equation for the position of a free falling
object that starts with zero velocity from an elevation of 400
feet above the surface of the earth.

Let us next consider the calculation of the same problem
using the alternative method. Since the initial velocity is b0 =
0, we can calculate by Equation (17) that:

b1 = 0 + (−16 + (−16)) = −32
b2 = −32 + (−16 + (−16)) = −64
b3 = −64 + (−16 + (−16)) = −96
b4 = −96 + (−16 + (−16)) = −128

Similarly to the previous approach, Equation (12) can be
used to calculate the di constants. Hence we get the same
solution as with the previous method.

In comparing the two approaches, we see that they require
different boundary conditions. For the first method, the tridi-
agonal system required only the initial and the final position
of the moving object. The second method required the initial
position and the initial velocity. While both methods work
in O(n) time where n is the number of past acceleration
measurements, the recurrence equation-based method can be
updated easier when a new measurement data is obtained.
Hence it may be more practical in time-critical applications.

V. OBJECTS MOVING IN 3D SPACE

A moving object, such as an airplane, can fly in 3-
dimensional space along latitude, longitude as well as ele-
vation. To model the flight of the airplane, it is possible to
describe its movement by a parametric solution consisting of
separate functions fx(t), fy(t) and fz(t) for the movement
along the x, the y and the z-axis, respectively. Accelerometers
signal separately the movement along these three dimensions.
Hence it is possible to find a separate cubic spline interpolation
for the the functions fx(t), fy(t) and fz(t). Moreover, it is
possible to use different kinds of boundary conditions for each
of the separate interpolations. For example, to interpolate the
elevation function fz(t), one may use the initial conditions
fz(t0) = fz(tn) = 0 when an object is expected to start and
finish its movement on the ground, while for fx(t) an initial
position different from zero and some initial velocity may be
used.

VI. CONCLUSION

Inertial navigation relies heavily on the accuracy of ac-
celerometers that need to signal at periodic time intervals the
acceleration values in all three dimensions. Another problem
is speed. Even an O(n) method is too slow when the object
is traveling at very high speeds. In that case, we need a
solution that can be easily updated with each new accelerom-
eter measurement. The balancing of computational efficiency
with computational accuracy is a challenging problem. We
are currently developing methods that describe a trade-off in
these two variables. A related problem is to find the flight
path of moving objects given their speeds at regular time
intervals instead of their accelerations. We also developed
some approaches to that problem.

We also implemented the cubic spline interpolation method
in the MLPQ constraint database system [6]. The advantage
of the implementation is that the moving object representation
can be queried using constraint query languages [4], which
are extensions of SQL and Datalog. This approach was used
successfully in dealing with other interpolation data, such
as real estate prices [5] and other moving objects [1], [3].
The MLPQ system also provides a convenient user-friendly
graphical user interface that enables animation and other
visualizations of moving objects.
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Notes about the linear complexity of sequences over
the finite field of order four

Vladimir Edemskiy, Andrey Ivanov

Abstract—We derive the linear complexity of sequences over
the finite field of four elements. We consider sequences con-
structed from Legendre sequences, Hall sequences and twin-
prime sequences using the technique proposed by Ting, Ding,
Lim, Kim et al.

Index Terms—Balanced quaternary sequences, finite field,
linear complexity

I. INTRODUCTION

THE linear complexity and the autocorrelation are impor-
tant parameters of pseudo-random sequences significant

for practical applications [1], [5]. Ting, Ding, Lim, Kim
et al. constructed new balanced quaternary sequences with
optimal autocorrelation values [8], [12], [13] using the interval
structure and inverse Gray map. In the same way, we can build
the sequences over the finite field of four elements.

In this paper we investigate the linear complexity of above
mentioned sequences over the finite field of four elements. For
the application of sequences over the finite field, see [10], for
instance.

II. THE LINEAR COMPLEXITY OF TANG AND DING
SEQUENCES

Let a = a0, . . . , aN−1 and b = b0, . . . , bN−1 be binary
sequences of period N , N ≡ 3(mod4). Define sequences c
and d as

ci =

{
ai/2, if i ≡ 0(mod2),

a(i+N)/2, if i ≡ 1(mod2).

di =

{
bi/2, if i ≡ 0(mod2),

b(i+N)/2 + 1, if i ≡ 1(mod2),
(1)

i.e. c = I(a, L1/2a) and d = I(b, L1/2b+ 1), where I and L
denote the interleaved operator and the left cyclic shift operator
respectively [13].

The well-known Gray mapping φ : Z4 → Z2×Z2 is defined
as

φ(0) = (0, 0), φ(1) = (0, 1), φ(2) = (1, 1), φ(3) = (1, 0).

In their paper [13], Tang and Ding proved that a sequence
u : ui = φ−1(ci, di) is balanced quaternary sequence with
optimal autocorrelation values if a, b are binary sequences with
optimal autocorrelation value.

V. Edemskiy is with the Department of Applied Mathematics and Informa-
tion Science, Novgorod State University, Veliky Novgorod, Russia, 173003
e-mail: Vladimir.Edemsky@novsu.ru.

A. Ivanov is with Novgorod State University, e-mail: dk@live.ru.

Let F4 = {0, 1, µ, µ+ 1} be a finite field of four elements.
If we view F4 as a vector space over F2 with basis µ, 1, then
we can define a sequence v by inverse Gray map as

vi =


0, if (ci, di) = (0, 0),

1, if (ci, di) = (0, 1),

µ+ 1, if (ci, di) = (1, 1),

µ, if (ci, di) = (1, 0).

(2)

In this section we investigate the linear complexity of se-
quences constructed by (2) when a, b are Legendre sequences,
Hall sequences and twin-prime sequences.

A. Subsidiary lemmas

The minimal polynomial m(x) and the linear complexity
LC of v are given by the following equations [1]:

m(x) = (x2N − 1)/ gcd
(
x2N − 1, sv(x)

)
,

LC = 2N − deg gcd
(
x2N − 1, sv(x)

)
, (3)

where sv(x) is the generating polynomial of v. Thus, sv (x) =∑2N−1
i=0 vix

i.

Lemma 1: Let v be defined by (2). Then

sv(x) = µsc(x) + sd(x),

where sc (x) =
∑2N−1

i=0 cix
i and sd (x) =

∑2N−1
i=0 dix

i.

We see that the statement of Lemma 1 follows from (2). The
next statements were proved earlier in [11], [14].

Lemma 2: [14] (i) If c = I(a, L1/2a) then sc(x) =
(1 + xN )sa(x

2);
(ii) If d = I(b, L1/2b+ 1) then sd(x) = (1 + xN )sb(x

2) +
x(x2N − 1)/(x2 − 1).

(iii) If b = Lma then sb(x2) = x2N−2msa(x
2).

Thus, by Lemmas 1 and 2 we have

gcd(x2N−1, sv(x)) =
xN − 1

x− 1
gcd
(xN − 1

x− 1
, µsa(x

2)+sb(x
2)
)
.

(4)
So, by (3) and (4), the greatest possible value of the linear
complexity v defined by (2) is equal to N + 1.

Let w(x2) = µsa(x)+sb(x), and let α be a primitive N -th
root of unity in the extension of the field F4 (α = µ for N =
3). Then, by (3) and (4), to compute the minimal polynomial
and the linear complexity of v it is sufficient to know the roots
of polynomial w(x) in the set {αl, l = 0, 1, . . . , N − 1}.
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B. The linear complexity of sequences obtained from Legendre
sequences

Let QRp and NQRp denote all the nonzero squares and non-
squares in Zp, respectively. Here p is a prime. The Legendre
sequence l or l

′
is defined as

li =

{
1, if i ∈ QRp,

0, if i ∈ {0} ∪ NQRp.

or l
′

i =

{
1, if i ∈ {0} ∪QRp,

0, if i ∈ NQRp.

It is well known that Legendre sequences have optimal auto-
correlation value if p ≡ 3(mod4).

The linear complexity of Legendre sequences was studied
in [2]. In particular, it was shown that with an appropriate
choice of α we can assume that

sl(α
j) =

{
1, if j ∈ QRp,

0, if j ∈ NQRp

(5)

for p ≡ 7(mod 8), and

sl(α
j) =

{
µ, if j ∈ QRp,

µ+ 1, if j ∈ NQRp

(6)

for p ≡ 3(mod 8).
Let t(x) =

∏
j∈QRp

(x − αj). Our first contribution in this
paper is the following.

Theorem 3: Let c = I(l, L1/2l), d =
I(Lml, Lm+1/2l + 1),m = 0, . . . , p − 1, and let v be
defined by (2). Then:

(i) LC = (p + 3)/2 and m(x) = (x − 1)2t(x) if p ≡
7 (mod 8).

(ii) LC = p + 1 and m(x) = (xp − 1)(x − 1) if p ≡
3(mod 8) and m = 0 for p = 3.

(iii) LC = 3 and m(x) = (x − 1)2(x − (µ + 1)m) if p =
3,m = 1, 2.

Proof: If b = Lml then sb(x
2) = x2p−2msl(x

2) by
Lemma 2. Hence, in this case w(x2) = µsa(x) + sb(x) =
µsl(x

2)
(
1 + µ−1x2p−2m

)
and 1 + µ−1α−2mj 6= 0, j =

1, . . . , p− 1 for p 6= 3.
We consider three cases.
(i) Let p ≡ 7(mod 8). Then 2 ∈ QRp [7] and by (5) we

have that v(α2j) = 0, j = 1, . . . , p− 1 iff j ∈ NQRp. So,

gcd(x2N − 1, sv(x)) =
xN − 1

x− 1

∏
j∈NQRp

(x− αj).

By (3), m(x) = (x− 1)2t(x). Hence, LC = (p+ 3)/2. This
completes the proof of the first case.

(ii) Let p ≡ 3(mod 8) and p 6= 3. Then v(α2j) 6= 0, j =
1, . . . , p− 1 by (6). We see that in this case the statement of
Theorem 3 follows from (3)-(4).

(iii) We can make sure that Theorem 3 holds for p = 3 by
computing the value 1 + µ−4mj−1,m = 0, 1, 2; j = 1, 2.

Remark 4: For cryptographic applications one needs se-
quences with high linear complexity, i.e LC > N/2. In the
case of Tang and Ding sequences the last inequality means

that LC = p + 1. Then always m(x) = (xp − 1)(x − 1) by
(3)-(4). Later we will omit the expression for m(x).

Theorem 5: Let c = I(l, L1/2l), d =
I(Lml

′
, Lm+1/2l

′
+ 1),m = 0, . . . , p − 1, and let v

be defined by (2). Then:
(i) LC = (p + 3)/2 if p ≡ 3(mod 8) and m = 0 or p =

3,m = 2.
(ii) LC = p + 1 if p ≡ 7(mod 8) or p ≡ 3(mod 8) and

m 6= 0 for p 6= 3 or m = 1 for p = 3.
We prove Theorem 5 similarly as Theorem 3.

The results of computing the linear complexity by
Berlekamp-Massey algorithm when p = 3, 7, 11, 19, 23, . . .
confirm Theorems 3 and 5.

C. The linear complexity of sequences obtained from Legendre
and Hall sequences or Hall sequences

Denote by Hk, k = 0, . . . , 5 cyclotomic classes of order 6
modulo p, i.e. Hk = {gk+6t mod p, t = 0, . . . , R − 1}. Let
p = A2 + 27 = 6R+ 1 be a prime, A ≡ 1(mod 3) and let g
be a primitive root modulo p. Let g be (and, always can be)
selected such that 3 ∈ H1 [6].

Let D = H0∪H1∪H3 be a Hall difference set [6], and let
h be a Hall sequence, i.e.

hi =

{
1, if j mod p ∈ D,
0, else.

Put, by definition Dk = gkD, k = 0, . . . , 5. Denote by h(k)

the characteristic sequence Dk, i.e. Dk is the support of the
sequence h(k). Then h(k) has optimal autocorrelation value
{−1}.

The polynomial sh(x) was studied in [9] and in [4]. It is
easy to verify that sh(αj) = sh(α

n) if j and n belong to the
same cyclotomic class and sh(k)(αj) = sh(α

jgk

).
Lemma 6: [4], [9] Let h be a Hall sequence. Then there

exist the primitive p-th root α of unity such that:
(i)

sh(α
j) =

{
1, if j ∈ H0,

0, if j ∈ H1 ∪ · · · ∪H5.
(7)

for p ≡ 7(mod 8);
(ii)

sh(α
j) =


1, if j ∈ H0 ∪H1 ∪H3 ∪H4,

µ, if j ∈ H2,

µ+ 1, if j ∈ H5,

(8)

for p ≡ 3(mod 8).
Proof: The first statement is proved in [9].

For p ≡ 3(mod 8) the values
∑

f∈Hk
αf , k = 0, 1, . . . , 5

were computed in [4]. Using this, we obtain the statement of
Lemma 6.
The linear complexity of sequences over F4 obtained from
Legendre and Hall sequences or Hall sequences we investigate
below.

Theorem 7: Let c = I(l, L1/2l), d =
I(Lmh(k), Lm+1/2h(k) + 1),m = 0, . . . , p − 1, and let
v be defined by (2). Then:
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(i) LC = p+ 1 if p ≡ 3(mod 8) and m 6= 0.
(ii) LC = (p + 3)/2 if m = 0, p ≡ 3(mod 8) and k =

1, 3, 5 or p ≡ 7(mod 8) and k = 0, 2, 4.
(iii) LC = 2(p + 2)/3 if m = 0, p ≡ 3(mod 8) and k =

0, 2, 4 or p ≡ 7(mod 8) and k = 1, 3, 5.
Proof: Under the conditions of Theorem 7 we have

w(α2j) = µsl(α
2j) + α−4mjsh(α

2jgk

). (9)

Thus, if m 6= 0 and p ≡ 3(mod 8) then w(α2j) 6= 0, j =
1, . . . , p−1 by (6) and (8). Hence, from (4) and (3) we obtain
that LC = p+ 1.

Let m = 0 and p ≡ 3(mod 8). The values sl(αj) and
sh(α

j) in this case are given by (5) and (7). After summing
over (9), we have

|{j : w(α2j) = 0}| =

{
(p− 1)/2, if k = 1, 3, 5,

(p− 1)/3, if k = 0, 2, 4

for m = 0 and p ≡ 3(mod 8).

Similarly, we have

|{j : w(α2j) = 0}| =

{
(p− 1)/2, if k = 0, 2, 4,

(p− 1)/3, if k = 1, 3, 5

for m = 0, . . . , N − 1 and p ≡ 7(mod 8).

We see that the statement of Theorem 7 follows from (3) -
(4).

Theorem 8: Let c = I(h, L1/2h), d =
I(Lmh(k), Lm+1/2h(k) + 1),m = 0, . . . , p − 1, and let
v be defined by (2). Then:

1. LC = p + 1 if p ≡ 3(mod 8) and m 6= 0 or p ≡
3(mod 8) and m = k = 0.

2. LC = 2(p + 2)/3 if m = 0, p ≡ 3(mod 8) and k =
1, 2, 4, 5.

3. LC = (5p+ 7)/6 if m = 0, p ≡ 3(mod 8) and k = 3.
4. LC = (p+ 5)/3 if p ≡ 7(mod 8) and k = 1, . . . , 5.
5. LC = (p+ 11)/6 if p ≡ 3(mod 8) and k = 0.

Theorem 8 we prove similarly as Theorem 7. The results
of computing the linear complexity by Berlekamp-Massey
algorithm when p = 31, 43, 127, 283, ... confirm Theorem 7
and 8.

D. The linear complexity of sequences obtained from twin-
prime sequences

Let a be a twin-prime sequence with period N = p(p+2),
both p and p + 2 are primes, and let b = Lma. In this case
we have w(x2) = µsa(x

2) + x2N−2msa(x
2) by Lemma 2

and w(α2j) = µsa(α
2j)
(
1 + α−2mjµ−1

)
, at the same time

1 + α−2mjµ−1 6= 0 for j = 1, . . . , N − 1 and p 6= 3. Thus,
by (4) for p 6= 3 we have

gcd(x2N − 1, sv(x)) =
xN − 1

x− 1
gcd
(xN − 1

x− 1
, sa(x

2)
)
. (10)

The linear complexity of twin-prime sequences and the values
sa(α

j) were computed in [3]. In particular, from [3] and (10)
we obtain the next statement.

Lemma 9: Let v be defined by (2), where a is a twin-prime
sequence and c = I(a, L1/2a), d = I(Lma, L1/2+ma + 1).

Then LC = p(p+2)+ 1 iff p ≡ 1(mod 8) or p ≡ −3 (mod
8).
For example, the conditions of Lemma 9 are satisfied for p =
17, 29.

III. THE LINEAR COMPLEXITY OF LIM ET AL. SEQUENCES

In their paper [12], Lim et al. proved that if a, b are binary
sequences with optimal autocorrelation value and

ei =

{
ai, if i ≡ 0(mod2),

ai, if i ≡ 1(mod2).

fi =

{
bi, if i ≡ 0(mod2),

bi + 1, if i ≡ 1(mod2),
(11)

then a sequence u : ui = φ−1(ei, fi) is a balanced quaternary
sequence with period 2N and optimal autocorrelation values.

Let z be a sequence defined as

zi =


0, if (ei, fi) = (0, 0),

1, if (ei, fi) = (0, 1),

µ+ 1, if (ei, fi) = (1, 1),

µ, if (ei, fi) = (1, 0).

(12)

Lemma 10: Let e, f be defined by (11). Then:
(i) se(x) = (1 + xN )sa(x);
(ii) sf (x) = (1 + xN )sb(x) + xx2N−1

x2−1 .
Proof: From our definition it follows that se(x) =∑N−1

u=0 a2ux
2u+

∑N−1
u=0 a2u+1x

2u+1 or se(x) =
∑2N−1

i=0 aix
i.

Since N is a period of a, we obtain se(x) = (1 + xN )sa(x).
The second statement of Lemma 10 we prove similarly.

Lemma 11: Let e, f be defined by (11), and let z be defined
by (12). Then

gcd(x2N−1, sz(x)) =
xN − 1

x− 1
gcd
(xN − 1

x− 1
, µsa(x

2)+sb(x
2)
)
.

(13)
Proof: By Lemmas 1 and 10 we have sz(x) = µse(x) +

sf (x) or sz(x) = (1 + xN )(µsa(x) + sb(x)) + xx2N−1
x2−1 . The

statement of Lemma 11 follows from the latest equality.
Let sequences v and z be defined by (2) and (12), respectively,
for the same pair of binary sequences a, b. By (4) and Lemma
11

gcd(x2N − 1, sv(x)) = gcd(x2N − 1, sz(x)).

So, the linear complexities of v and z are equal. Thus, if a, b
are Legendre sequences, Hall sequences or twin-prime, then
the linear complexity of the sequence z constructed by (12) is
defined by Theorems 3-8.

IV. THE LINEAR COMPLEXITY OF KIM ET AL. SEQUENCES

Let l
′
, l be Legendre sequences, and let

qi =

{
l
′

i, if i ≡ 0(mod2),

li, if i ≡ 1(mod2).

ri =

{
l
′

i, if i ≡ 0(mod2),

li + 1, if i ≡ 1(mod2).
(14)
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Then the sequence u : ui = φ−1(qi, ri) is a balanced
quaternary sequence with optimal autocorrelation values [8].

Let y be a sequence defined as

yi =


0, if (qi, ri) = (0, 0),

1, if (qi, ri) = (0, 1),

µ+ 1, if (qi, ri) = (1, 1),

µ, if (qi, ri) = (1, 0).

(15)

In [8] the linear complexity of {yi} was investigated over Fn

for n > 4.
Lemma 12: Let q, r be defined by (14). Then:
(i) sq(x) = (1 + xp)sl(x) + 1;
(ii) sr(x) = (1 + xp)sl(x) + 1 + xx2p−1

x2−1 .
We prove Lemma 12 similarly as Lemma 10.

Theorem 13: Let sequence y be defined by (15). Then LC =
2p and m(x) = x2p − 1.

Proof: By Lemma 1 sy(x) = µsq(x)+sr(x) hence from
Lemma 11 we obtain

sy(x) = (1 + xN )(µ+ 1)sl(x) + µ+ 1 + x
x2N − 1

x2 − 1
.

From this we can establish that sy(1) = µ and sy(α
j) =

µ+ 1 for j = 1, . . . , p− 1 or gcd(x2N − 1, sv(x)) = 1. The
conclusion of this theorem follows from (3).

May 18, 2014
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Properties of weak linear spaces
Dan-Mircea Borş and Anca Croitoru

Abstract—In this paper different properties and considerations
on weak linear spaces are established. Some examples, compar-
ative results and properties of a weak norm are also presented.

Keywords—weak linear space, weak norm, metric.

I. INTRODUCTION

Different problems in computer science, optimization and
functional analysis led to the definition of a space that satisfies
only a part from the axioms of a linear space. Different kinds
of such spaces were introduced in [1], [2], [3], [4], [8], [11],
[12], [13], [14] and a survey on all these spaces is given in
[10].

In the present work we establish some properties, con-
siderations and examples concerning weak linear spaces. A
comparison with almost linear spaces and properties of a weak
norm are also presented.

II. PRELIMINARIES

We denote R+ = [0,+∞).

Definition 1. Let T be a nonempty set and P(T ) the family
of all subsets of T . A subfamily ∅ ̸= A ⊆ P(T ) is called an
algebra of subsets of T if it satisfies for every A,B ∈ A:

(i) A ∪B ∈ A.
(ii) A\B ∈ A.

(iii) T ∈ A.

We now recall the notions of almost linear space and
quasilinear space.

Definition 2. [14] A nonempty set X is called an almost linear
space if it is endowed with two mappings ”+”:X ×X → X
and ”·”:R×X → X satisfying:

(A1) (∀(x, y, z) ∈ X3)((x+ y) + z = x+ (y + z)).
(A2) (∀(x, y) ∈ X2(x+ y = y + x).
(A3) (∃θ ∈ X)(∀x ∈ X)(x + θ = x), θ is called the neutral

element.
(A4) (∀x ∈ X)(1 · x = x).
(A5) (∀x ∈ X)(0 · x = θ).
(A6) (∀α, x, y) ∈ K ×X2)(α(x+ y) = αx+ αy).
(A7) (∀(α, β, x) ∈ K2 ×X)(α(βx) = (αβ)x).
(A8) (∀(α, β, x) ∈ R2

+ ×X)((α+ β)x = αx+ βx).

Remark 3. [12] Let X be an almost linear space.
I. We denote (−1) · x by −x and x + (−y) by x − y.

We remark that x − x need not be equal to θ since an
element of X does not have an inverse element. Denote

Technical University ”Gh. Asachi” Iaşi, Romania, borsdm@yahoo.com
University ”Al. I. Cuza” Iaşi, Romania, croitoru@uaic.ro

VX = {x ∈ X;x − x = θ} and WX = {x ∈ X;x =
−x}.

II. (∀α ∈ R)(αθ = θ).
III. (∀(α, β, x) ∈ R2

− ×X)((α+ β)x = αx+ βx).
IV. (∀(α, β, x) ∈ R2 × VX)((α+ β)x = αx+ βx).
V. VX is a linear subspace of X .

VI. WX = {x − x;x ∈ X} and WX is an almost linear
subspace of X .

VII. VX ∩WX = {θ}
VIII. The following conditions are equivalent:

(i) X is a linear space.
(ii) VX = X.

(iii) WX = {θ}.
Definition 4 ([3]). A nonempty set X is called a quasilinear
space if a relation ”≤” and two operations ”+”: X×X → X ,
”·”: R × X → X are defined on it and satisfy the following
properties for every elements x, y, z, t ∈ X and every real
scalars α, β ∈ R:

(Q1) (∀x ∈ X)(x ≤ x).
(Q2) (∀(x, y, z) ∈ X3)((x ≤ y) ∧ (y ≤ z) ⇒ (x ≤ z)).
(Q3) (∀(x, y) ∈ X2)((x ≤ y) ∧ (y ≤ x) ⇒ (x = y)).
(Q4) (∀(x, y) ∈ X2)(x+ y = y + x).
(Q5) (∀(x, y, z) ∈ X3)((x+ y) + z = x+ (y + z)).
(Q6) (∃θ ∈ X)(∀x ∈ X)(x + θ = x), θ is called the neutral

element.
(Q7) (∀(α, β, x) ∈ R2 ×X)(α(βx) = (αβ)x).
(Q8) (∀(α, x, y) ∈ R×X2)(α(x+ y) = αx+ αy).
(Q9) (∀x ∈ X)(1 · x = x).

(Q10) (∀x ∈ X)(0 · x = θ).
(Q11) (∀(α, β, x) ∈ R2 ×X)((α+ β)x ≤ αx+ βx).
(Q12) (∀(x, y, z, t) ∈ X4)((x ≤ y) ∧ (z ≤ t) ⇒ (x + z ≤

y + t)).
(Q13) (∀(α, x, y) ∈ R×X2)((x ≤ y) ⇒ (αx ≤ αy)).

An element x′ ∈ X is called an inverse of x ∈ X if x+x′ = θ.
Obviously, if x has an inverse x′, then x′ is unique. If every
element x in a quasilinear space X has an inverse x′ ∈ X ,
then X becomes a real linear space.

Now we recall the concept of a weak linear space. Borş [4]
defined weak linear spaces in 1969, initially named quasivector
spaces.

In 1985 quasilinear spaces were defined by Aseev [3] and
then studied by many authors. So quasivector spaces have been
renamed weak linear spaces [7] and studied in [5], [6], [7], [9].

Definition 5 ([4]). Let (K,+, ·) be a field with distinct 0
and 1. A nonempty set X is called a weak linear space over
K (shortly K-wls) if it is endowed with two mappings ”+”:
X ×X → X and ”·”: K ×X → X , satisfying:

(W1) (∀(x, y, z) ∈ X3)((x+ y) + z = x+ (y + z)).
(W2) (∀(x, y) ∈ X2)(x+ y = y + x).
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(W3) (∃θ ∈ X)(∀x ∈ X)(x+ θ = x).
(W4) (∀x ∈ X)(∃(−x) ∈ X)(x+ (−x) = θ).
(W5) (∀(α, x, y) ∈ K ×X2)(α(x+ y) = αx+ αy).
(W6) (∀(α, β, x) ∈ K2 ×X)(α(βx) = (aβ)x).
(W7) (∀x ∈ X)(1 · x = x).
(W8) (∀(α, β, γ, x) ∈ K3×X)((α+β+γ)x = αx+βx+γx).

If K = R, then X is called a real weak linear space (shortly,
wls).

Example 6 ([4]). I. Every linear space over a field K is a
K-wls.

II. Every abelian periodic group (G,+) of order 2 is a K-
wls over an arbitrary field K with respect to the mappings
”+” and the multiplication ”·” defined by α ·x = x, for every
(α, x) ∈ K ×G. But G is not a linear space.

III. Let A be an algebra of subsets of a nonempty set T
and (X,+, ·) a weak linear space over a field K. Then the set
U = A×X is a K-wls relative to the operations:

(A, x) + (B, y) = (A△B, x+ y), ∀(A, x), (B, y) ∈ U,

α(A, x) = (A,αx), ∀α ∈ K, ∀(A, x) ∈ U,

where ∆ is the symmetric difference. The neutral element of
addition in U is θ = (∅, 0), where 0 is the neutral element
of addition of X and the opposite of u = (A, x) ∈ U is
−u = (A,−x). But U is not a linear space.

IV. Let (G,+) be an abelian periodic group of order 2 and
(X,+, ·) a K-wls over a filed K. Then U = G×X is a K-wls
(but not linear) with respect to the laws:

(a, x) + (b, y) = (a+ b, x+ y), ∀(a, x), (b, y) ∈ U,

α(a, x) = (a, αx), ∀α ∈ K, (a, x) ∈ U.

In this case, we have θ = (e, 0) and −(a, x) = (−a,−x),
∀(a, x) ∈ U, where e and 0 are the neutral elements for the
addition of G and X respectively.

Remark 7 ([4]). Let (X,+, ·) be a K-wls and denote X◦ =
{0 · x|x ∈ X}, X0 = {x+ 0 · x|x ∈ X}.

I. (∃(α, β, x) ∈ K2 ×X)((α+ β)x ̸= αx+ βx)(0 ·x ̸= θ).
II. (∀α ∈ K)(αθ = θ).
III. (∀(α, x) ∈ (K\{0})×X)((αx = θ) ⇒ (x = θ)).
IV. (∀n ∈ N∗)(∀(α1, . . . , αn) ∈ Kn)(∀x ∈ X)

(α1 + . . .+ αn)x =

{
α1x+ . . .+ αnx, n is odd
α1x+ . . .+ αnx+ 0 · x, n is even.

V. X◦ is a weak linear subspace of X .
VI. X0 is a linear subspace of X .
VII. X◦ ∩X0 = {θ}.
VIII. (∀x ∈ X)(0 · x+ 0 · x = θ).

As we noticed in [10] there is no relationship between weak
linear spaces and quasilinear spaces.

III. PROPERTIES OF WEAK LINEAR SPACES

In this section some properties of weak linear spaces are
established.

We begin by observing that there is no relationship between
weak linear spaces and almost linear spaces.

Example 8. I. Let A be an algebra of subsets of a nonempty
set T and X a real linear space. Then the set U = A×X is
a wls relative to the operations:

(A, x) + (B, y) = (A△B, x+ y), ∀(A, x), (B, y) ∈ U,

α(A, x) = (A,αx), ∀α ∈ R, (A, x) ∈ U,

where △ is the symmetric difference. The neutral element of
U is θ = (∅, 0), where 0 is the neutral element of X and the
inverse of u = (A, x) ∈ U is −u = (A,−x).

Let be A ∈ A, A ̸= ∅ and u = (A, x) ∈ U. We have
0 · u = 0 · (A, x) = (A, 0) ̸= (∅, 0) = θ.

(A5) is not accomplished and so U is not an almost linear
space.

II. Let be X = R+ and the operation defined for every
x, y ∈ X and every α ∈ R by

x+ y = max{x, y}

αx =

{
x, α ̸= 0

0, α = 0.

Then X is an almost linear space with θ = 0, but it is not a
weak linear space since (W4) is false.

Proposition 9. Let X be a weak linear space. Then:
(1) 0 · x+ 0 · x = θ.
(2) (∀(n, x) ∈ N∗ ×X)(0 · (2nx) = θ).

Proof. Let x ∈ X be arbitrary. By (W5) and (W8) we have:

x = 1 · x = (1 + 0 + 0)x = x+ 0 · x+ 0 · x.

From (W3) and (W6) it results 0 · (2x) = 0 · (x + x) =
0 · x+ 0 · x = θ. So

(3) (∀x ∈ X)(0 · (2x) = θ).

According to (3), replacing x by 2x, it follows 0 · (4x) = θ.
Now, we recurrently obtain (2). �

Proposition 10. Let X be a weak linear space over K. Then

(W8)⇔(W8′) (∀(α, β, x) ∈ K2 × X)((α + β)x = αx +
βx+ 0x).
Proof. (W8)⇒(W8)′ For every α, β ∈ K, x ∈ X we have:

(α+ β)x = (α+ β + 0)x
(W8)
= αx+ βx+ 0 · x.

(W8)′⇒(W8) For every α, β, γ ∈ K, x ∈ X it results:

(α+ β + γ)x = ((α+ β) + γ)x

(W8)′

= (α+ β)x+ γx+ 0 · x (W8)′

=

αx+ βx+ 0 · x+ γx+ 0 · x
(W2)
= αx+ βx+ γx+ 0 · x+ 0 · x (1)

= αx+ βx+ γx.
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�
Proposition 11. Let X be a weak linear space over K. Then
the following properties hold:

(i) (∀(α, β, x) ∈ K2 ×X)((α+ β)x = αx+ βx+ 0 · x).
(ii) (∀(α, β, x) ∈ K2 ×X)(αx+ βx = (α+ β)x+ 0 · x).

Proof. (i) (α+ β)x = (α+ β + 0)x
(W8)
= αx+ βx+ 0 · x.

(ii) (α+β)x+0 ·x = (α+β+0)x+0 ·x (W8)
= (αx+βx+

0 ·x)+0 ·x (W1)
= (αx+βx)+(0 ·x+0 ·x) (1)

= (αx+βx)+θ =
αx+ βx. �

In the sequel we define a weak norm on a weak linear space
and present some of its properties.

Firstly, we recall the concept of a normed group.

Definition 12. A norm on a group (G,+) is a function ∥ · ∥ :
G → R+ satisfying the properties:

(N1) (∀x ∈ G)((∥x∥ = 0) ⇔ (x = 0)).
(N2) (∀(α, x) ∈ Z×G)(∥αx∥ = |α|∥x∥).
(N3) (∀(x, y) ∈ G2)(∥x+ y∥ ≤ ∥x∥+ ∥y∥).
The ordered pair (G, ∥ · ∥) is called a normed group.

We now give the notion of a weak norm on a weak linear
space.

Definition 13 ([7]). Let X be a weak linear space. A function
w : X → R is called a weak norm on X if it satisfies the
following:

(WN1) (∀x ∈ X)((w(x) = 0) ⇔ (x = θ)).
(WN2) (∀x ∈ X)(w(−x) = w(x)).
(WN3) (∀(x, y) ∈ X2)(w(x+ y) ≤ w(x) + w(y)).

The couple (X,w) is called a normed weak linear space
(shortly, nwls).

Example 14 ([7]). I. Let (G, ∥ · ∥G) be a normed abelian
periodic group of order 2, (X, ∥ ·∥X) a real normed space and
U = G×X defined as in Example 6-IV.

Let w : U → R defined by w((a, x)) = ∥a∥G+∥x∥X . Then
(U,w) is a normed weak linear space.

II. Let be X = Rp(p ∈ N∗) and w(x) =
p∑

i=1

|xi|
1+|xi| for every

x = (x1, . . . , xp) ∈ Rp.
Then w is a weak norm on X , that is not a norm on X .
III. Let be T a nonempty finite set, A = P(T ), (U, ∥ · ∥) a

real normed space and X = A× U the weak linear space of
Example 8-I. Now, let w : X → R be the function defined by
w((A, u)) = cardA+∥u∥, where cardA means the cardinality
of A. Then w is a weak norm on X .

Theorem 15. Let (X,w) be a normed weak linear space and
d : X ×X → R defined by (∀(x, y) ∈ X2) (d(x, y) = w(x−
y)). Then d is a metric on X (named the metric induced by
the weak norm w) having the following properties:

(i) |w(x)− w(y)| ≤ w(x− y), ∀x, y ∈ X;
(ii) d(x+ z, y + z) = d(x, y), ∀x, y, z ∈ X.

Proof. From the axioms of Definition 13, it results that d is a
metric.

(i) From (WN3) it follows p(x) ≤ p(x − y) + p(y) and
p(y) ≤ p(y − x) + p(x) for every x, y ∈ X . This implies that

|p(x)− p(y)| ≤ p(x− y), ∀x, y ∈ X.

(ii) For every x, y, z ∈ X , we have:

d(x+ z, y + z) = p((x+ z)− (y + z)) =

= p(x+ z − y − z) = p(x− y) = d(x, y).

�

CONCLUSION

We presented some properties, considerations and examples
of weak linear spaces. A comparison with almost linear spaces
and properties of a weak norm are also established.
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Abstract—The inverse problem on the past surface temperature 

reconstruction based on the measured borehole temperature in 
glaciers and rocks is studied. There were many such reconstructions, 
however, the properties of such solutions have not been derived. We 
find out that the solution of this problem is not unique and stable.  
The uniqueness and stability properties take place for the inverse 
problems that assume solution in the form of the finite segments of 
the Fourier series. 
 

I. INTRODUCTION 
HE studies of the past temperatures  at the Earth surface is 
important problem for prediction of the climate changes.  

The systematic instrumental temperature measurements took 
place no more than two centuries. Thus, indirect estimations of 
the past temperatures present main information on the past 
climate. It is considered that the measured temperatures in the 
boreholes can be used to reconstruct the past surface 
temperatures at the Earth.  

The underground temperature distribution is mainly 
determined by two types of processes [1], [2]. The first is the 
surface temperature changes and the second is the heat flux 
from the Earth that is subjected to the long-time geological 
processes. The surface temperature changes take place at 
relatively smaller time scale. Therefore, the measured 
temperature-depth profiles in the borehole contain information 
on the climatic changes at the surface. The seasonal 
temperature variations at the surface are noticeable at depth 
about 10-15 meters while the climatic oscillations reach 
several hundred meters and more. 

The heat and mass transfer in rocks and glaciers is described 
by the one-dimensional thermal diffusivity equation [1], [3], 
[4]. The past surface temperature reconstruction is the inverse 
problem that contains additional re-determination condition. 
The measured temperature-depth profile presents such 
condition. We found out that this problem has not the unique 
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and stable solution in general case.  
There are several well-known methods of the past surface 

temperature reconstructions: the Monte-Carlo method [5], [6]; 
the least-squares inversion method [1] and the singular value 
decomposition method for rock boreholes [7], [8]. These 
methods were used for local, regional and global 
reconstructions [5], [9]-[12]. We show that these temperature 
reconstructions are not unique and stable algorithms with 
mathematical point of view. 

 

II. PROBLEM STATEMENT 
The mathematical statement of the inverse problem consists 

of the thermal conductivity equation that takes into account the 
vertical advection term, the initial condition, the boundary 
condition at the bottom of glacier and the re-determination 
condition. The measured-temperature-depth profile is used as 
the re-determination condition, χ(z), where z is vertical 
coordinate. Then the inverse problem to find the temperature 
in the past is the solution of the following one-dimensional 
problem: 

 

( )

( ) ( )

2( ) , 0 , 0 ,

(0, ) , 0 ,

( , ) , 0 ,

( , 0) ( ) , 0 ,

, , 0 .

t z zz f

s f

z f

f

T w z T a T t t z H

T t U t t t
k T H t q t t

T z U z z H

T z t z z H

µ

χ

 + = < < < <


= + < ≤
− ⋅ = < ≤
 = < <
 = < <

 (1) 

 
Here H is the ice sheet thickness, a2 is the thermal 

diffusivity, k is the thermal conductivity, w(z) is the vertical 
ice velocity, q is the geothermal heat flux, U(z) is the steady-
state temperature profile associated with this flux. Us – is 
the initial temperature on the surface, which 
characterizes the average temperature that was on the 
surface in the past before the beginning of sharp 
temperature variations on the surface. μ(t) is temperature 
variations on the surface in time with respect to its 
initial value Us from the moment t=0 (μ(0)=0) to the time of 
measurements of the borehole temperature profile tf.  

Let us represent the borehole temperature profile T(z,t) 
in the form of the superposition of two temperature 
profiles: the steady-state temperature profile U(z) 
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associated with the geothermal heat flow from the Earth 
and the residual temperature profile V(z,t) associated with 
temperature variations on the surface: 

 
( , ) ( ) ( , )T z t U z V z t= +  (2) 
 
Then, the steady-state temperature profile U(z) is the 

solution of the problem specified as  
 

2

( ) 0, 0 ,

(0) ,
( ) / .

zz z

s

z

w zU U z H
a

U U
U H q k

 − = < <


=
 = −


 (3) 

 
Let us denote θ(z)=χ(z)-U(z) is deviations from the steady-

state temperature profile in the measured temperature profile. 
This deviations are associated with surface temperature 
changes. Thus, the problem of finding surface temperature 
history is reduced to the solution of the problem 

 

( )

( ) ( )

2( ) , 0 , 0 ,

(0, ) , 0 ,

( , ) 0, 0 ,

( , 0) 0, 0 ,

, , 0 .

t z zz f

f

z f

f

V w z V a V t t z H

V t t t t
V H t t t
V z z H

V z t z z H

µ

θ

 + = < < < <


= < ≤
 = < ≤
 = < <
 = < <

 (4) 

III. PROBLEM INVESTIGATION 
Let us show that the inverse problem (4) in the general case 

has no the uniqueness solution. 
 
Lemma 1. 
In addition to the trivial solution (V(z,t)≡0; μ(t)≡0), the 

inverse problem 
 

( )

( )

2( ) , 0 , 0 ,

(0, ) , 0 ,
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( , 0) 0, 0 ,
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f
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V H t t t
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 = < <
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 (5) 

 
has a nontrivial solution (V(z,t); μ(t)).  

Proof.  
Let us assume that μ(0)= μ(tf)=0 and  

( )
1

sinm
m f

mtt
t

πµ α
∞

=

 
= ⋅   

 
∑ ,  

where αm are unknown coefficients. Let V(m)(z,t) be a solution 
of the direct problem specified as 
 

( ) ( ) 2 ( )
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 (6) 

 
The solution of this problem is easily obtained in the form 
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( ) ( )( )
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1 0

, sin
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f f
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n f
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 (7) 

 
where  

( )
( )2

0

1 H

n n

n

I e z dz
e z

= ∫ , 

en(z) and λn are the eigenfunctions and eigenvalues of the 
following Sturm–Liouville problem: 

 
2 ( ) ( ) ( ) 0, 0
(0) ( ) 0.

a Z z w z Z z Z z H
Z Z H

λ′′ ′ − + = < <
 ′= =

 (8) 

 
Let us show that the all the eigenvalues of problem (8) are 

real ( nλ ∈ ). The first of Eqs. (8) is equivalent to the 
equation  

 

( )2 ( ) ( ) ( ) ( ) ,da p z Z z p z Z z
dz

λ′ =  (9) 

 
where  

2
0

( )( ) exp
z w zp z dz

a
 

= − 
 

∫


 . 

After two integrations by parts and the use of Eq. (9), the 

term ( )
0

( ) ( )
H

p z Z z Z z dzλ ∫  becomes ( )
0

( ) ( )
H

p z Z z Z z dzλ ∫ . 

This means that λ λ=  and nλ ∈ .  
The asymptotic behavior of the eigenvalues is known [13]: 

2 ,n C n nλ ⋅ → ∞ . Therefore, the series 
1

1
n nλ

∞

=
∑  converges. 

Then, the set of the functions { }
1

nt

n
eλ ∞

=
 is incomplete in L2(0,tf), 

this is a corollary of Müntz's theorem [14]. Thus, there is a 
nonzero function F(t) specified at [0, ]ft t∈  such that F(t) 

orthogonal to { }
1

nt

n
eλ ∞

=
 in L2(0,tf). Let us expand F(t) into the 

Fourier series at [0, ]ft t∈ : 
1

( ) sinm
m f

mtF t
t

πβ
∞

=

 
= ⋅   

 
∑ . Let us 
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prove that ( ) ( )( )

1
, ,m

m
V z t V z t

∞

=

=∑  is a solution of the problem 

specified by Eqs. (5) and μ(t)=F(t), αm=βm. Indeed, V(z,t) 
satisfies the first of Eqs. (5), as well as the initial and boundary 
conditions. Let us verify the last condition in Eqs. (5):  
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1 1 0
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The integration of Eq. (10) by parts yields  
 

1 10
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∑ ∑∫  (11) 

 
Since the inner series in Eq. 11 is identically equal to F(τ) 

and is orthogonal to { }
1

nt

n
eλ ∞

=
, V(z,tf)=0. Thus, we find the 

nontrivial solution V(z,t) and the lemma is proved.  
Thus, the solution of the problem (4) without additional 

constraints is not unique. 

IV. UNIQUENESS AND STABILITY 

Let us assume that ( ) exp( 2 )
m

k
k m f

tt i k
t

µ µ π
=−

= ⋅∑  is a finite 

segment of the Fourier series. Let us show that the in this case 
the uniqueness of the function μ(t) can be proved. 

Let us represent V(z,t) from problem (4) as 
V(z,t)=μ(t)+W(z,t), then, the problem of finding surface 
temperature history is represented in the form 
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Here ( ) ( )f t tµ′=  and ( ) ( ) ( )fs z z tθ µ= − . Since μ(t) is a finite 
segment of the Fourier series, f(t) is a finite segment of the 

Fourier series too, ( ) exp( 2 )
m

k
k m f

tf t f i k
t

π
=−

= ⋅∑ .  

Since ( ) ( ); (0) 0f t tµ µ′= = , the function μ(t) is uniquely 
determined from ( ) [0, ]ff t t∈ . If the uniqueness of the 
function f(t), is proved, then the uniqueness of the function μ(t) 
can be proved.  

To prove uniqueness of the problem (12) it is sufficient to 
show that W(z,t)≡0 and f(t)≡0 if s(z)=0  

The solution of the problem (12) is given by the formula  
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=

= ⋅∑ ∫  (13) 

 
Here en(z) and λn are the eigenfunctions and eigenvalues of the 
following Sturm–Liouville problem (8).  

It is known that ( ){ } 1n n
e z

∞

=
 is the complete orthonormalized 

set, , ,n n nλ λ∈ → ∞ → ∞ . From the condition W(z,tf)=0, it 

follows that ( )

0

: ( ) 0
f

n f

t
t

nn I e f dλ τ τ τ− −∀ ∈ ⋅ =∫ . Here 

2 /2

0

( ) 0
H

z
n nI e e z dz= − ⋅ ≠∫  on a certain sequence of numbers. It 

follows from lemma 2.  
 
Lemma 2. 

Let ( ){ } 1n n
e z

∞

=
 and { } 1n nλ ∞

=
 be the eigenfunctions and 

eigenvalues of the Sturm–Liouville problem, respectively. 
Then, there is a subsequence { }nk  such that 

2 /2

0

( ) 0 ( )
n n

H
z

k k nI e e z dz k= − ⋅ ≠ ∀∫ .  

Proof. 
Let us assume that this is not the case. Therefore, 

: 0,nN I n N∃ ∈ = ∀ ≥ , i.e., function ( ) 2 /2zz eψ =  is 
orthogonal to all the functions en(z) with n≥N. Since 

( ){ } 1n n
e z

∞

=
 is the orthonormalized basis in ( )2 0,L H , 

( ) ( )
1

1

N

n n
n

z I e zψ
−

=

= ⋅∑ . However, ψ(0)=1 and en(0)=0 for all n 

values. Therefore, we arrive at a contradiction and the lemma 
is proved.  

Thus, the integer function 
0

( ) ( )
ft

F e f dλτλ τ τ= ⋅∫  has the 

infinite number of zeros. When f(t) is a finite segment of a 
Fourier series, this is possible only for f(t)≡0. Therefore, 
μ(t)≡0. Thus, uniqueness is proved.  

Let us show that this solution is stable. Let two solutions 
W1(z,t), f1(t) and W2(z,t), f2(t) of problem (12) correspond to 
close functions s1(z) and s2(z). Let us show that if f(t) is a finite 
segment of a Fourier series, these solutions are closed.  

From Eq. (13) and from overdetermination condition 
W(z,tf)=s(z), it follows that:  
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s z K z f dτ τ τ= ∫  (14) 

Here ( ) ( ) ( )

1
, n ft

n n
n

K z I e z e λ ττ
∞
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=

=∑  is kernel of the linear 

operator. 
Eq. (14) is the Fredholm integral equation of the first kind. 

This is a classical ill-posed problem. If f(t) is a finite segment 
of a Fourier series, the uniqueness theorem is proved for Eq. 
(14); i.e., from the condition ( ) 0, [0, ]s z z H= ∈ , it follows 

that ( ) 0f t = , [0, ]ft t∈ .  
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Since ( ){ } 1n n
e z

∞

=
 is an orthonormalized basis in ( )2 0,L H , 

( ) exp( 2 )
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k
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= ⋅∑  Eq. (14) is equivalent to the 

following system of linear equations:  
 

2
( )

0

, 1, 2,3....
f

n f f

tm i k
t t

n n k
k m

s I f e e d n
τπ

λ τ τ− −

=−

= ⋅ =∑ ∫  (15) 

 

where 2
0

1 ( ) ( )
( )

H

n n
n

s s z e z dz
e z

= ∫ ; , 0, 1, 2,...kf k m= ± ± ±  is 

unknown. 
The number of the equations is infinite, whereas the number 

of unknowns is 2m+1, therefore, the system in the general case 
has no solution at arbitrary sn values. Thus, the problem under 
investigation is reduced to the solution of the system of the 
algebraic equations of the form: Af=s, where  
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The uniqueness theorem is proved for the problem under 
investigation. Therefore, the homogeneous problem has only 
the trivial solution. Let us prove that this problem has the 
stability property in the following meaning. Let two solutions 

(1)f  and (2)f  close in the norm correspond to columns (1)s  and 
(2)s  close in the norm (1) (2) (1) (2)sup i i

i N
s s

∈
− = −s s . 

Let us find the image Im A  of the linear operator A that 
specifies the transformation 0

nR C→ , where C0 - is the space 
of the number sequences 1( , ..., ,...)ns s  converging to zero 
(because the Fourier coefficients tend to zero) and is 
represented by the matrix A in a certain basis. 

Statement. 
If 1, , ne e  constitute a basis in nR , then the vectors 

1A , ,A ne e  constitute a basis in Im A . 
Proof. 
Let us consider an arbitrary vector Im A∈z . By the 

definition of Im A , nR∃ ∈x  such that Ax=z. 
Let us expand the vector x in the basis 1, , ne e : 

1 1 2 2 n nx x x= + + +x e e e . Then, since the operator A is linear, 

1 1 2 2A A A An nx x x= = + + +z x e e e . Therefore, such an 
expansion exists.  

Let us prove the uniqueness of this expansion, i.e., linear 
independence of the elements 1A , ,A ne e . 

If 1 1 2 2A A A 0n nα α α+ + + =e e e  then 

1 1 2 2A( ) 0n nα α α+ + + =e e e , owing to linearity; since the 
kernel of the operator is zero, we have 

1 1 2 2 0n nα α α+ + + =e e e ; therefore 1 2 0nα α α= = = =  
because 1, , ne e  are linearly independent; thus, the statement 
is proved. 

Corollary. 
Im A  is a finite-dimensional (n- dimensional) subspace of 

C0. 
The linear operator A transforms nR  to Im AnV =  and has 

zero kernel. Therefore, the operator A has the inverse operator 
A-1 that specifies the transformation n

nV R→  and is a linear 
bounded operator.  

If ( ) ( )l lΑ =f s , l=1,2, then ( ) 1 ( )l l−= Αf s , l=1,2, therefore, 
(2) (1) 1 (2) (1)( )−− = Α −f f s s  and the estimate 

(2) (1) 1 (2) (1)−− ≤ Α ⋅ −f f s s  is valid for the stability of the 

inverse problem owing to the boundedness of the operator A-1.  
Thus, if solutions of the inverse problem in the form of the 

segments of the Fourier series exist for two “close” 
redefinitions, then these solutions are close to each other. 
Therefore, in that case, stability of surface temperature history 
reconstruction is proved. 

V. CONCLUSION 
In practices, the measured borehole temperature contains 

continuous set of harmonics. It is due to both errors of 
measurements and unknown nature of climatic changes. It 
means that the problem of the past surface temperature 
reconstruction based on the measured borehole temperature 
has not the uniqueness and stability properties. 

In fact all previous reconstructions of the past surface 
temperatures implicitly assume that the retrieval surface 
temperatures can be presented by the finite set of harmonics. 
In these cases the amplitudes of the harmonics can be found 
and the solutions are unique and stable. 
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Abstract—The purpose of this paper is to explore the role
played by the dimension theory in the spectral theory. The work
is concentrated on a class of compact sets denoted by C, as well
as on examples of sets which do not belong to the class C. The
implications between various spectral conditions are emphasized.

I. INTRODUCTION

In 1968, C. Foiaş and I. Colojoară in their paper ”Theory of
generalized spectral operators” have formulated an open prob-
lem in spectral theory (the theory of decomposable operators
[10]) namely if any decomposable is hard decomposable (in
other words if the operator’s restrictions to maximal spectral
spaces are decomposable). The answer was partially given
in [5] that the decomposable operators with spectrums of a
topological dimension ≤ 1 are hard decomposable. On the
other hand, E.J. Albrecht has built an example of a decom-
posable operator that is not hard decomposable. Therefore the
answer to the open problem is negative: not all decomposable
operators are hard decomposable. The problem of the exis-
tence of whole classes of operators (and evidently of certain
individual operators) remains open, for which the answer is
negative. In [6] the study of the restrictions and quotients
of decomposable operators in relation to with an invariant
subspace (which maybe isn’t maximal spectral) it has been
shown that these are S - decomposable (a notion introduced
by I. Bacalu in [6]) where S is the intersection of the restriction
and quotient spectrums. An interesting observations is that for
an S - decomposable operator, dimS = 0 implies S = ∅
meaning the operator is decomposable. The means by which
the dimension theory applies to S - spectral and As - scalar
(A2 -spectral) operators will be analyzed in the second section
of the article.

In the presented paper, we emphasize, rather systematically
and briefly, some geometric and topological aspects and prop-
erties of certain sets from the plane and the spaces Rn and
Cn, respectively. We concentrate on the more particular but
interesting case of the sets from the class C (see Definition
1.6), with a long series of significant applications in spectral
theory. One of the main purposes of this work is to show
the importance of (topological) dimension of the spectrum
of an operator or an operator system in the study of their
spectral properties, especially the cases of operators or operator
systems having their spectra of dimensions 0 or 1 (or the case
of restrictions and quotients of operators or systems). It turns

out that dimension theory plays a natural role in the study of
spectral theory.

The idea of defining the notion of topological dimension
(different from that of linear algebra) belongs to Poincaré ([22],
[23]), but later, it has been formulated more specifically by
Brouwer ([9]). Since 1922, Menger ([20]) and Urysohn ([26])
have been developed the dimension theory in many works,
where they were able to establish a larger number of basic
properties of the dimension. Moreover, a variety of modern
and significant results concerning this theory can be found
in Hurewicz and Wallman [16], as well as in [2], [21]. In
Romanian, we recommend paper [3].

The paper is organized as follows. Section 2 presents
enough details of the topological dimension theory, especially
about the spaces and sets (subsets) of dimensions 0 and 1
because they are relevant in the spectral theory applications.
Enough examples of properties (including equivalent defini-
tions) of sets of dimensions 0 are given, emphasizing sets
of dimensions 1 from class C and some examples of sets of
dimensions 0 which are not in class C. Furthermore, Cantor’s
discontinuity is emphasized on the line as a model of a subset
of dimension 0 as well as some sets homeomorphic with it.

In section 3, the beginning presents a few notions of spec-
tral theory, resolvent, spectrum, maximal spectral space, S-
overlay, decomposable operator (S-decomposable), S-spectral
measure, S-spectral operator etc. The means in which the
theory of the third dimension is used in spectral theory is given
by theorems 3.1 and 3.2 in I.Bacalu’s PhD thesis. C.Foiaş
names theorem 3.2 a fundamental theorem and C. Apostol
says that in this theorem the importance of the spectrum’s
dimension is described in conserving the spectral properties
of the operator. The rest of the section reconsider a few of the
results obtained in [5] ,[7] ,[8] using the theory of dimension.

II. TOPOLOGICAL DIMENSION AND THE CLASS C

Definition II.1. Let X be a separable metric space. The
notation dimp X means the dimension of X at the point
p ∈ X . The following three conditions define the notion
of dimension at a point through induction (as an inductive
concept).

1) dimX = −1 means X = ∅;

2) if X ̸= ∅, dimX is the supremum of dimp X for any
p ∈ X;
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3) dimp X ≤ n+1 if there exists a neighborhood of p with
the boundary of dimension less than or equal to n.

We recall that a topological space X is said to be locally
connected at a point p ∈ X if for any open subset G ⊂
X which contains p, there exists a connected component V
of X such that p ∈ V ⊂ G (or every neighborhood of p
contains a connected open neighborhood). The space X is
locally connected if it is locally connected at each point of
it. The ”broom set” shown in the figure below is not locally
connected. This set is composed by line segments joining the

points (0,1) and (0,0), respectively (0,1) and
(
1

n
, 0

)
for n =

1, 2, 3, . . . ; the set is locally connected only at point (0,1).

We can also provide another definition of the topological
dimension formulated in [18]:

Remark 2.1.

(1) The empty set and only it is of dimension −1.

(2) If n is a positive integer, we recall that a topological
separable metric space X is of dimension ≤ n at the point
p ∈ X , and we write dimp X ≤ n, if p has arbitrarily small
neighborhoods, each having a boundary of dimension ≤ n−1.

(3) X is of dimension ≤ n, and we write dimX ≤ n, if
X is of dimension ≤ n at any point p ∈ X .

(4) X is of dimension n at the point p ∈ X , and we write
dimp X = n, if (2) is true for n, but false for n− 1.

(5) X is of dimension n, and we write dimX = n, if the
condition dimX ≤ n is true, but the condition dimX ≤ n−1
is false.

The statement (2) dimX ≤ n is equivalent to the fact that
the space X has a basis all of whose elements are open sets
with their boundaries of dimension ≤ n− 1.

By definition, a non-empty topological space is of di-
mension 0 if for any point of it there are arbitrarily small
neighborhoods whose boundary is empty. Under this definition,
for example, the space of rational numbers on the real axis is
of dimension 0: each interval with irrational endpoints is a
neighborhood for the numbers which are contained within and
has an empty boundary (the boundary has irrational numbers).
Similarly, the set of irrational numbers, and more generally any
boundary set of the real axis are of dimension 0. The space of
real numbers R is of dimension less than or equal to 1, since

the boundary of an interval is a two-point set of dimension 0.
Analogously, the plane R2 is of dimension less than or equal
to 2 (since the circle is of dimension less than or equal to 1),
and generally speaking the Cartesian space Rn is of dimension
less that or equal to n. The proof of the fact that Rn = n is
not elementary. The dimension of a subset of a space is never
bigger that the one of the space itself. The set of all points
of the plane whose coordinates are one rational and the other
one irrational is of dimension 0. The set of all points of the
Euclidian n-space En whose coordinates are irrational is of
dimension 0. A non-empty set of real numbers is of dimension
0 if it does not contain any nontrivial interval.

Definition II.2. The set C consisting of all real numbers t
written as

t =
t1
3
+

t2
32

+
t3
33

+ . . .+
tn
3n

+ . . .

where ti ∈ {0, 2}, for i = 1, 2, . . ., is called the Cantor set
(discontinuum). Therefore, these are the numbers in the [0,1]
interval that have a triadic expansion in which the digit 1 does

not occur; for example, the point
1

3
belongs to C,

1

3
=

0

3
+

2

9
+

2

27
+ . . .+

2

3n
+ . . . = (0, 0222)3,

but
1

2
does not belong to C.

We can geometrically describe the Cantor set C as the
result of an iterative process: we divide the closed real interval
[0,1] into three equal subintervals and first we remove the

central open interval
(
1

3
,
2

3

)
, i.e. the middle-third interval;

next, from the remaining two closed intervals,
[
0,

1

3

]
,
[
2

3
, 1

]
,

again one removes their open middle-thirds and we continue
in this way infinitely often; consequently, we obtain an infinite
sequence of open middle-thirds intervals:(

1

3
,
2

3

)
,

(
1

9
,
2

9

)
,

(
7

9
,
8

9

)
,

(
1

27
,
2

27

)
, . . . .

What remains of [0,1] at the end of this process is the Cantor
set C.

We also remind the following interesting topological prop-
erties of the Cantor set:

(i) The Cantor set is of dimension 0 (since the Cantor set
has no interval in it) and uncountable.

(ii) The Cantor set C is naturally homeomorphic to the
Cartesian product of countable infinite copies of the discrete
two-point space {0, 2}, i.e.

C
top
= {0, 2} × {0, 2} × {0, 2} × . . .

hence the points of the Cantor set can be identified with the
sequences consisting entirely of 0s and 2s, whence

C×C
top
= C,C×C×. . .×C

top
= C, C×C×C×. . . C×. . .

top
= C.

(iii) On the other hand, it can be proved that the closed
interval [0,1] is a continuous image of the Cantor set and the
Hilbert cube [0, 1]×[0, 1]×. . .×[0, 1]×. . . is also a continuous
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image of the Cantor set. More generally, any compact metric
space is a continuous image of the Cantor set.

(iv) The Cantor set C is regarded as a universal space
for the class of all separable metric spaces of dimension 0,
meaning that any separable metric space of dimension 0 is
topologically embeddable in the Cantor set.

We can also remind certain properties of the topological
spaces of dimension 0. Therefore, every non-empty space of
dimension 0: has a basis consisting of clopen (closed-open)
sets; is topologically embedded in the Cantor set, meaning
that it is homeomorphic to a subset of the Cantor set; can
be represented as a finite union of closed disjoint sets with
diameter < ε, where ε > 0 is arbitrary; has the normalization
property: for every two closed disjoint sets A and B, there
exists a clopen set G such that A ⊂ G and G ∩ B = ∅. The
union of a countable family of closed sets of dimension 0 is
a set of dimension 0.

Theorem II.1. ([3]) A subset A of Rn is of dimension n if
and only if A contains a non-empty open subset of Rn, i.e.
Int A ̸= ∅ in Rn.

A characterization of the space of dimension 0 will be
useful to us:

Theorem II.2. ([19]) A non-empty topological space X is
of dimension 0 if for any finite open covering of X , X =
G0 ∪ G1 ∪ . . . ∪ Gm, there exists a closed covering of X ,
X = F0 ∪ F1 ∪ . . . ∪ Fm with the property that Fi ⊂ Gi and
Fi ∩ Fj = ∅ (i ̸= j) for all i, j = 0, 1, 2, . . . ,m. The sets are
therefore clopen (simultaneously closed and open).

From Theorem 2.2, it follows that the boundary of a subset
of the plane is of dimension less than or equal to 1, and the
boundary of a set from the real axis is of dimension less than
or equal to 0.

If we consider a compact subset L of the plane R2 such
that L is of dimension 1, is it true that the boundary of any
compact subset L1 ⊂ L (in the relative topology of L) is of
dimension 0? There are examples of compact sets of dimension
1 for which the answer of this question is negative.

Example 1. The set Γ is defined as follows:

Γ :


{(

x, sin
1

x

)
, x ∈ (0, 1]

}
= M

{(0, y), −1 ≤ y ≤ 1} = F.

We have Γ = M ∪ F is compact, F ⊂ Γ is compact
and the boundary of F has the property: ∂F = ∂M = F ,
dim ∂F = dimF = 1.

Example 2. Another example is the ”fan set”:

Γ1 :

{
{(x, 1− nx), x > 0, 1− nx > 0, n = 1, 2, . . .} = M1

{(0, y), 0 ≤ y ≤ 1} = F1

where Γ1 = M1 ∪ F1, F1 ⊂ Γ1 is closed, ∂F1 = ∂M1 = F1,
dim ∂F1 = dimF1 = 1.

Example 3. If we consider the set:

Γ2 :


{(

1

n
, y

)
, −1 ≤ y ≤ 1, n = 1, 2, . . . ,

}
= M2

{(0, y), −1 ≤ y ≤ 1} = F2

we have Γ2 = M2 ∪ F2, F2 ⊂ Γ2, is compact, ∂F2 = F2,
dim ∂F2 = dimF2 = 1.

Some other examples can also be constructed in the space
R3 (in addition to the three above of R2) of compact sets of
dimension 2 which not have compact subsets with boundary
of dimension 1. Each of the previous examples can be viewed
as a set of R3 if we add −1 ≤ x ≤ 1; obviously, the resulting
sets are parts of a cylindrical surface; thus, for example:

H :


{(

x, sin
1

x

)
, x ∈ (0, 1]

}
= M

{(0, y), −1 ≤ y ≤ 1} = F

−1 ≤ z ≤ 1

is a cylindrical surface. All subsets of H of dimension 2 which
contain the square P = {(y, z),−1 ≤ y ≤ 1,−1 ≤ z ≤ 1}
have the boundary also of dimension 2, because a part of the
boundary is actually P .

For decomposable operators it seems that not only the
compact sets of dimensions 1 (spectra of operators or parts
of them) that have a good behavior as mentioned above imply
a great interest (see Section 2).
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Our main emphasis is on a class of complex compact sets
which plays an important role in what follows:

Remark 2.2. We shall denote by C the class of all compact
sets σ ⊂ C with dimσ ≤ 1, and moreover having the property
that for any closed subset σ1 ⊂ σ we have dim ∂σ1 = 0 (the
boundary ∂σ1 being taken in the relative topology of σ).

The family C is non-empty: every interval or finite union
of intervals on the real axis belongs to the class C; every set of
the plane that is homeomorphic to [0,1] belongs to the class C;
finite unions of sets from C belong to C; the disk {|λ| = 1}
belongs to C. Let us remark that the countable union of sets
of C may not belong to C.

Example 4. The set

L = [0, 1] ∪
∞∪

n=1

{
(x, y)|x ∈ [0, 1], y =

1

n

}
does not belong to C. The sets Γ,Γ1,Γ2, L are not locally
connected and do not belong to C; probably there exists a
relationship between the sets that do not belong to C and the
sets that are not locally connected.

Definition II.3. Let A1, A2 and B be pairwise disjoint subsets
of a topological space X . The set B is called a partition
between A1 and A2 (or, A1 and A2 are separated by B) in
X if there are two disjoint open subsets A′

1, A
′
2 in X \B such

that X \ B = A′
1 ∪ A′

2, A1 ⊂ A′
1, A2 ⊂ A′

2. If A1, A2 are
separated by the empty set B = ∅, it is said that A1, A2 are
separated.

A non-empty topological separable metric space X is of
dimension 0 if and only if any point p ∈ X and any closed
set D ⊂ X , which does not contain p, can be separated (i.e.
for any point p ∈ X and for any closed set D ⊂ X , which
does not contain p, the empty set is a partition between p and
D). Also, a connected space X of dimension 0 is one-point
space. Let us observe that for a separable metric space X ,
with dimX = 0, any two disjoint closed sets in X may be
separated.

We recall that a topological space is totally disconnected
if the connected component of each point of it is the set
consisting of the point itself (i.e. if the empty set is a partition
between any distinct points x, y of the space X). One proves
that a locally compact space X is of dimension 0 if and only
if it is totally disconnected.

Next, we present the statement of certain original theorems
in which we show the role of the spectral theory of dimen-
sion in the spectral theory of operators. The proofs of these
theorems can found in [5]-[7] and [8].

Theorem II.3. (The addition theorem for dimension 0). Let X
be a separable metric space and let (Ai)

∞
i=1 be a countable

family of closed subsets of X such that X =

∞∪
i=1

Ai, where

dimAi = 0, i = 1, 2, . . . Then X is of dimension 0, i.e.
dimX = 0.

Theorem II.4. (The addition theorem). Let X be a separa-
ble metric space and let (Ai)

∞
i=1 be a countable family of

closed subsets of X such that X =
∞∪
i=1

Ai. Then dimX =

∞
sup
i=1

dimAi.

Theorem II.5. (The separation theorem for dimension 0). If
X is a separable metric space of dimension 0, then for any two
disjoint closed subsets A,B of X the empty set is a partition
between A and B, i.e. there exists a clopen set U ⊂ X such
that A ⊂ U and B ⊂ X \ U .

Theorem II.6. (The decomposition theorem for dimension n).
A separable metric space is of dimension ≤ n (where n is
finite) if and only if it can be represented as the union of n+1
subspaces of dimension ≤ 0.

III. THE CONNECTION BETWEEN TOPOLOGICAL
DIMENSION AND CERTAIN CLASSES OF OPERATORS

In the monograph ”Theory of Generalized Spectral Op-
erators” [10], Colojoară and Foiaş presented seven unsolved
problems related to the theory of decomposable operators.
One of them has the following statement: if T ∈ B(X) is
decomposable and Y ⊂ X is a spectral maximal space of T
(more general, Y is an invariant subspace to T ), are then the
operators restriction T |Y and quotient Ṫ also decomposable?
The problem seems to have the correct answer: sometimes yes,
sometimes no.

In 1973 in [5], a partial answer was given, namely that
for operators with the spectrum in the class C, the answer is
affirmative, hence the restriction T |Y and the quotient Ṫ are
decomposable (whence T is strongly decomposable).

In order to illustrate the usefulness of topological di-
mension in spectral theory, we recall several notations and
basic definitions from the specialized literature, that will be
employed throughout this paper.

Let B(X) denote the Banach algebra of all linear bounded
operators on a given complex Banach space X and let P(X)
denote the set of all projectors on X . If Y ⊂ X is a linear
(closed) subspace invariant of T ∈ B(X) (i.e. TY ⊂ Y ), then
T |Y is the restriction of T to Y and Ṫ is the operator induced
by T in the quotient space Ẋ = X/Y . We also denote by
σ(T ) = C \ ρ(T ) the spectrum of T , where the resolvent set
ρ(T ) consists of all points λ ∈ C for which the operator λI−T
is bijective on X .

Recall that a linear subspace T ⊂ X is a spectral maximal
spectral space of T ∈ B(X) if TY ⊂ Y and for any other
subspace Z of X with TZ ⊂ Z and σ(T |Z) ⊂ σ(T |Y ), we
have Z ⊂ Y ([10]).

A family {GS} ∪ {Gi}ni=1 of open sets of C is said to be
an S-covering of a compact set σ ⊂ C if:

σ ∪ S ⊂ GS ∪

(
n∪

i=1

Gi

)
, Ḡi ∩ S = ∅ (i = 1, 2, . . . , n)

where S is a compact fixed subset of C ([24]). If S = ∅, an
S-covering becomes a covering.

An operator T ∈ B(X) is S-decomposable if for any open
S-covering {GS}∪{Gi}ni=1 of the spectrum σ(T ), there exists
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a system {YS}∪{Yi}ni=1 of spectral maximal spaces of T such
that:

(i) σ(T |YS) ⊂ GS , σ(T |Yi) ⊂ Gi (i = 1, 2, . . . , n).

(ii) X = YS +
n∑

i=1

Yi ([6]).

If condition (ii) is replaced by (ii’)

(ii’) Z = Z ∩ YS +
n∑

i=1

(Z ∩ Yi), where Z is any spectral

maximal space of T , then T is strongly S-decomposable ([6]).
When S = ∅, then T is decomposable ([10]), respectively
strongly decomposable ([4]).

Let BS be the family of all Borelian sets B ⊂ C with the
property that B ∩ S = ∅ or B ⊃ S, where S is a compact
fixed set of C. A mapping ES : BS → P(X) is said to be an
S-spectral measure if

1. ES = ∅, ES(C) = I

2. ES(B1 ∩B2) = ES(B1)ES(B2), B1, B2 ∈ BS ,

3. ES

( ∞∪
m=1

Bm

)
x =

∞∑
m=1

ES(Bm)x, Bm ∈ BS , Bm ∩

Bp = ∅, m ̸= p, x ∈ X

4. sup
B∈SS

||ES(B)|| < ∞ ([7]).

An operator T ∈ B(X) is said to be S-spectral if there
exists an S-spectral measure ES such that

TES(B) = ES(B)T and σ(T |ES(B)X) ⊂ B̄, B ∈ BS ([7]).

For S = ∅, we obtain a spectral measure and a spectral
operator ([15]).

The following main results of the paper refer to the impli-
cation of the topological dimension in deriving some proper-
ties of certain classes of operators (decomposable, with the
spectrum in C, S-decomposable, strongly S-decomposable,
spectral etc).

Theorem III.1. Let T ∈ B(X) be a decomposable oper-
ator, let Y ⊂ X be a spectral maximal space of T and
S = ∂σ(T |Y ) ∩ σ(Ṫ ) of dimension 0. Then both T |Y and
Ṫ are decomposable operators.

Proof: Let {Gi}ni=1 be a finite open covering of σ(T |Y )
(respectively, of σ(Ṫ )). Putting G′

i = Gi ∩ ρ(Ṫ ) (respectively,
G′

i = Gi ∩ ρ(T |Y )), it results that the family {G′
i}ni=1 is a

covering of σ(T |Y ) \ S (respectively, of σ(Ṫ ) \ S). It is clear
that {Gi}ni=1 is a covering of S as well.

Since S = ∂σ(T |Y ) ∩ σ(Ṫ ) is of dimension 0 and it is
closed, then from Lemma 6.1, [3], one can deduce that for the
covering {Gi}ni=1 of S, there exists an open covering {G′′

i }ni=1
of S such that G′′

i ⊂ Gi, G′′
i ∩ G′′

j = ∅ for i ̸= j, i, j =

1, 2, . . . , n and
n∪

i=1

G′′
i ⊃ S. Taking

n∪
i=1

G′′
i = GS , it is obvious

that {GS}∪{G′
i}ni=1 is an S-covering of σ(T |Y ) (respectively,

of σ(Ṫ )). According to Proposition 2 and Remark 3, [5], it
results that

Y = (Y1 + Y2 + . . .+ Yn) + (Y 1
S + Y 2

S + . . .+ Y n
S )

where Yi and Y i
S , i = 1, 2, . . . , n are spectral maximal spaces

of T |Y such that σ(T |Yi) ⊂ Gi, σ(T |Y i
S) ⊂ G′′

i .

If we denote

Xi = XT (σ(T |Yi) ∪ σ(T |Y i
S))

then Xi, i = 1, 2, . . . , n are spectral maximal spaces of

T |Y (Theorem 2.1.5, [10]) and one can obtain Y =

n∑
i=1

Xi,

σ(T |Xi) ⊂ Gi, hence T |Y is decomposable.

Analogously for Ṫ , according to Remark 3, [5], we have

Ẋ = (Ż1 + Ż2 + . . .+ Żn) + (Ż1
S + Ż2

S + . . .+ Żn
S )

where Żi and Żi
S , i = 1, 2, . . . , n are spectral maximal spaces

of Ṫ such that σ(Ṫ |Żi) ⊂ G′
i, σ(Ṫ |Żi

S) ⊂ G′′
i , with G′

i, G
′′
i

the same as above. It follows immediately from the proof of
Lemma II.2.2, [4] that Ṫ is decomposable.

Theorem III.2. Let T ∈ B(X) be a decomposable operator
with σ(T ) ∈ C. Then both T and T ∗ are strongly decompos-
able.

Proof: The case dimσ(T ) = 0 is contained in [10].
Therefore we have to analyse only the case dimσ(T ) = 1. Let
Y be a spectral maximal space of T and S = ∂σ(T |Y )∩σ(Ṫ ).
Since σ(T ) ∈ C, it follows that dim ∂σ(T |Y ) = 0 and
consequently dimS = 0. According to Theorem 3.1, T |Y
is decomposable, hence T is strongly decomposable (see
Theorem II.3.6, [4]). From Corollary 3.1, [25], it results that
T ∗ is also strongly decomposable.

Corollary 3.1. If T ∈ B(X) is a decomposable operator
with σ(T ) ⊂ R (or σ(T ) is on a curve), then T is strongly
decomposable.

Remark. The above corollary has already been observed by
Foiaş and Apostol.

Corollary 3.2. Let T ∈ B(X) be a decomposable operator
with σ(T ) ∈ C and let Y ⊂ X be a spectral maximal space
of T . Then Ṫ ∈ B(Ẋ) is strongly decomposable.

Proof: From Theorem 3.2, T is strongly decomposable
and then by Theorem II. 3.8, [4], we have that Ṫ is strongly
decomposable.

Corollary 3.3. Let T ∈ B(X) be a 3-decomposable operator
with σ(T ) ∈ C. Then the operators T, T ∗, T ∗∗, . . . are
strongly decomposable. If X is reflexive, then T ∗ is strongly
decomposable if and only if T is 3-decomposable.

Proof: If T is 3-decomposable and σ(T ) ∈ C, then by
the proof of Theorem 3.1 we deduce that T is strongly 3-
decomposable, hence T is strongly decomposable. According
to Theorem 3.2, T ∗, T ∗∗, . . . are strongly decomposable.

Corollary 3.4. If T ∈ B(X) is a decomposable operator and
Y is a spectral maximal space of T , then both T |Y and Ṫ
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are S-decomposable operators, where S = ∂σ(T |Y ) ∩ σ(Ṫ ),
Int S = ∅ (i.e. dimS ≤ 1) and SṪ = ∅.

Proposition III.1. Let T ∈ B(X) be an S-decomposable
operator with ST = ∅ and let S1 be a separated part of S with
dimS1 = 0. Then T is S′-decomposable where S′ = S \ S1.

Theorem III.3. Let T ∈ B(X) be an S-decomposable
operator such that dimS = 0. Then T is decomposable.

Proof: In the previous proposition we take S1 = S,
hence S′ = S \ S1 = ∅ and T is ∅-decomposable, i.e. T
is decomposable.

Corollary 3.5. If T ∈ B(X) is decomposable and T is an
invariant subspace to T such that dim(σ(T |Y ) ∩ σ(Ṫ )) = 0
(in particular, dimσ(T |Y ) = 0), then Ṫ is decomposable.
When Y is a spectral maximal space of T , both T |Y and Ṫ
are decomposable.

Proof: The assertions follow easily from the previous
theorem and Corollary 3.4.

Theorem III.4. Let T ∈ B(X) be a strongly S-decomposable
operator such that dimS = 0. Then T is strongly decompos-
able.

Proof: Let Y be a spectral maximal space of T . According
to Lemma 1.3.15, [7], we deduce that T |Y is S1-decomposable
with S1 = S ∩ σ(T |Y ). Therefore dimS1 = 0 and by
Theorem 3.3, it follows that T |Y is decomposable, i.e.
T is strongly decomposable.

Corollary 3.6. Let T ∈ B(X) be strongly decomposable and
let Y be an invariant subspace to T such that dim(σ(T |Y )∩
σ(Ṫ )) = 0 (particularly, dimσ(T |Y ) = 0 or dimσ(Ṫ ) = 0).
Then Ṫ = B(Ẋ) is strongly decomposable.

Furthermore, a number of important results from the
classes of spectral (S-spectral) operators and also of the oper-
ator systems are mentioned here only with suitable references,
but without proofs.

Theorem III.5. Let T ∈ B(X) be a spectral operator and let
Y be a subspace invariant of T such that XT (σ) ⊂ Y , where
σ = σ(T |Y ) \σ(Ṫ ) and S = σ(T |Y )∩σ(Ṫ ). Then both T |Y
and Ṫ are S-spectral operators.

Corollary 3.7. Let T ∈ B(X) be a spectral (scalar) op-
erator and let Y be an invariant subspace to T such that
dim(σ(T |Y ) ∩ σ(Ṫ )) = 0. Then T |Y and Ṫ are spectral
(scalar).

Corollary 3.8. Let H be a Hilbert space and let T ∈ B(H)
be a normal operator. If Y is an invariant subspace to T such
that dimS = 0, where S = σ(T |Y ) ∩ σ(Ṫ ), then T |Y and
T |H − Y are normal.

Proposition III.2. Let T ∈ B(X) be a subscalar operator
and T̃ ∈ B(X̃) the minimal scalar extension of T . Then T

is S-scalar, where S = σ(T ) ∩ σ( ˙̃T ), ˙̃T being the operator
induced by T̃ in the quotient space Ẋ = X̃/X .

Proposition III.3. Let H be a Hilbert space and let T ∈ B(X)
be a subnormal operator. With the same conditions as in the
previous proposition, T is S-normal.

Theorem III.6. Let a = (a1, a2, . . . , an) ⊂ B(X) be a
decomposable operator system of and let Y be a spectral maxi-
mal space of a. Then the system a|Y = (a1|Y, a2|Y, . . . , an|Y )
and ȧ = (ȧ1, ȧ2, . . . , ȧn), the system induced by a in the
quotient space Ẋ = X/Y , are S-decomposable, where
S = σ(a, Y ) ∩ σ(ȧ, Ẋ). If dimS = 0 then a|Y and
ȧ = (ȧ1, ȧ2, . . . , ȧn) are decomposable.

Theorem III.7. Let a = (a1, a2, . . . , an) ⊂ B(X) be a
spectral system such that dimσ(a,X) = 0. Then for any
closed subspace Y ⊂ X invariant of a, the restriction
a|Y = (a1|Y, a2|Y, . . . , an|Y ) is a spectral system.

Corollary 3.9. Let a = (a1, a2, . . . , an) ⊂ B(X) be a spectral
system and let Y be a closed invariant subspace of a such that
dimσ(a, Y ) = 0. Then a|Y is a spectral system.

IV. CONCLUSION

In this paper we observed the efficiency the spectral
techniques of the theory of dimension in spectral theory.
We underline that the application of the dimension theory
in the theory of operators appears for the first time in [5].
Using these ideas in [1] and [25] we obtain new results.
In the second section we showed some results obtained in
other classes of decomposable (S-decomposable) operators,
spectral operators, A-spectral (As-scalar) but especially the
multidimensional spectral theory (operator systems).
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Abstract— The paper provides an overview of how to create an 

estimator focusing on failure-defection in safety related systems.  
Stochastic play a very important role in safety technology. With the 
help of it, safety systems may be released reliably after an 
assessment. With the help of the probability theory meaningful 
statements are achieved and based on them, realistic forecasts may be 
given. However, in order that reliable forecasts can be conducted, 
new approaches in thinking need to be developed. This paper serves 
to give a short synopsis about the actual problem of the probabilistic 
safety technology on the base of stochastic. 

In that, the test methods, however, plays the most important role as 
the test results are source vectors for probabilistic models. However, 
this paper tries to describe a suitable, innovative method that will 
correctly estimate the safety parameters. The first part explains the 
necessary basic tools. Furthermore, the safety technology is explained 
with stochastic playing a central role in it. Following this, the 
approach for the construction of the estimator is introduced. 
Concluding, the summary and an outlook will be given. 
 

Keywords—Stochastic, mathematical models, safety, Probability, 
Reliability, Failure/Error, Matrix-calculations 

I. INTRODUCTION 

O  To a greater extent than previously, safety related 
systems have been developed, produced and released to 

the market. For this reason it is essential, to know and 
correctly and reasonably apply the current international norms 
for functional safety as a basis for systems that are used in 
safety-critical applications.  

The functional safety is part of the overall safety in terms of 
the EUC standards and the EUC control system. It is subjected 
to the correct function of the E/E/PRE safety-related systems, 
safety-related systems of other technologies and external 
devices for risk reduction. In this process it is unimportant 
whether it refers to a control system or the complete 
installation.  

Concerning the safety of a system, the default rate plays an 
important role. It describes the amount of default per unit of 
time and has the unit „FIT“. On principle, when examining 
errors, it can be differentiated between safe (λS) and 
dangerous errors (λD). Safe errors, whether they have been 
found or remain unfound, normally have no influence on the 
safety-function of a system. However, concerning dangerous 
mistakes, this is not true. If such errors occur, the system will 
be transferred into a dangerous state, which under certain 
circumstances may lead to the massive endangerment of 

 
 

human lives. These errors too are differentiated in dangerous 
and traceable (λDD) or dangerous and non traceable (λDU) 
errors.  

Concerning dangerous and traceable errors, if accordingly 
designed, the safety system may bring the overall system or 
the installation in a safe state. The critical state, however, is 
given through the non traceable, dangerous errors. If such 
errors occur in the safety system, there is no possibility to 
detect it. In the system they may lead to its switch off or, in 
the worst case, to its dangerous breakdown.  

In order to be able to run systems or installations that can be 
applied in safety related areas, comprehensive measures for 
development and certification are necessary. These serve to 
prevent these described dangerous situations from happening 
and to bring the safety system or the installation into a safe 
state. 

On the base of the default rates the reliability functions and 
the default probabilities are determined. The distribution of 
cumulative frequencies plays a central role in this. The 
challenge is to choose the right density function. Afterwards 
the model parameters and the safety parameters need to be 
estimated. 

The following chapter will show the new mathematic 
approach of how an estimator can be constructed in a 
structured way. 

II. SAFETY TECHNOLOGY BASED ON PROBABILISTIC 

APPROACH 

According to the norm, the functions of all safety related 
systems form the functional safety of the overall system. 
Determining a level of safety integrity (SIL) forms the central 
element. The SIL is one of four discrete steps towards 
specification of the requirement for safety integrity of the 
safety functions related to the E/E/PE safety related system, 
with level 4 being the highest level of safety integrity, level 1 
the lowest. Therefore the IEC-standard 61508 consists of 4 
safety levels SIL 1 through 4. Each of these appears in a 
confidence interval, Fig. 1 showing the distribution of the 
probability.  
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SIL 
Operation with low 
demand rate PFDavg 

Operation with high demand rate 
PFH [1/h] 

4 10-5 ≤ PFDavg < 10-4 10-9 ≤ PFH < 10-8 
3 10-4 ≤ PFDavg< 10-3 10-8 ≤ PFH < 10-7 

2 10-3 ≤ PFDavg< 10-2 10-7 ≤ PFH < 10-6 
1 10-2 ≤ PFDavg< 10-1 10-6 ≤ PFH < 10-5 

 
Fig. 1 SIL bei niedriger und hoher Anforderungsrate nach IEC 
 

A. Effective Distribution in safety theory 

The reliability R(t) is the probability that a unit is functional 
in one view period (0, t). Fig. 2 shows R (t) as function of time 
[1], [6]. 

 

   Fig. 2 SIL bei niedriger und hoher Anforderungsrate nach IEC 
 
The probability that the operational time T is within the 

considered time interval (0...t) is for small t almost equal to 
one. For larger values of t the probability decreases more and 
more. 
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The exponential distribution is useful in many applications 

in engineering, for example, to describe the lifetime X  of a 
transistor. The most known and most favorite probability 
model for the reliability analysis of safety systems is the 
exponential distribution. With this distribution it is possible to 
represent the time dependent probability F(t)  of components 

for which it is necessary to obtain observed data to determine 
X . 

The failure probability is defined by the exponential 
distribution as 

 
tetF ⋅−−= λ1)(                 (2) 

 
where λ  is the failure rate. Respectively with failure 

density 
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⋅−
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If an exponential distribution for the reliability is valid, then 

the failure rate is constant: 
 

λλ =)(t                   (4) 

 
Then the equation can be rewritten as: 
 

tetR ⋅−= λ)(                  (5) 

 
An important reliability parameter is the MTTF value 

(Mean Time To Failure). 
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If an exponential distribution is suitable equation [8] can be 

rewritten as: 
 

λ
1=MTTF                  (7) 

 
Within the interval (0, t] the probability of failure P(t) is 

calculated applying the reliability function R(t). 
 

1)(
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⋅−
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tRtP
t

λλ

λ           (8) 

 
Generally, the time t is applied by T1. The time from point 

in time zero to time T1 is characterized as proof test interval. 
At time T1 a periodical test or the maintenance of a safety 
system is taking place. Tests are carried out to allocate 
undetected, dangerous failures. After a proof test, the system 
is regarded as new. The calculated PFD-valued depends on the 
value T1. [1], [6], [9] 

In order to be able to make probabilistic statements about 
possible values of safety parameters, according to the 
architecture. Different models for analysis can be drawn. In 
the following these will be introduced. 

B. One out of one Architecture (1oo1) 

The 1oo1 architecture is the simplest safety system around 
and consists of only one channel. Every dangerous fault can 
lead towards a failure of the safety function [1], [5], [9]. The 
1oo1 architecture is presented in Fig. 3. 

 
Fig.3 1oo1 architecture 

If Dλλ =  is applied to equation [8] then the result in the 
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following equation is for the 1oo1 system: 
 

tDetP ⋅−−= λ1)(                 (9) 

 
P (t) is developed by the MacLaurin series. For the 1oo1 

system the first three terms are needed to be developed. The 
first three terms plus the remaining term R3 are sufficient for 
the calculation of the PFDavg values. 
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The description of the remaining term R3 is chosen as 

follows: 
R3 is the remaining term to the third order, which belongs 

to the exponential function with failure rateDλ . 

The remaining term R3 converges for T = 0 to the value 0 
and can be neglected compared to the third term when 
developed towards the limit value at T = 0 [1]. 

Equation (10) is applied for a 1oo1 system. The PFDavg is: 
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Here, CEt  is the mean repair time of a channel. The Equation 

can be presented simplified as follows: 
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DUooPFH λ=11  

 

C. One out of two Architecture (1oo2) 

The 1oo2 architecture, see Figure 4, possesses two channels 
in parallel, where each channel can execute the safety function 
by itself. 

 
 
Fig.4 1oo2 architecture 
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with: 
 

MTTRMTTR
T

t
D

DD

D

DU
CE λ

λ
λ

λ
+






 +=
2
1       (15) 

 
and  
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And the PFH-Value is determined by: 
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The average time MTTF can be the time estimated between 
the occurrences of two errors. For this it can be very helpful to 
develop a Markov-model. Fig 5 shows a possible approach for 
the One-out-of-two systems 1oo2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Markov-Chain for 1oo2 Systems 
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The Markov-Modell for a 1oo2 „Single-Board-System“ is 
shown in Fig. 5.  In the condition 0 both controllers are 
working error-free. Condition 1 represents the safe condition 
in which a systems fades after a safe error. The system stands 
in a condition with no energy. In the condition number 2 one 
of two channels works incorrect. 
 

The occurred error is dangerous, but is not detected through 
error diagnostics. Condition 4 is characterized by two 
dangerous traceable errors, with one of each of them being in 
one of the two channels. In condition 5, however, there is a 
dangerous traceable error in one channel, while at the same 
time there is a dangerous not traceable error occurring in the 
other channel. In condition 3 one the two channels operated 
incorrectly. 
 
 The occurring errors is dangerous and is not detected in the 
error analysis. In condition 3, when the error occurs in up until 
them the error-free channel, there is a fade of the system into 
the condition 5 or 6. If, however, there is no further error 
within the whole life span of the system in condition 3, the 
system may get back to the condition 0, where it is error-free. 
This practically means: After this the whole system will be 
exchanged. 
 If common-cause errors occur in 1oo2 systems, the 
following two cases are to be distinguished: 
1) The joint error source leads to dangerous traceable errors.  

Then a fade occurs directly from system 0 to condition 4. 

The transmission rate is DDD λβ ⋅ .  

2) The joint error source leads to dangerous traceable errors.  
Then a fade occurs directly from system 0 to condition 6. 

The transmission rate is DUλβ ⋅ . 

 
In the conditions 0,2 and 3 the system is running. This must 

be taken into account when calculating the MTTF of the 1oo2 
system.  

The probability matrix  P for the 1oo2 approach is: 
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From the probability matrix p the Q-matrix is determined. 

To form the Q-matrix from the P-Matrix one has to mind some 
criteria. The systems needs to running and the conditions may 
not be absorbing. 

Furthermore it should be ensured that there is no secure 
condition or conditions showing dangerous untraceable errors. 
The absorbing conditions means the condition, where there is 
no further fade except the fade into a secure condition and an 
error-free condition. 

After the Q matrix is formed, the M-Matrix is needed for 
further estimations. In order to calculate the M-Matrix, the Q-
matrix needs to be subtracted from the I-Matrix (unit matrix). 
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if ∞=LTτ  , then 
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In order to calculate the MTTF-value, the elements of the 

first line need to be added to the N-Matrix. The N-Matrix is 
determined by the inverse of the M-Matrix. 
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The MTTF -value can be determined by adding the 

elements from the first line to the N-Matrix. 
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Now the safety parameter MTTF can be estimated. With 

this value, now the reliability and default probability can be 
determined. The model parameters are of highest importance. 
In safety technology, certain distribution functions form the 
basis for the estimation. 

In the following chapter an approach will be shown how to 
determine the model parameters using of estimation-
algorithms. 

III.  APPROACH FOR THE CONSTRUCTION OF ESTIMATORS FOR 

THE SAFETY THEORY 

The basis for estimating an unknown parameter ϖ  is the 
assumption that a random variable X  belongs to a certain 
parametric family (f.e. exponential distributed, normally 
distributed, poisson distribution, …). With the help of this 
model it is tried to determine this parameter for which the 
results are the most probable. This is done with events 

nXX ,...,1  that have already taken place (sample nxx ,...,1  

with the values n from the scope n, variables are independent 
and identically distributed). 

Hereby, the idea of the approach is the mapping of the 
mathematics on the safety technology. This approach is based 
on the necessary distribution function which is normally 
applied in safety technology. Only then a realistic statement 
about the probability functions of the reliability and density 
can be made. 

The expected value  ( )tEH  of a hardware component has 

been reached with the following formula: 
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where 0λ  is the maximum failure rate. This approach 

implies that from this point of time 0=t  (start of the 

reliability analysis), a constant failure rate 0λ  exists in the 

affected hardware system. As a Weibull-distribution has been 

deemed, the following applies: 
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If the hypothesis is true that the probability of default of a 

safety related system is exponentially distributed, the density 
function will be the following: 
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With the help of the equation 32, the time sequence of the 

failure rate )(tHλ  can be determined 
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In this connection the new percept is that the maximum 

failure rate 0λ  is divided into systematic and random 

hardware errors. This is why the equation needs to be changed 
into: 
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If an optimized algorithm is applied to the new approach, 

then a forecasting for the hardware system in safety related 
applications - concerning the hardware error - can be made. 
This is done so that it can be predicted how many remaining 

errors 
RF0λ  as well as systematic errors 

SF0λ  can be found at 

certain point of time. 

The estimations of the default rates λ  and 0λ  are 

necessary. As we do not know of the distribution of the basic 
population (that is the probability function and the density 
function and as we have the result of a sampling procedure, 

we can now look for the parameters λ~  , 0
~λ  , 

SF0
~λ  and 

RF0
~λ

for which the realization of the precise sample is most 
probable.  This, of course, means nothing else than a 
maximation task. In calculating it the density function f (t) is 
needed from the equation 33. 
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Whereby em  stands for the amount of the overall errors at 

this point of time et . Here )( itf  is the failure density 

function and )( etF  the default probability function. If the 
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natural logarithm is taken from the equation 36, then the 
following applies: 
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Now after that, the ∆ - function is to be maximized. This is 

done with the following approach: 
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The partial derivations are replaced by the expected value 

( )tE H  and the default rate ( )tHλ . The following applies: 
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This leads to: 
 

( )
∑

=

=
+−

+







−=

∂
∆∂ em

i

eH

i

tE

1 000

0 0
1

1
1ln

),(ln

λλλ
λλ

 (41) 

 

( )

( )
+

∂

∂
⋅

−

−−=
∂
∆∂

λ
λ

λ

λ
λ

λλ 0

0

0

0

0

1

),(ln
eH

eH

e

tE

tE
m

    (42) 

( )

( )
0

1 0

1

0

=
∂

∂
⋅∑

= λ
λ

λ

λ
λ

i
m

i i

t

t

e

            (43) 

 

( )
( )

( )
( )

0
11

1),(ln

01
0

00

0
0

0

=
∂

∂
⋅⋅

+
∂

∂
⋅⋅













−
−

−=
∂

∆∂

∑
= λ

λ
λλ

λ

λλµλ
λλ

λ
λ

i
m

i i

eH

e
s

e

t

t

tE

t

mb

e

 (44) 

( )
( )

( )
( )

0
1

),(ln

1

00

00

=
∂

∂⋅

+
∂

∂⋅








−
−−=

∂
∆∂

∑
= λ

λ
λ

λλ
λλλ

i
m

i i

eH

eH

e

t

t

tE

tE

m

b

e

    (45) 

 
With the equations 44 and 45 the requested model 

parameters can be estimated. Therefore the expected value and 
the default rate may be inserted into the estimated equation 

and me be written for the summation "" 00 SFRF
λλ +=Σ . 

Hence, the result is: 
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Consequently. with the substitution of the summation the 

following estimated equations apply: 
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If the equation 47 and 48 are solved to the total rateλ~ , the 
equation will be demonstrated as the following: 
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In order to get to the estimated parameter  
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be inserted into the estimated equation 47. Hence, the result is: 
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With the help of the Siemens standard SN 295500 the 

default rates may be taken from the tables of the standard 
norm. The equations 49 and 50 may be solved with the help of 
the Cram´sche theory. Therefore both estimated parameters 
are determined with the ∆ -function.  

IV.  CONCLUSION 

In this paper a new approach has been set up in order to 
generate a better estimation of the safety parameters. Hereby, 
the focus was laid on the different default rates.  When 
estimating the probabilities, traditional methods have ignored 
the differentiation into systematic and random hardware.  

It is tremendously important for the safety technology that 
all error possibilities are taken into account through a 
stochastic model. Here, too, the work of this paper shows that 
it may be possible to insert distribution functions other than 
the exponential distribution. 

With this new approach it is possible, too, to minimize or 
predict systematic hardware errors. Further, a realistic 
prediction about the probability of reliability as well as the 
probability of default can be made. 
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Abstract—Recently, some new methods have come into view for
intersection management. They take the advantages of the potentials
of new technologies that equipped in vehicles and in infrastructure,
such as V2I, advanced cruise control, positioning and so on. One
of these approaches is the communication between infrastructure
and vehicles is used to synchronize vehicles’ speed. With the
synchronization, many simulations shows the potential of subduing
many of current transportation problems. This paper firstly reviews
some proposed protocols so as to introduce the synchronization of
vehicles’ velocity. The synchronization is based on the Sequence-
Based Protocol (SBP). So the discussion mainly focus on it. Before
proposing the approach, some practical and theoretical problems
are highlighted for clarity. Because the problem is complex and
need strong contributions on hybrid systems, in this paper the speed
synchronization is based on first vehicle arrived first served.

Keywords—Advanced Cruise Control, V2I, Velocity Synchroniza-
tion

I. INTRODUCTION

IN modern cities, traditional solutions of transportation
congestions, such as traffic lights and road planning, are

encountering more and more different kinds of difficulties,
especially in big cites. At present, many researchers focus on
improving the urban intersection management with the latest
technologies, for example wireless communication, position-
ing, advanced cruise control and so on.

With these informational technologies, people could be able
to consider the transportation problems in different visions.
The application of these modern tools to the planning and
management of intersection is one of the core solutions of
urban traffic congestion so as to improve the traffic capacity
and efficiency in future. Some works are focusing on Cooper-
ative Intersection Management (CIM) in order to control the
passage of vehicles at urban intersection without traffic lights.
They are based on the rapid progressing of vehicles equipped
with on-board computer, wireless modules, sensors and so
on. More precisely, the intelligent vehicle’s function includes
positioning, wireless communications between vehicles and
infrastructure (V2I) as well as controllable motion. The inter-
section infrastructure and vehicle, as fundamental components
of intersection management, all play important roles.

We introduce a new approach for synchronizing vehicles’
velocity so as to safely and efficiently traverse the intersection.

This paper is organized as follows. Firstly, it gives an
overview of last works on cooperative intersection manage-
ment. Then, we present the components of Transparent Inter-
section Management (TIM) and the sequence policy that we
adopt. Some important characteristics will be presented and
will be used in the fourth section. In the fourth part, basing
on sequence-based protocol, we propose a new approach for
synchronizing the speed of vehicles. The results of simulation

involving at an urban intersection will be the next part. Finally,
we conclude on the approach advantages.

II. LITERATURE OVERVIEW

A. Reservation-Based Protocol

Based on a multi-agent model, Dresner and Stone have
presented the Reservation-Based Protocol in [2]. Vehicles
and intersections are implemented as intelligent agents able
to communicate together. When the vehicle approaching the
intersection, it sends a request for the right-of-way that is
kinetic parameters of the vehicle as well as its destination.
Accordingly, the intersection manager simulates the journey
of the vehicle in the gridded intersection map, in order to
reserve space and time of the greeds. It reject the requests of
others until the end of reservation. It shows that it is possible to
make intersection control much more efficient than traditional
control mechanisms.

In [3], the authors implemented a mixed reality platform
with a real autonomous vehicle ’Marvin’ which could interact
with multiple virtual vehicles in a simulation at a real inter-
section. Its experiment shows that, with several techniques,
the Autonomous Intersection Management (AIM) protocol
outperform traffic signals. The test result of [4] shows that
the protocol has potential to decrease vehicular delay. The
more recent work [5] explored the possibility of applying
autonomous vehicle auctions at each intersection to determine
the order using autonomous reservation protocols with a
microscopic simulator performing on city-scale maps.

The mixed reality platform [3] has shown that vehicles
are not so controllable as it has been assumed. However,
the collision avoidance is strongly dependent on the speed
and on the time of traversing the intersection. Thus, there
is a high collision risk if there is a tight timing between
two vehicles whereas a high idle time between two vehicles
will significantly compromises the traffic efficiency without
entirely eliminate collision risk.

B. Intersection-based Cooperative Adaptive Cruise Control
Protocol

Another team has proposed a heuristic optimization al-
gorithm for controlling the automated vehicles at traditional
intersections with a game theory framework entitled CACC-
CG [6], [7]. The framework is considered as a decision
process that repeats at each time step of simulation to optimize
the movement of automated vehicles. The protocol controls
trajectories of vehicles which are equipped with Cooperative
Adaptive Cruise Control (CACC) to avoid collisions and
minimize vehicle’s delay and consequently reduce the total
delay of intersection.
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In [7], the authors clearly proposed the Intersection-based
Cooperative Adaptive Cruise Control Protocol (iCACC). In
order to optimize the movement of autonomous vehicles, three
zones are assumed that they fall in the vehicle trajectory. The
”smart” intersection takes into account the physical character-
istics that may affect the motion of vehicles to simulate and to
optimize the speed of the vehicles. As being fully equipped,
the vehicle must adapts itself in Zone II in order to control
the point of time that it arrives at the conflict zone. The speed
adaptation makes sure the vehicle will reach its maximum
velocity when it cross the Conflict Point. And consequently,
the vehicle will pass the intersection box at the maximum
speed. In iCACC protocol, the fundamental is that, basing on
gridded intersection zone, the manager simulates and assumes
the journey of vehicle based on the current situation and make
a precise reservation that the intelligent vehicle must obey.

As for the reservation protocol, it is hard to guarantee that
the vehicle will traverse the intersection at exactly the men-
tioned high speed. Moreover, the intersection sends messages
for slowing down vehicles. However, because of message drop
and loss there is a high collision risk.

C. Sequence-Based Protocol

The intersection and vehicle all play important roles in
decision process of intersection management. At this point,
there are a lot of works could be done to improve current
traffic efficiency. In order to define roles in a better way, the
Sequence-Based Protocol (SBP) was proposed [1], [8], [9]. As
named as Sequence-Based Protocol, one fundamental of this
protocol is sequencing all the ”full-automated” vehicles that
are waiting to pass the intersection.

In ”this” centralized protocol, basing on the informations
that collected from these vehicles, the intersection manager
could apply optimization methods to form the passing se-
quence of vehicles. The sequence means deciding explicitly
which vehicle will traverse the intersection first, which is the
second vehicle and so on. There is no conditions on times
and speeds. Hence, the protocol can be applied for automated
vehicles or manned vehicles. For safety reasons, the vehicle
cannot traverse the intersection without a consent from the
intersection manager. Hence, a vehicle that has not received
a message from the intersection automatically stop before the
junction box that we will call later conflict zone. Hence, the
principle of the default deny is chosen.

For manned vehicles, the intersection manager assigns only
”right-of-way” to vehicles. The right-of-way is a green that
allows a vehicle to safely traverse the intersection. The right-
of-way can be distributed to several vehicles simultaneously
if there is no conflict. Hence the intersection manager perma-
nently broadcasts message with a list of vehicles that have the
right-of-way. The vehicle checks if it is in the list.

The unmanned vehicles considers the ”right-of-way” more
complex than a simple green. As in the case of manned
vehicles, the intersection manager sends a list of allowed
vehicles with their movement parameters that are speed,
position, movement direction, destination, etc. The list of
vehicles is ordered according to the decided sequence. The

main difference between the intersections of manned and of
unmanned vehicles is that two unmanned vehicles with con-
flicting movements are included in the same list. This means
that both one must synchronizes its speed to do not collide
with the other. In general case, an unmanned vehicles should
observe all precedent vehicles in the list to avoid collision. So
the main raised issue by the sequence based protocol is how
to synchronize the speed between all unmanned vehicles. This
issue is treated as the core of this paper.

Currently, there are two approaches for synchronizing
speeds. The first one assumes that the vehicle immediately
slow down until it gets enough space to traverse safely the
intersection. The second one assumes that the vehicle slows
down to completely stop before the conflict zone but if there
is enough space to traverse safely the intersection during
the slowing down, the vehicle speed up and traverse the
intersection. The main issue with both approaches is that
vehicles slow down near the extremity of each side of the lane.
This can cause congestions at near intersections if the traffic
flow is high. Moreover, both approaches have been developed,
simulated and tested for only mini-robots. Since test of both
approaches have shown that they are safe and they allow a
good performance, then they deserve to be improved in terms
of lane occupancy.

III. STUDIED INTERSECTION

Section II-C has given a simple description of the two
existing approach for synchronizing speed of vehicles that
listed in one sequence. To express the work of this paper
more clearly, Fig. 1 shows the two approaches controlling the
vehicle coloured yellow .

Controlling by using the first approach, the vehicle will
immediately slow down at the beginning of lane to get enough
space. Its lower speed even stop will cause the access of the
lane that it just has entered be locked. This occupancy of
the access of lane will consequently influence the motion of
vehicle listed in the sequence but behind it and will also run
into the same lane. The sequence is the one maintained by the
left one in Fig. 1. The follower will slow down or stop before
the conflict zone of the same intersection. As all the vehicles
are maintained in one sequence, slowing down of one vehicle
may leads to a high congestion in high flow, just as shown in
Fig. 1. Another possible consequence of first approach is the
lower usage of lane.

The second approach doesn’t have the usage problem, but
will influence the fluidness of its downstream intersection
shown as right part of Fig. 1. Because of sequence of vehicles,
the stop of yellow vehicle before stop line will also finally
lead to the stop of the vehicles that listed in the sequence but
behind it. Then the congestion will occurs in high traffic flow.
Another problem of this approach comes from the speeding
up of yellow vehicle when it is traversing the conflict zone.
Especially in high flow, the low speed may lead to the slowing
down of the vehicles which running on the other lanes and
preparing to traverse the same conflict zone.

The most basic reasons of issue of the two approaches is
the juncture and strategy of speed adjustment. At extreme
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beginning of lane

before stop line

Fig. 1: Current two approaches for synchronizing speeds

situation, the stop of yellow vehicle could not be avoided. So
in order to improve the performance of the two approaches,
this paper focus on when and where to slow down the vehicle.
The target becomes releasing the occupancy of the access of
lane to increase the usage of lane and getting velocity as high
as possible when the vehicle traversing the conflict zone. This
will also have influence as low as possible to the vehicles
which are running on other lanes and preparing to pass the
same conflict zone.

A. Structure of Intersection

This paper focus on the intersection that the vehicle we
will try to control is approaching. The intersection is a 4-
leg one which has 4 input lanes and 4 output lanes as
shown in Fig. 2. The protocol of intersection management
is the Transparent Intersection Management (TIM) [9]. It
uses client/server architecture to organize the management of
intersection.

Fig. 2: Structure of Intersection

The necessary components of TIM are as follows:
• Intersection Manger (server) maintains the sequence of

vehicles and could optimize it as needed.
• The autonomous vehicle (client) could communicate with

the intersection manager. It is equipped with the new
control protocol.

• The green ones are the buffer zone. All clients moving
on them will communicate with server for negotiating its
right-of-way and exchanging other informations which
are necessary in the management process.

• The red zone is conflict zone. The manager will make
sure that, with right-of-way, at any time, all the vehicles
running in it have no conflict of movement route with
each other.

• The yellow region is called exit zone. The vehicle that
has entered this region will report its exit of conflict zone
to manager as quickly as possible.

In the following, we consider that the sampling time of the
vehicle is bounded to τv . We assume that communication (V2I)
is not perfect. That means message drop and loss are possible.

Nevertheless, we assume that there exist a stable value of
roundtrip time, that is RTT v2i. The positioning system is
assumed precise because it is a prerequisite of autonomous
vehicle.

B. Obstacles
In TIM there are two kinds of factors will influence the

motion of vehicle. The measurement of frontal sensor will be
used to avoid collision with precedent vehicle. The information
received from manager will be used to adjust the motion in
order to achieve the goal of the new protocol. Corresponding
to the two kinds of factors, we classify the objects that will
influence the motion into Real Obstacle and Virtual Obstacles.

1) Virtual Obstacles: The Virtual Obstacles (VOs) are the
objects that do not have direct influence on the motion of
vehicle in the new protocol. For example, as listed in the
’sequence’ shown in Fig. 2, vehicle ’leader’ and ’follower-
1’ running on different lanes. As to ’follower-1’, it does not
need to immediately react to the situation of ’leader’. This
characteristic plays a fundamental role in this paper. It enable
us to do more works than with the real preceding vehicle. This
protocol take into account two types of virtual obstacles.

The first type is the Virtual Preceding Vehicle (VPV) that
listed in the sequence. Normally, virtual preceding vehicle has
higher priority to pass the intersection than its follower. As it
is running on other lane, the follower doesn’t need to react
immediately to its motions, even if the follower is closer to
the conflict zone than its virtual preceding. In other words, the
follower could smoothly adjust its motion as it desires before
it enters the conflict zone. It just needs to make sure that when
entered the conflict zone with right-of-way, it has got desired
motion. This characteristic is interesting, because we could
take the best advantage of it to do some thing we would like.

The other type of virtual obstacle is the conflict zone shown
in Fig. 2, the red area. The conflict zone plays a very important
role in this paper for the adjustment of motion of vehicle. It’s
the safe stone that the vehicle will stop before it if the vehicle
has not got the right-of-way but has reached the beginning
of conflict zone. It has been introduced in one of the control
policies of [8]. This paper considers it as a virtual preceding
obstacle that has no speed and stay at its position for ever.

2) Real Obstacle: The Real Obstacle is the real preceding
vehicle that the traditional cruise control only takes into
account. It also be listed in sequence maintained by manager.
So the new policy needs to distinguish whether its virtual
preceding vehicle is also the real preceding one. Its motion
information will comes from the frontal equipped sensors.

Corresponding to the two kinds of obstacles, we could get
two accelerations ar and av respectively come from dealing
with real obstacle and virtual obstacles. As the safety is the
primary standard, the final acceleration a that will be taken by
follower is given by:

a = min(ar, av) (1)

C. Sequence policy
There exist many policies for sequencing the incoming vehi-

cles, for example, First Come First Served (FCFS), Distributed
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Clearing Policy (DCP) and Autonomous Distributed Clearing
Policy (ADCP) [8] etc. As the adjustment of vehicle’s motion
is concerned in this paper, FCFS is chosen as sequence policy
for simplicity.

IV. THE SEQUENCE-BASED COOPERATIVE
ADAPTIVE CRUISE CONTROL POLICY

During more than half century, a lot of attentions have
been paid on finding some methods that could perfectly reflect
driver’s behaviours in transportation. Some of their works are
Intelligent Driver Model (IDM), enhanced IDM (EIDM) and
a special model based on IDM for TIM which named as
Cooperative Intelligent Driver Model (CIDM) [9].

In this section, a new Advanced Cruise Control (ACC)
policy for real preceding vehicle is firstly proposed. We name
it as ExACC policy. We also use it to treat the two kinds of
virtual obstacles at same time for safety. After that a simple
strategy is introduced for adjusting the speed of vehicle with
maximal capacity for traversing the intersection with higher
speed.

For clarity, some general symbols are shown in Table I.
TABLE I: Parameters of Advanced Cruise Control

Parameter Meaning Value / Unit
v0 Desired speed of vehicle 15 ms−1

s0 Minimum distance headway 2m
a Maximum acceleration 4 ms−2

b Minimum deceleration -4 ms−2

τ Sampling time s
s Distance headway without s0 m
v Speed of vehicle ms−1

A. Advanced Cruise Control Policy for Real Obstacle

Generally, one of the most important characteristics of tradi-
tional adaptive cruise control is to react as quickly as possible
to abrupt brake of real preceding vehicle for safety. After
getting enough space, it will speed up with an acceptable and
comfortable acceleration to achieve an equilibrium situation.

Normally, ACC make action decision for next sampling time
basing on the situation of current point of time. They could
not give any information about future action of leader vehicle.
With this characteristic, they normally could not immediately
react to extreme case, for example the leader brakes at
maximal deceleration which is bigger too much than that of
follower vehicle. So if some assumptions of extreme situation
of leader could be introduced into the decision process, the
follower may be able to react better so as to improve safety.

We name the the policy that we will introduce as ExACC
policy. It originally introduces a prediction of leader’s motion
into decision process. The prediction assumes that the leader
will brake at its maximal capacity until stop from the begin-
ning of next sampling time. Follower will take an acceleration
during the next reaction step. And as reaction to leader, the
follower will also take its maximal capacity, from the end of
next reaction step, to try to stop and make sure that the final
distance headway is greater than or is equal to s0. In other
words, follower will react to the assumption with a delay, one
sampling time.

0

v
e
lo
c
it
y

position

Follower

Leader

Fig. 3: Strategy of ExACC function

Fig. 3 shows the strategy of ExACC policy. vl, vf , vt are
respectively the velocity of current point of time of leader and
follower, the velocity of follower at the end of next τv . l the
length of follower. xt is the distance the follower will move in
the next τv . hl, hf respectively the movement distance during
the brake of leader and follower.

The above figure clearly shows the following relations:
vt = vf + arτ (2a)

xt =
τ

2
(vf + vt) (2b)

hl = −
v2l
2bl

(2c)

hf = − v2t
2bf

(2d)

h = (l + s+ s0 + hl)− (xt + hf + l + s0) = 0 (2e)

where, bl, bf are respectively the maximal deceleration of
leader and follower, ar the acceleration that follower will take
during the next step τv . We draw the reader attention to the
fact that for safety reasons, τ is bigger than τv and RTT v2i.
In the following we consider that τ = 1, 2max(τv, RTT v2i).

Then we have the acceleration, basing on equation (2), that
the follower should take during the next τv

ar =
bfτ − 2vf ± 2bf

√
bf blτ2+4blvfτ+4v2l −8bls

4bf bl

2τ
(3)

Fig. 3 shows the case that the follower is behind the leader
at initial state. Actually, in the scenario that the follower is
running before the leader, if we also define the headway s+s0
is from rear bumper of leader to front of follower, we could
also have the same result as well as function (3). This scenario
could occurs if the leader is a virtual preceding vehicle of
follower as shown in Fig. 2.

As we should take into account the extreme situation that
the bumper to bumper distance is less than s0, the final ExACC
policy is:

bf , for s < 0 (4a)
ar(vf , vl, s) =

{
bfτ − 2vf − 2bfa

∗

2τ
, for s ≥ 0 (4b)

where,

a∗(vf , vl, s) =

√
bfblτ2 + 4blvfτ + 4v2l − 8bls

4bfbl
The following Fig. 4 shows a extreme scenario that the

leader brakes frequently with maximal capacity -15 ms−2.
The acceleration capacity of follower is [−4,+4]ms−2.

It shows that the follower equipped with ExACC policy
could react immediately to abrupt brake of leader without
any collision. We take this policy for dealing with the real
preceding vehicle in order to get the acceleration ar in
equation (1).
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Fig. 4: ACC function: Scenario multi brake

B. Strategy for Virtual Obstacles

As discussed in section III, the most important characteristic
of treating virtual obstacles is that the follower only need to
make sure that when passing the stop line with right-of-way it
has a higher speed for traverse the conflict zone as quickly as
possible. So the point of time and position that follower start
to adapt its velocity are the key points of the strategy. With
the capacity of reacting to extreme situation, we also apply the
policy (4), with a adaptation, on dealing with the two types
of virtual obstacles.

Table II shows the symbols that will be used in following
strategy for virtual obstacles. Some of the symbols could
also be found in Fig. 2. Same with previous policy for real
preceding vehicle, the headway doesn’t include s0.

TABLE II: Parameters of ACC function for Virtual Obstacles

Parameter Meaning Unit
del Escape distance of leader m
de Escape distance of follower m
se Equilibrium distance headway m
te Escape time of follower s
vt Target velocity of follower ms−1

In order to deal with the two types of virtual obstacles, we
established a control strategy, function (5). It bases on function
(4) and considers the conflict zone as another type of virtual
obstacle which has same parameters with virtual preceding
vehicle except the velocity and position. As discussed before,
this obstacle has speed 0ms−1 and stay at its position for ever.

ac, for sv < 0 or ap ≤ ac (5a)
av1(vf , vl, sv, sc) =

{
ap, for other cases (5b)

where, ac = ar(vf , 0, sc)

ap = ar(vf , vl, sv)

sc, sv respectively the distance from beginning of local conflict
zone or virtual preceding vehicle to follower.

Fig. 5 shows a normal simple scenario with two vehicles
running on different lanes at an intersection. They have same
initial velocity (15ms−1) and same distance (150m) to the
conflict zone. The virtual preceding leader runs at constant
velocity while the follower is controlled by policy (4). The
dash point line indicates the conflict zone.
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Fig. 5: Application of ExACC on Virtual Obstacles

In above scenario, at the beginning of adjustment, the
vehicle brakes sharply. It’s not a good experience. In TIM,
if the follower does not obtain the right-of-way, it needs to
stop before conflict zone. In addition, at some extreme cases,
the follower needs to brake sharply even stop for avoiding
collision with virtual preceding. One way of getting a smoother
motion of vehicle and avoiding sudden velocity adjustment is
to make a light deceleration when approaching the stop line.

C. Smoothing Strategy (SS)

For the sake of smoothness, we introduce a simple velocity
adjustment strategy. It takes into account a specified distance
that from vehicle to conflict zone. During the whole speed
adjustment, it will takes a constant deceleration and a constant
acceleration. The absolute value of the two acceleration is
same. When arrived at the stop line, the vehicle should get
the desired velocity vt, shown in Fig. 6.

time

V
e
lo
c
it
y

stopline

Fig. 6: Smoothing Strategy

Where, vm, t1 and t2 are respectively the minimal speed
during the adjustment, the brake time and the speeding up
time. Then we have

vm = vf − at∗1 (6a)
vt = vm + at∗2 (6b)
te = t∗1 + t∗2 (6c)
(vf + vm)t∗1 + (vm + vt)t

∗
2 = 2de (6d)

For simplicity, we assume that the virtual leader will run
at current velocity during its escape journey del as shown as
Fig. 2. So we could have the escape time of leader tel = del

vl
.

That’s also the escape time te that follower will cost when it
arrives at conflict zone.

Because that normally the follower will not stop and has
a sampling time τv , the actual brake time should be divisible
by τv . With same reason the acceleration time should also be
divisible by τv , if the target velocity is not the maximal speed
of follower. Then we finally have adaptation relation:

t1 = d t
∗
1

τv
eτv, vm = vf − bt1
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and
t2 = d te − t1

τv
eτv, a =

vt − vm
t2

Then it is easy to get the acceleration av2 of vehicle
with smoothing strategy. Fig. 7 shows the simulation in same
scenario as Fig. 5.
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Fig. 7: Simple Scenario of Smoothing Strategy

Combining function (5) and Smoothing Strategy we get the
final strategy for dealing with virtual obstacles:

av = min(av1, av2) (7)

V. SIMULATION

We make final simulation under MATLAB to test the new
policy (1) at the intersection Fig. 2.

Initial escape distance of vehicles from beginning of local
conflict zone is 150m. Initial speed is 15ms−1. The sampling
time of vehicle is 1s. Every two vehicles are generated at same
time but are located at two different lanes. The delay between
two successive generations of vehicles is 2s. The sequence of
vehicles is shown as ’sequence’ in Fig. 2.
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Fig. 8: Combination of function (3) and (5)

Fig. 8 shows that the new approach has successfully syn-
chronized the vehicles’ speed before the vehicles enter the
conflict zone. And all the vehicles reach their minimal speed
during the velocity adjustment. This could help to improve
the usage of lane. But the vehicles takes abrupt brake at the
beginning of adjustment. After combining smoothing strategy,
Fig. 9 shows that the vehicles make a smoother adjustment
and get a higher speed when they enter the conflict zone. It is
helpful for the efficiency of intersection.
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Fig. 9: Combination of the three strategies

VI. CONCLUSIONS

In this paper we have introduced a new approach for
controlling the autonomous vehicles that are waiting traverse
intersection. The first advantage of this approach is synchro-
nizing the speed of vehicle before it enters the conflict zone
soon. This method also helps to improve the efficiency of
intersection with a higher speed when they traverse the conflict
zone. In addition, because the vehicle adjust its speed when
they approach the conflict zone, this strategy could help to
improve the use of lane, especially in the case that the vehicle
needs to stop during its speed adjustment. With the help of
smoothing strategy, the adjustment could be done smoothly.
This will be able to have a better ride experience.
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Abstract—This paper describes the design of a Bayer filter with 
smooth hue transition using the System Generator for DSP. We 
describe and compare experimentally two different designs, one 
based on a MATLAB implementation and the other based on a 
modification of the Bayer filter using bilinear interpolation.  
 
Keywords—Bayer array, Demosaicing, FPGA, Interpolation. 

I. INTRODUCTION 
igital cameras perform a sequence of complicated 
processing steps while recording color images. A color 

image usually contains three different color components in 
each pixel: red (R), green (G) and blue (B). Digital cameras 
use three separate sensors to capture these three components 
[1]. In order to reduce the cost, digital cameras capture images 
using a sensor overlaid with a color filter array (CFA). CFAs 
allow only one color component for each pixel, which means 
we need to generate the full color images from the output of 
the image sensor [2].  

 Bayer color filter arrays (Bayer CFAs) are currently one 
of the most common CFAs in digital cameras and can be used 
together with many different interpolation methods [3, 4]. The 
System Generator for DSP, commonly referred to as just 
System Generator [5, 6], is a MATLAB/Simulink-based 
simulation tool from Xilinx Inc. [7]. The System Generator is 
a hardware design package that allows programming on the 
FPGA and modeling a system using Simulink. The System 
Generator contains many modules, such as FIR filter, FFT, 
FIFO, RAM and ROM. 

II. THE BAYER COLOR FILTER ARRAY 
Bayer CFAs greatly reduce the complexity and the cost of 

digital cameras. Each Bayer CFA contains twice as many 
green elements than red or blue ones, reflecting the fact that 
the cone cells in the human retina are most sensitive to green 
light. The full color image contains of three components (R, G 
and B) in each pixel, but a Bayer image, which is the output of 
a Bayer CFA, contains only one component in each pixel. 
However, from a Bayer image a full color image is generated 
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by demosaicing [8], that is, an interpolation that estimates the 
values of the missing components [9]. For demosaicing, 
Xilinx uses bilinear interpolation, which performs the 
following three steps: 

 
1. Estimate the missing green values in the red and blue 

pixels by using their four green neighbors. For 
example, using the Bayer image in Fig 1., the bilinear 
interpolation finds: 

 

G15)/4 + G13 + G19 + (G9 = G14
G13)/4 + G9 + G7 + (G3 = G8            (1) 

 
2. Estimate the missing red or blue values in the green 

pixels: 
 

R12)/2+(R2=R7
B8)/2+(B6=B7                         (2) 

 
3. Estimate the missing red value of the blue pixel 

and the missing blue values of the red pixels:  
 

B18)/4+B16+B8+(B6=B12
R14)/4+R12+R4+(R2=R8

             (3) 

 
Instead of the bilinear interpolation, this paper uses smooth 

hue transition interpolation [10]. Before estimating the 
missing red and blue values, we first estimate the missing 
green values of the red or blue pixels, the same way as in step 
(1) of the bilinear interpolation. Let the blue hue be B/G and 
the red hue R/G. These are used the estimate the missing blue 

Designing a Bayer Filter with Smooth Hue 
Transition Interpolation Using the Xilinx 

System Generator 
Zhiqiang Li, Peter Z. Revesz 
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Fig. 1 A Bayer color filter array 
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element of the green pixels by: 
 

B18/G18)+/G8(G13/2)(B8=B13
B8/G8)+(B6/G6(G7/2)=B7 ×              (4) 

 
Then the missing red values of the green pixels are 

estimated by:  
 

R12/G12)+(R2/G2(G7/2)=R7
R14/G14) + (R12/G12(G13/2)=R13

×

×          (5) 

 
The missing red values of the blue pixels are estimated by: 
 

R14/G14)+R12/G12+R4/G4+(R2/G2     
(G8/4)=R8

×
    (6) 

 
Finally, the missing blue values of the red pixels are 

estimated by: 
 

B18/G18)+B16/G16+B8/G8+(B6/G6        
(G12/4)=B12

×
   (7) 

III. DEVELOPMENT PLATFORMS  
Xilinx is a supplier of programmable logic devices. It is 

famous for inventing the field programmable gate array 
(FPGA). Xilinx Spartan®-3A DSP [11] FPGA video starter 
kit (VSK) is a development platform consisting of the 
Spartan-3A DSP 3400A development platform, the 
FMC-video daughter card and a VGA camera. This platform 
enables experimenting with video processing using the 
Spartan-3A DSP family of FPGAs. VSK also includes a 
variety of software components, which are the Xilinx ISE® 
Design Suite 11.1 (includes as well as full versions of EDK 
and System Generator). 

System Generator is a design tool that enables us to use the 
Mathworks model-based design environment Simulink for 
FPGA design. Developers do not need to have experience with 
FPGAs or RTL design when using System Generator. The 
Simulink modeling environment with a Xilinx specific 
blockset is used to complete the design. The downstream 
FPGA implementation steps are automatically performed to 
generate an FPGA programming file. Over 90 DSP blocks are 
provided in the Xilinx DSP blockset for Simulink. Common 
blocks such as adders, multipliers and registers are included. 
In addition, some complex building blocks, such as FFTs, 
filters and memories are also provided. The System Generator 
is based on Simulink from MATLAB. 

IV. IMPLEMENTATION IN MATLAB OF THE SMOOTH HUE 
TRANSITION INTERPOLATION  

We use MATLAB to implement the smooth hue transition 
interpolation. First, the Bayer image is captured using 
DH-SV1410, which is widely used in industry. The following 
algorithm assumes that the size of the input data is a 1040 by 
1392 Bayer image. We apply the smooth hue transition 

interpolation algorithm to the Bayer image to reconstruct the 
full color image. The function  

 
result_g = shtlin_g_rg (Bayer) 

 
implements Step (1), where result_g stands for the green 
values. The function 
  

result_r = shtlin_r_rg (Bayer, result_g) 
 

implements Steps (5) and (6) where result_r stands for the red 
values. The function 
  

result_b = shtlin_b_rg (Bayer, result_g) 
 

implements Steps (4) and (7) where result_b stands for the 
blue elements. The red, green and blue components constitute 
the interpolated 1040 by 1392 full color image. Fig. 2 shows 
an example of a smooth hue transition interpolation.  
 

 

V. REFERENCE DESIGN FROM XILINX  

A. Overall design of the camera  
Xilinx provides a reference Bayer filter design using 

bilinear interpolation, which can be described as follows. One 
big block called “vsk_camera_vop” is actually the design of a 
camera. There are three inputs and six outputs. “vsync”, 
“hsync” are the vertical and horizontal synchronization signal 
of the oscilloscope. “BayerRaw_Raw” contains the 
one-dimensional Bayer image. “vs_out”, “hs_out” are output 
synchronization signals. “red_out”, “green_out” and “blue_out” 
stand for the color output information. “de_out” is the output 
enable signal. All of the output signals are connected to the 
oscilloscope block. The camera pipeline consists of several 
functional blocks: 

• “dyn_range_exp”, the dynamic range expansion 
[12] module, in photography, dynamic range 
describes the ratio between the maximum and the 
minimum light intensities. The higher the dynamic 
range is, the better the image is. 

• “spc”, the stuck pixel correction [13] module. 
Some of the pixels cannot be displayed correctly, 

 
Fig. 2 Smooth hue transition by MATLAB 
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we need to correct this.  
• “bright_contrast”, we also need to control the 

brightness and contrast of the image. 
• “bayer_filter”, this is the module we need to focus 

on, using the bilinear interpolation to complete the 
reconstruction. 

• “color_balance”, this module is used to adjust the 
overall intensity of pixels, making the image look 
better. 

• “stats”, this module is used to calculate the 
maximum and minimum value of the pixels. 

B. Bayer filter design  
Since the details of the Bayer filter design (see Fig. 3) are 

complicated, we explain here only the bilinear algorithm using 
as an example Fig. 1. The block “Delay9” makes sure that the 
data is synchronized with the vertical and horizontal signals. 
Numbers from 1 to 9 stand for the location of pixels in the 
circuit. When the data reach location A, because of the block 
“delay 7”, the data cannot reach location 1 until two clocks 
later. At the same time, data can reach the block “Single Port 
RAM”, and is written into the RAM according to the address 
provided. The “Single Port RAM” is set to the mode “Read 
before write”, which means one clock later, the data at 
location B is the initial value 0, not the data value stored. 
During the next clock, the address is incremented by 1, and 
new data is stored into the “Single Port RAM”. Since the 
address is added at this time, the data at location B is still the 
initial value 0 at the address. From location 4, we can get the 
value 0 from the last clock. According to the description above, 
before the pixels in the first row (G1, R2, G3, R4, and G5) 
reach location A, values from location 4, 5, 6, 7, 8, 9 are all 0. 

 

 
 
 
When the pixels in the second row (B6, G7, B8, G9, and 

B10) start to reach location A, because of the control from 

horizontal synchronization signal, the address is reset to 0. 
Similarly to the previous description, “Single Port RAM” is in 
the “Read before write” mode, the data we get from it is not 
the data at location A (the data of the second row), it should be 
the data from the first row (the data is G1). After one clock 
delay, the G1 appears at location B. Similarly, after getting the 
initial value 0 from “Single Port RAM1”, G1 is stored into it. 
After all the pixels of the second row (B6, G7, B8, G9, B10) 
reach location A, the pixels of the first row (G1, R2, G3, R4, 
G5) are stored into “Single Port RAM1”.  

When the third row (G11, R12, G13, R14, G15) arrives to 
A, we can get the pixels of first row from “Single Port RAM1” 
and store the second row to it. We get the pixels of the second 
row from “Single Port RAM”, and store the third row to it. 
Finally, locations 1, 2, 3 store the pixels from the third row, 
locations 4, 5, 6 store the pixels from the second row, and 
locations 7, 8, 9 store the pixels from the first row. 

All of the delay blocks help make the pixels stay in the 
circuit temporarily, in order to apply the interpolation method 
to the pixels. For example, at one moment, G1, R2, G3, B6, 
G7, B8, G11, R12 and G13 can be obtained from location 1 to 
location 9. Then G7 is the center of the 3 by 3 array (G1, R2, 
G3, B6, G7, B8, G11, R12, and G13). Now G7 does not have 
any red and blue values but only has a green value. We 
directly connect location 5 to “Shift 2”, and get the green 
value through “Mux2”. In order to get the blue element, add 
the values from location 4 and location 6, and get it through 
“Mux3”. The red element is similar, add the values from 
location 2 and location 8, and get it through “Mux4”.  

In the design, we get the average value via the slice block. 
Slice block is used to truncate the binary bits. For example, 
binary 1110 (decimal 14), and we remove the last bit 0, the 
result is 111 (decimal 7), which is 14 divided by 2. In this way, 
we can simplify some of the calculations.  

VI. BAYER FILTER USING SMOOTH HUE TRANSITION 
INTERPOLATION 

Modifying the Xilinx reference design, we designed a Bayer 
filter that uses a smooth hue transition interpolation. In the 
reference design, 9 locations (from location 1 to location 9) 
are needed to store the pixels temporarily, which actually is a 
3 by 3 array. Our modified design uses a 5 by 5 array, that is, 
25 locations (from location 1 to location 25). Fig. 4 shows part 
of the design. We again use Fig. 1 to explain the process. 

At one moment, all of the pixels in Fig. 1 are corresponding 
to the locations in Fig. 4. For example, pixel G1 is at location 
1, and pixel G13 is at location 13, etc. Further, G13 is the 
center of the array because it is a green element. We can 
directly forward its value to the Mux block. We use Step (1) to 
estimate G12 and G14 and the following to estimate the red 
values of element 13:  

 
R14/G14) + (R12/G12 * (G13/2)=R13       (8) 

 
Besides, we need two additional blocks here, Multiplier and 

Divider. We add values at locations 11, 13, 7, 17, divide the 

 
Fig. 3 Part of the design by bilinear 
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sum by 4, and get the green value G12 at location 12. We can 
also estimate G14 through the values at locations 13, 15, 9, 19. 
Notice that the values at location 12, 14 are red elements. We 
connect location 12 with G12, location 14 with G14, and 
calculate the quotients R12/G12 and R14/G14. Then we sum 
the two quotients by an adder and connect the sum and G13 
with a multiplier. Finally, we pass the product to the shift 
block, right shift 1 bit (divide by 2) and get the red value R14. 
The estimation of the blue value at location 13 can be done 
similarly to the estimation of the red value.  

At another moment, pixel R14 is the center of the array. 
Since there is a red value at location 14, we forward it to the 
“Mux” block. We get the green value using as in the bilinear 
interpolation. We estimate the blue value of this pixel using 
Step (9). The elements G8, G10, G18, G20 can be estimated 
via bilinear interpolation. Then in order to estimate the blue 
value at location 14, we calculate the quotients B8/G8, 
B10/G10, B18/G18 and B20/G20, sum the four quotients, 
multiply the sum by G14, and block shift the results, that is, to 
divide by four.  That can be expressed using the formula:   

 

  
) G20 / B20 + G18 / B18 + G10 / B10 + G8 / B8 ( 

 4 / G14 = B14 ×  (9) 

 
 

VII. EXPERIMENT RESULTS 
We use signal-noise ratios to compare the quality of the 

images reconstructed by our MATLAB implementation 
described in Section IV and our modified Bayer filter 
described in Section VI. As an example, Figs. 2 and 5 show a 
picture of the first author as reconstructed by these two 
methods, respectively. In addition, Table 1 shows the 
comparison result for the same image and another image, 
which is available from the first author’s B.S. thesis.   

 

 
Table. 1 Signal-to-Noise Ratios 

 MATLAB Implementation Modified Bayer 
fountain 4.7923 8.1590 
person 9.5556 9.6273 
 

The table suggests that modified Bayer filter is generally 
a better an interpolation method.  
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Fig. 4 Design by smooth hue transition 

 
Fig. 5 Smooth hue transition by System Generator 
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Abstract—After analyzing the homogeneous case in a previous 

work this paper focuses on finding cost optimized heterogeneous 

redundant structures for series-parallel multi-state systems (SP-MSS) 

under specified availability constraints. These safety designs 

identified by non-identical components redundancy are less 

susceptible against common cause failure and guarantee longer 

operation times, i.e. longer availability for lower cost. This kind of 

combinatorial optimization tasks is perfectly solved using 

biologically inspired genetic algorithms which showed stability, 

powerfulness, and computing effectiveness. This matter is more 

complex than the homogeneous case since chromosomes are getting 

longer and therefore, the search space is getting larger since mixing 

of components is allowed, the fact that would definitely leads to 

longer computation times towards convergence. The algorithm has 

been implemented in Matlab and for validation purposes, tests have 

been performed using data belonging to already studied models 

(Levitin, Lisnianski, and Ouzineb).   

 

Keywords—Common Cause Failure(CCF), Genetic Algorithms, 

heterogeneous Series-Parallel Systems, Redundancy Allocation 

Problem (RAP), Universal Generating Function (UGF). 

I. INTRODUCTION 

HE Redundancy Allocation Problem (RAP) intends to 

select best suitable components in addition of determining 

the redundancy level of each subsystem taking into account 

predefined system design requirement specifications and 

constraints like availability, weight, volume, and etc. 

Many different deterministic approaches have been 

previously used in solving such combinatorial optimization 

matters, e.g. integer programming, dynamic programming, and 

mixed integer and nonlinear programming.  

The Redundancy Allocation Problem (RAP) or Redundancy 

Optimization Problem (ROP) [1] can be often encountered in 

many applications areas of the safety engineering world like 

electrical power systems and in the consumer electronic 

industry where system designs are mostly assembled using 
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standard certified component types with known characteristics, 

e.g., reliability, availability, nominal performance, cost, etc.. 

This matter has been intensively studied over the years and has 

been classified as a complex nonlinear integer programming 

combinatorial problem, where deterministic or conventional 

mathematical optimization approaches become ineffective by 

means of computational effort and quality of solution while 

treating complex structurs [1]. 

The application of heuristic and metaheuristic optimization 

techniques, e.g., Genetic Algorithms (GAs), Tabu Search (TS), 

Simulated Annealing, etc.,  on such kind of combinatorial 

optimization problems aims to determine an optimal or near 

optimal solution to the proposed RAP, i.e. to find the best or at 

least a solution that fulfills the specified or predefined 

constraints. These approaches have shown instead how 

powerful and effective they are as means to find high 

qualitative solutions for the addressed kind of problems, 

especially when the task becomes more complicated and the 

conventional solution methods would become ineffective. This 

kind of problems was first introduced by Ushakov [1] and has 

been further analyzed by Levitin and Lisnianski et al. [2], [3], 

and [4], Ouzineb [5], [6] and [7], and many others. 

As mentioned at the beginning, this paper deals with 

heterogeneously structured series assembled systems, where 

mixing of components is allowed. This feature, compared with 

homogeneous structure, includes more complexity to the task, 

because the corresponding search or solution space becomes 

larger, since every component available on the market has to 

be taken into account in this case. 

The remainder of the paper is organized as follows. Section 

2 gives a short introduction into heterogeneous series-parallel 

multi-states configurations and a brief overview on the 

advantages obtained through mixing of components. Section 3 

discusses shortly genetic algorithms and its different operators 

while chromosomal encoding and random generating of 

solution candidates are implemented in section 4. In section 5 

a detailed formulation of the optimization problem discussed 

in this paper which is solved using heuristic traditional GA 

genetic techniques is presented. Section 6 reports different 

numerical results, evaluations, and graphical representations 

obtained by the implemented GA algorithm for different 

analyzed models which will be compared with previously 

published evaluations in term of efficiency, solution quality 

Cost optimization and redundancy allocation of 

availability constrained heterogeneous series-

parallel systems using genetic computing 
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and accuracy in addition to algorithm computation speed and 

convergence time  while concluding remarks are resumed in 

section 7. 

II. HETEROGENEOUS SERIES-PARALLEL CONFIGURATIONS 

In order to improve system reliability and provide longer 

operation time, safety system designers may introduce 

different parallel technologies into a system also called 

redundancy [8]. Including homogeneous components 

redundancy is a great and effective technique to achieve a 

desired level of reliability in binary state systems or to increase 

the availability of multi-state systems. Reliability analysis have 

shown that the availability of homogeneous redundant 

structures or systems is extremely affected by common cause 

failure (CCF), that cannot be ignored since the CCF is the 

simultaneous failure of all components of the same type due to 

a common cause (CC), which leads in homogeneous redundant 

structures definitely to the failure of complete subsystems 

consisting of identical components causing herewith a total 

system failure. Common cause events may be caused by 

environmental loads (humidity, temperature, vibration, shock, 

etc.), errors in maintenance and system design flaws [9]. In 

order to partly overcome this kind of facing problems and 

avoid total system failure subject to CCF heterogeneous 

redundancy is used.   

The main concept of heterogeneous or non- homogeneous 

structures consists of the mixture of non-identical components 

within the same subsystem. That means that all non-identical 

components with the same functionality available on the 

market and which can be deployed in a redundant manner 

within the same subsystem have to be taken into account in 

this case, the fact that would definitely enlarges the size of the 

search space of feasible solutions and increases the exploration 

and hence the convergence time towards acceptable solutions. 

The main advantages and benefits of components mixing lie 

in the improvement of the availability of the whole system and 

reducing the effect of common cause failure in addition of 

introducing flexibility and diversification into redundant 

system design through the allowed multiple component choice.  

Fig. 1 represents a heterogeneous series-parallel multi-state 

system consisting of s subsystems which are connected 

serially.   

In Fig. 1 rij represents the reliability of a component of 

version j within the subsystem i.  In the case of a homogeneous 

configuration the reliabilities of all components within the 

same subsystem is the same since subsystems consists of 

identical components, i.e. all rij’s are equal for the same i. 

For a brief explanation in addition to short mathematical 

computation that shows, why series-parallel configurations are 

more suitable and studied than parallel-series configurations, 

the reader is referred to [1] and [10]. This is due to the fact 

that the overall reliability or availability of a system in a 

series-parallel configuration is better than the corresponding 

parallel-series configuration using the same set of components. 

III. GENETIC ALGORITHMS AND CORRESPONDING OBJECTIVE 

FUNCTION 

Genetic algorithms (GAs) are biologically inspired 

metaheuristic search and optimization routines that mimic the 

act of self-evolution of natural species and are frequently used 

nowadays in many fields like self- adaptiveness, artificial 

intelligence and machine learning tasks. As computational 

efforts and speeds have been increasingly improved over the 

last decade, GAs have been expanded to cover a wide variety 

of applications including numerical and combinatorial 

optimization tasks in engineering like the one discussed in the 

recent work. Further fundamentals and detailed information on 

genetic algorithms can be found in [11] and [12]. 

GAs represent iterative self-adaptive stochastic techniques 

based on the idea of randomness. They mimic the process of 

natural evolution of species. GAs became very popular and 

widely used over the last decade and are very well suited as 

universal or common techniques for solving combinatorial 

optimization problems, e.g., the very well-known TSP 

(Travelling Salesman Problem) and redundancy allocation 

problems like the one discussed in this paper and many other 

matters [13]. 

Genetic algorithms starts the search from a start (initial) 

population constituting of different  randomly generated 

chromosomes, also called solution candidates that are encoded 

according to the addressed problem (binary, integer, decimal, 

etc.) conducting herewith a simultaneous search in many areas 

of the feasible solution space at once. The encoding of 

solutions constitutes the most difficult and challenging task of 

GAs and the evolving procedure from one population to the 

next is called generation. 

After each generation the new generated solutions are 

decoded and evaluated with the help of the fitness function 

also called objective function. The fitness value of a 

chromosome represents a measure for its quality (fitness). A 

general overview of the genetic cycle is given in Fig. 2. 
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Fig. 1 heterogeneous series-parallel configuration consisting of s-

Nodes or subsystems 
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The genetic run process terminates when at least one of its 

predefined termination criterions is met, e.g., when the 

predefined maximum number of generations or repetitions Nrep 

or a specific number of successive runs without any solution’s 

improvement is reached.  

Three main operators, also called genetic operators will be 

executed during one genetic cycle, hence the selection, 

crossover or recombination, and the mutation operator. These 

operators are shortly discussed in the following subsections. 

A. Selection Operator 

Outgoing from a start or an initial population of different 

solution candidates the selection operator is used to randomly 

select or choose pair of individuals or chromosomes which 

will reproduce and help building the next population during 

the genetic cycle. The chromosomes will be selected randomly 

according to the Darwinian principle (survival of the fittest- 

selection probability proportional to relative fitness), which 

drives the evolution towards optimization. There are many 

selection methods, some of them are listed in the following 

[14] 

 Roulette Wheel selection, 

 Tournament selection, 

 Rank selection, 

 etc. 

B. Recombination or Crossover 

Whereas the selection operator determines which 

chromosomes of the recent population are going to reproduce, 

the crossover operator performs jumps between the different 

solution subspaces enabling the exploration of new areas of the 

solution space and avoiding herewith premature convergence 

in addition of exchanging some basic characteristics and 

inheriting these properties to the offsprings which will join 

next populations. The crossover occurs with a predefined 

crossover rate pc. There are many crossover techniques used in 

genetic algorithms [1][14][15], like the one-point crossover, 

two-point crossover, uniform and half uniform crossover and 

many other crossover techniques.  

In the following the one-point crossover operator is shortly 

discussed. A crossover point depending on the length of the 

chromosome is randomly selected on both selected parent 

chromosomes. All data beyond that point in either 

chromosome is swapped between the two parent organisms so 

that two new individuals called offsprings or children 

chromosomes result. The one-point crossover technique is 

depicted in Fig. 3. 

C. Mutation 

After crossovering parent chromosomes the resulting 

offsprings undergo mutation with a low mutation rate pm. The 

mutation operator introduces diversity into the GA algorithm 

and inserts small disturbance into the properties (genes) of the 

proposed solutions avoiding herewith convergence into local 

maxima. After the mutation process has been accomplished, 

the new resulting mutated chromosomes can join the next 

population. 

IV. CHROMOSOMAL ENCODING AND RANDOM GENERATING 

OF SOLUTION CANDIDATES 

Genetic algorithms are population based combinatorial 

optimization approaches where each population consists of a 

predefined number of solution candidates, also called 

chromosomes or individuals. These candidates represent 

vectors of encoded information which will be decoded using 

the fitness or objective function in order to find the optimal or 

near optimal solution of the addressed problem, whereas the 

recent approaches for solving the RAP problem are based on 

the universal moment generating function for estimating the 

availability of multi-state systems [2] [5][6][7][16]. The 

encoding of chromosomes consists in general one of the major 

challenges faced in the world of genetic computing.  

In such problems addressed in this paper, i.e., in the case of 

heterogeneous redundant structures the chromosome length 

corresponding to the same system is definitely longer than the 

homogeneous case since each component version available on 

the market that may be deployed in a subsystem has to be 

taken into account, whereas in homogeneous systems, the 

chromosome length is equal to twice the number of 

subsystems, since only one component type or version is 

allowed on each stage. The chromosomes are integer encoded, 

and each element xij of the chromosome vector corresponds to 
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Fig. 2 general overview of the genetic process 
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Fig. 3 one-point crossover technique 
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the number of components of version j used in subsystem i. 

The chromosome dimension or length lc is given therefore 

through 





s

i

ic Jl
1                                               

(1)
 

 
where s is the total number of subsystems or stages and Ji 

the maximal number of versions available on the market that 

can be used on stage i. For more clarification, it is important to 

mention at this point, that two components of different 

versions connected in parallel are supposed to perform the 

same task or function. The difference lies in the technical data 

(reliability/availability, nominal performance and etc.) in 

addition to the purchasing price. 

For example let us consider a system consisting totally of 4 

subsystems with the following version vector m= [4 6 8 5] 

representing the number of components available on the 

market for each subsystem. The chromosome length results in 

this case as the sum of all elements of the version vector and 

would give according to (1) a total chromosome length of 

4+6+8+5=23 and the chromosome encoding would look like 

in the following 

 

X=([x11..x14],[x21...x26],[x31...x38],[x41...x45])                       (2) 

 

where xij denotes as mentioned previously the redundancy 

number of components type j in subsystem i. 

For generating chromosomes or solution candidates 

according to the addressed optimization problem discussed in 

this paper a pseudo random number generator is needed. Since 

events should happen at random but some events or numbers 

within the chromosomal encoding should have a higher 

probability of occurrence or happening than others, e.g. zero’s 

which means that no components of this kind is used, a 

weighted random number generator is used.  

The upper mentioned step of generating numbers with 

predefined probabilities of occurrence in addition to the 

limitation of the maximum number of totally used components 

within each subsystem should limit the search space, the fact 

that would increase the computation speed drastically towards 

convergence making the algorithm more efficient. 

V. COST OPTIMIZATION AND REDUNDANCY ALLOCATION – 

FORMULATION 

The cost optimization problem of series-parallel redundant 

systems deals with determining optimal redundant designs and 

the level of redundancy used in each subsystem which 

corresponds to the minimal total purchase cost of the system 

and which fulfils at the same time predefined availability 

constraint. This kind of optimization gives a rise to safety vs. 

economics conflicts resumed in the following two points [17]: 

Choice of components: choosing high reliable components 

guarantees high system availability but may be largely non-

economic due to high purchase prices; whereas choosing less 

reliable components for lower costs on one hand may decrease 

the availability of the system and increase drastically the 

accident costs on the other hand. 

Choice of redundancy configuration: choosing highly 

redundant configurations increases definitely the reliability and 

availability of the system and is accompanied at the same time 

with higher purchase costs caused by additional used 

equipment units required for improving individual subsystems 

reliabilities. 

The upper described aspects of safety system design call for 

compromise choices which optimize system operation in view 

of recommended safety and longer operation time or budget 

constraint. As mentioned before this paper deals with 

budgetary optimization and redundancy determination of multi 

state systems under given availability constraint. This problem 

can be mathematically formulated as to minimize the cost 

function Csys(X) (objective function) of the whole system given 

by [1], [5], [6], [7], and [16]: 


 


s

i

m

j

ijijsys

i

xcXC
1 1

)(

                                   

(3) 

Where cij being the cost of component of type j in subsystem 

i and xij the number of components of type j used in subsystem 

i. mi is the number of component choices available on the 

market which may be deployed in subsystem i. The (cost) 

objective function represented in the upper equation results 

over the sum of the purchasing costs of all components used in 

system that should fulfil at the same time the system specified 

availability constraint which implies that the total availability 

of the system Asys(X) must match or surpass a minimum level 

of availability required A0 (inequality or availability 

constraints) 

 

0)( AXAsys 

                                                                        

(4)
 

)
                                         

 

Based on the UGF (Universal Generating Function) or the 

Ushakov- transform, the total availability of the system Asys(X) 

is estimated as a function of system structure, performance and 

availability characteristics of its constituting components. 

For a detailed overview on the UGF in computing the 

availability of series-parallel systems the reader is referred to 

[2], [3], [5], [6], [7], [10], [17], and [18].  

VI. TUNING PARAMETERS AND EXPERIMENTAL RESULTS 

The simple genetic algorithm with some simple 

modifications was used in this work. The algorithm has been 

implemented in Matlab which provides powerful matrix and 

vector operations and allows great visualization and graphical 

representation. The 3 different models analyzed in the 

homogeneous case in the previous publication [10] and [18] 

have been treated again in the heterogeneous case, in order to 

show the effect of mixing of components on investment cost 

reduction and hence getting safer systems subject to CCFs for 

lower cost than the homogeneous case for the same given 

constraints. The used components are assumed to be binary 

state (perfect working or totally failing). The models and data 
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as mentioned previously have been taken from [5], [6] and [7], 

and are listed below: 

 

 Lev4_4_6_3 

 Lev5_5_9_4 

 Ouz6_4_11_4 

 

For the decoding of the denotation of the individual models 

it is referred to [5], [6], and [7]. The purchasing price, 

reliability and nominal performance capacity for the 

components corresponding to the upper listed systems are 

supposed to be known and can be retrieved from a list with 

technical data (excel sheets). 

The algorithm starts by retrieving the data of the analyzed 

problem and by random generating a so called initial 

population of size Popsize which have been set to 100 

chromosomes. The integer encoded chromosomes constituting 

the initial population have been generated in such a way that 

solutions that do not fulfil the given availability constraint are 

rejected and replaced by new acceptable ones in order to get a 

high qualitative start population. The constituting individuals 

or chromosomes have been created using a weighted pseudo 

random number generator which generates numbers between 

zero and the total number of components allowed in each 

subsystem which have been set to 10. The probability of 

occurrence of 0 has been varied between 0.7 and 0.9 during 

the random chromosome generation process depending on the 

length of the chromosome corresponding to the analyzed 

problem.  

After each genetic cycle the chromosomes of the new 

population will be checked for duplicity and multiple 

occurrence, and the population will be changed in such a way 

that each chromosome occurs only once within the same 

population in order to avoid repetition and multiple times 

evaluation of the same chromosome with the objective 

function; the fact that would definitely decrease the 

computation time and hence the algorithm convergence time 

and would affect the algorithm effectiveness.  

The elitism selection technique has been applied, so that the 

best 10 different chromosome of the preceding population 

have been always explicitly selected for further crossovering 

and mutation. 

Both crossover techniques the one point and the two point 

crossover have been used simultaneously in the context of the 

genetic algorithm analyzed in this work. While crossovering 

each time 2 random numbers are generated between 1 and the 

number of subsystems. If the generated numbers match, the 

one point crossover technique is applied, otherwise the 2 

points crossover. The crossover has been performed in such a 

way that the complete chromosomes corresponding to the 

subsystems have been exchanged in order to keep the 

maximum number of allowed components within the 

subsystem remaining, since taking random points in order to 

perform crossover in this case would definitely lead to an 

exceeding in the number of components allowed in each 

subsystem of the resulting offsprings an may herewith increase 

the search time. The crossover rate has been set to 0.7 and the 

mutation rate has been varied between 0.05 and 0.3. 

After ranking and evaluating populations chromosomes are 

selected to mate, recombine, and finally mutate in order to 

build new offsprings that complete the next population of size 

Popsize. This genetic procedure repeats until the predefined 

maximal number of generations Nrep is reached. After 

completing each population through crossover and mutation, 

the population will be checked for multiplicity and new 

chromosomes would be generated to replace the chromosomes 

that have been removed. This procedure of inserting new 

chromosomes to the population may lead to new search area 

that has not been explored before and may accelerate the 

convergence speed. Fig. 6 shows the results of one run of the 

GA over the Lev4-(4/6)-3 model data by an availability 

constraint of A0=0.900. The different plots show the evolution 

process outgoing from the random initial population up to the 

predefined maximum number of generations. The best result 

(Cost and Availability) got after each genetic cycle is depicted. 

The time needed to find the best solution depends on the 

quality of the start population and on how the selected fittest 

chromosomes evolve throughout crossover and mutation. On 

the left hand side of Fig. 4 and Fig. 6 the best solution found 

(Top: cost value, bottom: Availability value for found cost) 

during each generation is plotted against generation number 

whereas the same plots are represented on the right hand side 

against processing time. On the head of each plot, the best 

chromosome corresponding to the optimal (minimal) found 

cost subject to the given availability constraint is represented. 

In the context of the plots the generation number and 

convergence time are reported for which the best result has 

been identified. 

Fig. 5 and Fig. 7 represent the homogeneous case of the 

heterogeneous problems analyzed successively in Fig. 4 and 

Fig. 6. These figures have been included in order to show that 

through mixing of components lower system costs can be 

reached in comparison to the homogeneous case subject to the 

same availability constraint. One additional reason is to show, 

that with the GA approach analyzed in this paper it was also 

possible to get same results got with the hybridized GA+TS 

algorithm implemented in [5] and [7] the fact that shows the 

effectiveness of the GA approach discussed in this work since 

with the GA implemented in [6] and [7] different results have 

been achieved.  

The best test results got within 15 successive runs of the 

genetic algorithm over the different models mentioned 

previously are represented in Table 1. Computing and 

convergence time results are also included and show how well 

the algorithm is performing in term of convergence speed 

which can also be seen in the results depicted in Fig. 4 and Fig. 

6. 
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Fig. 4 results of the genetic algorithm run of the heterogeneous case (Levitin- model containing 4 subsystems, availability 

constraint A0=0.900, and 300 generations). The cost - generation and availability - generation curves dependencies are depicted on 

the left side, while the cost-time and availability-time dependencies are depicted on the right side.  

 

  
Fig. 5 results of the genetic algorithm run of the homogeneous case for the same upper system (Levitin- model containing 4 

subsystems) and subject to the same availability constraint A0=0.900. As one can see in the heterogeneous case a better cost factor 

can be reached (5.423) than the homogeneous case (5.986) due to the fact of mixing of components.  
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Fig. 6 results of the genetic algorithm run of the heterogeneous case (Levitin- model containing 4 subsystems, availability 

constraint A0=0.960, and 300 generations). The cost - generation and availability - generation curves dependencies are depicted on 

the left side, while the cost-time and availability-time dependencies are depicted on the right side.  

 

 
Fig. 7 results of the genetic algorithm run of the homogeneous case for the same upper system (Levitin- model containing 4 

subsystems) and subject to the same availability constraint A0=0.960. As one can see in the heterogeneous case a better cost factor 

can be reached (7.009) than the homogeneous case (7.303) due to the fact of mixing of components.  
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The algorithm was converging towards optimal values 

within very promising time factors. It is also important to 

mention at this point, that all results (availability and cost) got 

over the handled models match the results obtained by 

Ouzineb in [5], [6], and [7].  

As expected the greater is the number of subsystems and the 

corresponding available components the longer will be the 

execution time since the search space and combination 

possibilities of chromosome combination is getting larger 

(homogeneous vs. heterogeneous case). The GA algorithm 

implemented in this paper delivered obviously better results in 

term of execution and computation speed compared to the 

results of the GA and GA+TS reported in [7]. 

VII. CONCLUSION AND FUTURE WORKS 

Based on the facts and experimental results represented in 

table 1 for the different analyzed models it can be recognized 

that the GA algorithm implemented in this paper was 

performing in a great and efficient manner in term of 

convergence speed towards optimal results being expected and 

represented by Ouzineb in [5], [6], and [7], and obtained by 

the hybrid GA+TS metaheuristic approach, in addition to the 

high accuracy in determining the optimal solution. And since 

genetic searching seems like searching for a small fish in a big 

ocean one small disadvantage or drawback is the one known in 

genetic algorithms and which is resumed in the fact that the 

best optimal solution is not guaranteed or ensured in each run, 

due to the limitation of the maximum number of iterations that 

may result, that some regions of the search or solution space 

that may include the optimal solution remains unexplored or 

unreached. 

The genetic approach implemented in this paper represents 

a very effective mean in solving constrained redundancy 

design problems like the complex heterogeneous one discussed 

in this work. 

One of our future intentions is to tune genetic algorithms 

with local search algorithms targeting to increase the search 

accuracy. This kind of tuning is referred to in the literature as 

hybridization of genetic global searching algorithms.  
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Abstract— Train circulation is a random dynamic phenomenon.  

The rail running surface/table, of the rail-head, is a wave in space of 
completely random form, which imposes a forced oscillation to the 
wheel. In this paper the second order differential equation of motion 
is presented for the case of a railway vehicle rolling on a railway 
track presenting short-wavelength defects on the rail-head/ rail 
running table.vIts solution is presented and the solution for the 
dynamic component of the acting load   is presented also. 
 

Keywords— Static Stiffness Coefficient, Dynamic Stiffness 
Coefficient, Suspended Masses, Non Suspended Masses, Dynamic 
Component of Loads. 

I. INTRODUCTION 
rain circulation is a random dynamic phenomenon and, 
according to the frequencies of the actions that a railway 

vehicle imposes, there exists the corresponding response of 
track superstructure. At the moment when an axle passes from 
the location of a support point of the rail (sleeper), a totally 
random dynamic load is applied on the sleeper. The theoretical 
approach for the most precise identification possible of its 
probable value, demands the analysis of the total load to 
individual component loads-actions. The static and semi-static 
components of the total acting load can be calculated more 
easily ([1], [2]). Furthermore the rail running surface/table, 
that is the surface of the rail-head on which the wheel of the 
railway vehicle is rolling, is a wave in space of completely 
random form, which imposes a forced oscillation to the wheel 
and consequently is seriously influencing the dynamic 
component of the acting load on track. In previous articles the 
author presented (a) the influence of the track defects and the 
on the dynamic component loads due to Non-Suspended 
Masses of the railway vehicles [3], the influence of an isolated 
defect on the dynamic component of the loads [4] and the 
influence of a battered or bent joint or welding on the dynamic 
component of the loads [5]. In the present paper the analysis of 
the influence of the undulatory wear of the rail running 
surface/table is presented. 
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Pedion Areos, 38334, Volos, Greece. He is now freelancer consultant 108 
Neoreion str., Piraeus 18534, Greece, (e-mail: k.giannakos@on.gr, kyannak 
@gmail.com).   

 

II. RAILWAY TRACK: 2ND ORDER DIFFERENTIAL EQUATION OF 
MOTION  

The railway vehicle rolls over the railway track and the system 
“vehicle-track” functions as an ensemble (Fig. 1 depicts the 
“vehicle-track” system as an ensemble of springs and 
dashpots). The rail running table imposes to the vehicle a 
forced vibration. It is not smooth but instead it comprises a lot 
of faults that give to the rail running table a random surface. 
Furthermore under the primary suspension of the vehicle there 
are the Non-Suspended Masses (axle, wheels and a fraction of 
the semi-suspended motive electromotor in the locomotives), 
which act without any dumping directly on the track panel. On 
the contrary the Suspended Masses, cited above the primary 
suspension of the vehicle, act through a combination of springs 
and dampers on the track. A part of the track mass is also 
added to the Non Suspended Masses, which participates in 
their motion [6]. The rail running table has the shape of a wave 
that is not completely “rectilinear”, that is, it does not form a 
perfectly straight line but contains faults, varying from a few 
fractions of a millimeter to a few millimeters, and imposes 
forced oscillation on the railway vehicles that move on it. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 simulation of the rail running table with its defects with 
a model of a rolling wheel on it. 
 
The Suspended Masses of the vehicle –masses situated above 
the primary suspension– create forces with very small 
influence on the wheel’s trajectory and on the system’s 
excitation, particularly in the case of the defects of very short 
wavelength, like the undulatory wear, with wavelengths 
fluctuating from some millimeters to a few centimeters.  This 
enables the simulation of the track as an elastic media with 
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damping as shown in Fig. 1, depicting the rolling wheel on the 
rail running table [1]. Forced oscillation is caused by the 
irregularities of the rail running table (like an input random 
signal) –which are represented by n–, in a gravitational field 
with acceleration g. There are two suspensions on the vehicle 
for passenger comfort purposes: primary and secondary 
suspension. Moreover, a section of the mass of the railway 
track participates in the motion of the Non-Suspended Masses 
of the vehicle. These Masses are situated under the primary 
suspension of the vehicle. If the random excitation (track 
irregularities) is given, it is difficult to derive the response, 
unless the system is linear and invariable. In this case the input 
signal can be defined by its spectral density and from this we 
can calculate the spectral density of the response. The 
theoretical results confirm and explain the experimental 
verifications ([7], p.39, 71). The general form of the equation 
of a vehicle moving on an infinitely long beam, on elastic 
ground without damping, is: 
 
 
 
 
                       (1) 
 
 
where: mNSM the Non-Suspended Masses of the vehicle, 
mTRACK the mass of the track that participates in the motion, 
mSM the Suspended Masses of the vehicle that are cited above 
the primary suspension of the vehicle, Γ damping constant of 
the track, hTRACK the total dynamic stiffness coefficient of the 
track, n the fault ordinate of the rail running table and y the 
deflection of the track. 
Under the assumption that the case, we analyze, is far from the 
critical speed of the trains, that is Vanalyzed <<  Vcritical=500 
km/h: the phenomena of the wheel-rail contact and of the 
wheel hunting, particularly the equivalent conicity of the wheel 
and the forces of pseudo-glide, are non-linear. In any case the 
use of the linear system’s approach is valid for speeds lower 
than the Vcritical≈500 km/h. The integration for the non-linear 
model (wheel-rail contact, wheel-hunting and pseudoglide 
forces) is performed through the Runge Kutta method ([2], 
p.94-95, 80, [9], p.98, see also [10], p.171, 351). 
The total dynamic stiffness coefficient of the track hTRACK is 
calculated from the total static stiffness coefficient of the track 
ρtotal, which is a quasi-spring constant of the track. The inverse 
of ρtotal is given by the sum of the inverse static stiffness 
coefficients of the individual layers/ elements of the track’s 
cross-section (Fig. 2): 
 
                       (2) 
 
 
and: 
 
 
                       (3) 
 
 

 
 
 
 
 
 
 
 
 
Fig. 2 cross-section of a railway track, with terminology 
according to the International Union of Railways (U.I.C.1). 
 
Where, E, J the modulus of elasticity and the moment of 
inertia of the rail (steel) and ℓ the distance among the sleepers/ 
support points of the rail. 
 

III. TRANSFORMING THE 2ND ORDER DIFFERENTIAL 
EQUATION, DUE TO THE TRACK’S DEFECTS   

 
In Fig. 1 the rail running table depicts a longitudinal fault/ 
defect of the rail running table. In the above equation (1), the 
oscillation of the axle is damped after its passage over the 
defect. Viscous damping, due to the ballast, enters the above 
equation under the condition that it is proportional to the 
variation of the deflection dy/dt. To simplify the investigation, 
if we ignore the track mass (for its calculation see [6]) in 
relation to the much larger Vehicle’s Non Suspended Mass and 
bearing in mind that y+n is the total subsidence of the wheel 
during its motion (since the y and n are added algebraically), 
we can approach the problem of the random excitation, from 
cosine defect: 
 
 
                       (4) 
 
 
where V the speed of the vehicle, T=2π/ω→ 
ωt=2π/(Τt)=2πVt/λ  where λ the length of the defect, run by 
the wheel in: 
 
                                                (5)                                                                                         
 
 
If we set: 
 
 
                                                                                        (6) 
                                  
 
where the quantity: 
 
    
                                                                                            (7)                                                                                            
 

1 U.I.C. the initials in French: Union Internationalle des Chemins de Fer 
(International Union of Railways). 
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represents the deflection due to the static loads only, and z 
random (see [10]) due to the dynamic loads. Equation (1) 
becomes: 
   

                                                                                                                             
(8a) 
 

 
 
                                                                                (8b)  
 
 

Since, in this case, we are examining the dynamic loads only, 
in order to approach their effect, we could narrow the study of 
equation (8b), by changing the variable: 

 

(9) 

 

Equations (8) become: 

 

                                                                           (10a) 

                                                             

 

                                                                          (10b)                                              

 

where, u is the trajectory of the wheel over the vertical fault in 
the longitudinal profile of the rail.  

IV. SOLVING THE 2ND ORDER DIFFERENTIAL EQUATION  
 

If we apply the Fourier transform to equation (8a) (see [11] 
for solving second order differential equations with the Fourier 
transform): 

 

(11) 

                                                                                                                       

 

 

                                                                                                                      
(12) 

 

 

 

H(ω) is a complex transfer function, called frequency 
response function [11], that makes it possible to pass from the 

fault n to the subsidence Z. If we apply the Fourier transform 
to equation (10a): 

 

 
 
 
 
                                                                                  (13)                                                        
 
 
 

G(ω) is a complex transfer function, the frequency response 
function, that makes it possible to pass from Z to Z+n. 
If we name U the Fourier transform of u, N the Fourier 
transform of n, p=2πiν=iω the variable of frequency and Δ̂Q 
the Fourier transform of ΔQ and apply the Fourier transform at 
equation (10b): 
 

 
 
 
 
                                                                                (14) 
 
      
 
 
 

                                                                                    (15)  
                                                 

 
 

B(ω) is a complex transfer function, the frequency response 
function, that makes it possible to pass from the fault n to the 
u=n+z. Practically it is verified also by the equation: 
 

 
                                                                                   (16) 

                                    
 
 

passing from n to Z through H(ω) and afterwards from Z to 
n+Z through G(ω). This is a formula that characterizes the 
transfer function between the wheel trajectory and the fault in 
the longitudinal level and enables, thereafter, the calculation of 
the transfer function between the dynamic load and the track 
defect (fault). The transfer function of the second derivative of 
(Z+n) in relation to time: 
 

 
                                                                                 (17) 
                                                                                             
 

that is the acceleration γ, will be calculated below (and is equal 
to ω∙Β(ω)). The increase of the vertical load on the track due 
to the Non Suspended Masses, according to the principle force 
= mass x acceleration, is given by: 
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                                                                            (18)  
                                                     
 

If we apply the Fourier transform to equation (18): 
 

 
                                                                                    (19) 

                                       
 

                                                                                   (20) 
                                     
 

where p=2πiν=iω.  
 
The transfer function B(ω) allows us to calculate the effect of 
a spectrum of sinusoidal faults, like the undulatory wear on 
the rail ruuning surface/table. If we replace ω/ωn=ρ, where 
ωn= the circular eigenfrequency (or natural cyclic frequency) 
of the oscillation, and: 
 

 
                                                                                  (21)  
 

 
where ζ is the damping coefficient. Equation (10b) is 
transformed: 
 

 
                                                                                  (22)   
 

 
 

V. THE SPECIFIC CASE OF DEFECTS OF SHORT-WAVELENGTH 
ON THE RAIL  

 
The transfer function, let’s name it G, of the: 
 
 

                                                                                (23)  
                                                                                    
 

will be such that B1=ω2·B, in absolute value, that is: 
 

 
                                                                                (24)                                                                              

   
 
and the dynamic component of the load derived will be: 
 
 

                                                                                (25)  
                                            
 
The equation (25) permits to calculate the influence of one 

spectrum of consecutive “channels” on the railhead (rail 

running table), that is defects of short-wavelength, like, for 
example, the undulatory wear.  
 
 

VI. CONCLUSIONS   
 
In the present paper the dynamic component of the acting load 
on a railway track is calculated through the solution second 
order differential equation of the railway track for the case of 
defects of short-wavelength, like the undulatory wear of the 
rail running table. 
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Abstract— the paper provides extended discussion about the 

procedure of remote areas’ electrical supply systems technical 

inspection, made in an effort to reveal energy quality and reliability 

problems of power supply systems. Technical inspection is carried 

out in order to determine prospective alternatives of existing power 

supply system development. The paper focuses on the possibility of 

distributed generation implementation for the purpose of power 

quality and supply reliability improvement in terms of remote 

territory, located in Far North region. 

 

Keywords— technical inspection, remote areas, power quality, 

reliability of power supply, distributed generation. 

I. INTRODUCTION 

HE main tasks set before power grid companies are to 

provide end users with electric energy of required quality, 

to reduce long line power losses, to optimize loading of 6-

10 kV distribution network [1], to improve consumers 

electricity supply reliability in case of line fault. 

The problem dealing with reliable supply of electric energy 

with required qualitative parameters is of great importance for 

grid companies, providing power supply for remote rural users 

[2]-[5]. Taking into account that 6-10 kV feeders can be 

considerably long (several tens of kilometers), the voltage may 

reach unacceptably low levels during peak load hours [3]. 

Moreover, the power of new consumers to be connected 

(remote from main 110(35) kV substation) is strictly limited 

owing to insufficient carrying capacity of existing grids. 

Consequently, there are several problems, regarding remote 

rural areas power supply [4], namely: 

1) Impermissible voltage reduction at the consumer side. 

2) Intolerably high 6-10 kV feeders’ technical power losses. 

3) Low reliability due to the lack of backup systems. 

In order to solve above-mentioned problems the next 

alternatives are considered: to develop existing network 

infrastructure or to put into operation distributed generation 

unit, providing reliability and quality of power supply [5]. The 

construction of hybrid power supply system is frequently 
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considered as an alternate plan. The very system combines 

generators, running on fossil fuel, and/or renewable energy 

sources and storage systems. 

However, it is necessary to carry out complex technical 

inspection in order to choose the plan of power supply system 

development in the given location [3]. 

The methodology of technical inspection of remote 

customers’ power supply system is provided in the paper. 

Much attention is paid to the metering experiment, including 

data analysis and processing. 

The case study provides deep analysis of the results, 

obtained during technical inspection of remote power supply 

system, located in northern Ural. 

II. TECHNICAL INSPECTION PROCEDURE 

According to the methodology, provided in the paper, 

complex technical inspection of remote power supply systems 

is multistage [6]. Firstly, it is necessary to evaluate existing 

supply system, namely: 

1) to evaluate the structure of energy consumption; 

2) to analyze external power supply system; 

3) to evaluate power supply system modes of operation. 

This stage is mostly composed of initial data gathering and 

analyzing. This information can be found in power utilities’ 

reporting documents. Generally, the initial information 

includes energy consumption data, electrical supply system 

data, distribution lines and power equipment data, the 

information about energy consumption structure and main 

electrical load units [7]. 

The analysis of listed above data gives the possibility to 

estimate energy consumption dynamics and reveal distinctive 

features of power supply system’s operation modes. 

At the next stage, it is necessary to make a set of 

measurements in the given power supply system, including 

load curves and power quality parameters identification. 

Special consideration must be given to the number of 

measuring devices and time of a single measurement interval. 

It is necessary to evaluate: 

1) power supply center operation mode; 

2) operation mode of the backbone network; 

3) distribution substations’ operation modes; 

4) loading conditions of the power equipment; 

5) power quality parameters; 

6) statistic parameters of power system operation. 

To determine prospective plan of power supply system 
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development with account of energy quality and reliability 

requirements, as well as to carry out investment feasibility 

study for distributed generation implementation, it is essential 

to perform permanent monitoring of power supply center 

(main substation) and backbone network modes of operation. 

Local (internal) measurements are necessary to develop 

recommendations for the given power supply system. At the 

same time the overall clear picture of power supply system 

mode of operation is not provided with these measurements. 

The measurements are to be carried out using power quality 

analyzing devices and are to be made in accordance with 

national or international standards [8-9]. For example, in 

Europe energy quality indices are regulated by EU 50160 

“Voltage characteristics of electricity supplied by public” [8]. 

In this work, the experiments were conducted in 

conformance with national standard [9]. The voltage, phase 

currents and power parameters, controlled within minute 

intervals, included: 

 line and phase voltages; 

 zero-phase-sequence voltages and negative-sequence 

voltages; 

 voltage unbalance ratio; 

 voltage oscillograms, harmonic distortion; 

 voltage nonsinusoidality ratio; 

 phase currents; 

 zero-phase-sequence current and negative-sequence 

current ; 

 phase current unbalance; 

 current oscillograms and harmonic distortion; 

 current unsinusoidality ratio; 

 active and reactive power, electric power; 

 power factor. 

Additionally, the statistic parameters and dynamic changes 

of observed values were estimated too. 

III. THE EXPERIMENT DESCRIPTION 

The remote territory under consideration is supplied by 

10 kV overhead distribution line (Fig. 1). The line extends 

from 10 kV bus section located at 35/10 kV main substation to 

sectioning point with the overall length of 56 km. The 
distribution line is made of AS-50 mm2 wire (aluminum-steel). 

There are six single-transformer distribution substations at 

the given location: №1232/100 kVA, №1254/250 kVA, 

№1223/170 kVA, №1244/160 kVA, №1252/160 kVA, 

№135/100 kVA. The total transformer power is 930 kVA, 

including consumer substation №135/100 kVA. 

Speaking about reliability, there are I-category consumers at 

the given territory: fire station, rural health post, kindergarten. 

They are to be supplied with two or more independent power 

sources. The great deal of electrical load is domestic. 

Technical inspection of electrical equipment, located at the 

very settlement includes: 

1. Visual examination of 10 kV distribution feeder at 

35/10 kV substation, 10/0.4 kV distribution substations and 

0.4-10 kV internal networks of remote territory under 

consideration in order to control technical construction 

parameters of the power transmission. 

2. Electrical measurements of load curves and power quality 

parameters. 
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57 km

№1244 160 kVA
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0.44 km
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10/0.4 kV
50 mm2

0.07 km
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50 mm2

0.66 km
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m
2

0.
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 k
m
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0.06 km
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№1223 170 kVA

10/0.4 kV
50 mm2

0.06 km

№1232 100 kVA

10/0.4 kV
50 mm2

0.18 km
 

Fig. 1 Сase study 35/10 kV network 

 

The measuring points, duration and purposes of the 

measurements for each point are listed in Table 1. 

Within the framework 10/0.4 kV №135 measurements were 

not carried out because of its weak influence on total load 

curve and close location to 10 kV sectionalizing point. 

 

TABLE 1 

MEASUREMENT ALLOCATION 

№ Measurement point Time Obtained data 

1 

35/10 kV substation, 

10 kV line cubicle, 
secondary circuit 

0.1 kV 

5 days 

- 10 kV bus section parameters; 
- load curve of «line-settlement» 

system; 

- parameter variation, curve 
characteristics. 

2 

10 kV 

sectionalizing point, 
0.22 kV relay 

protection circuits 

1 day 

- 10 kV supply system “input” 

parameters; 
- 10 kV line operation parameters; 

- 10 kV network parameters. 

3 

10/0.4 kV substation 

№1254, 0.4 kV 
transf. bushing 

1 day 
- load curve; 

- 0.4 kV network parameters 

4 

10/0.4 kV substation 

№1223, 0.4 kV 
transf. bushing 

1 day 
- load curve; 

- 0.4 kV network parameters 

5 

10/0.4 kV substation 

№1232, 0.4 kV 

transf. bushing 

1 day 
- load curve; 
- 0.4 kV network parameters 

6 

10/0.4 kV substation 

№1244, 0.4 kV 

transf. bushing 

2 days 
- load curve; 
- 0.4 kV network parameters 

7 

10/0.4 kV substation 

№1252, 0.4 kV 

transf. bushing 

2 days 
- load curve; 
- 0.4 kV network parameters 

8 
House, 
0.22 kV in-

residential network 

1 day 
- operation mode parameters “at 

the customers side” 
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IV. MEASURED RESULTS 

A. Main substation mode 

The active and reactive power curves for 10 kV feeder are 

illustrated in the Fig. 2. The list of the consumers forming 

active power curve is the following: 

 lighting load; 

 household appliances: satellite equipment, computers; 

 small heating devices (electric kettles, irons); 

 big heating devices (boilers, electric ovens); 

 induction motors: machine tools, electric saws, pumps, 

water-towers, fridges; 

 cellular communication stations; 

 distribution line losses and contact losses. 

The list of the consumers, forming reactive power curve is 

the following: 

 power units and chargers for modern household 

appliances; 

 induction motors: machine tools, electric saws, pumps, 

water-towers; 

 welders; 

 cellular communication stations and signal retransmitters; 

 distribution line losses and transformer losses. 

Lighting and distributed low-rated power devices tend to 

predominate in the loading structure. They have active 

consumption characteristics and cause daily peak in the 

morning on business days. However, the weekly peak loading 

conditions occur in the evening on weekends. The curve of 

reactive power consumption is uniform with single surges, 

caused by electric motors starting. 

The daily average active power equals 109.8 kW, reactive 

power – 39.6 kVAr, total power – 117.0 kVA. The active 

power ranges within 65.9 – 183.7 kW. 

The line voltage profile is presented in Fig. 3. The line 

voltages vary from 10.23 kV to 10.81 kV. The daily average 

line voltage equals to 10.53 kV. The voltages are symmetrical. 

In general, the loads characteristics are uniform for all 

phases. The average asymmetry is about 10 %. It is caused by 

unbalanced distribution of consumers’ single-phase loads 

between different phases in 0.4 kV network. 

B. Backbone network operation mode 

In order to estimate operation mode of the backbone 10 kV 

network the additional measurements have been made at the 

end of 10 kV line in secondary circuits of 10 kV sectionalizing 

point. 

Having no access to the current transformers’ and voltage 

transformers’ secondary windings, the current measurements 

were carried out in control cabinet of sectionalizing point. The 

clamp meters were connected to internal circuits of two 

current relays in two phases. The phase voltage was measured 

at the terminals of the automatic breaker of control cabinet. 

 

 
Fig. 2 Active and reactive power flow curves at the beginning of 10 kV feeder 

 
Fig. 3 Line voltages curves at the beginning of 10 kV feeder 

 

Mathematical Methods in Science and Engineering

ISBN: 978-1-61804-256-9 92



 

 
Fig. 4 Active and reactive power flow curves, measured at 10 kV feeder terminals 

 
Fig. 5 Line voltages, measured at 10 kV feeder terminals 

 

As a result, it can be stated that the line voltage, measured 

at 10 kV sectionalizing point, lies in the range of 9.8 – 10.4 

kV, that meets voltage magnitude requirements (Fig. 4). The 

daily average voltage levels are 10.47 kV for distribution line 

sending end and 10.12 kV – for receiving end. 

In this way, the average voltage drop across the given 

10 kV line is about 0.35 kV. The length of the line is 56 km and 

the loading factor of the line is nearly 0.1. 

The relation between measured power flows in the 

beginning and in the ending of the given 10 kV line (Fig. 5) 

arises from current and voltage transformers inaccuracy. This 

inaccuracy mainly occurs at the sectionalizing point where 

there is no energy accounting circuits provided. Current 

transformer’s secondary windings have 10R accuracy rating, 

which corresponds to 10% error. 

Another source of inaccuracy at the sectionalizing point is 

the configuration of relay protection circuits working on a.c.; 

such circuits contain a great number of non-linear elements. 

The power losses are to be subdivided on three main types, 

namely: series losses (load losses), shunt losses (leakage 

currents), contact losses, commercial losses (measurement 

inaccuracy, caused by current transformers low loading 

conditions) [10]-[12]. Load losses, which were calculated in 

accordance with measured data, equal to 8.6%. Leakage 

currents are about 1%. Moreover, it was estimated that 

commercial losses and contact losses are about 4.5%. In this 

way, the total line losses equal to 14.1%. 

C. Internal power supply system operation mode 

The operation modes of 10/0.4 kV grid of internal power 

supply system of the remote territory will be further described 

using measurements made at distribution substation №1254. 

Final conclusions, made for distribution substation №1254, 

are suitable for other distribution substations too. 

Low-rated household devices predominate in load structure 

of the given substation. This loads result in morning peak 

loads. In addition, there is motor load with approximately 

12 kW active power consumption. Active and reactive power 

curves are given in Fig. 6. 

Phase voltages range from 226 V to 245 V, that exceeds 

voltage level standard requirements. The daily average phase 

voltage is 235 V. The graph illustrating phase voltages is 

represented in Fig. 7. 

The phase loads are not uniform. Phase asymmetry results 

in rapid deterioration of transformer isolation and worsening 

of electric power quality in each phase. 

V. CONCLUSION 

The paper presents methodology of electrical measurements 

for remote power facilities. The analysis of residential 

consumers operating conditions and energy quality rates is 

made to develop recommendations for power quality and 

reliability improvement. The main statistical rates of remote 

territory operation are provided in the Table 2. 

The 10 kV power supply network of the given remote 

settlement provides electrical energy quality in compliance 

with [8-9] and operates in a symmetrical three-phase mode. 

Taking into account the overall length of the overhead 10 kV 

distribution line, which equals to 56 km, the level of the power 

losses in the line is satisfactory. 
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Fig. 6 Distribution substation load curve 

 
Fig. 7 Distribution substation voltage profile 

 

 

TABLE 2 

POWER SUPPLY PROBLEMS 

 

It is important to note that the increased voltage level is 

observed due to low loading conditions and 10/0.4 kV 

transformers NLTC systems, switched to winter position. The 

latter represents atypical problem of remote consumers power 

supply. 

It was also observed that load phase balance is inadmissible. 

Thus, it is recommended to reconnect a share of load to other 

phases. 

The main challenge of remote customers power supply is 

low reliability. In case of distribution line fault, consumers are 

not supplied within the repair time period. 

In this case, distribution generator implementation becomes 

the question of growing importance. Basing on the metering 

data the capacity of the generator, which will be installed at 

the remote settlement, is assessed to be 500 kVA taking into 

account winter peak loads. 
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Abstract—Although nuclear non-proliferation is an almost
universal human desire, in practice, the negotiated treaties
appear unable to prevent the steady growth of the number of
states that have nuclear weapons. We propose a computational
model for understanding the complex issues behind nuclear arms
negotiations, the motivations of various states to enter a nuclear
weapons program and the ways to diffuse crisis situations.

I. INTRODUCTION

Numerous international treaties are made with the best of
intentions. However, every treaty needs to be examined on
its actual affects rather than on its intentions. The Treaty on
the Non-Proliferation of Nuclear Weapons, commonly referred
to as the Non-Proliferation Treaty (NPT) aimed to make the
world more secure from nuclear weapons. The treaty divided
all countries based on their nuclear status as of January 1,
1967, into nuclear weapon states (NWSs), which included
China, France, the Soviet Union, the United Kingdom, and
the United States, and non-nuclear weapon states (NNWSs),
which included all the other states. All the NWSs signed
the treaty as well as all the NNWSs except India, Israel and
Pakistan. North Korea is the only country that withdrew from
the treaty. Hence the NPT enjoyed a great popularity and is
often considered a great success.

The essence of the NPT is a bargain between the NWSs
and the NNWSs. The NWSs committed themselves to nuclear
disarmament and to help the NNWSs to develop civilian use
of nuclear technology. In return, the NNWSs committed them-
selves to foresake ever developing nuclear weapons. Unfortu-
nately, this bargain did not work out as planned. After forty
years, the NWSs increased the total number of their nuclear
weapons, while many NNWSs engaged in clandestine nuclear
weapon development programs. The world does not look safer
than it was forty years ago. Nevertheless, NPT defenders claim
that the NPT slowed down nuclear proliferation. In other
words, without the NPT, nuclear proliferation would have
been even worse than it is actually today. In this paper we
examine this hypothetical claim using game theory. We start
our analysis with some definitions.

Uranium enrichment is the process of dividing any ura-
nium compound into two parts, one part with a higher and

another part with a lower concentration of U 235 atoms.
Uranium ore has a very low percent of U 235 atoms. Most
nuclear reactors can work on low enriched uranium (LEU),
where the proportion of U 235 is less than 20 percent. Nuclear
bombs require highly enriched uranium (HEU), where the
proportion of U 235 is greater than 80 percent. The uranium
enrichment technology is the same for LEU and for HEU. To
obtain HEU, the uranium enrichment process simply needs to
be repeated several times until the desired level is reached.

Plutonium reposessing is the process of separating the
plutonium, a byproduct of uranium fission, from the rest of
the spent fuel in an uranium atomic reactor. The plutonium
can be used either as fuel for plutonium atomic reactors or as
material for plutonium atomic bombs.

Dual-use technology is any technology that can be used
for both civilian or military purposes. For example, uranium
enrichment and plutonium reposessing are both dual-use tech-
nologies.

The NPT allows any NNWS to aquire and develop any
dual-use nuclear technology. Moreover, citing the NPT, many
NNWSs expect the NWSs to provide assistance in aquiring
dual-use technologies including uranium enrichment and plu-
tonium reposessing. When a NNWS aquires these technolo-
gies, it essentially develops 80 percent of an atomic bomb
because civilian and military nuclear technologies largely
overlap. Such a NNWS could be tempted to invest the 20
percent extra effort required to develop an atomic bomb.
Hence any of its adversaries may become concerned whether
it will decide to develop a bomb. Moreover, these adversaries
need to be prepared for all eventuality. That means that these
adversaries also need to build up their NPT-allowed dual-
use nuclear technologies and be ready to activate a nuclear
weapons program of their own just in case any of their
adversary NNWSs decides to build a nuclear weapon. This
leads to a situation, which we define as follows.

Soft arms race occurs when states develop nuclear-related
dual-use technologies with the intent to be strategically pre-
pared to develop nuclear weapons.
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Several experts are concerned about a soft arms race in
the Middle East and North Africa, where many energy rich
states insist that they need to develop peaceful nuclear reactors.
Developing nuclear technology is expensive, and most of these
countries would not have been able to aquire any nuclear
technology without direct or indirect assistance from NWSs.
Hence the question can be raised whether the NPT contributed
to a soft arms race regarding nuclear technology. Further, if
there is a soft arms race, how likely it is to lead to an active
nuclear weapons program? We try to answer these difficult
questions using game theory, and thereby contributing to the
theoretical study of nuclear proliferation [2], [4], [8].

This paper is organized as follows. Section II briefly reviews
game theory and the history of its use for analyzing nuclear
issues. Section III describes a game theoretic analysis of the
NPT. Section IV gives a game theoretic analysis of what may
happen in a world without the NPT. Finally, Section V gives
some conclusions and offers some hope of improving the
current nuclear non-proliferation situation.

II. A REVIEW OF GAME THEORY

During the Cold War, game theory was a reasonable ap-
proach to arms control negotiations because nuclear tests
and total arsenal numbers were hard to verify. Virtually the
only thing that could be detected was an already approach-
ingintercontinental ballistic missile (ICBM). There was not
enough time and technological sophistication to shield against
nuclear ICBM strikes. Therefore, in case of a nuclear attack,
each side faced the choice between continued restraint or
nuclear retaliation. Table I shows the nuclear options of Russia
and the United States during the Cold War expressed in a
hypothetical payoff matrix using game theory [9]. The table
assumes that it would cost each side 20 points to be destroyed
in a nuclear attack. However, if any side is destroyed, at least
it can derive a satisfaction of five points by retaliating and
destroying the other side too.

Russia ↓ US → no strike first strike retaliation
no strike *0, 0* -20, 0* NA
first strike *0, -20 -20, -20 *-20, -15*
retaliation NA *-15, -20* NA

TABLE I: A hypothetical payoff matrix during the Cold War.

Clearly, some entries in the table, shown as NA, are not
available or logically impossible. For example, it is not possi-
ble to retaliate against something that did not happen. Even the
case of both countries deciding on a first strike simultaneously
would have an extremely small possibility. In this example,
game theory gives three Nash equilibrium points [3], which
are shown as the matrix entries with two stars, that is, one star
on the left and another star on the right of the entry. In this
case, the rational choice would be *0,0*, which is the best
equilibrium point for both sides. This is the game theoretic
explanation for how the mutually assured destruction (MAD)
nuclear posture worked during the Cold War.

The idea behind MAD is that if one side attacks, then it will
get destroyed. That is supposed to be the ultimate deterrence.
However, for it to work the leaders with access to the nuclear
triggers have to be non-delusional and non-suicidal (otherwise,
the payoff matrix values could change.) Unfortunately, that
cannot be guaranteed. Today there is an increasing danger that
not only possible delusional dictators but also terrorist chiefs
and suicide bombers may gain access to nuclear weapons.

The success of MAD also depended on maintaining a
retaliatory capability because MAD would be impossible if
either side could make a first strike that debilitates all the
nuclear weapons of the other side. This aspect of MAD tends
to lead to an arms race as both sides feel that they need some
extra (numerous and/or advanced) weapons to successfully
deter the other side.

Russia ↓ US → no strike first strike retaliation
no strike *0, 0* -20, 0* NA
first strike *0, -20* -20, -20* NA
retaliation NA *-15, -20* NA

TABLE II: Modified payoff matrix in case Russia would gain
completely debilitating first-strike capability.

To illustrate this last point, Table II shows the changed cost
matrix in case Russia could attain such a first strike capability.
Here the -20,-15 outcome would no longer be available, and
*0,-20* would be a new equilibrium point. Russia would prefer
the two equilibria *0,0* and *0,-20* to the third equilibrium *-
15,-20*. However, the first two equilibria would be extremely
unnerving to the U.S. population. This situation is symmetric.
Hence both sides need to maintain a retaliatory capability as
a credible deterrent. To maintain a retaliatory capability, both
sides kept secret the locations of their nuclear weapons and
increased the number of their nuclear warheads to very high
levels, leading to a nuclear arms race. Hence Table II is a game
theoretic explanation of the nuclear arms race during the Cold
War.

In summary, game theory provides insights for cases when
there is little or no trust between the participants. Since neither
side can trust the other side, they need to play safe first
and foremost. Game theory fails to account for trust among
the partners in negotiations. Normally, people participate in
negotiations because they trust that their partners will keep the
agreements, which can be enforced by verification procedures,
courts, or the threat of breaking off a relationship. Game
theory explains well the purely adversarial strategies but fails
to provide a realistic model for negotiations [5], [6], [7].

III. A GAME THEORERIC ANALYSIS OF THE NPT

In our analysis, we consider a set of variables shown in
the first two columns of Table III. The exact values of these
variables can be only estimated, which is something beyond
the scope of this paper. However, it is only the relative strength
of these variables that is important for our analysis. As shown
in the third column, each variable can have either a single
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None Reactor Bomb
NWS ally *0, 0 *0, 2* *−1, 1
NWS adversary *0, 0 −7, 3 −9, 4*

TABLE V: Payoff matrix.

number value, meaning that it is the same for all countries,
or it can have two different values for allied and adversary
countries, respectively. In the following, we index the variables
by 1 for allies and 2 for adversaries if there are differences in
values.

For each of the estimates, we provide some explanation in
the fourth column of Table III. We assume extra trade benefit
etb to the NWS states to be zero because the NWS countries
were forbidden to sell weapons-related nuclear technology to
other countries. This regulation restricted the market and the
clandestine transactions that still occurred seem to have been
done from political rather than from financial motivations [2].

Table IV shows a matrix where the last three columns
describe the three choices of any NNWS: (1) build nothing,
(2) build only peaceful nuclear reactors, and (3) build nuclear
bombs too. The two rows of the matrix describe the two
choices of any NWS. Each NWS could consider the NNWS
as either an ally or an adversary. Alliances can shift over long
periods of time due to strategic reasons.

Substituting the values in Table III for the variables in
Table IV, we obtain Table V. Table V shows that there is a
Nash equilibrium, again indicated by two stars, for any NWS
and NNWS pair. The Nash equilibrium would mean that the
two states would be allies and the NNWS would restrain itself
to only a peaceful use of nuclear energy. In practice, this Nash
equilibrium may not be reachable because states are locked
into various alliances due to other considerations. Hence some
countries are bound to remain NWS adversaries. Table V does
not show any equilibrium for NWS adversaries. In fact, a NWS
would rather have a NNWS adversary with no nuclear tech-
nology at all, while the NNWS would rather develop nuclear
weapons. The NWS could be naturally suspicious about the
peaceful intentions of any adversary NNWS. Hence the current
NPT environment encourages peaceful development of nuclear
energy among ally NNWSs. This leads to a soft arms race
among the ally NNWSs and their adversaries.

IV. ANALYSIS WITHOUT THE NPT
Imagine a world without the NPT. How the absence of

the NPT would effect the values of the variables listed in
Table III? First, the development cost for civilian nuclear
technology would increase in general. We estimate that for
NWS adversaries the development cost may double to 6 as
they would have to do essentially everything themselves or pay
heavy prices for nuclear technology. NWS allies would also
no longer get any free nuclear technology, although they may
be able to buy some at a discount. Hence their development
cost would increase to about 5.

None Reactor Bomb
NWS ally *0, 0* *0, −1 *−1, −4
NWS adversary *0, 0* −7, −1 −9, −2

TABLE VII: The revised payoff matrix.

When the price of civilian nuclear technology increases, the
demand decreases. The price increase and demand decrease
tend to cancel each other out, hence the trade benefit would not
change drastically. We continue to assume that trade benefit
is 1. With the increase of civilian nuclear technology, the price
of military nuclear technology would also increase. Hence the
extra development cost may increase from 2 to 3.

The decreased demand for civilian nuclear technology may
prevent the development of the soft arms race in dual-use
nuclear technology among the NNWSs. Therefore, the security
benefit of civilian nuclear reactors decreases to about 1 for
allies and 2 for adversaries. The extra security benefit would
decrease to 0 for allies and 2 for adversaries. At the same
time, the security cost and the extra security cost to NWSs
would remain the same because the NWSs would be still be
constrained and lose control over NNWSs that aquire nuclear
technology.

To summarize the above discussion, Table VI lists all the
variables whose values would be likely different in a world
without the NPT.

Repeating now the game theoretic analysis with the new
values as shown in Table VII reveals that the no NPT en-
vironment has a Nash equilibrium for both NWS allies and
NWS adversaries. In both cases the equilibrium implies the
choice of developing no nuclear technology.

V. CONCLUSION

We provided a game theoretic analysis of the choices of
NNWSs regarding the use of nuclear technology. According
to our estimates of the costs and benefits of certain strategies, it
appears that without the NPT, all NNWSs states would choose
no nuclear energy. On the other hand, with NPT the NNWS
allies of NWSs would choose to develop only civilian nuclear
energy, and the NNWS adversaries of NWSs would choose to
go all the way to developing nuclear weapons.

Hence according to our analysis, the NPT seems to have
made the world less secure by encouraging among the NNWSs
a soft arms race of dual-use nuclear technology. Although
only a few NNWSs would cross the threshold and later enter
an outright nuclear arms race, their entry seems more likely
because of the already present soft arms race.

These conclusions depend on the exact values of the costs
and the benefits. Each state can have a particular situation
which would mean that these values need to be adjusted. In
addition, our game theoretic analysis did not include many
other cultural, historical and political considerations that in-
fluence policy makers’ decisions regarding the development
of civilian or military nuclear technology. Hence we cannot
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Name Symbol Value Explanation
Energy benefit eb 3 Similar reactors always yield similar amount of energy.
Trade benefit (NWS) tb 1 Companies equally eager to sell to all.
Extra trade benefit (NWS) etb 0 Prohibited. Negligible commercial motivation for violations.
Development cost dc 3 Cost overruns are common in every country.
Extra development cost edc 2 Construction costs only. Sanctions belong to esb.
Security cost (NWS) sc 1, 8 Both allies and adversaries limit NWS countries’ freedom.
Extra security cost (NWS) esc 1, 2 However, allies are less dangerous.
Security benefit sb 2, 3 Allies already have security guarantees from NWS.
Extra security benefit esb 1, 3 Hence allies get a diminished return.

TABLE III: Variables used in the game theoretic analysis.

None Reactor Bomb
NWS ally 0, 0 tb− sc1, eb+ sb1 − dc tb+ etb− sc1 − esc1, eb+ sb1 − dc+ esb1 − edc
NWS adversary 0, 0 tb− sc2, eb+ sb2 − dc tb+ etb− sc2 − esc2, eb+ sb2 − dc+ esb2 − edc

TABLE IV: The choices of any pair of nuclear weapon state (NWS) and non-nuclear weapon state (NNWS).

Name Symbol Value Explanation
Development cost dc 5, 6 Cost overruns are common in every country.
Extra development cost edc 3 Construction costs only. Sanctions belong to esb.
Security benefit sb 1, 2 Allies already have security guarantees from NWS.
Extra security benefit esb 0, 2 Hence allies get a diminished return.

TABLE VI: Variables with changed values.

draw from our game theoretic analysis any firm conclusion
about any particular state. Nevertheless, our game theoretic
model suggests that the NPT may have affected the cost and
benefit structure of the nuclear technology market, both overt
and covert, in a way that encourages instead of discourages
non-proliferation. This should raise a concern for the non-
proliferation community. The NPT, like any other international
treaty, should be evaluated by its actual affects instead of its
professed intent. Although the intent of the NPT was to prevent
proliferation, its actual affects may have been the opposite.

Our pessimistic analysis of the effects of the NPT, need
not be the end of the story. Although it is unlikely that the
NPT can be abandoned completely, there are some promising
current suggestions by some nuclear non-proliferation experts.
One proposal is to offer to replace free the older reactors
that produce significant amounts of plutonium with newer
Liquid Fluoride Thorium Reactors (LFTRs), which allows for
fuel utilization exceeding 99 percent and produces very little
weapons grade material. Such a replacement offer may cut
down on the temptation to repossess plutonium and use it or
sell it to other states. We hope that continued arms control
negotiations will lead to a solution that is both well-intentioned
and mathematically sound.
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Optimal deployment of renewable energy sources
considering ancillary services limitation

Andrea Zápotocká, Martin Střelec, and Petr Janeček

Abstract—Nowadays, power system operators (e.g. TSO) face to
new phenomena which relate with increasing ratio of intermittent
energy sources in power network. Massive installation of renewable
energy sources causes significant and unprecedented increase of
the uncertainty in power network, which results in new technical
issues and challenges. Due to missing historical data and experience,
determination of the reasonable ancillary services volume stands
for one of the challenge, which has great economical and safety
impact to the network operator. Because of limited ancillary services
volume, optimal deployment of newly installed intermittent energy
sources with respect to network safety criteria can constitute another
challenge for power system operator. In this paper, we introduce two
methods lead to overcome of these both challenges. First method
focuses on the determination of maximal installable power generated
by intermittent energy sources which can be absorbed by power
network with fixed volume secondary control reserve. Second method
computes the optimal deployment of intermittent energy sources
in geographical areas and uses statistical properties of secondary
control reserve, newly installed energy sources and their coincidence
factors. Application of these methods is demonstrated on the case
study, which consists in four selected scenarios. Particular aspects
of introduced methods are assessed based on results from sensitivity
analysis, which is described in the paper as well.

Keywords—intermittent energy sources, transmission and distribu-
tion network, ancillary services, constrained optimization

I. INTRODUCTION

UNCERTAINTY level increases in power networks mainly
due to massive installation of intermittent energy sources

(i.e. renewable energy sources), which stands for a new phe-
nomenon faced by transmission and system operators (TSO).
One of main TSO’s objectives is to ensure safe and reliable
operation of the transmission network, which mostly consists
in balancing power generation and power consumption. Area
control error (ACE) is an important stability performance
indicator which is defined as the difference between the actual
and the reference value for the power interchange of a Control
Area [1]. For grid stability, ACE has to be kept within defined
limits by using of ancillary services reserves (AS) which can
be split into several categories [2], [3]. The AS categories
can differ in particular countries [4]. In this paper, however,
we consider a Central Europe categorization, which consists
in primary frequency control, secondary power control, and
minute reserve.

This work was supported by the European Regional Development Found
(ERDF), project NTIS New Technologies for the Information Society, Euro-
pean Centre of Excellence, CZ.1.05/1.1.00/02.0090, Technology Agency of
the Czech Republic under project BIOZE (TA01020865)

A. Zápotocká, P. Janeček, M. Střelec are with the NTIS – New Technologies
for the Information Society, University of West Bohemia, Pilsen, Czech
Republic, e-mail: {fialova, pjanecek}@kky.zcu.cz, strelec@ntis.zcu.cz.

Mostly, fluctuations in ACE caused by RES and power
loads are eliminated by secondary control. Grid operator
ensures the secondary control reserve (SCR) by long term
contracts with ancillary service providers. Therefore, determi-
nation of suitable SCR volume has great economical impact
to grid operator. In the unprecedented situation of massive
installation of RES, historical measurements can be hardly
used for the determination of the SCR volume which has been
solved in [5].

In this paper, we focus on the situation when operator
already contracted fixed SCR volume and has to connect new
RES installations into the power network. Two challenges can
be considered in this situation, which are described in the
following section.

II. PROBLEM FORMULATION

First challenge relates to the determination of maximal RES
production which can be absorbed by the power network under
consideration of limited SCR volume. The volume can be
restricted by two reasons: (i) physically limits of the installed
power equipment (power sources, transmission network) and
(ii) fixed contracted SCR volume.

Second challenge stands for optimal deployment of newly
installed RES into the controlled area. Global controlled area
can be divided into several local areas which can have various
coincidence factor of RES production. Coincidence factor of
particular areas strongly affect absorption capability of RES
production in global area.

In this paper, methods for overcome of these challenges are
introduced, where the emphasis is put on second one.

III. DETERMINATION OF MAXIMAL RES PRODUCTION
UNDER LIMITED SCR

This section describes a method for determination of max-
imal RES production which can be absorb by power network
under consideration of limited (i.e. fixed) SCR volume.

Suitable SCR volume can be calculated based on statistical
properties of ACEOL (i.e. mean value and standard deviation).
These parameters include the influence of the volatilities of
installed RES and power loads. Installation and integration of
new RES into the power network change statistical properties
of ACEOL. The influence of the newly installed RES onto
ACEOL is assessed by change of prediction error of the RES
production estimate in early stage after RES installations.
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A. Determination of SCR Volume

First, calculation of the SCR volume is described for the
situation of undisturbed (normal) operation. As we noted
above, the ACE value has to be kept within defined limits.
These limits can be defined in the form of ”Value at Risk”
V aR (Pbounds, rP ), where rP = 3.8% is probability that
ACE exceed Pbounds = ±100 MW. In this way, SCR can
be calculated as

SCR∗ = qACE · σ∗ACEOL
(1)

where qACE is quantile rP
2 , σ∗ACEOL

is standard deviation of
ACEOL including newly installed RES. Resulting standard
deviation σ∗ACEOL

can be computed as follows

σ∗ACEOL
=
√
σ2
ACEOL

+ (σ∗)2 + 2ρACEOL×RES · σACEOL
· σ∗

(2)
where σACEOL

is the original standard deviation of ACEOL,
σ∗ is overall standard deviation of the prediction error of the
RES production estimate, ρACEOL×RES is correlation coeffi-
cient between ACEOL and prediction error of RES produc-
tion. Its value has been empirically set to ρACEOL×RES = 0, 3
for the Central Europe region.

B. Volatility increase of RES production estimate due to newly
installed RES

Newly installed RES bias standard deviation of the predic-
tion error of RES production σ∗. From (1) and (2), maximal
tolerable volume of standard deviation σ∗ can be derived
σ∗ = −ρACEOL×RES · σACEOL

+

+

√(
SCR∗

qACE

)2

− σ2
ACEOL

(1− ρ2ACEOL
)
, (3)

where SCR∗ is fixed maximal volume of the reserve.

C. Calculation of overall standard deviation of RES produc-
tion prediction error

Let us consider the global area A which is divided into local
areas A = {area1, area2, . . . , areaN} where N is number
of areas. Particular areas are interconnected with a central
(transmission) power network which is operated by a central
operator. In order to power network balance, the operator can
utilize AS, whose volume is limited. This section describes
the computation of the overall standard deviation of RES
production prediction error from prediction errors calculated
in several local areas. In more details, the method is described
in [5]. Here we sketch out only main principles.

We assume that newly installed RES have similar be-
havioural pattern as already installed RES in local areas. Ratio
between already installed power and installed power after
installation of new RES (in each local area a ∈ A) can be
defined as an installation factor

ca =
P ∗a
Pa

, (4)

where Pa denotes already installed power, P ∗a means power
capacity after installation of new energy sources in specified
area a ∈ A.

After installation of new RES, standard deviation of predic-
tion error in area a ∈ A is updated according to formula

σa = σa,base ·
√
ca · (1 + (ca − 1) · ρa) (5)

where ca is relevant installation factor, σa,base is the original
standard deviation of the prediction error and ρa is correlation
coefficient in area a ∈ A. For all areas, standard deviation
vector E can be defined as

E = (σa)a∈A (6)

and correlation matrix as

R = (ρi,j)i,j∈A , (7)

where σa means standard deviation of prediction error in
area a ∈ A after newly installed RES and ρi,j is correlation
coefficient between i-th and j-th areas.

Overall standard deviation of power generation prediction
error across all areas is formulated as follows

σ =
√
ET ·R · E , (8)

where E is a standard deviation vector, R is a correlation
matrix.

The constraint of the overall standard deviation of RES
production prediction error σ implies from (3) and (8) and
can be written as follows√

ET (c1, . . . cN ) ·R · E(c1, . . . cN ) ≤ σ∗ , (9)

where E(c1, . . . cN ) is standard deviation vector defined by
(6), R is correlation matrix given by (7), c1, . . . cN are relevant
installation factors specified by (4) and σ∗ is maximal tolerable
volume of standard deviation for newly installed RES given
by (3).

IV. MAXIMUM UTILIZATION OF THE AREAS

The problem of maximization of RES volume installed in
particular local areas under consideration of SCR limitation
is solved in this section. Due to RES production coincidence,
the solution of the problem above is not straightforward and
lead to the constrained maximization problem.

Constrained maximization problem can be rewritten to the
minimization one as follows

min
∀ca

(
−
∏

ca

)
, for a = 1, . . . N (10)

subject to equality constraint

kc · σ∗ =
√
ET (c1, . . . cN ) ·R · E(c1, . . . cN ) (11)

and inequality constraints

1 ≤ ca ≤ ca,max (12)

where ca is relevant installation factor in area a ∈ A, σ∗

is maximal value of standard deviation of RES production
prediction error, E(c1, . . . cN ) is standard deviation vector, R
is correlation matrix. Usability coefficient kc ∈ (0; 1〉 reflects
the usage level of maximal potential of SCR volume. The
maximal value of ca,max is determined by two ways: 1)
theoretical PV production potential of a local area, 2) maximal
transfer capability of the power network interconnecting local
areas. The value of ca = 1 means no increase energy sources
in local area.
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A. Optimal deployment of newly installed RES into local areas

The solution of the optimization problem (10) can be
performed in several ways. In this paper, however, we use
the method of Lagrange multipliers.

Consider the optimization problem

min
c1,c2,...cN

J = f(c1, c2, . . . cN ) = −
∏

a∈{1,2,...,N}

ca (13)

subject to equality constraint

h(c1, . . . cN ) = kc ·σ∗−
√
ET (c1, . . . cN ) ·R · E(c1, . . . cN ) .

(14)
Functions f(c1, . . . cN ) and h(c1, . . . cN ) are continuous with
continuous first partial derivatives and grad h 6= 0. The
Lagrange function is defined as

Λ(c1, . . . cN , λ) = f(c1, . . . cN ) + λ · h(c1, . . . cN ) (15)

where the constant λ is called the Lagrange
multiplier. In our case, the Lagrange function (15)
is defined as: Λ(c1, . . . cN , λ) = −

∏N
a=1 ca +

λ
(
kc · σ∗ −

√
ET (c1, . . . cN ) ·R · E(c1, . . . cN )

)
.

Functions Λ and f have same extremes with respect to
constraint h. The extreme (c0a, λ

0) is found by solving N + 1
equations (with N + 1 variables)

h(c01, . . . c
0
N ) = 0 (16)

grad f(c01, . . . c
0
N ) + λ · grad h(c01, . . . c

0
N ) = 0 (17)

where (16) and (17) stand for necessary conditions of the
optimization problem subject to equality constraints.

Functions f and h have continuous second differentia-
tion which is sufficient condition for finding local minimum
(c0a, λ

0), a ∈ A. The second differential is given by

d2Λ = d2f(c01, . . . c
0
N ) + λ0 · d2h(c01, . . . c

0
N ) > 0 . (18)

B. Minimal value of the usability coefficient

Usability coefficient kc is an cautious coefficient which
reflects an usage level of SCR absorption potential1.

In this part, minimal value of the coefficient kc is deter-
mined which emerges from the equality constraint (14). In
the case ∃ca > 1, the usability coefficient is kc ≤ 1. For
all ca = 1, however, the usability coefficient kc is given by
equation

kc ≥
√
ET (c1, . . . cN ) ·R · E(c1, . . . cN )

σ∗

∣∣∣∣∣
ca=1

(19)

where a ∈ A (a = 1, . . . N ). The condition (19) determines
the lower limit for usability coefficient kc.

1Here, SCR absorption potential stands for the capability of the power
network to eliminate ACE fluctuation caused by RES production.

V. CASES STUDIES

The application of described optimization approach on
selected case study is shown in this section.

Among others, the equality constraint (11) depends on
standard deviation of ACEOL without newly installed RES
σACEOL

and correlation coefficient ρACEOL×RES = 0.3.
Usually statistical parameters of ACEOL are computed for
selected categories which are characterized by months in year
and defined day bands (e.g. working day, working night, non-
working day and non-working night). In this example, we
consider the case of working day in April where standard
deviation of ACEOL is set to σACEOL

= 113.94 [MW]. Fixed
SCR volume is selected to

SCR∗ = 500 [MW] . (20)

More details about the method for calculation of minimal
volume of SRC can be found in [5]. Based on selected SCR
volume and the equation (3), the overall tolerable standard de-
viation of the prediction error of the RES production estimate
σ∗ is

σ∗ = 180.89 [MW] (21)

In our case study, we consider a global area which consists
of two interconnected local areas a ∈ A (N = 2) as depicted
on the figure 1. Each area is characterized by installed RES
power Pa and standard deviation of the RES prediction error
σa,base where a ∈ A. For RES, typically, statistical parameters
depend on the time of the day. In this paper, we restrict
ourselves to the values at noon.

Fig. 1. Structure of the global area

Following table I summarizes the basic parameters of local
areas (Pa, σa,base).

TABLE I
BASIC PROPERTIES OF LOCAL AREAS

area1 area2
Pa [MW] 550.00 150.00
σa,base [MW] 65.77 17.33

In the following text, four scenarios are described which
consist in application of the optimization method under dif-
ferent conditions. Namely, we change values of correlation
coefficients in selected areas ρa (a ∈ A) and correlation
coefficient between i-th and j-th area ρi,j .

A. Scenario A

In this scenario, we consider same correlation coefficient
in local areas and no correlation between areas. Correlation
coefficients for area1 and area2 (i.e. ρ1 and ρ2) are included
in table II as well as the correlation coefficient between area1
and area2 (i.e. ρ1,2).
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TABLE II
CORRELATION PARAMETERS RELATED TO SCENARIO A

correlation coefficient correlation coefficient
area1 area2 between first and second areas
ρ1 ρ2 ρ1,2

1.0 1.0 0.0

The correlation matrix between area1 and area2 used in
(7) is defined as

R =

(
1.0 ρ1,2
ρ1,2 1.0

)
=

(
1.0 0.0
0.0 1.0

)
(22)

For correlation coefficients from table II, the Lagrange
function (15) has form

Λ(c1, c2, λ) = −c1 · c2 + λ ·
(
σ∗ −

√
σ2
1,basec

2
1 + σ2

2,basec
2
2

)
(23)

We use overall tolerable standard deviation of the RES pro-
duction prediction error given by (21) and values from tables
I and II to the (23) for computation of extremes

c1 = 1.94 (24)
c2 = 7.38 (25)

These values (24) and (25) stand for optimal ratio between
already installed power and installed power after installation
of new RES (in local area1 and area2) with respect of
correlation coefficients of the Scenario A. These values can
be used in the (4) and optimal RES production deployment2

P ∗a in local areas is

P ∗1 = 1067 [MW] (26)
P ∗2 = 1107 [MW] (27)

Note, these values are computed with the usability coefficient
kc = 1 which declares maximal utilization of RES production
potential for selected SCR volume.

B. Scenario B

In this scenario, we consider two areas with various correla-
tion inside area. In first area, correlation coefficient is reduced
which can represent a large area where RES production is not
fully correlated. All correlation coefficients are summarised in
table III.

TABLE III
CORRELATION PARAMETERS FOR SCENARIO B

correlation coefficient correlation coefficient
area1 area2 between first and second areas
ρ1 ρ2 ρ1,2

0.8 1.0 0.0

For selected correlation coefficients (s. Table II), the La-
grange function (15) is

Λ(c1, c2, λ) = −c1 · c2+

+λ ·
(
σ∗ −

√
σ2
1,base ·K + σ2

2,basec
2
2

) (28)

2power capacity after installation of new energy sources in certain area

where parameter K substitutes K = c1 · (1 + (c1 − 1) · ρ1).
For sake of clarity, parameter K is used throughout following
text.

In the (28), we use overall tolerable standard deviation of
the RES production prediction error given by (21) and values
from tables I and III for the computation of extremes

c1 = 2.08 (29)
c2 = 7.28 (30)

These values (29) and (30) represent optimal ratio between
already installed power and installed power after installation
of new RES (in local area1 and area2) with respect of
correlation coefficients for Scenario B.

Now these values can be used in the (4) and optimal RES
production deployment3 P ∗a can be calculated as

P ∗1 = 1144 [MW] (31)
P ∗2 = 1092 [MW] (32)

C. Scenario C

In contrast to previous scenario, here, a correlation between
both areas is considered. However, correlation coefficients
inside local areas remain same as in previous case. Table IV
summarizes the correlation coefficients in area1 and area2
and correlation coefficient between area1 and area2.

TABLE IV
CORRELATION PARAMETERS FOR SCENARIO C

correlation coefficient correlation coefficient
area1 area2 between first and second areas
ρ1 ρ2 ρ1,2

0.8 1.0 0.73

The correlation coefficients between area1 and area2 are
used in the correlation matrix (7)

R =

(
1.0 ρ1,2
ρ1,2 1.0

)
=

(
1.00 0.73
0.73 1.00

)
(33)

Note, correlation coefficient between local areas is close to
real values observed in Central Europe region4. In this case,
functions f (13) and h (14) are transformed in following form

f(c1, c2) = −c1 · c2 (34)

subject to equality constraint

h(c1, c2) = σ∗ −
√
ET (c1, c2) ·R · E(c1, c2)

= σ∗ −

√
σ2
1,base ·K2 + σ2

2,basec
2
2+

+2 · ρ1,2 · σ1,base ·K · σ2,base · c2
.

(35)
For selected correlation coefficients defined in the Table IV,

the Lagrange function (15) is

Λ(c1, c2, λ) = −c1 · c2+

+λ ·

(
σ∗ −

√
σ2
1,base ·K2 + σ2

2,basec
2
2+

+2 · ρ1,2 · σ1,base ·K · σ2,base · c2

)
(36)

3power capacity after installation of new energy sources in specified area
4Similar values have been empirically observing in operator’s data from

Central Europe.
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We use overall tolerable standard deviation of the RES
production prediction error given by (21) and values from
tables I and IV for computation of extremes according to the
(28). Resulting extremes are

c1 = 1.58 (37)
c2 = 5.44 (38)

Values (37) and (38) mean the optimal ratio between already
installed power and installed power after installation of new
RES (in local area1 and area2) with respect correlation
coefficient of Scenario C.

These values can be consequently used in the (4) and
optimal deployment of RES production P ∗a (power capacity
after installation of new energy sources in specified area) can
be calculated for both areas.

P ∗1 = 869 [MW] (39)
P ∗2 = 816 [MW] (40)

Based on the results, one can observe decreasing RES in-
stallation capacity of local areas with increasing correlation
coefficient ρ1,2.

D. Scenario D

This scenario stands for the limit case from the operator’s
perspective, where full correlation of RES production between
local areas is considered (i.e. ρ1,2 = 1). All correlation
coefficients used in the calculation are included in the table V.

TABLE V
VERSION D

correlation coefficient correlation coefficient
area1 area2 between first and second areas
ρ1 ρ2 ρ1,2

0.8 1.0 1

The correlation coefficient between area1 and area2 is used
in the correlation matrix (7) which has form

R =

(
1.0 ρ1,2
ρ1,2 1.0

)
=

(
1.00 1.00
1.00 1.00

)
(41)

In this limit case, functions f (13) and h (14) are trans-
formed in form (34) and (35). For selected correlation coef-
ficients defined in the Table V, the Lagrange function (15)
is

Λ(c1, c2, λ) = −c1 · c2+

+λ ·

(
σ∗ −

√
σ2
1,base ·K2 + σ2

2,basec
2
2+

+2 · σ1,base ·K · σ2,base · c2

)
=

= −c1 · c2 + λ · (σ∗ − (σ1,base ·K + σ2,basec2)) .

(42)

Extremes are computed based on the overall tolerable stan-
dard deviation of the RES production prediction error given
by (21) and values from tables I and V by use of the (28) as
follows

c1 = 1.48 (43)
c2 = 5.02 (44)

Values of extremes (43) and (44) stand for optimal ratios
between already installed power and installed power after
installation of new RES (in local area1 and area2) with
respect correlation coefficient of the Scenario D. In next step,
these values can be used in the (4) and optimal RES production
P ∗a (power capacity after installation of new energy sources
in specified area) can be expressed.

P ∗1 = 814 [MW] (45)
P ∗2 = 753 [MW] (46)

The values are computed for extreme situation where both
local areas are fully correlated which put highest requirements
on SCR volume5.

E. Scenarios assessment

Results obtained in previous scenarios are assessed and dis-
cussed in this section. The assessment focuses on the last three
scenarios (i.e. B,C,D), where same correlation coefficients for
local areas are used (ρ1 = 0.8, ρ2 = 1). In discussed scenarios,
three values of correlation coefficient ρ1,2 are tested and the
optimal RES production deployment is computed for each
scenario. Here, a sensitivity analysis of the maximal installable
RES production to the inter-area correlation ρ1,2 is performed.
Correlation coefficient between area1 and area2 (i.e. ρ1,2) is
chosen in interval ρ1,2 ∈ 〈0, 1〉. Moreover, we analyse the
dependency of the maximal installable RES production on
the usability coefficient kc, which is selected from interval
kc = 〈0.6, 1〉.

The result of the sensitivity analysis is depicted on the figure
2. Aggregated RES power production P ∗1 + P ∗2 over both

Fig. 2. Dependency of maximal installable RES production P ∗
1 + P ∗

2 on
the correlation coefficient ρ1,2 and usability coefficient kc

areas is on y-axis while x-axis captures correlation coefficient
between local areas. On the figure, several lines for various
values of the usability coefficient kc are depicted. One can
see a linear dependence of the power capacity P ∗1 + P ∗2 on
the coefficient kc. More interesting result can be seen from
the dependency of installed power P ∗1 +P ∗2 on the correlation
coefficient between local areas ρ1,2. With increasing value of

5Because of high coincidence in RES power production.
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the correlation coefficient, maximal installable power P ∗1 +P ∗2
decrease. When correlation coefficient is ρ1,2 = 1, maximal
installed power stands for the conservative estimate from the
SCR volume point of view. If lower value of correlation
is considered, capability of fixed SCR volume to eliminate
RES production fluctuations increases and therefore increase
maximal installable RES production as well.

Suitable choice of the correlation coefficient is very impor-
tant for determination of maximal installable RES production.
Because estimates of the correlation coefficient ρ1,2 are usually
influenced by an estimation error, installed RES production has
to be lowered by usage of the usability coefficient less than 1.
Next figure 3 shows the importance of correct choice of the
correlation coefficient ρ1,2.

Fig. 3. Influence the correct choice of the correlation coefficient ρ1,2

Let us consider the situation, that correlation coefficient
is estimated to ρ1,2 = 0.73 with the absolute error of
∆ = ±0.05. If the actual value of the correlation coefficient is
ρ1,2 < 0.73, the maximal RES production potential is not fully
utilized, but SCR can balance the power network. In opposite
case (ρ1,2 > 0.73), SCR volume can not fully cover power
fluctuations caused by RES and higher levels of AS has to be
utilized.

VI. CONCLUSION

In the paper, we describes two methods that can help to
overcome current challenges cause by increasing share of
intermittent energy sources in power networks. First method
focuses on the determination of maximal RES production
that can be absorbed by power nerwork with limited SCR
volume. Second method stands for constrained optimization
problem where deployment of newly installed RES in several
local areas is optimized. Applications of both methods are
demonstrated on four case studies, which are concluded as a
sensitivity analysis of the maximal installable RES production.
In the case study, calculations of the optimal RES production
deployment under various scenarios are discussed.

Based on sensitivity analysis, several observations can be
concluded. Correlation coefficients (i.e. correlation coefficients
for local areas and correlation coefficient between local areas)
has to be considered, because strongly influences maximal

installable RES production. The influence of correlation co-
efficient for local areas (ρ1 and ρ2) is not so important, which
is demonstrated on scenarios A and B. On the other hand, the
influence of correlation coefficient between local areas ρ1,2 is
crucial, because strongly affects maximal volume of installable
RES. Correlation coefficient between areas is estimated with
an estimation error, whose influence to the power network
stability can be reduced by suitable choice of the usability
coefficient kc. Scenarios C and D extreme situation for the
impact determination of new RES installation.
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Abstract— Optimizing distribution aims at reducing the costs 
relate

 

1

Keywords— Mixed integer programming, optimizing distribution, 
single level logistic network, transportation costs.  

d to product transportation while allowing companies to satisfy 
their customers’ needs by supplying the right product, the right 
quantities at the right time and place. This paper examines a single 
level logistic network where the only medium between the warehouse 
and the customer is distribution centers. The objective of this work is 
to allocate customers to distribution centers and vehicles to travels in 
order to reduce the transportation costs by cutting down the distance 
traveled while observing the distribution centers’ storage capacities 
and guaranteeing the satisfaction of the customers’ needs. We based 
on the vehicle routing problem study to propose a mixed integer 
programming formula that can be solved using Lingo 14.0. A digital 
example will be given in the end to illustrate the practicability of the 
model.  
 

I. INTRODUCTION 
Companies that manage distribution of their goods seek to 

cut down transport costs and avoid stock shortages at their 
distribution centers.  To ensure a certain quality of customer 
service, companies have to manage the allocation of customers 
to distribution centers in a way that minimizes the costs of 
transport and considers the storage capacity of the vehicles as 
well as of the various distribution network’s nodes. 

The problem related to transport and distribution of goods 
ranges from vehicle routing problems such as the TSP 
(Travelling Salesman Problem) formulated by the 
mathematicians WR Hamilton and Thomas Kirkman in 1800 
[1], to the construction of  whole networks and thus to 
factories setting up and allocation of various nodes to 
customers [2]. Vehicle Routing Problem has been an active 
area of research; Traveling Salesman Problem (TSP) focuses 
on finding the optimal route to visit a given number of cities 
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while minimizing transportation cost [3]-[4], the Vehicle 
routing problem (VRP), which is an extension of the TSP, was 
formulated in 1959 by Danzig and Ramser [5], according to 
Laporte [6], this problem aims at building the optimal tours of 
pickup or delivery, from one or several warehouses towards a 
number of customers or cities that are geographically 
scattered, while respecting certain constraints. There exist four 
variants of the VRP [7]: VRP with Time Windows (VRPTW) 
[8], VRP with Pickup and Delivery (VRPPD) [9], the2 
capacitated VRP (CVRP) [10] and the VRP with Backhauls 
(VRPB) [11]. 

The first algorithm to solve the VRP problem, was 
proposed by Clarke and Wright in 1964 [12], and since then, 
several methods were proposed and which are either exact 
methods that allow to find an optimal solution, or approximate 
methods that allow to obtain a solution to the problem but 
which is not optimal [13]. 

Since its introduction, the formulation of several models 
aiming at the optimization of the transport costs has been 
based on the VRP. Likewise, the proposed mathematical 
model is based on the VPR and addresses the minimization of 
transport costs as well as those of storage, both being parts of 
logistic distribution. 

In the following section, we will begin by presenting our 
mathematical model, then, we will apply it to a real case and 
solve it by the Lingo 14.0 software to test its reliability. 

We consider a logistic network consisted of one plant, n 
distribution centers and m customers. The first objective is to 
allocate customers to distribution centers and vehicles to 
travels so as to minimize the distances to travel, and ultimately 
the transport costs. The second objective is to minimize the 
storage costs at the distribution centers by minimizing the 
stored quantities while respecting the daily quantities that can 
be delivered to every center and satisfy the customers’ needs. 

 
Fig. 1 A single level logistic network 

 

      Distribution optimization in a single level  
                         logistic network 
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II. MATHEMATICAL FORMULATION 
Sets 
I        : Collection of distribution centers  ,  i I∈   

 1,  2, , ;i n= …   
M     : Set of customers ,  ,j j M∈   1,  2 ;j m= …   

   T    : Set of periods ,  ,t t T∈   1,  2 ’;t t= …   

hC     : Set of vehicles vh  with a capacity h  ; 
 C      : Set of hC ; 

Parameters 

ipd     : Distance between plant p  and center i   

ijd     : Distance between center i   and customer j   

vhc      :  Transportation cost per km for a vehicle vh  

sic      : Unit cost of storage per day at distribution center i  

hn      : Number of vehicles of category hC  

vhcap  : Vehicle vh  capacity 
t

ib       : Center i  demand on day t   

ic       : Storage capacity at center i  
t

jbes  : Customer j  demand on day t  

t

istk   : Available stock at center i  on day t  
 
Decision variables  

t
ipx     : Quantity to deliver from the plant p  to center i  on 

day t  
t

ijy     : Quantity to deliver from center i  to customer j on 

day t  
 

it
vhl =   {1 if vehicle vh visits center i on day t  0 else   

          
1 if vehicle vh travels from center i to customer j 
                           on day t
0 else 

ijt
vhl

= 


 

 
We assume all parameters are nonnegative. 
Objective function 

Min
'

1
   

t
it
vhv Ch

t
ip ip

i
vh

t I
d cl x∈

= ∈

+∑ ∑∑           

'

1
    

t
ijt
vhv Ch j M

t i I

t

ij vhipy d cl∈ ∈
= ∈

+∑ ∑∑∑             

( )
'

1
  t tt

ip

t

si
t i I

i ic b stkx
= ∈

− +∑∑                                               (1)        

 

Subject to  
tt

ip i ibx c− ≤ i I∀ ∈ t T∀ ∈                                   (2) 

i

t

i

tt
ipb x stk≥ +     i I∀ ∈   t T∀ ∈                                  (3) 

1       t t tt
ipi i istk stk bx

− −= +      i I∀ ∈   t T∀ ∈             (4)  
t t

ji I ijy bes∈
=∑     i I∀ ∈    t T∀ ∈   j M∀ ∈          (5)    

h

it
vh hvh l nC∈

≤∑     i I∀ ∈  t T∀ ∈   hvh C∀ ∈        (6)    

it t
vh ip vhcapl x ≤  i I∀ ∈  t T∀ ∈   hvh C∀ ∈            (7)    

tijt
vh ij vhy capl ≤ i I∀ ∈  j M∀ ∈ t T∀ ∈ hvh C∀ ∈  (8) 

}{, 0,1it ijt
vh vhl l ∈  i I∀ ∈ j M∀ ∈ t T∀ ∈ hvh C∀ ∈ (9)    

 
The objective function (1) expresses the cost to be 

minimized and which is the sum of: 
• Travelling costs from the plant to distribution centers; 
• Travelling costs from centers to the customers; 
• Storage costs at the distribution centers.      

Constraint (2) assures the respect of the storage capacity of 
every distribution center. 
Constraint (3) assures that the daily need for every distribution 
center is satisfied. 
Constraint (4) calculates the quantity available in every 
distribution center. 
Constraint (5) assures that the daily need of every customer is 
satisfied. 
Constraint (6) assures the respect of the number of vehicles 
available in each category. 
Constraints (7) and (8) assure the respect of each vehicle 
capacity. 

III. ILLUSTRATIVE EXAMPLE 
To illustrate our model, we apply it to a network consisted 

of a single plant, 4 distribution centers and 13 customers. 
Table. I includes storage parameters. There are two categories 
of vehicles for travels linking plant to centers and two other 
categories for travels linking centers to customers. Table. II  
represents the characteristics of different vehicles, we note that 
when sending a vehicle to a center, it is completely filled, even 
if the sent quantity exceeds the center need, what explains the 
existence of stock. 

Table. III and table. IV represent respectively distances 
between plant and various distribution centers, and distances 
between the latter and customers. Tables. V and table. VI 
represent respectively the daily needs of distribution centers 
and of customers over a period of 4 days. 
 

Table. I  Parameters values 
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Table. II Characteristics of each type of vehicle vh 

 
 

Table. III Distances between the plant and distribution centers 

 
 

Table. IV Distances between distribution centers and customers 

 
 

Table.  V Daily distribution centers’ need during period T 

 
 

Table.  VI Daily customers’ need during period T 

 
 
Discussion  

We solve this problem using a Mixed Integer Linear 
Programming solver LINGO 14.0 [14] on an Acer Aspire 
ONE D255 1.00 GHz machine, running Windows 7 Starter 
Edition. Results are obtained in 0.56 seconds, and the 
objective value is 901032.1.  

Table. VII represents the optimal quantities to be sent to 
distribution centers during period T and which meet their 
needs. Fig. 2, Fig. 3, Fig. 4, and Fig. 5 represent each the 
affectation of customers to distribution centers, optimal 
quantities to be sent on every day of period T and which 
category of vehicle to use. 

We notice that obtained results respect the various 
constraints of our example, which are the storage capacity of 
distribution centers and the needs of the final customers.  
 

Table.VII Optimal quantities to be sent to the distribution centers 
during period T 

 
 

 
Fig. 2 Affectations on day 1J       

 

 
Fig. 3 Affectations on day 2J  

 

 
                   Fig. 4 Affectations on day 3J  

 

 
                     Fig. 5 Affectations on day 4J  
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IV. CONCLUSION AND PERSPECTIVES 
The number of scientific publications handling transport 

problems continues to increase, so proving the importance of 
this function of supply chain. In this paper, we investigate the 
optimization of the distribution problem, the objective is to 
minimize both the traveled distances and the storage level, and 
allocate vehicles to travels. We relied on the vehicle routing 
problem VRP to develop our mathematical formula. 
In this work, a single level logistic network is considered to 
apply our model. As perspective, we can consider a multi level 
logistic network, the model can be easily developed and 
applied in that case. 
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.  

 
Abstract— Robust design is applied in the current study 

aiming in the prediction of layer thickness deformation during 
Laminated Object Manufacturing (LOM) process. Prediction of 
layer thickness deformation is of importance for quality 
characterization and build time estimation. Eight different 
experiments, with seven process parameters each of two levels of 
detail, have been conducted following an L8 (27) orthogonal array.  
Results indicate that the layers thickness deformation is affected 
mainly by the layer thickness and heater speed.  A linear 
regression model has been applied on the experimental results 
and tested using evaluation experiments giving accurate 
predictions. 
 

I. INTRODUCTION 
n the LOM process physical prototypes are built by 
sequentially laminating, bonding and cutting 2-dimensional 

cross-sections generated by the horizontal slicing of a CAD 
model. The material used is ordinary paper with a thin layer of 
thermoplastic adhesive film on one side. The bonding process 
is accomplished by applying heat and pressure from a heated 
cylinder rolling along the sheet. Then, a laser beam is used to 
cut the area of each layer in three different sections: part 
perimeter, hatching area and supporting frame perimeter. 
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Finally, any waste material, which is formed into cubes by the 
laser, is removed once the build process is completed [1]. The 
LOM process builds large physical prototypes faster than other 
methods [2, 3] and gives sufficient quality characteristics [4], 
and tensile strength in the laminates direction [5]. On the other 
hand the LOM process exhibits sheet-bonding problems [6], 
which cause process malfunctioning, weak bonding, difficult 
disengagement between the supporting frame and part, and 
unequal dimensional accuracy on X, Y, and Z directions [7]. 
Also, the orientation of the LOM parts, as well as other 
process variables, affects the final surface quality [1-8].  This 
article examines the influence of different process parameters 
onto layer thickness deformation using the Taguchi 
experimental design and analysis [9]. Matrix experiments were 
conducted and an analysis of means (ANOM) and an analysis 
of variances (ANOVA) were carried out in order to investigate 
the LOM process parameters effect onto the layer thickness 
deformation. The process parameters tested were the layer 
thickness (LT), heater temperature (HT), platform retract (PR), 
heater speed (HS), laser speed (LS), feeder speed (FS) and 
platform speed (PS). Finally, a linear regression mathematical 
model is applied on the experimental results and it was tested 
using evaluation experiments giving accurate predictions. 

II. TAGUCHI DESIGN  
The Taguchi design method is a simple and robust 

technique for optimizing the process parameters. In this 
method, the main parameters, which are assumed to have an 
influence on the process results, are located in different rows 
in a designed orthogonal array (orthogonal matrix experiment). 
With such an arrangement randomized experiments can be 
conducted. In general, the signal to noise (S/N) ratio (n, dB) 
represents the quality characteristics of the data observed in 
the Taguchi design of experiments. In the case of layer 
thickness deformation, lower values of S/N ratios are desirable 
(smaller-the-better) and the objective function is defined as 
follows: 

Multi parameter optimization using Taguchi L8 
(27) Array - A case study on additive paper 

lamination process 
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where yi is the observed data at the ith trial and k is the number  
of trials. From the S/N ratio, the effective parameters having 
an influence on the process results can be seen and the optimal 
sets of process parameters can be determined. The set of 
process parameters and their corresponding levels which were 
used in the current experimental design are illustrated in 
Table1. The parameter levels define the experimental area of 
interest. All the other values of the control parameters and the 
LOM machine preparation procedure are described in previous 
work. [3]. The actual height (Zmax), and total number of layers 
(Nact) were measured for each experiment. Then the actual 
layer thickness (ALT) was calculated as follows: 

 
ALT=Zmax/Nact                                 (2) 
 

The layer thickness deformation (LTD) was measured by the 
formula: 

 
LTD=100*(ALT-LT)/LT (%)                                      (3) 

 
where LT is the nominal layer thickness of paper used before 
for the part production. The matrix experiment selected for this 
project is given in table 2. It consists of eight individual 
experiments corresponding to the eight rows. The seven 
columns of the matrix represent the seven parameters as 
indicated in the Table 2. The entries in the matrix represent the 
levels of the parameters. 
 

 Process Parameters Abb. Levels 

1 Layer Thickness (mm) LT 0.1 0.2 
2 Heater Temperature (oC) HT 170 190 
3 Platform Retract (mm) PR 0.3 0.4 
4 Heater Speed (mm/sec) HS 70 140 
5 Laser Speed (mm/sec) LS 150 180 
6 Feeder Speed (mm/sec) FS 50 100 
7 Platform Speed (mm/sec) PS 25 50 

Table 1: Process parameters and their levels 

 
Table 2: Matrix experiment (L8(27)) and measurements 

III. RESULTS AND ANALYSIS 
The mean values of each parameter (S/N ratios of seven 
parameters according to each level) are shown in Table 3 for 
the actual layer thickness. The higher the difference between 
the mean values the higher the effect on the quality 
characteristic. A primary goal in conducting matrix 
experiments is to optimise the product or process design – that 
is, to determine the best or the optimum level for each 
parameter. The optimum level of a parameter is the level that 
gives the lower or maximum value of quality characteristic in 
the experimental area. The effects of process parameters can 
be seen in fig. 1. The results of the analysis of variance 
(ANOVA) are shown in table 4, respectively. Based on the 
statistical analysis of the experimental results, the layer 
thickness deformation is affected by the layer thickness, hater 
speed, heater temperature, and platform retract by ((35.5%), 
(37.2%), (13.1%) and (6.5%), respectively. According to the 
ANOVA analysis, laser speed, feeder speed and platform 
speed have a minimum effect on layer thickness deformation. 
Eliminating the laser speed, feeder speed and platform speed 
for layer thickness deformation, the error variance is calculated 
at 0.0009 (Table 4).  Thus, the width of the two-standard–
deviation confidence interval, which is approximately 95 
percent of the confidence interval for each estimated effect, is: 

 

%2.40009.0
2
12 ±=⋅⋅±=e                                 (4)  

 

  LTD 

 Abb. Lev. 1 Lev. 2 
1 LTi 11.9% 4.1% 
2 HTj 10.4% 5.6% 
3 PRk 6.3% 9.7% 
4 HSl 4.0% 12.0% 
5 LSm 8.0% 7.9% 
6 FSn 6.6% 9.4% 
7 PSk 9.2% 6.8% 

.Table 3: Mean values of each parameter level 

 

Fig 1. Effect of each parameter on layer thickness deformation 
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LT 1 0.0123 0.0123 13.71 35.5% 

HT 1 0.0045 0.0045 5.05 13.1% 

PR 1 0.0023 0.0023 2.51 6.5% 

HS 1 0.0129 0.0129 14.36 37.2% 

LS 1 0.0000 0.0000 0.00 0.0% 

FS 1 0.0016 0.0016 1.77 4.6% 

PS 1 0.0011 0.0011 1.23 3.2% 

Error 0 0.0000    

Total 7 0.0347    

(Error) (3) (0.0027) (0.00090)   

Table 4. ANOVA table for layer thickness deformation 

IV. REGRESSION MODELLING AND EVALUATION  
Regression modelling uses statistical and mathematical 

methods to quantify the relationship between the process 
parameters and the quality indicator obtained. Assuming that 
the process parameters are continuous and controllable in 
experiments, the response can be expressed as follows 

 

ePSb
FSbLSbHSbPRb
HTbLTbbLTDpred

±
++++

+++=

8

7654

321

                            (5) 

where, LTDpred is the response of the layer thickness 
deformation, bi, coefficients, which should be determined, and 
e is the expected error. In general Eq. (5) can be written in a 
matrix form. 

EbXY +=                                  (6) 

where, Y is defined to be a matrix of the measured values, X to 
be a matrix of the process parameters and their products. The 
matrix b and E consist of coefficients and errors, respectively. 
The solution of Eq. (6) can be obtained by the matrix 
approach. 

YXXXb TT 1)( −=                                  (7) 

where, XT is the transpose of the matrix X and (XTX)-1 is the 
inverse of the matrix XTX. From the observed data listed in 
Table 2 and Eq. (7), the bi coefficients of the Eq. (5) are 
shown in Table 5. 

         

 

 

Coefficients  
b1 0,395369791666683 
b2 -0,817708333333344 
b3 -0,00238250000000004 
b4 0,336499999999989 
b5 0,00114785714285714 
b6 -3,16666666666520e-05 
b7 0,000563999999999994 
b8 -0,000940000000000008 

                                Table 5: bi coefficients of eq. (5) 

 

Param. Values 

LT 0.203 

HT 190 

PR 0.3 

HS 140 

LS 180 

FS 100 

PS 50 

LTD (actual) 1.9% 

LTD (predicted) 4.2% 

                                    Table 6: Evaluation Experiments 

A confirmation experiment was conducted in order to evaluate 
the above model (Table 6) and the result shows that the 
prediction is within the confidence intervals that the 
methodology gave (less than 4.2% difference between the 
actual and the predicted value). 

V. CONCLUSIONS AND FUTURE APPLICATIONS  
The layer thickness deformation was investigated according to 
an orthogonal array. The following was concluded 

− The layer thickness deformation can be predicted 
accurately using the Taguchi design of experiment 
methodology 

− The analysis of variances shows that the layer 
thickness deformation is affected mostly by the heater 
speed, layer thickness, heater temperature and 
platform retract. 

− Using the extracted regression model (eq. 5), 
predictions of the actual layer thickness can be made. 

− Using the extracted model, accurate predictions of 
total number of layers needed can be made and 
consequently the prediction of total build time is 
possible. 

Future work will incorporate the above analysis results onto 
the LOM built time algorithm, which was described in 
previous work [1] in order to improve the build time 
estimations. 
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Abstract—When dealing with extreme values estimation, the 

threshold models are often used. However, a proper threshold 
selection is one of the problems which have to be solved. In this 
paper, we concentrate on this issue in order to compare an automated 
threshold selection based on multiple-threshold model with double 
bootstrap technique based on semi-parametric estimation. A case 
study is carried out to evaluate estimations of intensity-duration-
frequency curves which represent commonly used hydrological tool. 
A special attention is also paid to the assessment of an impact of the 
series length on the estimation quality. 
 

I. INTRODUCTION 
common objective in the extreme value analysis is to gain 
information about tails of a probability distribution. This 

is necessary especially in environmental sciences and 
engineering where extreme and rare events are of interest. One 
of the main goals of an extreme value analysis is to estimate 
the T -year return level Tz , i.e. value which is exceeded on 
average once every T  years. Let nXXX ,,, 21   be a 
sequence of independent and identically distributed (iid) 
random variables and { }nn XXM ,,max 1 = . Fisher and 
Tippett [1] showed that, given a sequences 0>na  and nb , the 
only one non-degenerate distribution of properly normalized 
block maxima nnn abM /)( −  arises in the form of generalized 
extreme value (GEV) distribution with cdf  
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where 0, >ℜ∈ σµ  and ℜ∈ξ  are location, scale and shape 
parameters respectively, and ),0max( xx =+ . The shape 
parameter, also referred to as the extreme value index (EVI), 
plays a crucial role in relation to tail properties, and thus needs 
to be properly estimated.  

In practice, mostly when working with observations 
over time, a significant dependence structure is often present 
[2]. Since the estimation procedures, for example the 
commonly used maximum likelihood (ML) method, are based 
on iid observations, it is usually necessary to draw samples 
from a series that can be considered independent. A simple 
method of drawing samples consists of separating the 
underlying series into blocks. Considering a block size large 
enough (usually one year), the obtained block maxima can be 
modelled by GEV distribution [3], [4]. 

However, modeling of extremes using block maxima is 
often unsuitable for practical purposes, because it leads to an 
extensive reduction of information contained in data, 
especially if only short time series are available. Therefore, the 
extreme value analysis is often based on threshold 
exceedances. Pickands [5] showed that given a sequence nu  of 
thresholds increasing with n , the limiting distribution of 
threshold exceedances of a random variable X  is 
the generalized Pareto (GP) distribution. In practice, a high 
enough threshold u  is selected and kept fixed. The variable 

uXY −=  conditioned by uX >  is modelled by the GP 
distribution with cdf 
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where 0>−= uxy , ξ  and 0>uσ  is shape and scale 
parameter respectively. In correspondence to GEV distribution 
(1), the relation )( µξσσ −+= uu  holds. 

Although the GP-analysis allows us to make use of more 
observations than the GEV-analysis, selecting a proper 
threshold can be problematic. A threshold too low leads to 
desired smaller uncertainty in parameters’ estimates, however, 
it provides a possibly insufficient approximation by the 
limiting GP distribution, and vice versa. 

The purpose of this paper is to compare two lately presented 
approaches to the automated threshold selection – a multiple-
threshold penultimate model based on piecewise constant 
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shape parameter approximation [6], and a bootstrap-based 
methodology developed for an optimal sample fraction 
estimation [7]. Both techniques are applied to estimate 
intensity-duration-frequency (IDF) curves, which play an 
important role in hydrological risk assessment. 

II. SAMPLE DRAWING AND PROPER SAMPLE 
FRACTION IDENTIFICATION 

Continuous rainfall series with the time step of 1 minute from 
stations located in the South Moravian Region, Czech 
Republic, were used for the analysis. Since the observations 
cannot be considered independent, a pre-processing needs to 
be applied before carrying on with the analysis. The separating 
procedure involves identification of the independent rainfall 
events from which only maxima of mean intensities over 
different rainfall durations (5, 10, 15, 20, 30, 45, 60, 90, 120, 
180, 240 and 360 minutes) are considered. For the purpose of 
our study, the methodology of Madsen et al. [8] was applied, 
and the events were separated by ceasing the rainfall for period 
equal to the considered duration but at least one hour. 
Together with threshold-based modelling of extremes, this is 
the well-known peaks-over-threshold (POT) approach [3], [4]. 

Since some of the stations were established only in the last 
decades, lengths of the available series vary between 11 and 
41 years of records. We aim to study the impact of the chosen 
threshold estimation methodology on the IDF curves estimates 
with respect to the series length which can significantly 
influence the estimates [9], [10].  

A. The Multiple-Threshold GP Model 
The traditional diagnostic tool for threshold identification 
consists in graphical inspection of parameter estimates and 
their stability. Should 0u  be a proper threshold to be selected, 
then parameter estimates (changing with threshold) )(ˆ uξ  and 

)(ˆ uσ  would follow a constant and linear trend for 0uu >  
respectively [3]. Northrop and Coleman [6] proposed an 
automated method based on the mentioned properties of the 
shape parameter. In principle, they proposed a discretized 
version of testing the null hypothesis )()(: 0uuH ξξ = , for all 

0uu ≥ . 
Let muuu <<< 21  denote an increasing threshold 

sequence, Y  be an excess of 1u , and denote 1uuv ii −= , for 
mi ,,1= . The shape parameter is modelled as a piecewise 

constant function )(yξ  with change-points at mivi ,,2, = , 
i.e. 
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In order to avoid discontinuity in density of Y , the scale 
parameter is considered piecewise linear with 1σ  on interval 

),( 21 uu  (for details see [6]). Considering the threshold 1u  
first, they test the hypothesis whether a common GP model 
holds on all intervals miuu ii ,,1),,( 1 =+ , that is 

mH ξξ ==1: . Rejection of the null hypothesis attests to 
requirement of a higher threshold. Let 0θ̂  denote the sequence 

of ML estimates of shape 1ξ  and scale 1σ  parameters under 
the null hypothesis, and θ̂  the sequence of ML estimates of 

1σ  and mii ,,1, =ξ  given by (3). Northrop and Coleman 
proposed a test based on score test statistic 
 

),ˆ()ˆ()ˆ( 00
1

0 θθθ UJUS T ⋅⋅= −       (4) 
 
where )(θU  is the score function and )(θJ  is the Fisher 
information matrix. More details about derivation of the score 
function, information matrix, and likelihood function can be 
found in [6]. Provided that 2/1−>mξ [11] in each case 
the asymptotic null distribution of the statistic (1) is 2

1−mχ . 
Assume now that the lowest threshold considered is ku . 
The null hypothesis to be tested is mkH ξξ ==:  and 
the asymptotic null distribution of statistic (4) is 2

km−χ , 
1,,1 −= mk  . The p-values associated with the test indicates 

whether a threshold higher than ku  is required. 
 Once a proper value 0u  is selected, a T -year return level 

Tz  is estimated from (2) by )/(11 Tnx−  quantile of a GP 
distribution, where xn  denotes the number of observations per 
year, i.e. 
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)(/:ˆ uXPnnuu >≈=λ , where un  denotes the number of 

observations above the threshold 0u . In (5) all estimated 
parameter were replaced by their ML estimates, and the 
asymptotic confidence intervals for Tẑ  can be obtained by 
delta method [3].  

B. Bootstrap-Based Optimal Sample Fraction Selection 
A different approach to optimal sample fraction identification 
was studied by Draisma et al. [12]. This method is based on k  
largest order statistics which should in some sense balance the 
approximation by the GP distribution and properties of the 
EVI. Here, we focus on moment estimator (MoE) Mξ̂  defined 
as 
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is the j -th moment of the GP distribution, 1,2 −= nk  , and 

)()2()1( nXXX ≤≤≤   denotes the order statistics. The 
choice of a proper k  is accompanied by difficulties very 
similar to the choice of an optimal threshold in the POT 
analysis. When a high value of k  is selected, we may expect 
higher estimation precision but a weak approximation by the 
GPD which may lead to a significant bias, and vice versa. The 
optimal value 0k  balancing the bias and variation can be 
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determined only if the underlying distribution is known. As 
shown for example in [13], the limiting distribution of Mξ̂  
depends on a second-order parameter which is problematic to 
estimate. Therefore, the double bootstrap methodology 
proposed in [12] and developed in [7], [14] is used. 

Hereby, the optimal value 0k  is chosen to minimize the 
mean square error (MSE) of MoE 

 
2

0 ))(ˆE(minarg ξξ −∈ kk Mk ,     (8) 
 

although only in the asymptotic sense. The unknown EVI is 
replaced by an auxiliary estimator AUXξ  calculated as the 
third-moment estimator (see [3], page 5). 
The bootstrap methodology is used to resample B  times 
independently a sample ),,( **

1
*

nXX =X  of length nm <  
from the underlying series ),,( 1 nXX =X  of separated 
(independent) rainfall observations (see Sect. 2). For each 
replication and for all mk ,,2 = , the estimators )(ˆ* kMξ  and 

)(ˆ* kAUXξ  are evaluated. Finally, the MSE is replaced by its 
estimator 
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and minimized with respect to k . Denote the optimal value k  
which minimizes (9) by )(*

0 mk . The key step is to apply the 
bootstrap methodology twice: Firstly, for 1: nm = ; secondly, 
for 2: nm = . As derived in [12] or [7], by setting 

 nnn /)(: 2
12 = , the optimal sample fraction *

0k̂  is obtained 
using formula 
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From the theoretical point of view, 1n  should be smaller than 
n ; however, simulations show better performance if 1n  is set 
as high as possible [7]. In order to achieve better estimation 
stability, the whole double bootstrap procedure is applied 

repeatedly N  times leading to N  estimates Nik i ,,1,ˆ*
,0 =  

of optimal sample fraction (10). The estimator 0k̂  of 0k  is 
computed as median from all the bootstrapped values of *

,0
ˆ

ik . 
Once the optimal value 0k̂  is determined, shape parameter 

is estimated by MoE, and scale parameter is estimated using 
formula (see Theorem 4.3.3 in [13]) 

 
( ).ˆ1:ˆ )1()1(

)( nMnknM MMX +−= − ξσ     (11) 
 
Standard deviations of the estimated parameters are estimated 
on the basis of asymptotic normality [13]. The desired return 
level estimates are obtained from formula (5) where parameter 
estimates are replaced by the appropriate moment estimators 
and the threshold is replaced by )ˆ( 0knX

−
. 

III. RESULTS 
In this section, results for stations with the longest (Tuřany, 41 
years) and shortest (Jundrov, 11 years) series will be 
presented. Both stations are located in the highly urbanized 
area of Brno, the second largest city in the Czech Republic. 

In multiple-threshold GP (MT-GP) model (Sect. 2.1), 
a balance between the level of discretization and the estimation 
quality has to be found. On one hand, it is good to set m  as 
high as possible in order to ensure a reasonable approximation 
of the shape parameter by piecewise linear function. On the 
other hand, too high values imply either high variability 
or even convergence problems of the ML method. Since the 
value of m  can significantly influence rejection of the tested 
hypotheses, a mode complex study should be carried out in 
order to assess this difficulty. In our case, we choose a 
defensive approach regarding several proposals in [6], and we 
set m =10, 20, and 40 thresholds between 10% and 99.5% 
sample quantile for all stations and rainfall durations. For all 
values of m , the value )(0 mu  is selected as the lowest 
threshold that ensures the validity of the null hypothesis at the 
significance level of 0.05. Then the optimal threshold is 
chosen as ))((max 00 muu m= . In Fig. 1., typical results 

                      
Fig. 1 Obtained p -values of tested hypotheses at Tuřany (a) and Jundrov (b) Station for various values of m . Horizontal dashed line 
shows significance level of 0.05. 
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obtained from testing the null hypothesis at various thresholds 
are visualized, specifically the p -values obtained from 
limiting 2χ  distribution are plotted against the considered 
thresholds. 

Further, ML estimates of parameters of the GP distribution 
were calculated for all threshold values. Their variances were 
established on the basis of asymptotic normality, and 
confidence intervals of return levels were calculated using the 
delta method [3]. 
Next, an optimal sample fraction using the double bootstrap 
methodology (Sect. 2.2) was determined. We set 1000=N  
and 250=B  bootstrap replications, which were considered 
sufficient (see [14]). As it was mentioned before, it is 
convenient to set the value of 1n  as high as possible providing 

nn <1 . In our study, we use  995.0
1 nn =  (see [7]). The 

optimal sample fractions estimated using the MT-GP model 
and the double bootstrap methodology are summarized in 
Tables I and II. Notice that use of the MT-GP model leads to 
lower ‘thresholds’ implicating larger sample fraction meant for 
the analysis. 

Dependency of the parameter estimates on the selection of 
k  largest order statistics is visualized in Fig. 2. On one hand, 

setting value k  low provides better approximation of the 
limiting GP distribution. However, it can be seen that it is 
loaded with higher uncertainty. On the other hand, high k  
leads to a significant bias. The standard deviations of shape 
parameter estimates are presented in Table III. It can be seen 
that the moment estimate is burdened with higher variability 

than that based on the MT-GP model. A similar behavior was 
observed in case of the scale parameter. 

On the basis of estimated parameters, return levels of 5, 10, 
20, 50, and 100-year events were calculated. Similar results 
were obtained by both approaches in case of the Tuřany station 
(long series) and lower (< 30 minutes) rainfall durations. For 
longer rainfall durations, return levels estimated using the MT-
GP approach overestimate the bootstrap-based estimates. In 
case of the Jundrov station (short series), the MT-GP approach 
gives higher estimates than the bootstrap-based one for all 
rainfall durations. The bootstrap-based estimates provide 
narrower confidence intervals for the estimated IDF curves as 
documented in Fig. 3. 

IV. CONCLUSION 
In this paper, two automated threshold selection procedures 
were introduced, compared and used for IDF curves 
estimation. It was shown that moment estimates of the GP 
distribution parameters are burdened with higher variability 
than those based on the MT-GP model. However, the 
bootstrap-based estimates provide narrower confidence 
intervals for the IDF curves. Readers can also get an idea 

about the width of the confidence intervals when dealing with 
estimation of long-time events in situations where only short 
rainfall series are available. Although the automation of proper 
sample fraction identifications through the double bootstrap 
technique is very comfortable, it is more demanding in terms 
of computing. To properly compare both threshold selection 

Table I Tuřany Station. Number of observations obtained by the double bootstrap ( 0k̂ ) and the MT-GP model ( un ). 

Duration [min] 5 10 15 20 30 45 60 90 120 180 240 360 

0k  174 186 243 215 209 111 111 225 245 186 221 278 

un  423 540 418 556 725 776 804 807 777 740 725 689 

unk /0  0.41 0.34 0.58 0.39 0.29 0.14 0.14 0.29 0.32 0.25 0.30 0.40 

 

                      
Fig. 2 Dependency of moment and ML estimators of shape (a) and scale (b) parameters on the sample fraction for 30-minutes rainfall at 
Tuřany station. Vertical lines visualize the optimal values of k (solid) and un (dashed). 
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procedures, a thorough simulation study needs to be carried 
out. 
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Fig. 3 Estimated 100-year return levels at Tuřany (a) and Jundrov (b) stations with their 95% confidence intervals; logarithmic scale on 
both axes. IDF curves were obtained using the non-linear regression. 

Table II Jundrov Station. Number of observations obtained by the double bootstrap ( 0k̂ ) and the MT-GP model ( un ). 

Duration [min] 5 10 15 20 30 45 60 90 120 180 240 360 

0k  56 41 44 50 69 70 83 105 90 103 115 120 

un  192 205 210 211 207 216 191 194 197 205 206 196 

unk /0  0.29 0.20 0.21 0.24 0.33 0.32 0.43 0.54 0.46 0.50 0.56 0.61 

 

Table III Proportions of estimated standard deviations for shape parameters (MoE/MT-GP)  at both stations. 

Duration [min] 5 10 15 20 30 45 60 90 120 180 240 360 
Tuřany 1.32 1.46 1.24 1.37 1.41 1.94 2.06 1.61 1.62 1.86 1.62 1.50 
Jundrov 1.15 1.47 1.45 1.47 1.26 1.36 1.25 1.12 1.31 1.30 1.18 1.17 
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Using Random Hypernets for Reliability Analysis
of Multilayer Networks

Alexey Rodionov, and Olga Rodionova

Abstract—The general approach to constructing structural
models of non-stable multi-level networks is proposed. This
approach is based on hypernets relatively new mathematical
object, which is successively used for modeling different multi-
level networks in the Institute of Computational Mathematics
and Mathematical Geophysics SB RAS, Russia, for last 30
years. Hypernets allow standard description of neighboring
levels interconnection in a mathematically correct way. Using
this mathematical object allows easy modifications of data with
model changing and/or development and efficiently organize data
search for different computational or optimization algorithms.
Optimization of mapping of secondary (logical) network onto
structure of unreliable primary (physical) network is considered
as example.

Index Terms—multilevel networks; modeling; hypernets, reli-
ability analysis

I. INTRODUCTION

RANDOM graphs and hypergraphs are usually used for
the reliability analysis of unreliable networks [12], [13],

[15]–[18], etc. This model seems quite appropriate as a struc-
tural model for analysis of structural and functional reliability
of information networks: failures of nodes or links are sim-
ulated by removal of correspondent vertexes or edges (arcs)
of a random graph with given probabilities, or by reducing
their throughputs. At the same time, in many cases modeling
network by a random graph is not sufficient, which can be
shown by the following example of two-level network. Let us
have a cable network that is presented by a graph G1, and
let us have some data-transferring network realized inside it.
This network can be presented by some graph G2, that not
necessarily coincides with G1. We will name G1 as primary
network (PN) while G2 we will name secondary network (SN).
Laying of G2 into G1 may be done by different ways (if G1

is not a tree). Thus, we have some mapping of links of SN
onto paths constructed from links of PN (further, we will
name these links as branches). Obviously, failure or change
of throughput of a branch may lead to failure or change of
throughput of several SNs links or may not touch any of them
at all. So, for analyzing multi-level networks more complicated
models than random graphs are needed.

We can find different descriptions of such models: bigraphs
[1], sandwiching graphs [2], graphs with different kinds of
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the Presidium of Russian Academy of Science.

Alexey Rodionov is with the Institute of Computational Mathematics and
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edges [3], descriptions on the application level [4]–[6], layered
complex networks (LCN) [7], etc. All these models take into
account different connections between layers, but all of them
(may be excluding LCN) are not universal. Even LCN model
consider mapping of neighbor layers only. Yet for more than
30 years the hypernet model is successively used for modeling
multi-layer embedded networks of different nature in several
Russian, Kirghiz and Kazakh universities. Unfortunately, until
now most of papers and books with description of the model
and its applications are in Russian (main monograph is [8]),
but there are some conference publications in English in which
the hypernet models are used also [9]–[11]. Hypernets allow
adequately describe multilevel networks with an arbitrary
number of levels. In this paper we discuss the simplest case
of two-level networks and its usage for reliability analysis and
optimization.

II. RANDOM HYPERNET MODEL SPECIFICATION

General description of a hypernet model is given in [8].
Here concept of abstract hypernet is formally presented that
describes multi-level network in general case, each layer
is presented by a hypergraph. In partial case hypergraphs
retrograde to graphs and we have simple multi-level hypernet.
For the purpose of this paper the concept of two-level hypernet
or simply hypernet is enough.
Definition: Hypernet H = (X,V,R;P, F,W ) consists of the
following objects (see Fig.1):
X = (x1, . . . , xn) – the set of vertexes;
V = (v1, . . . , vm) – the set of branches (edges of the graph

of a primary network);
R = (r1, . . . , rg) – the set of edges (edges of the graph of a

secondary network);
P : V → X × X – the mapping that defines graph PN =

(X,V ) named a primary network;
W : R → X × X – the mapping that defines graph SN =

(X,R) named a secondary network;
F – the mapping that assigns to each element r ∈ R the set

F (r) ⊆ V of its branches (route in graph PN =
(X,V )).

The incidence and adjacency in PN and SN are defined
similar to those for graphs, while mapping F gives these
concepts for a hypernet in a whole.

In many cases several secondary networks are embedded
in a single primary network, for example one cable network
may be used for public phone network, cable TV and Internet;
several independent working groups can use the same LAN
and so on. For modeling such situations the extension of
hypernet named S-hypernet is used (see Fig. 2)
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Figure 1. Illustration to the hypernet definition: PN is the primary network;
the shadowed vertexes {1, 3, 4, 6} form the set of vertexes that belongs to
SN ; SN is the secondary network (that is a complete graph in our case); H
is the hypernet (SN is mapped to the PN )

Figure 2. Illustration to the S-hypernet definition: PN is the primary network;
vertexes {1, 3, 4, 6} form the set of vertexes that belongs to SN1 and vertexes
{1,2,5} form the set of vertexes that belongs to SN2, both are complete
graphs); SH is the S-hypernet (SNs are mapped onto the PN )

Random hypernet is random realization of feasible sextuple
H. We consider the following cases:

1) Fixed PN with given probabilities of existence of vi,
that corresponds to unreliable physical network with
reliable nodes and unreliable links; SN and F are fixed.
This model suits for the case of long-term interconnec-
tions.

2) PN and SN are fixed, F is random (randomly chosen
feasible mapping). This model better suits case of short-
term interconnections.

First model allows analyze probabilistic connectivity of a
logical network at possible failures of channels of a physical
one, which may occur as because of natural reasons, as
anthropogenic ones.

III. SOLVING RELIABILITY PROBLEMS WITH HYPERNETS

In [19] we discuss some improvements of well-known
factoring method [20] for calculating reliability of a random
graph. These improvements could be adopted for calculating
reliability of SN . Factoring is executed by states of unreliable
elements of PN (branches in our case) while connectivity of
SN is checked. Thus we have:

R(SN) = pijR(SN |vij works) + (1− pij)R(SN |vij fails),

where pij is a reliability of a branch vij. When calculating
first summand, nodes xi and xj are contracted into one new
node, while when calculating second summand the branch
vij is simply removed. On the other hand, in some cases the
following direct equation may be more convenient:

R(SN) =

g∑
i=0

Ci
g∑

j=1

AijI(SNij).

Here Aij is a probability of an event corresponding to real-
ization of j-th mode of removal exactly i branches from PN ,

SNij - corresponding to this event remaining part of SN ,
and I(SN) - indicator function, 1 if SN is connected and 0
otherwise. For highly reliable branches this equation may be
used for lower approximation of SNs reliability by stopping
summation at some g < g. If reliabilities of all branches are
equal to some p, we can obtain a reliability polynomial for
SN :

R(SN, p) =

g∑
i=0

Bip
g−i(1− p)i.

where Bi number of connected realizations of SN when
exactly i branches are removed from PN . Examination of
this polynomial may help in choice of best mapping of SN
onto unreliable PN .

Two possible mappings of a tree-like SN onto cyclic PN
are presented in the Fig.3. Mappings differs in placement of
SNs nodes into nodes of PN , shortest paths realize edges.
Comparison of polynomials shows that second mapping is
better for all p (see Fig.4).

Figure 3. Two possible mappings of SN onto PN

Second model (random mapping) is harder to analyze as it
assumes averaging of reliability indices by all possible map-
pings and so requires exhaustive search for exact calculation
or Monte-Carlo method for approximate one. In the last case,
using Hypernet model allows unification of data presentation
and storage. When modeling one must take into account that
if there are some restrictions on PN or SN , then mapping is
not always possible. For example, throughput limitations on
branches of PN may not allow realize all edges of SN , or
there may be limitation on a number of branches realizing an
edge and so on.

IV. DISCUSSIONS

In this paper, we discuss possible usage of the Hypernet
model for analyzing multi-layer network reliability. Possible
advantages of using this model are greater. First to all it gives
general means for describing multi-layer network structure,
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Figure 4. Reliability polynomials for SN in case of different mappings

then it allows designing algorithms that are more effective
and solving problems that are impossible or hard model by
other means. Our further researches in this direction concerns
constructing models of multi-service sensor networks and
networks in which several networks of upper level may exist
inside one network of lower one.
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Abstract—In this paper, we propose the mathematical model to 
study the endemic of Influenza in Thailand. The aims of the research 

are to study and analyze the epidemiology of Influenza in Thailand 

by using the mathematical modeling. The data from the annual 

number of cases reported to the Division of Epidemiology, Ministry 

of Public Health during the period 1997-2013 are analyzed. We 

construct the system of nonlinear differential equations for two 

models. The first one, we divide the human population into four 

groups: the susceptible human, infectious human, the recovered 

human who are totally immune to the strain and the recovered human 

who are partially immune to that strain classes. For the second model, 

we enlarge the model by considering the incubation period. The 

standard dynamical modeling method are applied to determine the 

behaviors of solutions to each model. The conditions required of the 

parameters for the disease free and endemic equilibrium states to be 

local asymptotically stable is obtained. Numerical simulations are 

seen to support the theoretical predictions. The alternative way to 

control the outbreak of this disease in Thailand are suggested in our 

research. 

 

Keywords—Influenza, Mathematical Modeling, Nonlinear 

Differential Equations, Numerical Simulation.  

I. INTRODUCTION 

NFLUENZA or the flu is a common respiratory disease 

caused by influenza virus. Influenza is spread from person to 

person when droplets of moisture from a person with influenza 

are spread through the air when that person coughs, sneezes, 

talks and hands touching eyes, mouth or nose [1]. It caused by 

influenza virus which  are of three types A, B and C [2]. Types 

A and B being clinically important. Different strains dominate 

from year to year. The symptoms usually start with sudden 

onset of chills, shakes, headache, muscle aches, fever and dry 

cough. The respiratory symptoms then become more 

prominent. People of all ages are susceptible to the flu. 
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Symptoms appear typically 1 to 3 days after exposure to 

respiratory droplets from an infected person. Usually the 

diagnosis is based on the appearance of specific signs and 

symptoms of influenza. Confirmation can be achieved through 

laboratory testing of throat specimens or blood samples.     

Thailand is situated in Southeast Asia, which is bordered to 

the north by Burma and Laos, to the east by Laos and 

Cambodia, to the south by the Gulf of Thailand and Malaysia 

and to the west by the Andaman Sea and the southern 

extremity of Burma.   Thailand is divided into four geographic 

regions, North, Central, South and Northeast. The country of 

513,000 square kilometers. In Thailand, the influenza patients 

have been reported a total of 809,989 cases between 1997 and 

2013. The peak of influenza endemic top in 2009 and the peak 

in Trang province between 1997 to 2013.  

 
Fig. 1  Geographical distribution of the top ten of provinces by the 

incidence rate of influenza in 2013, Thailand [18] 
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Fig.2  Geographical Trang Province which has the peak of influenza 

          cases by average mean between 1997 and 2013 [3-18] 

 

 

 
Fig. 3 The number of Influenza cases between 1997 and 2013, in  

            Thailand [3-18] 

 

 

 

 

 
Fig. 4 Time distribution of Influenza outbreaks in Thailand (average  

          mean in period 1997 – 2013 ) [3-18]  

 

Influenza is a seasonal disease in temperate regions. Most 

cases in Thailand occur during the rainy months between July 

and September. Fig. 4 shows the time distribution of the 

influenza outbreak in humans in Thailand [3-18]. The disease 

activity starts at the beginning of the rainy season (July), peak 

in August. Most of the influenza outbreaks is in Trang 

province (average mean from 1997-2013). Trang province is 

in the south region of Thailand. 

Several researchers such as Andreasenv et al. [19], in 1997, 

they develop a model that describes the dynamics of a finite 

number of strains that confer partial cross-protection among 

strains. The immunity structure of the host population is 

captured by an index-set notation where the index specifies the 

set of strains to which the host has been exposed. In 1999, Lin 

et al. [20], analyze an epidemiological model consisting of a 

linear chain of three co circulating influenza A strains that 

provide hosts exposed to a given strain with partial immune 

cross-protection against other strains. In the extreme case 

where infection with the middle strain prevents further 

infections from the other two strains. In 2002, Earn et al. [21], 

they developed mathematical and computational models that 

elucidate many properties of multi strain systems.  The 

theoretical insights are also required to simplify model 

structures and facilitate predictions that can be tested with 

accessible data. In 2004, Alexender et al. [22], they construct a 

deterministic mathematical model to study the transmission 

dynamics of influenza. The model is analyzed qualitatively to 

determine criteria for control of an influenza epidemic and is 

used to compute the threshold vaccination rate necessary for 

community-wide control of influenza.  

In this paper, we compare the behavior of the transmission 

of influenza virus by formulating the mathematical models. 

There is no incubation period condition in the first model. The 

second model, we take the incubation period into the model.  

II. MATHEMATICAL MODELS AND ANALYSIS  

A. The First Model  

To compare the endemic of Influenza in Thailand for two 

models, the initial model, we construct a system of nonlinear 
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differential equations and divide the human population (no 

effect of incubation period) into 4 groups: the susceptible 

human, infectious human, the recovered human who are totally 

immune to that strain and the recovered human who are 

partially immune to that strain classes.  

Let  

S    be the number of susceptible human, 

I    be the number of infectious human, 

R   be the number of recovered human who are totally 

immune to that strain , 

C    be the number of recovered human who are partially 
immune to that strain classes. 

The dynamics of the model for the pandemic influenza with 

no effect of incubation period can be described by the 

following equations 

 n

dS
B N ( I)S

dt
= − µ + β ,            (1) 

dI
SI ( )I

dt
= β − µ + α ,             (2) 

dR
I ( )R

dt
= α − µ + δ ,             (3) 

dC
R C

dt
= δ − µ                (4) 

with the conditions  N S I R C= + + +  

where  

N   is the total of human population, 

nB  is the birth rate of human population, 

µ    is the natural death rate of human population, 

1β   is the transmission rate which the susceptible human 

population become to infectious human, 

α   is the transmission rate which the infectious human 
population become to the recovered human who are totally 

immune to that strain, 

δ   is the transmission rate which the recovered human 
who are totally immune to that strain become to the recovered 

human who are partially immune to that strain classes. 

The total number of human population is assumed that 

constant. So the rates of change for the total human population 

is equals to zero. Then we obtain nB = µ  and we normalize 

(1) to (4) by letting 
*S S N=  , 

*I I N= , 
*R R N=  and 

*C C N=  then our equations become 

*
* *

1

dS
( I N)S

dt
= µ − µ + β ,           (5) 

*
* * *

1

dI
S NI ( )I

dt
= β − µ + α ,          (6) 

*
* *dC
R C

dt
= δ − µ               (7) 

with the condition 
* * * *R 1 S I C= − − −  

B. Disease free equilibrium and endemic equilibrium states 

of the first model 

The model (5) to (7) has exactly one disease free equilibrium 

state 
1E (1,0,0)=  in the region ε  when 
* * * * * * * * * *{(S , I ,C ) S , I ,C 0, S I R C 1}ε = ≥ + + + = . 

We use the next generation matrix approach as described in 

[23-24] to define the basic reproductive number b1R , b1R  as 

the number of secondary infections that one infectious 

individual would create over the duration of the infectious 

period in the presence of vaccination, provided that everyone 

else is susceptible. It occur when b1R 1≤ . From our model, 

we have the endemic equilibrium state 
2E  when  

�2E (S, I,C)= ɵ ɵ  which 

S 1 (1 hI)= +ɵ ɵ  ,               (8) 

I (h A) Ah= −ɵ ,              (9) 

�C (( I)(h(1 I) 1)) (( )(1 hI))= δ − − δ + µ +ɵ ɵ ɵ    (10) 

where 1h N= β µ ,A ( )= µ + α µ  and it occur when 

b1R 1> . 

C. Stability of the disease free and endemic equilibrium 

states of the first model 

For the local stability analysis of disease free equilibrium state, 

the linearized systems of (5) to (7) around 
1E . The Jacobian 

of linearized is  

1E

(1,0,0)

h 0

J 0 h A 0

−µ −µ 
 = µ − µ 
 −δ −δ −δ − µ 

  .   (11) 

The characteristic equation of 1E
J  is as follows: 

( )( A h)( ) 0.µ + λ µ + λ − µ δ + µ + λ =      (12) 

Then we have the negative three roots, 1λ = −µ , 

2λ = −µ − δ  and 3 (h A)λ = µ − when b1R h A 1= < . 

Hence by Hurwitz’s criteria we have established the following 

result. 

 For the endemic equilibrium state, we analyze the local 

stability by linearizing systems (5) to (7) around 
2E , then we 

have the Jacobian  

     

�

2E

(S,I,C)

( hI) hS 0

J hI hS A 0

 − µ + µ −µ
 
 = µ µ − µ
 −δ −δ −δ − µ   ɵ ɵ

ɵ ɵ

ɵ ɵ . (13) 

The characteristic equation for the endemic state is given by 
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2

1 2( )( a a ) 0λ + δ + µ λ + λ + =       (14) 

when 

1a (1 A hI hS)= + + − µɵ ɵ and  
2

2a (A AhI hS)= + − µɵ ɵ . 

The eigenvalues of (14) are 1λ = −δ − µ  ,  
2

1 1 2

2

a a 4a

2

− − −
λ =  and 

2

1 1 2

3

a a 4a

2

− + −
λ = . 

3 0λ <  when h A> . So that the stability of the endemic 

equilibrium point by using Routh-Hurwitz criteria, we found 

that the endemic equilibrium state is locally stable  when 

b1R h A 1= > . 

D. The Second  Model  

For the second mathematical model, we consider the time of 

incubation period when the susceptible human become to 

exposed human population and we consider the re-infection in 

recovered human population. The dynamic of human 

population can be described by the following equations 

n 2

dS
B N C ( I)S

dt
= + γ − µ + β ,        (15) 

2

dE
SI ( )E

dt
= β − µ + φ ,           (16) 

dI
E ( )I

dt
= φ − µ + α ,            (16) 

dR
I ( )R

dt
= α − µ + δ ,            (17) 

dC
R ( )C

dt
= δ − µ + γ             (18) 

where 

S    be the number of susceptible human, 

E   be the number of infectious human which in the 
incubation period (exposed human population), 

I      be the number of infectious human, 

R   be the number of recovered human who are totally 

immune to that strain , 

C    be the number of recovered human who are partially 
immune to that strain classes. 

N   is the total of human population, 

nB  is the birth rate of human population, 

µ    is the natural death rate of human population, 

2β   is the transmission rate which the susceptible human 

population become to exposed human, 

φ   is the transmission rate which the exposed human 
population become to infectious human, 

α   is the transmission rate which the infectious human 
population become to the recovered human who are totally 

immune to that strain, 

δ   is the transmission rate which the recovered human 

who are totally immune to that strain become to the recovered 

human who are partially immune to that strain classes. 

γ   is the transmission rate which the recovered human 
population become to re-infection again (in susceptible  human 

population). 

       Introducing the proportion 
*S S N= , 

*E E N= , 

*I I N= , 
*R R N=  and 

*C C N=  and with the 

conditions 
* * * * *R 1 S E I C= − − − − . The previous (15)-

18) become  

    

*
* * *

2

dS
C ( I N)S

dt
= µ + γ − µ + β ,   (19) 

    

*
* * *

2

dE
NS I ( )E

dt
= β − µ + φ ,    (20) 

    

*
* *dI
E ( )I

dt
= φ − µ + α ,    (21) 

   

*
* * * * *dC

(1 S E I C ) ( )C
dt

= δ − − − − − µ + γ  .    (22) 

E. Disease free equilibrium and endemic equilibrium states 

of the second model 

The model (19) to (22) has two equilibrium states. This gives 

the disease free equilibrium state 
1E (1,0,0,0)=  and the 

endemic disease equilibrium state � �2E (S,E, I,C)= ɵ ɵ  where 

�1 jC
S

1 hI

+
=

+
ɵ

ɵ
,                (23) 

�
�hI(1 jC)

E
(1 k)(1 hI)

+
=

+ +

ɵ

ɵ
,             (24) 

�(1 jC) 1
I
( )(1 k) h

φ +
= −

µ + α +
ɵ ,           (25) 

� �C (1 S E I)
( )

δ
= − − −

δ + µ + γ
ɵ ɵ         (26) 

which 2Nh
β

=
µ

, j
γ

=
µ
 and k

φ
=

µ
. 

F. Stability of the disease free and endemic equilibrium 

states of the second model 

The local stability of disease free equilibrium solutions can be 

examined by linearizing  (19) to (22) around 
1E . This gives 

the Jacobian matrix as follow 

1E

(1,0,0,0)

0 h j

0 ( k ) h 0
J

0 k ( ) 0

j

−µ −µ µ 
 − µ + µ µ =
 µ − µ + α
 
−δ −δ −δ −δ − µ − µ 

 

 (27) 

The characteristic equation for the disease free is given by 
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2

1 2( )( j )( b b ) 0λ + µ + δ λ + µ + µ λ + λ + =    (28) 

when  1b (2 k)= α + + µ  and  
2

2b (1 k) (1 k hk)= αµ + + µ + − . 

The eigenvalues of 1E
J are 1λ = −µ − δ , 2 jλ = −µ − µ , 

2

1 1 2

3

b b 4b

2

− − −
λ =  and 

2

1 1 2

4

b b 4b

2

− + −
λ = . 

4 0λ <  when b2R ( hk) (( )(1 k)) 1= µ α + µ + < . So 

that the stability of the disease free equilibrium state is locally 

stable by using Routh-Hurwitz criteria . 

For the endemic equilibrium state of second model, we 

analyze the local stability by linearizing systems (19) to (22) 

around 
2E , then we have the Jacobian  

� �

2E

(S,E,I,C)

( hI) 0 hS j

hI ( k ) hS 0
J

0 k ( ) 0

j

 − µ + µ −µ µ
 
 µ − µ + µ µ=  µ − µ + α 
 −δ −δ −δ −δ − µ − µ  ɵ ɵ

ɵ ɵ

ɵ ɵ  

                                                  (29) 

The characteristic equation for the endemic state is given by 
4 3 2

1 2 3 4a a a a 0λ + λ + λ + λ + =       (30) 

when 
2

4a ((1 j k jk hI(1 j k)) (1 hI)(1 j)(1 k)= µ + + + + + + αδ + + + + αµɵ ɵ

       (1 j)(1 k h(I kI kS)) ( )),+ + + + + − µ δ + µɵ ɵ ɵ  

3a ((2 hI j k)) (3 2 j 92 j)k= µ + + + αδ + + + +ɵ     

       hI(2 j k)) ((3 2j (2 j)k+ + + αµ +µ + + +ɵ  

        hI(2 j k) hkS) (4 3j 3k 2 jk+ + + − δ + + + +ɵ ɵ  

        hI(3 2j (2 j)k) h(2 j)kS) ))+ + + + − + µɵ ɵ , 

2a (3 hI j k)( ) ( jk 3(2 j k)= αδ + + + + α + δ µ + + + +ɵ  

        
2hI(3 j k) hkS)+ + + − µɵ ɵ , 

1a (4 hI j k)= α + δ + + + + µɵ . 

The stability of the endemic equilibrium state can be 

determined without solving the actual values of eigenvalues by 

using the Routh-Hurwitz criteria. So the four conditions of 

Routh-Hurwitz criteria for local asymptotical stability in 
th4  

order characteristic polynomial equation are 

i)   
1a 0> ,                 (31) 

ii)   
3a 0> ,                 (32) 

iii)  
4a 0> ,                 (33) 

iv)  
2 2

1 2 3 3 1 4a a a a a a> + .            (34) 

After we check the stability of the endemic equilibrium state, 

we found that the endemic equilibrium state is locally stable  

when b2R ( hk) (( )(1 k)) 1= µ α + µ + > .  

III. NUMERICAL RESULT 

In this study, we are interested in the endemic of influenza 

virus in Thailand. Numerical solutions are presented 

comparing used the real data from 1997 to 2013. The values of 

certain parameters of the model such as the birth rate, the 

death rate and the total of human population, were obtained 

from the demographic data of Thailand. They are 1/ 70µ =  

per year, which corresponding to a life expectancy of 70 years; 

N 62,644,913= , 0.5φ = and 0.75δ =  [25]-[26].  

 

 

 
 

 
Fig. 5 Numerical solution of (5) to (7) yield the time series solutions    

          of the proportion susceptible , infectious and recovered human   

          populations. Values of parameters are 1 0.0001β = ,   

         117.32α = and  0.75δ = .   �(S, I,C) (0.018730,=ɵ ɵ  

        0.000119,0.962811) . 
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Fig. 6 Numerical solution of (19) to (22) yield the time series   

        solutions of the proportion susceptible, exposed, infectious and   

         recovered human populations. Values of parameters are      

        1/ 70µ =  ,  2 0.00005β = ,  0.5γ = , 0.5φ =  

        117.32α = and  0.75δ = .   � �(S,E, I,C) (0.0385304,=ɵ ɵ  

   0.041905, 0.000178, 0.545425)  

IV. DISCUSSION AND CONCLUSION 

In our paper, we analyze the endemic influenza in Thailand 

by using the real data between 1997 and 2013. The numerical 

simulations for two mathematical models have different 

behaviors. Fig. 5 shows time series solution when there is no 

the effect of incubation period and re-infection in human 

population. Fig. 6 shows time series solutions when there is the 

effect of incubation period and re-infection. The values of 

parameters are satisfied Routh-Hurwitz criterions for the 

endemic equilibrium states.  

 Moreover, we consider the basic reproductive number in 

each model. For the first model which no effect of incubation 

period   

1
b1

N
R

( )

β
=

µ + α
              (35) 

which shows that the number of secondary case from 

infectious human with influenza no effect of incubation period 

depend on the transmission rate which the susceptible human 

population become to infectious human, the total of human 

population and the transmission rate which the infectious 

human population become to the recovered human who are 

totally immune to that strain. Because of the natural death rate 

of human population is constant (almost unchanged) . For the 

second model, we consider the time of incubation period when 

the susceptible human become to exposed human population 

and we consider the re-infection in recovered human 

population. Then we have the basic reproductive number 

  b2R ( hk) (( )(1 k))= µ α + µ +       (36) 

                      2 N

( )( )

β φ
=

µ + α µ + φ
 

which its value depend on the transmission rate which the 

susceptible human population become to exposed human, the 

transmission rate which the exposed human population become 

to infectious human, the total human population and the 

transmission rate which the infectious human population 

become to the recovered human who are totally immune to that 

strain. In the second model has the proportions of the 

susceptible human and infectious human are higher than the 

first model which no effect the incubation period.   

 The most important thing in mathematical models in this 

study is to understand how influenza spreads in the real world 

and how various complexities affect the dynamics for 

searching the method to prevention and control the endemic of 

influenza in Thailand.  
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Partial discretization method for stability analysis 
of dynamic systems 

 
L.Khajiyeva, Askat Kudaibergenov, Askar Kudaibergenov 

  
Abstract – This paper investigates stability of motion of elastic 

systems with nonlinear characteristics. Model of steady motion of 
elastic systems in the absence of oscillatory processes is considered. 
The model is based on Lyapunov stability criterion. Analysis of the 
perturbation equation is carried out by use of the partial discretization 
method. Partial discretization of the Hill equation in a class of 
generalized functions (Dirac's delta function) is employed to 
considerably simplify the Hill parametrical equation and obtain its 
quasi-analytical solutions. Efficiency of the offered method is shown 
on the example of stability of resonant oscillations of physically 
nonlinear systems. 

 
Keywords – Nonlinear system, partial discretization 

method, resonance, stability. 

I. INTRODUCTION 

This paper considers the issues of stability of motion of 
nonlinear mechanical systems and methods of their analysis 
which is of practical interest.  

Stability of motion is one of the main problems of modern 
machinery dynamics. Under the influence of large inertial 
forces and technological loadings in links of machines as a 
result of their elastic deformation, difficult oscillatory 
processes connected with modulation of frequencies and 
emergence of resonant phenomena occur. These undesirable 
processes significantly affect strength characteristics of 
separate elements, and also functionality of machines. 
Misalignment of links and their deviation from the set 
trajectories can be observed. Therefore, as well as in the 
previous works [1]-[2], steady motion of mechanical systems 
is considered as their movement in the absence of oscillatory 
processes. 

Research of stability of motion of mechanisms and 
machines depends on a choice of their dynamic model. Widely 
used model of motion of machinery elements as absolutely 
rigid, considerably narrows a framework of its application. As 
a rule, it is research of quasi-static and to resonant modes of 
motion. However, this model is only the first approximation 
for the majority of problems. 

Nonlinear dynamic models of machines taking into account 
deformability of links are of the greatest interest. In [3]-[6] 
models of machine motion were developed assuming all links 
to be elastic. Their geometrical and physical nonlinearity was 
considered. Connection between elastic displacements of links 
was considered through reactions in hinges of adjacent links. 
Nonlinearity of models can cause resonances on sub- and 
ultra-frequencies. Therefore, ensuring steady motion of system 
depends on identification and elimination of frequencies 
causing resonant vibrations from operating modes. 

Most research on stability of periodic oscillations was 
performed by use of asymptotic methods and methods of small 
parameter. They are quasi-linear and quasi-Lyapunov systems 
[7]-[9], etc. By means of Lyapunov's function at rather rigid 
restrictions on degree of nonlinearity, conditions of asymptotic 
global stability were obtained. 

Among works on research of parametrical instability of 
nonlinear mechanical systems works of S. Hayashi [10], 
A.Tondl [11], W. Szemplinska-Stupnicka [12], etc. are well-
known. In [13] questions of stability of periodic oscillations of 
a nonlinear system without restrictions on the size of its 
nonlinearity and nonautonomous terms were studied. 

The objective of this paper is performing stability analysis 
of nonlinear dynamic deformable systems for elimination of 
dangerous oscillations from operating modes. 

II. DYNAMIC MODELS  
One method for solving problems of dynamics of elastic 

systems is reducing the dimension of equations of motion by 
applying well-known methods of separation of variables and 
research of dynamic processes in nonlinear mechanical 
systems with one degree of freedom in the form: 

 
 (1) 

 

Degree of nonlinearity of the term ( , )Ф f f  relative to 
generalized function of displacements ( )f t  corresponds to 
assumptions of the model, and characterizes nonlinearity of 
elastic characteristics (geometric and physical nonlinearity) 
and dissipative forces. 

Considering stability of the periodic solution 0 ( )f t  of (1), 
we set a small deviation fδ  from its equilibrium state: 

 

0( ) ( )f t f t fδ= + . (2) 
 

Stability of the periodic solution 0 ( )f t  depends on the 
nature of the behavior of its small deviation fδ  in time, i.e. 
solution of the equation of the perturbed state of the system: 

 

00

0f f f
ff

δ δ δ
   ∂Φ ∂Φ

+ + =   ∂∂   
 


, (3) 

 
where the symbol ( )0  means that the solution 0 ( )f t  is taken 
as argument of functions. 
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If the solution fδ of (3) is limited at t →∞ , then motion of 
the system is considered to be stable. If fδ →∞  at t →∞ , by 
definition, the motion is unstable that is identical to the 
criterion of Lyapunov stability. 

Legitimacy of transition from (1) to (3) is given in work 
[10] which refers to Trefftts's research concerning properties 
of periodic solutions of equations in the form (1). Limitation 
of a solution of (1) and its asymptotic stability results in its 
frequency with the smallest period equaled or multiplied to the 
period of the external perturbing force. In [10] the Floquet 
theory was involved to study stability of the periodic solution 
of (1). 

Introduce a new variable η : 
 

0

exp 0,5 Фf
f

δ η
  ∂

= −   ∂  


. (4) 

 
Then (3) reduces to the Hill parametrical equation relative to 
the variable η . 

For the case of basic resonance 0 1 1( ) cos( )f t r r t ϕ= + Ω −  
the Hill equation is represented as: 

 

[

]

2

0 1 1 22

2

sin cos sin 2

cos 2 0,

s c s

c

d t t t
dt

t

η η θ θ θ θ

θ

+ + Ω + Ω + Ω

+ Ω =
 (5) 

 
where 0 ,θ  1 ,sθ  1 ,cθ  2 ,sθ  c2θ  are functions of frequencies, 
amplitudes, and phases of oscillations of harmonic solutions of 
(1), Ω , 1r , 1ϕ  respectively. 

Among methods of the dynamic analysis of vibrations of 
mechanical systems the methods based on creating the 
characteristic determinants specifying borders of instability 
zones of the resonant modes are widely known. For this, either 
the Floquet theory is used, as in work [10], or borders of 
instability zones are defined directly on amplitude-frequency 
characteristics, i.e. on resonant curves by means of the Routh-
Hurvitz criterion. 

Here, in contrast to the mentioned methods, the problem of 
stability of motion of system (1) based on applying the partial 
discretization method [14] to the solution of Hill's equation (5) 
is investigated. This method allows to obtain the analytical 
solution of the Hill equation characterizing the behavior of 
small perturbation fδ  in time t. 

III. PARTIAL DISCRETIZATION OF THE HILL 
EQUATION 

According to the method of partial discretization [14], the 
second term of (5) is represented discretely in a class of the 
generalized functions: 

 

2

1 0 1 12 1

2 2

0 1 1 1 1 2 1

2 1 1 1

1 ( )[( sin cos
2

sin 2 cos 2 ) ( ) ( )
( sin cos sin 2

cos 2 ) ( ) ( )] 0,

n
k k s k c k

k

s k c k k k

s k c k s k

c k k k

d t t t t
dt

t t t t t
t t t

t t t t

η θ θ θ

θ θ η δ
θ θ θ θ
θ η δ

+
=

+ + +

+ + +

+ + + Ω + Ω∑

+ Ω + Ω ⋅ −

− + Ω + Ω + Ω

+ Ω ⋅ − =

 (6) 

 
where 

( )ktη is discrete representation of function ( )tη  for the value 

of the argument ktt = ;  

1,k n=  the number of  splitting of the argument t ; 
( )kt tδ −  Dirac's delta function. 
Taking the following initial conditions: 0(0)η η= ,  

0(0)η η=   at 0t = , the solution of (6) is expressed as: 
 

1 0 1 1
1

2 2

0 1 1 1 1 2 1

2 1 1 1 0 0

1( ) ( )[( sin cos
2

sin 2 cos 2 ) ( ) ( )
( sin cos sin 2

cos 2 ) ( ) ( )] ,

n
k k s k c k

k

s k c k k k

s k c k s k

c k k k

t t t t t

t t t H t t
t t t

t t H t t t

η θ θ θ

θ θ η
θ θ θ θ
θ η η η

+
=

+ + +

+ + +

= − + + Ω + Ω∑

+ Ω + Ω ⋅ −

− + Ω + Ω + Ω

+ Ω ⋅ − + +

  (7) 

 
where ( )kH t t−  denotes Heaviside step function. 

Specifying t  discretely, we obtain a recurrent formula for 
calculation of unknown ( )tη  on k-th step of splitting of the 
argument t : 

 
[

]

1 2 0 1 1 1 1 2 1

1
2 1 1 1 1

1 1 0 1 1 2

1

2 1 1 0 1
2

1

( ) ( )( sin cos sin 2

1cos 2 ) ( ) 1 ( )
2 2

( )( sin cos sin 2

cos 2 ) ( ) ( sin

co

k s c s

k k
c k k

k k s k c k s k

k

c k j j s j
j

c

t t t t t t

t tt t t t t

t t t t t

t t t t

η θ θ θ θ

θ η

θ θ θ θ

θ θ θ

θ

+
+

+ −

−

+ −
=

= − + + Ω + Ω + Ω

+   + Ω − + −   
⋅ − + Ω + Ω + Ω

+ Ω − − + Ω∑


+

]

2 2

1
1 1 1

0 1 1 2

1
2 0 0 1

1 1 0 1 1

s sin 2 cos 2 ) ( )

11 ( )( )
2 2

( sin cos sin 2

1cos 2 ) 1 ( )
2 2

( )( sin cos

j s j c j j

k k
j k k k k

s k c k c k

k k
c k k k

k k s k c k

t t t t

t t t t t t t

t t t

t tt t t

t t t t

θ θ η

θ θ θ θ

θ η η

θ θ θ

+
+ + −

+
+

+ −
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(8) 

 
In contrast to [14]-[15], where the method of partial 

discretization is applied to study of parametrical system 
oscillations, in this work it is used directly to a solution of the 
perturbation equation in terms of ( )tδ . It is possible to 
investigate stability of the state by analyzing the nature of 
behavior of ( )tδ , according to Lyapunov stability criterion. If 
the magnitude decreases with time t  (decaying process) 
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then 0fδ → , i.e. the state is stable. If the oscillatory process 
is growing then we have an unstable state. 

Efficiency of the offered method will be shown below on 
the example of stability analysis of resonant oscillations of 
physically nonlinear systems. 

IV. ANALYTICAL SOLUTION OF THE HILL 
EQUATION IN THE CASE OF PHYSICALLY 

NONLINEAR SYSTEMS 
As an example, consider the motion of physically nonlinear 

systems. Equations of motion for these systems are taken in 
the form: 
 

22
2

1 2 1 2 0 12 cos .d f df dfk k f f F F t
dt dtdt

α α + + + + = + Ω 
 

 (9) 

 
In (9) dissipative forces which are supposed to be nonlinear 

and viscous due to damping properties of physically nonlinear 
media (rubber and similar materials used as oscillation 
dampers) are taken into account. 

Physical nonlinearity of the system is characterized by an 
arbitrary angle of rotation of cross elements that corresponds 
to quadratic nonlinearity of the restoring force. 

Stability of a basic resonance is investigated. Solution of (9) 
is given by: 
 

0 1 1( ) cos( ).f t r r t ϕ= + Ω −  (10) 
 

The Hill equation in this case is represented as [6]: 
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where 
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 (12) 

 
According to the above-specified technique, under the given 

initial conditions, and by the method of partial discretization 
the analytical solution of (11)-(12) has been obtained: 
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(13) 

V. NUMERICAL RESULTS 
Solution (13) is a recurrent formula for discrete 

representation of the solution ( )tη  with time on k-th step of 
splitting of the argument t . By analyzing the nature of the 
behavior of ( )tη , we can judge the stability of the studied 
state. 

In this paper numerical analysis of the behavior of 
( )tη giving a representation of the behavior of a small 

variation fδ with time is realized. 
Calculations were done for the parameters of the system 

1 2 1 2 0 10.2; 0.1; 5; 0.5; 5; 50.k k F Fα α= = = = = =  Step of 
discretization was accepted as t∆ =0.05.  

Stability of the solution (13) was studied by putting on 
amplitude-frequency characteristics of a basic resonance 
(Fig.1, curve 2) three frequency areas in to-resonant, resonant 
and post-resonant modes of oscillations. 

It is established that both to-resonant and post-resonant 
modes of oscillations are decaying (Fig. 2, Fig.3) that does not 
contradict the physical sense of the phenomena investigated. 
In a zone of resonant frequencies growth of oscillation 
amplitude is obtained that means the process is instable 
(Fig.4). 

Here, as well as in [16] where research on stability analysis 
of motion of geometrically nonlinear systems was conducted 
by method of partial discretization, research results correspond 
well to graphs of amplitude-frequency characteristics of a 
system basic resonance (Fig.1).   

Thus, application of the partial discretization method to 
studying stability of oscillations allows to obtain the analytical 
solution and determine zones of stable and unstable system 
oscillations. Selection of corresponding geometrical and 
physical parameters of the elastic system by means of their 
variation will help to avoid undesirable resonant phenomena 
in operating system modes. 
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Fig. 1  amplitude-frequency characteristics of a basic 

resonance at  
2 11; 10Fα = = (curve 1), 2 10.5; 50Fα = = (curve 2) 

 

 
 

Fig. 2  behavior of the physically nonlinear system in the to-
resonant zone of oscillations at 0.5, 1.5rΩ = =  

 

 
 
Fig. 3  behavior of the physically nonlinear system in the post-

resonant zone of oscillations at 7.26, 0.15rΩ = =  
 

 
 

Fig. 4  behavior of the physically nonlinear system in the 
resonant zone of oscillations at 1.8, 8rΩ = =  

 

CONCLUSION 
In this work, according to the offered criterion of dynamic 

stability of elastic systems, stability of motion of nonlinear 
mechanical systems and methods of their analysis have been 
considered. 

Steady motion of nonlinear systems is considered as their 
movement in the absence of oscillatory processes. These 
requirements are identical to determining of Lyapunov 
stability. Therefore, the technique of stability analysis of 
nonlinear systems is based on the analysis of solutions for 
perturbation equations. As a method for solution to the 
problem, the partial discretization method is offered. The 
essence of this method consists in discretization of variable 
coefficients of the Hill equation in a class of the generalized 
functions. The solution of the Hill equation is considerably 
simplified by identifying its variable coefficients as constants 
on each step of discretization. The obtained analytical solution 
of the perturbation equation is a recurrent formula for 
calculation of oscillation amplitudes. It allows to predict 
parametrical instability of resonant modes of motion of 
nonlinear systems. Efficiency of the used method is shown on 
the example of physically nonlinear systems. Research results 
correspond well to the known results obtained by other 
methods. 
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Comparison of Profiling Power Analysis Attacks
Using Templates and Multi-Layer Perceptron

Network
Zdenek Martinasek and Lukas Malina

Abstract—In recent years, the cryptographic community has
explored new approaches of power analysis based on machine
learning models such as Support Vector Machine (SVM), Multi-
Layer Perceptron (MLP) or Random Forest (RF). Realized
experiments proved that the method based on MLP can provide
almost 100% success rate after optimization. Nevertheless, this
description of results is based on the first order success rate that
is not enough satisfactory because this value can be deceiving.
Moreover, the power analysis method based on MLP has not been
compared with other well-known approaches such as template
attacks or stochastic attacks yet. In this paper, we introduce the
first fair comparison of power analysis attacks based on MLP
and templates. The comparison is accomplished by using the
identical data set and number of interesting points in power
traces. We follow the unified framework for implemented side-
channel attacks therefore we use guessing entropy as a metric of
comparison.

Keywords—Power Analysis, Neural Network, Template Attack,
Comparison.

I. INTRODUCTION

Power analysis (PA) measures and analyzes the power
consumption of cryptographic devices depending on their
activity. It was introduced by Kocher in [1]. The goal of
PA is to determine the sensitive information of cryptographic
devices from the measured power consumption and to apply
the obtained information in order to abuse the cryptographic
device. A detailed description of power analysis including
side-channel sources, testbeds, statistical tests and countermea-
sures is summarized in the book [2].

A. Related Work

Application of neural networks in the field of power analysis
was first published in [3]. Naturally, this work was followed
by other authors, e.g. [4], [5], who dealt with the classification
of individual power prints. These works are mostly oriented
towards reverse engineering. Yang et al. [6] proposed MLP
in order to create a power consumption model of a crypto-
graphic device in DPA based on correlation coefficient. In
recent years, the cryptographic community has explored new

This research was funded by project OPVK CZ.1.07/2.2.00/28.0062 ”Joint
activities of BUT and VSB-TUO while creating the content of accredited
technical courses in ICT”
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approaches based on machine learning models. Lerman et
al. [7], [8] compared a template attack (TA) with a binary
machine learning approach based on non-parametric methods.
Hospodar et al.[9], [10] analysed the SVM on a software
implementation of a block cipher. Heuser et al. [11] created
the general description of the SVM attack and compared this
approach with the template attack. In 2013, Bartkewitz [12]
applied a multi-class machine learning model that improves
the attack success rate with respect to the binary approach.
Recently, Lerman et al. [13] proposed a machine learning
approach that takes into account the temporal dependencies
between power values. This method improves the success rate
of an attack in a low signal-to-noise ratio with respect to
classification methods. Lerman et al. [14] presented a machine
learning attack against a masking countermeasure, using the
dataset of the DPA Contest v4. Interesting method of power
analysis based on a multi-layer perceptron was first presented
in [15]. In this work, the authors used a neural network directly
for the classification of the AES secret key. In [16], this MLP
approach was optimized by using the preprocessing of the
power traces measured.

B. Contribution

In [15], [16], the authors used the first order success rate
for efficiency description of the proposed MLP power analysis
method. This is not sufficiently reliable because this value
can be deceiving [17]. According the framework, the guessing
entropy represents an appropriate metric of two side analysis
attack implementation [17]. The metric measures the average
number of key candidates to test after the side-channel attack.

Other important fact is that both methods based on MLP
(original implementation and optimized one) have not been
yet compared with other well-known approaches such as the
template attack or the stochastic attack. In this paper, we
introduce the first fair comparison of power analysis attacks
based on the MLP and templates. The comparison is accom-
plished by using the identical data set including a number of
interesting points. In previous researches described in [15],
[16], the adversary uses 1200 interesting points to realize the
attack. This large number of interesting points is not practically
applicable to TA because of possible numerical problems
connected with a covariance matrix. Moreover, we create a
general description of the MLP aimed for byte classification
including the structure, setting and training algorithm, because
this information was also missing in previous research.
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Fig. 1. The general structure of neural network.

II. GENERAL DESCRIPTION OF THE MLP

This section provides only a basic information about the
neural networks that we used during the attack (the basic
structure and the training algorithm of the MLP). We refer
the work [18], [19] for more specific information. The main
goal of this section is to show how to use MLP to realize the
side channel attack.

The basic element of an artificial neural network is a formal
neuron, often called as a perceptron in the literature. The basic
model of the neuron is shown on the left side in Fig. 1. The
neuron contains xi inputs that are multiplied by the weights
wi, where i = 1 to n. Input x0 multiplied by the weight w0 =
−θ determines the threshold of the neuron (bias). During the
training of the neuron, weights are updated to achieve a desired
output value. Firstly, a post-synaptic potential is calculated. It
is defined as the internal function of the neuron:

ξ =
n∑

i=1

xiwi − θ. (1)

Subsequently, the output value of the neuron is calculated
as y = f(ξ) where f represents a non-linear function, mostly
a sigmoid. Naturally, one formal neuron is not able to solve
complex problems, therefore we use neurons (perceptrons)
connected into a network. The multilayer perceptron consists
of two or more layers of neurons that are denoted as an output
layer and a hidden layer. Each neuron in one layer is connected
with a certain weight wij to every neuron in the following
layer. Frequently, the input layer is not included when one is
counting the number of layers because the input layer is not
composed of neurons. We follow this notation in this article.
An example of the two-layer neural network is shown in Fig.
1 (on the right side).

These networks are modifications of the standard linear per-
ceptron and can distinguish data that are not linearly separable
[19]. These networks are widely used for a pattern classifi-
cation, recognition, prediction and approximation and utilize
mostly a supervised learning method called backpropagation
[20]. The backpropagation (BPG) algorithm is an iterative
gradient learning algorithm which minimizes squares of a cost
function using the adaptation of the synaptic weights. This
method is described with the following steps (the following
equations are valid for the two-layer neural network which is
shown in Fig. 1):

• Step 1: Weights wij and thresholds θ of each neuron are
initialized with random values.

• Step 2: An input vector X = [x1, . . . , xN ]T and
a desired output vector D = [d1, . . . , dM ]T are ap-
plied to the neural network. In other words, one
creates a training set containing pairs of T =
{[X1,D1], [X2,D2], · · · , [Xn,Dn]}, where n denotes
the number of training set patterns and the training set
prepared is applied to the neural network. Provided, that
NN represents a ordinary classifier which classifies input
data to the desired output groups, the D represents mostly
a classification matrix where the desired outputs are
labeled by value 1 and other outputs 0.

• Step 3: The current output of each neuron is calculated
by the following equations:

yk(t) = fs(

N1∑
k=1

w
′

jk(t)x
′

j(t)− θ
′

k), (2)

x
′

j(t) = fs(
N∑
i=1

wij(t)xi(t)− θj), (3)

where 1 ≤ k ≤M denoted output layer and 1 ≤ j ≤ N1

hidden layer.
• Step 4: Weights and thresholds are applied according to

the following equation:

wij(t+ 1) = wij(t) + ηδjxi. (4)

Adaptation of weight values starts at the output neurons
and proceeds recursively back to the input neurons. In this
equation, wij denotes weights between the i-th hidden or
input neuron and the neuron j-th at time t. Output of the
i-th neuron is denoted as x

′

i, η represents the learning
coefficient and δj is an error of neuron which is calculated
as follows:

δj = yj(1− yj)(dj − yj), (output layer), (5)

δj = x
′

j(1− x
′

j)(
M∑
1

δkwjk), (hidden layer), (6)

where k represents all neurons in the output layer.
• Step 5: Steps from 3 to 5 are repeated until the error

value is less than the predetermined value.
During the training of NN which is based on the BPG

algorithm, some problems may occur. These problems are
caused by inappropriate setting of training parameters or
the improper initialization of weights and thresholds. These
difficulties can be reduced by using a modification of the
basic algorithm such as Back-Propagation with Momentum
or Conjugate Gradient Backpropagation.

III. GENERAL DESCRIPTION OF MLP ATTACK

In this section, we describe the general usage of the MLP in
power analysis attack. Machine learning algorithms are mostly
used in profiled attacks where an adversary needs a physical
access to a pair of identical devices, which we call a profiling
device and a target device. Basically, these attacks consist
of two phases. In the first phase, the adversary analyzes the
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profiling device and then, in the second phase, the adversary
attacks the target device. Typical examples are template-based
attacks [21], [2], [22]. By contrast, non-profiled attacks are
one-phase attacks that perform the attack directly on the target
device such as DPA based on the correlation coefficient [23].

A. Profiling Phase of MLP Attack

In the attack based on the MLP, we assume that we can
characterize the profiling device using a well trained neural
network. We assume that desired value by adversary is the
secret key stored in cryptographic device. This means that one
can create and train a NN for a certain part of a cryptographic
algorithm. We execute this sequence of instructions on the
profiling device with the same data d and different key
values kj to record the power consumption. After measuring
n power traces, it is possible to create the matrix Xn that
contains power traces corresponding to a pair of (d, ki). These
pairs represent a training set T of the neural network. Input
values are power traces measured and values of secret key
ki represent the desired output of the neural network. In this
case, secret key values ki can be easily represented using the
n× 256 classification matrix D.

After the measurement phase, an adversary creates a neural
network. The number of input neurons has to be equal to the
numbers of chosen interesting points. We use only interesting
points because memory limitation and time-consuming train-
ing process (similar situation like in classical Template attack).
Generally, the setting of the hidden layer depends on problem
to solve and the training set, therefore the adversary has to
set the number of hidden layers and neurons experimentally.
The output layer should contain the desired number of neurons
corresponding to the aim of the attack (output byte of S-Box,
byte of the secret key, Hamming weight etc.). In our example,
the NN is aimed on byte classification, therefore the output
layer contains 256 neurons. In the last step of the profiling
phase, the adversary trains the neural network created by the
prepared training set and the chosen training algorithm.

B. Attack Phase of MLP Attack

During the attack phase, the adversary uses a well-trained
NN together with a measured power trace from the target
device (denoted as t) to determine the secret key value. The
adversary puts the t = [x1, . . . , xN ]T as an input to NN and
it classifies the output values using the calculation:

yk = fs(

N1∑
k=1

w
′

jkx
′

j − θ
′

k), 1 ≤ k ≤M, (7)

where wij denotes weights between i-th hidden neuron (or
the input neuron) and the neuron j-th and x

′

i denotes the output
of hidden neurons:

x
′

j = fs(
N∑
i=1

wijxi − θj), 1 ≤ j ≤ N1. (8)

The result of this classification is a vector g =
[g1, g2, . . . , gM ] which contains the probability value 0 to
1 for every output value. The probabilities show how well

Fig. 2. Measured power traces for different first key values.

the measured trace t corresponds to the training patterns.
Intuitively, the highest probability should indicate the correct
training pattern in the training set T and because each training
pattern Xn is associated with a desire value (in our case secret
key), the adversary obtains the information about secret key
stored in the target device.

IV. TESTBED AND IMPLEMENTATION DESCRIPTION

This section summarizes the most important facts about
the experimental setup and the implementation of the attacks.
A complete AES algorithm with a key length of 128 bits
was implemented into the cryptographic module and the
synchronization was performed only for the AddRoundKey
and SubBytes operations in the initialization phase of the
algorithm. The stored secret key can be expressed in bytes
as Ksec = {k1, k2, . . . , k16} where ki represents individual
bytes of the key. The program allowed setting of the secret
key and plain text value indicated this operation by sending the
respective value via a serial port to a computer. The synchro-
nization signal and the communication with the computer did
not affect the power consumption of the cryptographic mod-
ule. The cryptographic module was represented by PIC 8-bit
microcontroller, and for the power consumption measurement
we used CT-6 current probe and Tektronix DPO-4032 digital
oscilloscope. We used standard operating conditions with 5 V
power supply.

Because our implementation was realized in the assembly
language and the executed instructions of examined operations
(AddRoundKey and SubBytes) were exactly the same for
every key byte ki, we assume that it is possible to use parts
of power traces where first byte is processed (see Fig. 2) to
build template and train the neural network to determine the
whole secret key byte by byte. In the first step, we determine
the value of k1, and in the second step, byte k2 and so on. The
difference between these steps is in the division of the power
traces into parts corresponding to the time intervals in which
the cryptographic device works with the respective bytes of
the secret key. The division of power traces is indicated in
Fig. 2 by numbers and every part of a power trace contained
1, 200 samples. We verify this assumption experimentally and
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Fig. 3. Detail of measured 256 power traces.

it is naturally conditioned by the excellent synchronization of
measured power traces.

We measured a set of 2, 560 power traces where ten power
traces were independently stored for each value of the first
secret key byte. This number of power traces was chosen
because we wanted to compare both implementation of the
attack (MLP approach and template) using the typical 10-fold
cross-validation. In data mining and machine learning, the 10-
fold cross-validation is the most common method of model
verification. Cross-validation (CV) is a statistical method of
evaluating and comparing learning algorithms by dividing data
into two segments: one is used for learning a model and the
other one is used for the model validation. In typical cross-
validation, the training and validation sets must cross-over
in successive rounds that each data point has a chance of
being validated against. Therefore, we used 9 power traces
in profiling phase of the attack and one power trace in attack
phase in every step of validation.

We chose five interesting points according to the infor-
mation provided in [24]. Our algorithm searched for the
maximum differences of an average power consummation
and power consumption corresponding to key value 1. The
algorithm accepted only the maximums that had a distance of
at least one clock cycle from each other. This restriction for
having interesting points not too close from each other avoids
numerical problems during the covariance matrix inverting.
Measured power traces were properly synchronized and our
device leaks Hamming weight (HW) of processed data. These
facts confirm the plots shown in Fig. 3 and Fig. 4. Figure
3 shows the detail of power traces that correspond to MOV
instruction where data values 0 to 255 were processed. Figure
4 shows plot of these measured power traces for one point
t = 4, 086. Each of our chosen interesting points leaked HW of
processed data. Same chosen points were used for the template
creation and the neural network model.

A well-known fact is that noise always poses the problem
during the power consumption measurement. We performed
the experimental measurements of a test bed that were made
according to the information provided in [2] and we es-
tablished that the noise level was distributed according to

Fig. 4. Measured leaks of Hamming weight for point 4, 086.

the normal distribution with the parameters µ = 0mA and
σ = 5mA. Every stored power trace was calculated as an
average power trace from ten power traces measured using
the digital oscilloscope to reduce the electronic noise.

A. Template Attack Implementation

We implemented the classical template attack and reduced
template attack to compare the classification results with MLP
attack. We were interested in effective template attack based
on pooled covariance matrix [22], therefore we calculated the
pool covariance matrix as an average value of all covariance
matrices and we calculated the probability density function
(Eq. 9) with this matrix. Implementations of template attacks
were done according to the Eq. 9:

p(t; (m,C)di,kj
) =

exp(− 1
2 · (t−m)́ ·C−1 · (t−m))√

(2 · π)NP · det(C)
(9)

where (m,C) represents templates prepared in profiling
phase based on multivariate normal distribution that is fully
defined by a mean vector and a covariance matrix. Measured
power trace from the target device is denoted as t and NI is
the number of interesting points. In following text, classical
template, reduced template and template attack based on the
pooled covariance matrix are denoted as Tcls, Tred and Tpool
sequentially. All template attack implementations were made
in the Matlab environment.

B. MLP Attack Implementation

We created and trained the neural network in Matlab using
the Netlab neural network toolbox [18]. Ian Nabney and
Christopher Bishop from Aston University in Birmingham are
the authors of this toolbox and it is available for downloading.
We created a typical two layer perception network and we
used optimized learning based on the scaled conjugate gradient
algorithm (see Sec. II). A standard sigmoid was chosen as an
activation function. The created NN is shown in Fig. 5. The
input layer contained 5 inputs corresponding with interesting
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Fig. 5. Created neural network.

points, hidden layer contained 1, 000 neurons and output
layer had 256 neurons and we used 200 training cycles. This
implementation of NN is denoted as NNorg and practically
corresponds to the original approach described in [15]. This
model differs only in number of inputs. We created the second
NN according the optimization based on preprocessing of
measured power traces [16]. This implementation is denoted
as NNopt.

V. OBTAINED RESULTS

The measured set of 2, 560 power traces was used for the
comparison of implemented methods. We realized a typical
10-fold cross-validation, where nine power traces were used
for the template preparation and neural network training in
the profiling phase and one power trace was used in the
attack phase in every step of the cross-validation. We used
the guessing entropy to compare our implemented attacks.

The guessing entropy is defined as follows: let g =
[p1, p2, . . . , pN ] contains the probability such as p1 ≥ p2,≥
. . . ,≥ pN of all possible key candidates after N iterations of
Eq. 9 or Eq. 7. Indices i correspond with the correct key in g.
After the realization of S experiments, one obtains a matrix
G = [g1, ..., gS ] and a corresponding vector i = [i1, . . . , iS ].
Then the guessing entropy determines the average position of
the correct key:

GE =
1

S

S∑
x=1

ix. (10)

In other words, the guessing entropy describes the average
number of guesses, required for recovering the secret key [17],
[11].

In the first experiment, we determined the value of one byte
of the secret key from one measured power trace. We tried this
for all 256 power traces measured corresponding to every key
values from 0 to 255. In other words, we determined the value
of 256 individual bytes in every step of the cross-validation.
After the realization, we calculated the GE according to the
Eq. 10. Obtained results are summarized in Tab. I, where
φ denotes an average value calculated from every cross-
validations realized. The template attack based on the pooled
covariance matrix Tpol achieved the best result in one byte
guessing but it is important that the classification based on
NN was not much worse. The original implementation of
the neural network NNorg was the worst of all implemented

TABLE I
GUESSING ENTROPY FOR THE INDIVIDUAL BYTE DETERMINATION.

Step of CV NNorg NNopt Tcls Tred Tpol

1 1.16 1.02 1.07 1.04 1.02
2 1.18 1.04 1.07 1.06 1.02
3 1.32 1.03 1.04 1.04 1.03
4 1.16 1.05 1.04 1.04 1.02
5 1.16 1.05 1.07 1.05 1.02
6 1.23 1.04 1.04 1.04 1.02
7 1.15 1.03 1.08 1.03 1.02
8 1.11 1.05 1.07 1.02 1.02
9 1.18 1.06 1.08 1.02 1.00

10 1.17 1.03 1.03 1.04 1.01
φ 1.18 1.04 1.06 1.04 1.02

attacks and achieved GE = 1.18 in average. The optimized
method achieved GE = 1.04 that was almost identical with
template attacks.

In the second experiment, we determined the whole 128 bit
secret key by using the 16 power traces measured. The secret
key stored had value K = [29, 245, 48, 93, 215, 65, 139, 198,
5, 232, 81, 107, 173, 243, 24, 151]. Obtained results are written
in Tab. II. The second experiment confirmed the previous
results. The adversary needs about 18 guesses to determine the
correct secret key after the side-channel attack based on the
original implementation of neural network NNorg. The results
of the optimized method were almost identical with template
attacks. Potential adversary would need in average about 4
guesses to determine the secret key value after the side-channel
attack. Our experiments confirm that success revelation of
secret key is comparable for MLP and template based attacks
(identical number of interesting points, number of power traces
and so on). MLP is able to be trained only for a few interesting
points of power traces. In order to complete the comparison of
implemented attacks, Tab. III provides the information about
the time complexity of attack phase τ and memory complexity
m.

TABLE II
GUESSING ENTROPY FOR THE WHOLE SECRET KEY DETERMINATION.

Step of CV NNorg NNopt Tcls Tred Tpol

1 4,00 2,00 4,00 4,00 2,00
2 24,00 4,00 4,00 1,00 2,00
3 32,00 2,00 4,00 4,00 8,00
4 24,00 8,00 2,00 4,00 4,00
5 4,00 2,00 4,00 4,00 4,00
6 30,00 4,00 16,00 4,00 4,00
7 8,00 2,00 4,00 2,00 2,00
8 16,00 6,00 8,00 2,00 2,00
9 32,00 2,00 4,00 4,00 2,00

10 2,00 1,00 2,00 1,00 1,00
φ 17,60 3,30 5,20 3,00 3,10

TABLE III
OBTAINED RESULTS

NNorg NNopt Tcls Tred Tpol

τ [ms] 1.59 1.11 174.89 149.85 221.66
m [kB] 1,920.00 1,920.00 94.20 22.30 22.60
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VI. CONCLUSION

In this paper, we made the first fair comparison of power
analysis using the MLP with well-known template attacks. We
followed the unified framework for two implementations of
the side-channel attack, therefore we used a guessing entropy
as a metric of comparison. The comparison was made by
using the same data set and same number of interesting
points for all implementation. We described the usage of MLP
in power analysis attack including the structure, setting and
training algorithm because these information were missing in
the previous research.

The experiment realized, that determined the whole secrete
key of the AES algorithm, confirmed that the efficiency of the
power analysis attack based on MLP and the template attack is
comparable. By contrast, the adversary needs about 18 guesses
to determine the correct secret key using the original impleme-
ntation of the MLP attack. This result is three times worse in
comparison with the classical template attack that needs about
5.2 guesses to reveal the whole secret key. For these reasons,
we do not recommend a usage of original implementation of
MLP attack. The results of optimized method were almost
identical with template attacks. Potential adversary would need
in average about 4 guesses after the side-channel attack to
determine the secret key value of AES algorithm.
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Abstract—Home health care is provided to patients with special 

conditions in which the assistance is required in their homes. 

Depending on the pathology, each patient receives specific home care 

services from specialists, mainly doctors, therapists and nurses. In 

this context the Home Health Care Routing and Scheduling Problem 

(HHCRSP) is related with routing and scheduling of the qualified 

personnel. It integrates the Nurse Rostering Problem (NRP) and the 

Vehicle Routing Problem (VRP). The HHCRSP considers 

constraints related with time windows, workload and attention 

capacity among other limitations associated with patients and staff. 

Due the cost and quality implications that this kind of services 

generates in health care companies, this article presents a mixed 

integer linear programming model for planning the periodic schedule 

of medical staff and the route planning for to patient visits. 

 

Keywords—Home health care, mixed integer linear 

programming, qualified staff scheduling, staff routing.  

I. INTRODUCTION 

OME health care is a service that medical institutions 

provide to patients who, due to their health conditions, 

can be treated in their homes, in other cases it's an strategy to 

increasing the capacity of rooms in hospitals. Taking into 

account the availability of qualified personnel (doctors, nurses, 

and therapists), the health sector companies offer a variety of 

treatments required by patients in which time, cost and quality 

of the service are crucial; therefore personnel scheduling and 

the routing of visits has great importance. 

The optimization of home health care has long been a field 

of interest for the operations research, in this context the 
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highlighted areas of study are Home Health Care Routing and 

Scheduling Problem (HHCRSP), which covers aspects of 

programming and planning of routes for the medical staff are 

the Rostering Problem (RP), e.g. Nurse Rostering Problem 

(NRP), and the planning of routes for visits to patients is 

considered a Vehicle Routing Problem (VRP). These problems 

are considered as NP-Hard [1], [2]. 

In this paper personnel scheduling aims to allocate medical 

staff members to patients; this scheduling must be performed 

according to the type of pathology of each patient and the 

availability of time for patients and staff. In this paper the main 

treatments studied are related with pathologies of palliative 

type, chronic care, blood anticoagulation and domiciles for 

wound care. Depending on the treatment there are three types 

of specialists who can provides these treatments: doctors, 

nurses, and therapists. Each patient requires a level of 

personalized medical care, given that some patients are in 

severe condition and require fewer intervals between 

treatments, as opposed to patients presenting better health. 

This generates a periodic planning of each specialist according 

to the type of treatment and health conditions of each patient. 

In order to schedule and plan the routes of patient visits it is 

necessary to consider each patient' time windows, which is a 

time slot in the day which the patient defines or requires the 

medical care. Another important aspect in the planning of 

routes is the starting and end point of each staff member’s 

daily, for this paper a multi-depot problem is considered, in 

which case the home of each specialist (doctors, nurses, and 

therapists) is the beginning and end of each route, this aspect 

increase the complexity of the model depending on the number 

of staff members. 

The outline of the article is as follows. Section II presents a 

literature review for the HHCRSP. The characteristics on staff 

and patients for home care are presented in section III. A 

mathematical model for the HHCRSP is presented in section 

IV. The results of the mathematical model are shown in 

section V. Conclusions and recommendations for future 

research are presented in section VI.  

II. LITERATURE REVIEW 

The home health care routing and scheduling problem 

(HHCRSP), as mentioned above, make up two problems 

Mathematical Model for the Home Health Care 

Routing and Scheduling Problem with Multiple 

Treatments and Time Windows  
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associated with each operation involved. In terms of staff 

planning or the allocation of medical staff to patients referred 

to the Nurse Rostering Problem (NRP) [3], and routes of visits 

to patients have been considered under different variations of 

the Vehicle Routing Problem (VRP) [2], [4]. The most studied 

VRP variation in the HHCRSP is the Vehicle Routing Problem 

with Time Windows (VRPTW) [1], [5]–[8], which includes 

the daily time slot that the patient has to receive medical 

attention. Other variations of the VRP applied to the HHCRSP 

have been studied independently are the Multi Traveling 

Salesman Problem with Time Windows (MTSPTW), the 

Vehicle Routing Problem with Multi-Depot (VRPMD) and the 

Vehicle Routing Problem with Multi-Period (VRPMP), which 

intend to characterize multiple staff and multiple points in 

which the staff start and end each route respectively. [9]–[11]. 

Different methodologies have been used to solve the 

HHCRSP within operations research. Within the exact 

methods is the study of Y. Kergosien, C. Lenté and J-C Billaut 

[9], which seeks to determine the routes of the medical staff 

visiting patient's home. In order to do so they determine a 

whole linear programming model. Another exact method used 

is the Branch-and-Price algorithm, in the paper [6] the authors 

use this algorithm to assign staff and determine routes by 

considering visits per groups of patients. Similarly heuristic 

methods have been used to solve the HHCRSP, as in the 

article of D. Mankowska, F. Meisel y C. Bierwirth [10], in 

which the authors develop a heuristic that determines visits to 

patients through services interconnected by heterogeneous 

staff. A. Coppi, P. Detti and J. Raffaelli [12] develop a 

heuristic based on a local search to determine the personnel 

planning and routing of visits. Despite the good results that 

generate the exact and heuristic methods, different authors 

have used metaheuristics, which allow the problem to be 

development with more data in a reasonably short time. In the 

paper [8] the authors present the application of the 

metaheuristics called Particle Swarm Optimization (PSO) in 

the programming of the house medical staff. In the paper [13] 

the authors apply Genetic Algorithm (GA) and Tabu Search 

(TS) metaheuristics to the delivery of drugs and the collection 

of biological samples. Simulated Annealing (SA) and Tabu 

Search (TS) metaheuristics are proposals in the paper [14] to 

determine the schedule of therapists within the medical 

treatments of patients home. 

On the other hand, the authors have focused their research 

on various objective functions, the most common is the 

minimization of the costs of operation, where assignment, 

overtime and reassignment of staff costs are considered [7], 

[15], [16], and costs  associate to staff and transport [3], [6], 

[11], [13], [17]. Another objective mainly associated with the 

routing of the staff is the minimization of time and distance 

traveled from the operation [8], [10], [18]–[20], which 

includes minimizing the total journey undertaken by staff to 

make visits to the patients. 

This article focuses on minimizing the total time of 

operation, as a component of the level of patient satisfaction. 

Additionally, the study of the scheduling of personal and the 

planning of routes of patient visits integrating the MTSPTW, 

the VRPMD and the VRPMP in a single problem: Multi-

Traveling Salesman Problem with Time Windows, Multi-

Depot and Multi-Period (MTSPTWMDMP). 

III. CHARACTERISTICS OF STAFF AND PATIENTS IN HOME 

HEALTH CARE 

In the most of the revised articles only one type of staff is 

considered. The home care system studied in this paper, the 

services can be provided by nurses, doctors and therapists. On 

the other hand the HHCRSP considers the attention of 

different services or pathologies of the patients. In this article 

four types of services are considered (domicile, blood 

anticoagulation, chronic care, palliative care), and according to 

the treatment of these pathologies patients require more than 

one type of staff. The legal and economic aspects related with 

the working time of the medical staff are considered [5]. A 

summary of the aspects considered in our model are shown in 

Figure 1, adapted from Bertels and Fahle [18]. 

 
Fig. 1 Characteristics for the HHCRSP 

 

Patients have characteristics that, in addition to the 

characteristics of the medical staff, delimit the operation; one 

of the most important is the time window, which represents the 

time slot that each patient defines or requires for the home 

visit. There are also features associated with the pathology of 

each patient. One of them is the demand for personnel, as 

mentioned above, the type of pathology determines the type of 

staff required and the frequency between visits, which is 

dependent on the condition of each patient's health. 

IV. MATHEMATICAL FORMULATION FOR THE HHCRSP 

This article proposes a mathematical model for the 

HHCRSP with different types of specialized personnel 

(doctors, nurses and therapists), which starts and ends every 

route in their own homes (multi-depot), and is performed in a 
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horizon of time (multi-period). The problem is defined as a 

directed graph G=(V,A) with a set V = CM ∪ CE ∪ CT ∪ PM 

of nodes, which refer to the sets of nodes corresponding to the 

depot represented by the homes of doctors (CM), homes of 

nurses (CE) and homes of therapists (CT), and nodes of 

patients (PM). And the set of arcs A = {(i, j): i, j ϵ V, i ≠ j}. 

Every patient i ϵ PM suffers from a unique pathology, which 

is classified into four services: domicile, blood 

anticoagulation, chronic care and palliative care. Each service 

s ϵ S is served by the type of personal p ϵ P required according 

to the matrix. Additionally, each patient has a demand for 

visits according to the type of staff and service 

( ,  ,  ),
s s s

i i i
DM DE DT  these visits are performed within a time 

horizon in days (d ϵ D) with a periodicity according to the 

patient and the type of personnel ( ,  ,  ).
i i i

KM KE KT  On the 

other hand each patient's time window is framed within a 

length of time per day ( ,  ),
d d

i i
e l  in which staff must reach the 

house of the patient in d

i
e  minimum and maximum in d

i
l . As 

mentioned earlier, each staff member starts and ends its route 

in their respective home and they have a maximum working 

time per day TM. In addition the travel times ( )
p

ij
TV  differ 

according to the type of personnel, since doctors are mobilized 

by means of private transport that is faster than public 

transport by which nurses and therapists are mobilized. 

The parameters and decision variables used from modelling 

the HHCRSP are shown below in Table I. 

 

Table I Notation used from modelling the HHCRSP 

Parameters 
p

ij
TV  Travel time of personal p from the patient i to the patient j. 

ps

i
TS  Time of treatment requiring the patient i of the personal p in 

service s. 
s

i
DM  Number of visits required by the patient i of doctors in service 

s. 
s

i
DE  Number of visits required by the patient i of nurses in service 

s. 
s

i
DT  Number of visits required by the patient i of therapists in 

service s. 
s

p
SP

 
Personal p attending the service s. 

TM  Maximum working time of the day of the staff. 
d

i
e  Start time of the time window of patient i on the day d. 

d

i
l  Closing time of the time window of patient i on the day d. 

M  Large number. 

N  Index i size. 

i
KM  Period of time between doctors’ visits required by the patient 

i. 

i
KE  Period of time between nurses visits required by the patient i. 

i
KT  Period of time between therapists visits required by the 

patient i. 

H  Planning horizon. 

Decision variables 

pd

ij
X  Binary: 1. If the personal p visit the patient i and then the 

patient j on the day d. 0. On the contrary. 
pd

i
Y  Time of arrival of the personal p visit the patient i on the day 

d. 

i
U  Auxiliary variable to avoid subtours to visit each patient i. 

The proposed mixed integer linear programming model 

below is to solve the HHCRSP. 

Objective function 

  Minimize *
pd p ps s

ij ij i p

i V j V p P d D s S

Z X TV TS SP
    

   (1) 

Subject to 

,    , ,
pd ps

ij i

j V s S

X TS TM i V p P d D
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,    , ,
d pd d

i i i
e Y l i PM p P d D       (3) 
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pd
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j V p E

X i PM d D
 

     
(17) 

1,    ,
pd

ij

j V p T

X i PM d D
 

     
(18) 

  1,    , , ,
pd

i j ij
U U X N N i j PM p P d D         (19) 

 0,1 ,    , , , ,
pd

ij
X i j V i j p P d D       (20) 

0,    , ,
pd

i
Y i V p P d D      (21) 

0,    
i

U i V    (22) 

The model presents the routing and scheduling of the home 

medical staff, minimizing the total time of operation 

(transportation and service) (1). Constraints (2) determines the 

maximum working load per day for each staff. Constraints (3) 
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and (4) impose the time window per each patient each day 

according to the staff. Constraints (5) ensures the flow of staff 

patients every day. Constraints (6) avoid fictitious routes of the 

staff. Constraints (7), (8) and (9) determine the medical staff 

every day goes out and returns to their respective home. 

Constraints (10), (11) and (12) determine the period of time 

between visits to each patient according to the type of staff and 

planning horizon. Constraints (13), (14) and (15) guarantee the 

fulfillment of the demand for visits of each patient according 

to the type of staff required. Constraints (16), (17) and (18) 

impose maximum one service with every visit to medical 

personnel for each patient per day. Constraints (19) eliminates 

the subtours generated in the programming model. Finally, 

constraint (20) define the variable pd

ij
X  and constraints (21) 

and (22) determine non-negativity pd

i
Y  and 

i
U  variables. 

V. RESULTS 

As mentioned in section II the model proposed in this article 

is complex, and is based on a Multi-Traveling Salesman 

Problem with Time Windows, Multi-Depot and Multi-Period 

(MTSPTWMDMP). For HHCRSP model validation tests with 

information from a company's industry in Colombia, test has 

16 patients of services: 1. Domicile, 2. Blood anticoagulation, 

3. Chronic care and 4. Palliative care. Each service requires 

attention of different types of staff (doctors, nurses and 

therapists), according to the service required of one or another 

personal type as shown in the matrix s

p
SP  (see Table II). In 

addition, Table II shows the number of people for each type of 

staff, where a total of 19 staff members is determined. 

The 16 patients require a total of 101 visits of all medical 

staff in a two weeks' time horizon, in addition to a periodicity 

between visits as shown in Table III. 

 

 

Table II Services handled by each type of personal 

Type of staff 
Number of 

specialists 

Type of service 

1 2 3 4 

Doctors 3 0 1 1 1 

Nurses 8 1 1 1 1 

Therapists 8 0 0 1 1 

Total 19 
    

 

 

Table III Type of service, demand and periodicity of visits required by patients 

Patient i 

Type of service Periodicity between visits Demand of visits 

1 2 3 4 
Doctors 

i
KM  

Nurses 

i
KE  

Therapists 

i
KT  

Doctors 
s

i
DM  

Nurses 
s

i
DE  

Therapists 
s

i
DT  

1 1 0 0 0 - 1 - - 3 - 

2 1 0 0 0 - 2 - - 3 - 

3 0 1 0 0 3 1 - 1 3 - 

4 0 0 1 0 4 3 4 1 2 2 

5 0 0 1 0 4 2 2 2 3 3 

6 0 0 1 0 3 1 1 2 3 2 

7 0 0 1 0 5 2 1 1 3 2 

8 0 0 1 0 4 2 2 2 3 3 

9 0 0 1 0 4 1 2 1 3 3 

10 0 0 1 0 3 1 2 2 3 2 

11 0 0 0 1 3 2 3 2 3 2 

12 0 0 0 1 4 3 2 2 2 3 

13 0 0 0 1 2 1 2 3 3 3 

14 0 0 0 1 4 3 2 1 2 3 

15 0 0 0 1 2 1 1 3 3 2 

16 0 0 0 1 3 3 2 2 2 2 

       
Total 25 44 32 

           

The model was implemented using GAMS commercial 

software version 24.1.3, with a time limit of 4000 seconds in a 

personal computer Intel(R) Core(TM) i5-4200U CPU with 1.6 

GHz with 8 GB of RAM. The solution of the model 

determines the routes per day needed to meet the demand of 

visits that patients require. Each route is carried out by a 

member of the medical staff who begins and ends at home. 

Table IV shows the routes to perform on day 1, which 

identifies 3 routes that are performed by the nurse 6, nurse 8 

and therapist 5 respectively. For example, the nurse 6 route 

starts in her home, then visit the patients 6, 5, 8 and 13 in that 

respective order, and finally part of the last patient (13) to her 

home as the end point of the route. 

The model gives total of 27 routes divided into 11 days 

(Appendix: Results of the Model of the HHCRSP), routes are 

carried out by a total of 12 staff members (doctor 1, doctor 2, 

doctor 3, nurse 2, nurse 6, nurse 8, therapist 1, therapist 3, 

therapist 4, therapist 5, therapist 6 and therapist 7), as the total 

number of staff members mentioned above are 19, therefore 

compliance is evidence with the route with 7 members less, 

proving the optimization of human resources and the capacity 

to serve a greater number of patients. 
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Table IV Routs for day 1 

Day 1 

Nurse 6 Nurse 8 Therapist 5 

From To From To From To 

NH6 6 NH8 11 TH5 4 

6 5 11 15 4 13 

5 8 15 3 13 12 

8 13 3 2 12 TH5 

13 NH6 2 NH8     

 

The total operation time of the staff in all the time horizon is 

8346 minutes, for which the 64.1% of the time corresponds to 

the time of travel, and the remaining 35.9% of time 

corresponds to the time of service. 

I. CONCLUSION 

This article proposes a model for the problem of routing and 

scheduling of medical staff in the home health care systems, 

which considers characteristics as different types of staff, 

different services, multi-depot, time windows and multi-

period. These features facilitates the application of this model 

in real conditions related with the home health care services. 

The study of the HHCRSP can lead in many directions. First 

implement heuristics and metaheuristics, which allow the 

analysis of the problem with more data in less time. On the 

other hand the integration of other types of services as delivery 

and pick-up of medicines and biological samples and the 

emergency services, which involve new constraints and 

considerations associated with uncertainty in the demand and 

the availability of staff. 

APPENDIX: RESULTS OF THE MODEL OF THE HHCRSP 

The results of the model of the HHCRSP determine a total 

of 27 routes in 12 days (two weeks) of operation. 

 

 

Day 1 

Nurse 6 Nurse 8 Therapist 5 

From To From To From To 

NH6 6 NH8 11 TH5 4 

6 5 11 15 4 13 

5 8 15 3 13 12 

8 13 3 2 12 TH5 

13 NH6 2 NH8 
  

 

 

Day 3 

Therapist 3 

From To 

TH3 5 

5 TH3 

 

 

 

 

 

Day 4 

Doctor 3 Nurse 2 Therapist 4 Therapist 6 

From To From To From To From To 

DH3 10 NH2 10 TH4 8 TH6 16 

10 6 10 6 8 9 16 14 

6 15 6 9 9 13 14 15 

15 13 9 15 13 12 15 TH6 

13 12 15 1 12 TH4 
  

12 DH3 1 NH2 
    

 

 

Day 5 

Doctor 1 Nurse 8 

From To From To 

DH1 11 NH8 11 

11 8 11 5 

8 16 5 8 

16 7 8 7 

7 DH1 7 13 

  
13 12 

  
12 NH8 

 

 

Day 6 

Nurse 2 

From To 

NH2 10 

10 9 

9 16 

16 14 

14 4 

4 NH2 

 

 

Day 7 

Doctor 1 Therapist 1 Therapist 5 Therapist 7 

From To From To From To From To 

DH1 5 TH1 7 TH5 11 TH7 10 

5 3 7 TH1 11 14 10 6 

3 13 
  

14 13 6 5 

13 DH1 
  

13 12 5 8 

    
12 TH5 8 9 

      
9 TH7 

 

 

Day 8 

Doctor 1 Nurse 2 

From To From To 

DH1 10 NH2 7 

10 9 7 3 

9 DH1 3 2 

  
2 1 

  
1 NH2 
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Day 9 

Doctor 3 

From To 

DH3 11 

11 6 

6 15 

15 DH3 

 

 

Day 10 

Nurse 2 Therapist 6 Therapist 7 

From To From To From To 

NH2 10 TH6 8 TH7 10 

10 6 8 7 10 6 

6 9 7 TH6 6 9 

9 15 
  

9 15 

15 1 
  

15 TH7 

1 NH2         

 

 

Day 11 

Nurse 8 Therapist 6 

From To From To 

NH8 3 TH6 11 

3 2 11 5 

2 NH8 5 16 

  
16 14 

  
14 4 

  
4 TH6 

 

 

Day 12 

Doctor 1 Doctor 2 Nurse 2 Nurse 8 

From To From To From To From To 

DH1 5 DH2 4 NH2 16 NH8 11 

5 8 4 12 16 14 11 5 

8 16 12 DH2 14 4 5 8 

16 14 
  

4 NH2 8 7 

14 15 
    

7 13 

15 13 
    

13 12 

13 DH1         12 NH8 
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I. INTRODUCTION 

 Abstract— The aim of this study is to compare a number of 
random and pseudorandom number sequences and examine 
their suitability for image encryption. Five different generators 
are considered: the pseudorandom generators of three 
programming languages, a chaotic random number generator, 
as well as, a truly random number generator. The comparison 
criteria used are distribution, entropy, statistical tests and 
encrypted image autocorrelation. Results indicate that all the 
generators examined provide satisfactory results.  
 

Keywords— Image encryption, random number generator, 
chaotic number generator, statistical tests, autocorrelation.  

 

ITH the proliferation of portable devices such as 
smartphones, tablets and digital cameras, the 
production as well as the communication of images 

is an everyday practice. Cyber-crime incidents have raised the 
issue of confidentiality; hence, data and in particular, image 
encryption, have gained significant importance today. In recent 
bibliography several image encryption techniques have been 
proposed. A common simple encryption practice is to apply 
the bitwise exclusive OR (XOR) between the image pixels 
(represented as integers in the range [0, 255]) and random or 
pseudorandom number sequences [1], [2]. Then the decryption 
is the XOR between the cipher image and the same  random or 
pseudo random sequence.  

It is the purpose of this paper to compare various random 
and pseudo random number generators for use in image 
encryption, using the aforementioned XOR method.  

A common classification of random number generators 
based on the source of randomness is the following [1]:  

• True Random Number Generators (TRNGs),  
• Pseudo-Random Number Generators (PRNGs) and  
• Hybrid Random Number Generators (HRNGs). 

TRNGs take advantage of unpredictable, nondeterministic 
sources such as natural processes or physical phenomena 
which can affect a sensor measuring some physical magnitude 
and converting the measurement into a sequence of statistically 
independent data. Physical phenomena commonly exploited in 

  A. S. Andreatos is with the Div. of Computer Engineering & 
Information Science, Hellenic Air Force Academy, Dekeleia Air Force Base, 
Dekeleia, Attica, TGA-1010, GREECE (phone: +30-210-819-2360; e-mail: 
aandreatos.hafa@haf.gr,  aandreatos@gmail.com).  

 A. P. Leros is with the Department of Automation, School of 
Technological Applications, Technological Educational Institute of  Sterea 
Hellas, 34400 Psachna, Evia, GREECE (e-mail: lerosapostolos@gmail.com). 

the generation of random numbers are radioactive decay, 
thermal noise and cosmic microwave background. However, 
the respective devices are not portable, hence unsuitable for 
use outside a laboratory. Therefore, good quality random 
numbers are often obtained by artificial sources such as the 
rotation of the hard disk in a computer [3], (im)properly 
connected diodes and transistors [4], noise collected by 
microphones [5], noise produced by analogue radios [6] and 
TV sets [7], etc. 

Truly random numbers are unpredictable, in the sense that it 
is impossible to predict the next number, given the previous 
numbers. For this reason TRNGs are particularly useful in 
cryptography and especially in key production.  

PRNGs are algorithmic generators of numbers which have 
the appearance of randomness, but nevertheless, their results 
are predictable. Good random number generators produce very 
long sequences which look random, in the sense that no 
efficient algorithm can guess the next number given any prefix 
of the sequence. Usually, PRNGs use minimal randomness - a 
randomly chosen initial value called seed. For a specific seed, 
PRNGs produce a specific, repeatable as well as periodic 
pattern [8]. This feature is desirable in cryptographic and 
steganographic telecommunication systems because the 
pseudorandom sequence used in the transmitter for encryption/ 
steganography must be faithfully reproduced in the receiver 
[2].  

In practice good TRNGs are hard to find, hard to proof, 
implemented in hardware, hence often expensive, and, most 
important for telecom applications, non-reproducible (in the 
receiver). Therefore, in most applications such as decision 
making, software testing, simulation and cryptography,  
PRNGs dominate.  

 A special category of generators contains the chaotic 
random number generators (CRNGs) which are based on 
chaotic phenomena [1]. Physical implementations of chaotic 
generators (such as those based on electronic circuits) 
approach TRNGs because real device values have a tolerance 
and they are also affected by environmental reasons, aging, 
etc. Software simulations of chaotic phenomena resemble 
PRNGs, hence they share the same advantages and can be used 
in cryptography [2] and steganography [9]. The most famous 
as well as simple chaotic implementation is Chua's circuit [10]. 
Several cryptographic and steganographic telecommunication 
systems based on  Chua's circuit and its variations have been 
proposed [1], [2], [9],[11]. Various methods for the production 
of good quality random number sequences (abbreviated as 
RNS henceforth) based on Chua's circuit have been proposed 
[1], [12], [13].  

W 
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In this paper we compare five sources of  random numbers 
and their suitability in image cryptography. The numbers of 
these sequences are uniformly distributed, i.e., they have equal 
probability of appearance.  

1/ The PRNG of C (rand() function).  
2/ The PRNG of PHP (rand() function).  
3/ The PRNG of Matlab (randi function).  
4/ A chaotic PRNG based on Chua's circuit, simulated in 

Matlab, abbreviated henceforth as CRNG [13].  
5/ A truly random generator based on the HAVEGE 

algorithm [14], [15]; see also Haveged manual pages].  
The  HAVEGE  (HArdware  Volatile Entropy Gathering 

and Expansion) algorithm harvests the indirect effects of 
hardware events on  hidden  processor  state  (caches,  branch  
predictors, memory translation tables, etc.) to generate a 
random sequence. The effects of interrupt service on  
processor  state are perceived as timing variations in program 
execution speed. Using a branch-rich calculation that fills the 
processor instruction and data cache, a high resolution timer 
source such as the processor time stamp counter can generate a 
random sequence even on an idle system.   

The quality of random number sequences (RNSs) is critical 
in many security applications including cryptography and 
steganography. Therefore, many kinds of tests have been 
devised and are used to measure the quality of RN sequences, 
hence, the corresponding generators. Some of the most 
common tests are Entropy tests, Statistical Tests, etc. Some of 
the most common test suites are: the FIPS 140-2 [16], the 
NIST suite [17], the AIS-31 [18],  TestU01 [19], etc.   

 
The tests considered in this paper are the following: 
1/ Visual Tests checking distribution; 
2/ Entropy tests;     
3/  Statistical tests;   
4/ Correlation tests.  
The FIPS 140-2 Test suite was used for the Statistical Tests. 

The Federal Information Processing Standard (FIPS) 
Publication 140-2 (FIPS PUB 140-2) is a U.S. government 
computer security standard used to accredit cryptographic 
modules [16]. The official title is Security Requirements for 
Cryptographic Modules. Initial publication was on May 25, 
2001 and was last updated December 3, 2002.  

This standard provides increasing, qualitative levels of 
security intended to cover a wide range of potential 
applications and environments. The security requirements 
cover areas related to the secure design and implementation of 
a cryptographic module.  

The test image is a colour jpeg image with dimensions 
267x200 pixels and total number of 160,200 bytes or 
1,281,600 bits. It is shown in Fig. 1.  

 

 
Fig. 1 Test image 

 
Poor RNS provide poor (insecure) encryption. In Fig. 2 we 

can see such a  poorly encrypted version of the test image.  
 

 
Fig. 2 Poorly encrypted image 

II. VISUAL TESTS 
Visual tests constitute an easy and quick way for humans to 

check the characteristics of an image and the represented 
parameter or magnitude. 

A. Uniformity Test 
Our generators should not be biased, i.e., they should 

produce random numbers with equal probability, or else, all 
possible numbers [0—255] should have the same frequency of 
appearance. This test was performed via a) the Matlab 
Histogram function; b) via the Binary Viewer software. All 
generators are producing good results. Figures 3-7 demonstrate 
the histograms of the number sequences under test, obtained 
by means of the Binary Viewer.  
 

 
 

Fig. 3 Histogram of C random numbers  
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Fig. 4 Histogram of PHP random numbers  
 

 
 

Fig. 5 Histogram of Matlab random numbers  
 

 
 

Fig. 6 Histogram of CRNG random numbers  
 

 
 

Fig. 7 Histogram of Havege random numbers  
 

 Comparing the images we can conclude that all sequences 
are uniform, but the CRNG produces a coarser histogram. This 
is also verified by the difference Max Frequency - Min 
Frequency in the above figures. CRNG random number 
sequence has the largest difference.  

B. Cipher-image inspection 
 In this test we observe the cipher-images produced by the 
bitwise XOR between the original (test) image and the random 
number sequences (Figures 8-12).  

 

 
 

Fig. 8 Cipher-images produced by C RNS  
 

 
 

Fig. 9 Cipher-images produced by PHP RNS  
 

 
 

Fig. 10 Cipher-images produced by Matlab RNS 
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Fig. 11 Cipher-images produced by CRNG RNS 
 

 
 

Fig. 12 Cipher-images produced by Havege RNS 

III.  ENTROPY TESTS 
Entropy is defined as the amount of information contained 

in a random variable [5]. Entropy of a truly random bit 
sequence equals its size in bits.  

Entropy tests were performed by means of the ent bash 
command, as well as, the Binary Viewer software. The higher 
the Entropy, the better the quality of random numbers. Results 
as shown in Table 1 below in bits per byte; a result of 8 bits 
per byte means perfect. In Binary Viewer (BV) the perfect 
entropy is represented by 1.  

 
TABLE 1. ENTROPY TESTS 

 C PHP Matlab CRNG HAVE
GE 

Entropy 
(BV) 

0.99985
0 

0.99984
6 

0.999850 0.99871 0.999842 

Entropy 7.99324
0 

7.99876
8 

7.998804 7.99096
4 

7.998738 

Chi square 
distribution 

266.65 273.95 265.73 2064.94 279.93 

Arithmetic 
mean 

127.257
4 

127.578
7 

127.4817 127.504
0 

127.6865 

Monte 
Carlo value 
for Pi 

3.15235
9551 

3.15176
0300 

3.1492134
83 

3.13573
0337 

3.133782
77 

error % 0.34 0.32 0.24 0.19 0.25 

Serial 
correlation 
coefficient 

-0.003 
169 

0.00199
8 

-0.000521 0.00016
8 

0.002261 

IV. STATISTICAL TESTS 
The results of statistical tests, obtained by means of the 

rngtest bash shell script, are presented in Table 2. Surprisingly 
enough, the C data set passes all tests, surpassing all other 
generators.  

TABLE  2. STATISTICAL TESTS 
 C PHP Matlab CRNG HAVE

GE 
Successes  64 62 59 59 63 
Failures 0 2 5 5 1 
Monobit 0 0 0 0 0 
Poker 0 0 0 2 0 
Runs 0 0 0 0 1 
Long run  0 2 5 3 0 
Continuous 
run 

0 0 0 0 0 

V. AUTOCORRELATION TESTS 
 In this section we compare the autocorrelation of the 
encrypted images. The autocorrelation of an image is defined 
here as the similarity of an image with itself, shifted by one 
pixel horizontally, vertically, diagonally and anti-diagonally. 
The autocorrelation was calculated in Matlab using the 
following formulae (1) and (2) [2]. The correlation coefficient 
γ for a pair of pixels is defined as described in formula (1): 

[ ][ ]
1

cov( , )( , )                                                 (1) 

Where:
1cov( , ) ( ) ( )                 (2)

x y

N

i i
i

x yx y

x y x E x y E y
N

γ
σ σ

=

=

= − −∑

 

 
In eq. (2) "E" is the expected value operator and σx

2 represents 
the variance of variable x. The values of γ(x,y) lie in the range 
[−1, 1], with 1 indicating perfect correlation, −1 indicating 
perfect anti-correlation and 0 indicating no correlation. The 
evaluation of these formulae in MΑTLAB was realised by the 
use of built-in functions. 
 

TABLE  3. AUTOCORRELATION TESTS 
 Horizo

ntal  
Vertical Diagonal Anti-

diagonal 

Original 0.9758      0.9527 0.9278 0.9561 

C 0.0025 -0.0028 0.0022 -0.0037 

PHP 0.0002 -0.0007 -0.0003 0.0044 

Matlab 0.0032 0.0010 0.0031 0.0029 

CRNG 0.0035 0.0016 -0.0047 0.0003 

HAVEGE 0.0037 -0.0021 -0.0008 -0.0020 
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 As expected, the autocorrelation of the original image is 
close to 1. However, the autocorrelation of all the encrypted 
images is close to 0. Hence, all generators produce satisfactory 
results.  

VI. DISCUSSION 
One might possibly have expected that the Havege TRNG 

would have the best results by far; however, all other 
generators produce comparable results, which means that the 
specific generators are of good quality. In fact, PHP and 
Matlab use the Mersenne twister generator which is, by far, the 
best and most widely used PRNG [20]. Mersenne twister is 
used by many programming languages, including PHP and 
Matlab; hence the good results. The commonly used version of 
Mersenne Twister is “MT19937”, which has a very long 
period of 2^19937−1.  

In order to check the periodicity of a RNS we have to 
arrange its numbers (in our case, integers from 0 to 255) as 
pixels in a matrix. The longer the PRNG period, the longer the 
RNS in order to observe patterns. This is the reason for not 
observing patterns in the visual tests performed in the RNS 
under test, since their size was only 1,281,600 bits. However, 
if we generate a large RNS, patterns will appear. Fig. 13 shows 
a visualisation of a PHP pseudo-random sequence of about 40 
million numbers, where patterns can be observed.  

 

 
 

Fig. 13 Patterns in visualisations of pseudo-random sequences indicate 
periodicity (detail) 

 
Additional tests that could have been performed include the 

histograms of the cipher-images [2], [21], unpredictability 
tests, scatter plots [22], the Diehard [23, 24] and the Dieharder 
[25] test suites, correlation tests [21], etc. This is left for future 
work.  

VII. CONCLUSION 
In this paper we have compared three pseudo-random 

number sets, a chaotic number set and a truly random number 
set, for use in image encryption. From the comparison it seems 
that all sources produce acceptable, high quality results for the 

selected test image. However, neither pseudo- nor truly 
random numbers are suitable for cryptography, for different 
reasons each.  

• Pseudo-random numbers are in fact periodic 
sequences, hence, easy to guess/ break [8]. The 
reason is that observing a sufficient number of past 
iterations allows us to predict all future iterations 
[20]. Hence, they are not suitable for cryptography.  

• Truly random numbers are not reproducible; hence, it 
will be impossible to decode the cipher in the 
receiver.  

 
The CRNG produces satisfactory results, comparable with 

the PRNGs and the TRNG; moreover, it has some additional 
advantages:  

 
• They are periodic but by applying spatiotemporal 

techniques, their period may become some years 
long, hence practically unreachable [26]; 

• Under proper design of the generator, they can use 
multi-parametric keys rather than a single seed (see 
for instance [2], [9];  

• The CRNG is multi-parametric system and must be 
fine-tuned in order to improve its performance. A 
method for tuning Chua-based CRNGs has been 
proposed in [27].  
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Abstract—Routing Information Protocol (RIP) is a standard 
based, distance vector, interior gateway protocol used by routers to 
exchange routing information among gateways and other hosts. It 
plays an important role providing the shortest and best path for data 
to take from node to node. it permits to update periodically the 
routing information in the RIP network. In this paper, we will use the 
formal method Event-B to model and prove the Routing information 
protocol, taking in it step by step by going from an abstract model 
then refined it and prove the consistency between them. The prover 
in Event-B assures the correctness of the modeling.  

 

Keywords—Event B - Formal modeling - protocol - refinement. 

I. INTRODUCTION 
n this paper, we will model the RIP using the Event-B 
method. The first version of the routing information 

protocol is defined by IETF in RFC 1058,it  is considered a 
classful routing protocol .due to the  many limits of the version 
1,the version 2  developed in RFC 2453, it is considered a 
classless routing protocol, and has the ability to carry subnet 
information. The third version if RIP called RIPng (RIP next 
generation) is an extension of the RIPv2 to support IPv6. 
The informal specification of RIP will be modeled using the 
formal method Event-B. 

The Event B is a formal method for modeling software 
systems [1]. It has been used in several interdisciplinary such 
as medicine, transport, aeronautics, trains, space, biology, 
security, hybrid system, parallel systems, communications 
protocols. It translates an informal specification to a formal 
notation using mathematical language (elementary set theory, 
first order logic...). It goes from developing a discrete system 
by refinement. This method permits to build a model by 
successive steps going from an abstract model to a more 
concrete one. Each version is proved and is consistent with the 
previous one [2]. 
     Based on back and Dijkstra works, the method Event-B has 
been developed by Jean Raymond ABRIAL who has 
developed the B method and the Z language. It works 
essentially on refinement, composition and generecity [3]. The 
advantage of the Event -B is to make proofs automatically 
using the Rodin platform.  

     The reminder of this paper is as follows. In Section2, we 
give an overview of the Event-B method. In Section 3, we 
present the description of the routing information protocol. 
And, the final section presents the modeling of the protocol).  

  

II. OVERVIEW OF THE EVENT-B METHOD 
Event B is a formal method used to model complex systems. It 
uses mathematical language to built models step by step going 
from an abstract one to a refined one and proving the 
correctness of it. The Event-B models consist of two mean 
constructs: the contexts and the machines. The context 
contains the static part of the model like sets and constants, 
and axioms whereas the machines contain the dynamic part 
like variables, invariants and events. Between the machines 
and contexts, there are different relationships. The machines 
can refine one or several ones. The contexts can be extended 
by one or several context and can be referenced ‘’see’ by one 
or several machines. 

In Event-B, an event is defined by the syntax: EVENT e 
WHEN G THEN S END , Where G is the guard, expressed as 
a first-order logical formula in the state variables, and S is any 
number of generalized substitutions, defined by the syntax S 
::= x := E(v) | x := z : | P(z). The deterministic substitution, x 
:= E(v), assigns to variable x the value of expression E(v), 
defined over set of state variables v. In a non-deterministic 
substitution, x := z : | P(z), it is possible to choose non-
deterministically local variables, z, that will render the 
predicate P(z) true. If this is the case, then the substitution, 
 x := z, can be applied, otherwise  nothing happens.      
     The Event-B consists of three important techniques: 
refinement, composition, instantiation. 
     Refinement: the refinement permits to build model 
gradually by making it more and more accurate. We construct 
the models by sequence; each one is the refinement of the 
previous one in the sequence. The refinement uses the concept 
of the superstition refinement and data refinement.  
     Decomposition: the decomposition consists on spitting a 
model to small sub models. 
     Generic instantiation: the generic instantiation permit to 
parameterize machines in order to reuse it to refinement. It 
consists of using a generate theory proved using constants and 
axioms in a machines to be reused in another machine without 
proving it. 

The proof obligation permits to test and validate the model. 
The proof obligation rules define what must be. They verify 
the properties of the machines and ensure the correctness of 
the modeling and its consistency between the refined and the 
abstract levels. The proof obligation rules define what must be 
proven; verify certain properties of the machines. Rodin 
platform generates automatically this proof with the help of the 
proof obligation generator. There several proof obligation as 
INV, FIS, WD... 
Invariant preservation proof obligation rule (INV) ensure that 
each invariant are preserved by each event, the Feasibility 
proof obligation rule (FIS) ensure that the action are feasible. 
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The well-definedness proof obligation rule (WD) ensures that 
a potentially ill-defined axiom, theorem, invariant, guard, 
action, variant, or witness is indeed well defined 

 

III. DESCRIPTION OF RIP 
Routing Information Protocol (RIP) is a standard distance-
vector protocol used by routers to exchange routing 
information. it is used to find the best route or path from end-
to-end (source to destination) over a network by using a 
routing metric/hop count algorithm. This protocol is used to 
determine the shortest path from the source to destination. Hop 
count is the number of nodes the packet must go through until 
it reaches its destination [6] - [7] - [8], the routing information 
is stored in a routing table for future use. 

The routing information protocol  manage the router 
information by enable to exchange routing information in 
network (RFC 1058). RIP allows connecting with destinations 
that is not directly reachable. It used for a finite number of 
nodes the longest path supported is 15.if the metric’s (the 
metric is the number of node from the originating node to 
reach a destination) node value is 16 the destination is 
considered unreachable. Each node in the network should 
know all the routes to the other nodes .the routing table is 
updated periodically to ensure the freshness of the routes. 

A node sends a broadcast request to RIP neighbors’ 
interfaces in the network, the request consist of its entire 
routing table. All the neighbors receiving the request respond 
with their routing tables, and these tables will also be sent to 
the receiving neighbors. 

The node send a request to its neighbors, each node of the 
neighbors will send its routing tables to its neighbors until all 
the nodes in the network have all the routes in their tables. 

The messages received, permit to update the receiving ‘node 
table. Each entry in the routing table presents a route, it consist 
of source, destination and the metric node to reach the 
destination. The update consist of comparing the received 
table with the table of the node ,If an entry  is in the received  
node routing table but it does not exist in the node routing 
table than we add it as a new one in the node table. If it already 
exists we take the minimum metric, as it considered the best 
path to the destination. 

The routing information table has four important timers, 
which used in the routing information protocol  where:  

The Route update timer: each 30 second a router send a 
copy of its routing table to its neighbors. 
   Route invalid timer: a time to determine when a route is 
considered invalid, when there is no update for a route about 
180 s then the router sends updates to its neighbors that the 
route is invalid. 
   Route hold-down timer: is the time in which a route in 
unreachable, is about 180s or until a better route is found 
   Route flush timer: is the time to remote a route from the 
routing table, it comes after the route is considered invalid  
The limits specifications of this protocol are: 

IV. MODEL IN EVENT-B 
In the initial model we present the exchange between a node 
and its neighbors. We take the node and one neighbors 
because the same pattern is repeated with the other neighbors. 
The source node send messages to its neighbor this messages 
consist of the source node routing table, and received 
messages from the neighbors, also consist of the neighbors 
routing table. in first model we also present the update of the 
source node table as how it updated. The update happens when 
we compare the source node routing table and the received 
node routing table. If there are routes in the received table that 
are not in the source table we then add those routes as new 
entry. If the same routes that exist in both tables we consider 
the route with best path (with the minimum metric) 

A. The initial model 
We consider the message exchange between the nodes. we 

model it as an exchange between one node in the RIP network 
we  called the source node and one of its neighbors we  called 
it a neighbor node 

  In the context: 
 We define two carrier sets: NODE and MSG.  
 In the machine: 
Sd,and rcv present the messages send or received by a node in 
the RIP network, we also define  the routing table by the 
variable entrytable, and  hopecount  who presents the routing 
table of the resource node (rcvnode)and respectively 
entrytablercv, and  hopecountrcv presents the routing table of 
the neighbors node (neibornode), 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

We have two events for the exchange messages between a 
source node and one of it neighbors node. And, three events 
for the update of the source node routing table.  
 
 
 
 

CONTEXT    ctx0   
SETS    NODE,MSG   
END 
 
 VARIABLES 
    Sd,rcv,srcnode, neibornode,     
     entrytable, entrytablercv, 
     hopecount, hopecountrcv  
 INVARIANTS 
    sd ⊆ MSG  
    rcv  ⊆ MSG  
    srcnode ∈ MSG⇸ NODE  
    neibornode ∈ MSG⇸ NODE  
    entrytable ∈ NODE↔NODE   
    entrytablercv ∈ NODE↔NODE  
    hopecount ∈ NODE⇸(NODE⇸ℕ)  
    hopecountrcv∈ NODE⇸(NODE⇸ℕ)  
    ∀i,j· i↦j∈entrytable⇒i≠j  
    ∀i,j· i↦j∈entrytablercv⇒i≠j 
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The event send_request and receiv−request present the 
messages send or received by a node: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

After we compare the routes in the route table of the source 
node and the one received from the neighbor node. We update 
the source routing table when the route in the received table 
does not exist in the resource routing table (event 
updare_table−dif) .or when the route exists in the routing table 
but the received one has a better path because it has an inferior 
count metric (update_table_same_entry1). Finally, there is no 
update when the route in the source routing table has an 
inferior metric node than the one in the received one, in this 
case there is no action so it’s a SKIP, nothing changing in the 
resource routing table. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. The first refinement 
In the first refinement, we add three more events in relation 
with four timers. And we refine the previous event by adding 
more guard. 
 Route update (t1), time route invalid (t2), time, and route 
flush time (t3), time route hold-down (t4). 
The initial context will be extended and the initial machine 
will be refined. 
Firstly we extend the initial context, by defining the states of 
the route if it is valid or unreachable (the metric is above 15) 
or invalid and adding the timers. 
 
 
 

send−request 
ANY 

Msg,s,n 
WHERE 

msg ∈ MSG 
s∈NODE 
n∈NODE 
msg∈dom(srcnode) 
msg∈dom(neibornode) 
srcnode(msg)=s 
neibornode(msg)=n 
s ≠ n 

THEN 
sd ≔ sd ∪ {msg} 

END 
 
receiv−request 
ANY 

Msg,s,n 
WHERE 

msg ∈ MSG, 
s∈NODE, 
n∈NODE 
msg∈dom(srcnode) 
msg∈dom(neibornode) 
srcnode(msg)=s, 
neibornode(msg)=n 
s ≠ n 

THEN 
rcv ≔ rcv ∪ {msg} 

END 

update_table−dif 
ANY 

s,n,msg1,msg2 
WHERE 

msg1 ∈ MSG,msg2∈MSG,                \ 
s∈NODE,n∈NODE 
s≠n 
msg1∈dom(srcnode), 
msg2∈dom(neibornode) 
srcnode(msg1)=s, 
neibornode(msg2)=n 
s↦n ∉ entrytable,n↦s ∈ entrytablercv 

THEN 
entrytable≔ entrytable ∪ {s↦n} 

END 

 

update_table_same_entry1 
ANY 

s,n,msg1,msg2 
WHERE 

msg1 ∈ MSG, 
msg2∈MSG 
s∈NODE,n∈NODE 
msg1∈dom(srcnode) 
msg2∈dom(neibornode) 
srcnode(msg1)=s 
neibornode(msg2)=n 
n≠s 
n↦s∈entrytablercv,  s↦n∈entrytable 
s∈dom(hopecount) 
n∈dom(hopecount(s)) 
n∈dom(hopecountrcv) 
s∈dom(hopecountrcv(n)) 
hopecount(s)(n)>hopecountrcv(n)(s) 

THEN 
entrytable ≔ entrytable ∪ {n↦s} 

END 
  

update_table_same_entry2 
ANY 

 n,msg1,msg2,s 
WHERE 

msg1 ∈ MSG 
msg2∈MSG 
s∈NODE,n∈NODE 
msg1∈dom(srcnode) 
n≠s 
msg2∈dom(neibornode) 
srcnode(msg1)=s 
neibornode(msg2)=n 
n↦s∈entrytablercv 
 s↦n∈entrytable 
s∈dom(hopecount) 
 n∈dom(hopecount(s)) 
n∈dom(hopecountrcv) 
s∈dom(hopecountrcv(n)) 
hopecount(s)(n)<hopecountrcv(n)(s) 

END 
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In this refinement we have two more variable a time temps and 
a Boolean for the first timer. 
 
 
 
 
 
 
 
We refine the events send−request by adding two more guards 
b = TRUE, and etat= valid . 
And for the events: update_table_same_entry1, 
update_table_same_entry2 , updare_table   −dif  we add the 
guard etat=valid, the route should be valid so it can  be 
updated. 
We add three more event route−invalid, route−remove, 
route−holddown .the first added event presents when the route 
is considered invalid. In the second event the invalid routes are 
removed after a flush time. The third event presents when 
route is considered unreachable 
 
 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. Conclusion 

In this paper, we model the routing information protocol with 
the event-B method, going from an initial model and refine it. 
The Event -B method assure the correctness of the models can 
prove it using the proof obligation rules in the platform Rodin. 
the proof obligation rules who have been failed ,are fixed by 
adding new invariants or strengthen the guards in the events. 
In the end we can see that our model in correct and proved 
using Event-B. 
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CONTEXT 
       ctx01   
 EXTENDS 
      ctx0 
SETS 
      ETAT   
CONSTANTS 
      Valid,invalid ,unreachable 
       t1,t2,t3,t4   
AXIOMS 
     ETAT={valid,invalid,unreachable} 
     valid ≠ unreachable 
      unreachable≠invalid 
      t1 ∈ ℕ ,t2 ∈ ℕ,t3∈ℕ ,t4∈ℕ 
END 

VARIABLES 
    b,temps,etat 
  
 INVARIANTS 
    temps ∈ ℕ, etat ∈ ETAT 
    b ∈ BOOL    = TRUE ⇒ temps < t1 
     
     

route−invalid 
ANY 

s,n 
WHERE 

s ∈ NODE 
n ∈ NODE 
temps∈ℕ 
temps≥t2 
s ≠ n not 
etat=valid 
s↦n ∈ entrytable 

THEN 
etat≔invalid 

END 

route−remove 
ANY 

s,n 
WHERE 

s ∈ NODE 
n ∈ NODE 
s ≠ n 
etat=invalid 
temps≥t3 
s↦n ∈ entrytable 

THEN 
entrytable≔entrytable∪(entrytable∖{s↦n}) 

END 

route−holddown 
ANY 

s,n 
WHERE 

s ∈ NODE 
n ∈ NODE 
s ≠ n 
temps≥t4 
s↦n ∈ entrytable 
s∈dom(hopecount) 
n∈dom(hopecount(s)) 
hopecount(s)(n)≥16 

THEN 
act1: etat≔unreachable › 

END 
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Abstract—Cervical cancer is usually found in women from teen-

age to older women. Around the world, the cervical cancer cases are 
increased to 500,000 and 200,000 deaths from this disease per year. 
About 80% of cervical cases live in developing countries. In 
Thailand, cervical cancer is the top ten cause of death in Thai 
women. About 99% of all cervical cancer cases are related to Human 
Papillomavirus (HPV). In this paper, we formulate the mathematical 
model to describe the transmission of cervical cancer in women with 
HPV Infection. The standard dynamical modeling method is used in 
this study. The numerical results are presented. 
 

Keywords—cervical cancer, local stability, mathematical model , 
steady state.  

I. INTRODUCTION 
HE body of each person is composed of several living 
cells. Normal body cells grow, separate into new cells. 
Early years of each person's life, normal cells divide faster 

to allow the person to grow. After each person becomes an 
adult, most cells divide only to replace dying cells or to repair 
damage cells. Cancer begins when cells in a part of the body 
start to grow without control. There are many kinds of cancer. 
They all start because of abnormal growth cells [1 ]. Cancer is 
usually named for the part of the body where it starts, even if it 
spreads to other parts later. The behaviors of different kinds of 
cancers are difference. The development of each kind of 
cancer grows at different rates. Cervical cancer cases are 
occurred around the world. In United Kingdom, there are 
approximately 2,800 cases of cervical cancer. In each year, 
there are 1,000 women die from cervical cancer. There were 
282 new cases found in 2004 and 127 deaths from this disease 
in 2005. The survival rate of five-year in Scotland between 
1997 and 2001 was 70.6%[ 2].  In 2008, about 1,300 women 
were diagnosed with cervical cancer and 380 deaths in 
Canada. Most cervical cancers are related to Human 
Papillomavirus (HPV) infection. There are more than 100 
different kinds of HPV, several of them are harmless. 
Nevertheless, some types of HPV can interrupt the normal 
functioning of the cells of the cervix. HPV consists of many 
types such as HPV-16, HPV-18, HPV-31, HPV-35, HPV-39, 
HPV-45, HPV-51, HPV-52, HPV-58. There are about 70% of 
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all cervical cancers are caused by HPV-16 and HPV-18. The 
symptoms of cervical cancer cases are abnormal vaginal 
bleeding, pain during sexual intercourse, increased amount of 
discharge from the vagina and foul-smelling discharge from 
vagina. Cervical cancer is an abnormal kind of cancer that 
develops in woman’s cervix. It is the entrance to the womb 
from vagina[3 ]. The cervix joints the uterus to the vagina. 
Blood flows from the uterus through  
the cervix into the vagina during a menstrual period.  Cervical 
cancer may sometimes be a threat to life. It can attack nearby 
tissues and organs. It can extend to other parts of the body. 
Cervical cancer cells can spread by breaking away from the 
cervical tumor. They can transmit through lymph vessels to 
nearby lymph nodes. The spread of cancer cells occurred 
through the blood vessels to the lungs, liver, or bones [4].  
Cervical cancer cases in Thailand are occurred in every year as 
shown in fig.1. We will see that most cases are occurred in 
Central region of Thailand. 
 

 
Fig. 1 The data of Thai cervical cases by region of Thailand[5-6]*. * 

There is no data in year 2006. 
 
In 2010, Muller and Bauch [7] studied the relations of sexual 
partnerships and the tranmission of Human 
Papillomavirus(HPV). In 2012, Lee and Tameru [8] 
constructed the model of Human Papillomavirus(HPV) 
developed to cervical cancer of African American women in 
the United States. They gave the method to prevent this 
disease thought the ideal of modeling. In this study, we 
construct the mathematical model of cervical cancer in 
Thailand with the influence of HPV infection. 
 
 

Mathematical Model of Cervical Cancer due to  
Human Papillomavirus Infection 
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II. MATHEMATICAL MODEL 
The diagram of our dynamical equations can be described 

by following figure: 

 
Fig. 2 Diagram of our equations. 

 
The dynamical equations of  this model is given by the 
following systems of differential equations: 

phvph
p )Sμ(PNb

dt
dS

+−=                       (1) 

HPVhcHPVcpv
HPV )Iμ(P-)IP(1SP
dt

dI
+−−=                           

(2) 

uchHPVc
uc Iμ)IP(1

dt
dI

−−=                                  (3) 

cchHPVc
cc IμIP

dt
dI

−=                                            (4) 

with a condition +pS HPVI + ucI + ccI = pN ; 

where the variables and parameters in the above equations are 
given by 

pS   is the number of susceptible women, 

HPVI   is the number of infected women with HPV, 

ccI   is the number of Infectious HPV women population who 
be infected with cervical cancer, 

ucI   is the number of Infectious HPV women population who 
be uninfected with cervical cancer, 

hb   is the birth rate of human population, 

hµ   is the death rate of human population, 

pN   is the number of women, 

vP   is the probability of women who be infected with HPV, 

cP   is the probability of women with HPV can be infected 
with cervical cancer, 
We normalize our equations  by letting   

p

cc
cc

p

uc
uc

p

HPV
hpv
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p
p N

Ii ,
N
Ii,

N
Ii ,

N
S

s ==== , then 

the reduced equations become 

 pvph
p sP)s-(1μ

dt
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−=                                            (5) 

)μ(1isP
dt

di
hhpvpv

hpv +−=                                   (6) 

uchhpvc
uc iμ)iP(1

dt
di

−−=                                      (7) 

where   ps + hpvi + uci + cci  = 1. 

III. ANALYSIS OF MODEL 

A.  Steady states: 
Setting our equations(5)-(7) to zero, we obtain a steady state: 

( ,s*
p

*
hpvi , *

uci )  

where 
vh

h*
p Pμ

μs
+

= , 
)P)(μμ(1

Pμi
vhh

vh*
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= , 

)P)(μμ(1μ
)P(1Pμi

vhhh

cvh*
uc ++

−
= . 

To determine the local stability of our steady state, we find the 
eigenvalues and then check the sign of the real parts. If the 
sign of the real parts appear negative, we can say that steady 
state is local stability[9]. The eigenvalues are the solutions of 
the characteristic equation: 

0  λI)det(J =−  
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After evaluating our equations(5)-(7), the jacobian matrix(J) is 
defined by 
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The characteristic equation is 
)Pμ1)(λμ)(λμ(λ vhhh +++++ = 0. 

Thus, the eigenvalues are 

vh3h2h1 P-μλ1,μλ ,μλ −=−−=−= . It can be easily 
seen that the real part of all eigenvalues are negatives. 
Therefore this steady state is local stability. 

B. Numerical Solutions: 
We find the numerical simulations [10] by simulating our 
equations(5)-(7). The parameters are follows: 
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)65×365/(1=μh  corresponds to the life cycle 65 years of 

human. 6.0=P v  and 7.0=P c are arbitrarily chosen. 
 

 

 

 

 

 
Fig. 3 Numerical solutions of our equations(5)-(7), the parameters are 

%70P  %,60P ),65365/(1μ cvh ==×= . 
 
From fig.1, we will see that the solutions converge to the 
steady state (0.0000702, 0.000042, 0.45298). 

 

C. Analysis of the Parameters vP  and cP   

In this section, we analyze the model given by equation (5)-
(7). The trajectories of the solutions, when vP (the probability 

of women who be infected with HPV) and cP (the probability 
of women with HPV can be infected with cervical cancer) are 
difference as shown in the following figures.    
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Fig. 4 Time series solutions of our model (5)-(7), when the 

probability of women who be infected with HPV are difference. 
 

 

 
Fig. 5 Time series solutions of our model (5)-(7), when the 
probability of women with HPV can be infected with cervical cancer 
are difference. 

 

IV. DISCUSSION 
In this study, we analyze a mathematical model of cervical 
cancer due to HPV. From fig.2 and fig.3, we will see that 

vP (the probability of women who be infected with HPV) and 

cP (the probability of women with HPV can be infected with 
cervical cancer) are influence to the behavior of the solutions. 
When vP is higher, the time of convergence to the steady 

states of both infectious HPV women classes( ccI and ucI ) 

are shorter. The steady solution of  ucI (Infectious HPV 
women population who be uninfected with cervical cancer) is 
smaller when cP (the probability of women with HPV can be 

infected with cervical cancer) is higher. But ccI (Infectious 
HPV women population who be infected with cervical cancer) 
is higher when vP (the probability of women who be infected 
with HPV) is higher. The results are corresponding to the real 
situations because when the probability of infection with HPV 
is high then each woman can be infected in a short time. 
Furthermore, when the probability of women with HPV can be 
infected with cervical cancer is high, the number of  infectious 
HPV women population who be infected with cervical cancer 
is also high. 
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Abstract— The article deals with the indicators in the industrial 

production. Industry represents an important sector in the world, as 
well as in Slovak economy. Industry and the related services affect 
the development of the whole country and also the development of 
individual regions, is a source of job opportunities.  Manufacturing  
are divided into categories and special aggregates industry 
classification of economic activities.  Classification of economic 
activities SK NACE is fully harmonized with the European version of 
NACE that is comparable to the international level. In this paper 
analyzed indicators of economic activity: number of persons 
employed, monthly wage labor productivity from revenues from own 
services and products, receipts for own performances and goods  in 
the industrial production. In the end are prediction of  the analyzed 
parameters of the known values. Relationship between individual 
variables is explained by using a correlation matrix. 
 

I. INTRODUCTION 
Between the constantly accelerating pace of innovation and 

technological development the industry must respond flexibly 
to new requirements. Industry represents an important sector in 
the world, as well as in the Slovak economy. Its an important 
part of the industrial production. Manufacturing is part of 
material production-oriented extraction of minerals and fuels, 
production and distribution of all kinds of energy, machine 
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processing of extracted materials and derived agricultural 
products, various repair activities and selected services. 
Industry and the related services affect the development of the 
whole country and also the development of individual regions. 
It is also a source of job opportuni-ties. The impact of 
economic, social, technical and environmental factors cause in 
manufacturing various changes. Until 1989 was in every 
region of at least one supporting industrial plant but after 1989 
primarily reflected the transformation of the industry in 
changing its sector, ownership, size and spatial structure. The 
regional distribution of industrial production shows that the 
critical capacity of manufacturing in terms of production, sales 
and share of employment are concentrated mainly in Western 
Slovakia. 
 
Table 1 Classification of industrial production by SK 
NACE 

C  Manufacturing 
CA Manufacture of food products,  Manufacture of 
beverages,  Manufacture of  tobacco products 
CB  Manufacture of textiles, Manufacture of wearing apparel,  
Manufacture of leather and related products 
CC  Manufacture of wood and of products of wood and cork, 
except furniture; manufacture of articles of straw and plaiting 
materials, Manufacture of paper and paper products 
CD Manufacture of coke and refined petroleum products 
CE  Manufacture of chemicals and chemical products 
CF  Manufacture of basic pharmaceutical products and 
pharmaceutical preparations 
CG Manufacture of rubber and plastic products, Manufacture 
of other non-metallic mineral products 
CH Manufacture of fabricated metal products, except 
machinery and equipment 
CI  Manufacture of computer, electronic and optical products 
CJ Manufacture of electrical equipment 
CK Manufacture of machinery and equipment n.e.c. 
CL Manufacture of motor vehicles, trailers and semi-trailers, 
Manufacture of other transport equipment 
CM Other manufacturing,  Repair and installation of 
machinery and equipment 
 
 

Industrial production can be divided into categories and 
special aggregates industry classification of economic 
activities. For example breakdown by SK NACE in Tab. 1. 

Analysis and forecast of indicators in the 
industrial production in Slovak Republic 
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Classification of economic activities SK NACE is fully 
harmonized with the European version of NACE. Using this 
classification is created a statistical binding on all Member 
States of the European Union. Previous Slovak version of this 
classification was the Statistical Classification of Economic 
Activities, the acronym NACE. Reason for revision 
classification of economic activities was an attempt to take 
account of a technological and structural changes in the 
economy and to ensure comparability of economic statistics, 
not only at European but also at international level. Our 
statistical office data has been processed according to this 
classification since 2008, therefore in this paper data are 
analyzed from 2008 to 2013. 

II. RESEARCH METHOD  
We use method of least squares (LSM) for the analyz of 

economic indicators in the industrial production.  In de-
scribing dynamic phenomena rely on indicators which are 
grouped into time series. The aim of the analysis time data 
structure is an appropriate model by which we derived based 
on data from the past to make predictions for specific periods 
in the future. Thus created time series model allows us to 
simulate time series in such a way that the real values and 
designed a model is not a significant difference. The main task 
of the analysis of time series is a depiction of the basic 
tendencies of their development, thus setting the trend. 

 
The principle of least squares method consists in 

minimizing the sum of squares of empirical values iy  and 

theoretical values Tyi =ˆ  (i.e. ( )∑ −=
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 . 
For a polynomial of second and third order it is like in the 

case of a second order polynomial we get three equations with 
three unknowns. 

A. ∑=∑+∑+
===

n

i
i

n

i
i

n

i
i ytatana

11

2
2

1
10 )(        (3) 

B. ( ) ( ) ∑=∑+∑+∑
====

n

i
ii

n

i
i

n

i
i

n

i
i yttatata

11

3
2

1

2
1

1
0 ,     (4) 

C. ( ) ( ) .)()(
1

2

1

4
2

1

3
1

1

2
0 ∑=∑+∑+∑

====

n

i
ii

n

i
i

n

i
i

n

i
i yttatata  (5) 

 
In economic practice, but we also meet with functions that 

that can not be linearized by any transformation. Among them: 

• Exponential    tbaT =             (6) 

• Modified exponential trend  taakT 10+=    (7) 

• Logistic trend    
taa

kT
101+

=
,        (8) 

• Gompers trend   
taakT 1

0=  ,         (9) 
 
Selecting the shape of the regression function must respect 

the logical and factual context of the phenomenon and its laws. 
Regression function should be as simple and at the same time 
to guarantee the best possible approximation to the observed 
values. Selecting the right type of addiction is based on the 
scatter plot. Choosing the most appropriate model may not 
always be obvious from the outset, therefore we consider the 
most appropriate one that is most logical in which the smallest 
residual variation which has the largest leaks addiction. 

The most preferably trend were determined by the value of 
the correlation coeficient the closer they are to 1, team  it is 
more accurate. 

III. INDICATORS IN  THE INDUSTRIAL PRODUCTION 
In this paper the underlying data were drawn from the 

database SLOVSTAT and are processed by statistical meth-
ods. In assessing the current state of the industry has been used 
trend analysis of selected indicators in time series and their 
comparison. Based on the identified knowledge is made 
prediction of the analyzed indicators of industrial produc-tion 
in 2014. 

Based on data from the statistical office of the database can 
be done by analyzing the development of indicators in the 
industrial production. In this article are analyzed the following 
variables:  

• the average number of persons employed in 
manufacturing,  

• the average nominal monthly wage in manufacturing,  
• the labour productivity from revenues from own services 

and products in manufacturing,  
• receipts for own performances and goods in 

manufacturing. 
For analysis was used data for the period 2008-2013, 

because since 2008 are known values of individual indicators 
by SK NACE classification. This period is referred as the 2009 
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crisis year, some indicators show a decline or stagnation, but 
some of this impact is not noticeable. 

A. The average number of  persons  employed 
The average number of persons employed includes the 

average number of employees and self-employed persons. 
Average number of employees includes permanent and 
temporary employees who are at work, employment, public 
servant or a member of an organization, regardless whether 
they are actually present at work or not.  [4] Developments  of 
the average number of persons employed  during the review 
period is shown in Fig.1. 

 

 
Figure 1 The average number of persons employed  in   the 
industrial production 

The average number of  the employed persons in the 
industrial production  in the crisis year  of 2009 decreased 
compared to 2008, and since then, with minor differences, the 
trend of nearly constant (fluctuates around the number 450 000 
thousand). Trend function parameters are determined by least 
squares and its best feature is determined by the value of the 
correlation coefficient. Evolution of the average number of 
persons employed in industrial production can be described as 
a third-order polynomial: (year 2008 - t = 1) 

32 4,4937601164,2262023,702453 ttty −+−=     (10) 

 
Figure 2 Number of persons employed in the industrial 

production 
The highest number of persons employed during the period 

was in 2012 year (452006 thousand) and the lowest in 2013 
year (445 301 thousand). Proportion of employees under each 
category shown graphically in Fig. 2. From the all employed in 

manufacturing is the most people employed in manufacture of 
basic metals and fabricated metal products except machinery 
and equipment (21%) and the least in the manufacture of coke 
and refined petroleum products and in the manufacture of 
basic pharmaceutical products and pharmaceutical 
preparations (1%). 

 

B. The average nominal monthly wage 
The average nominal monthly wage labor costs shall include 

the amount paid to its own employees as compensation for 
work or a replacement on the basis of the legal relationship 
with the employer (work, service, civil service or membership 
relation). Its gross wage lowered by legal or agreed with the 
employee deductions. [4]  Developments  of the average 
nominal monthly wage during the review period is shown in 
Fig.3. 
 

 
Figure 3 The average nominal monthly wage in the  
industrial production 
 

The average nominal monthly wage in manufacturing during 
the period of growth didn't decline even during the cri-sis. The 
development trend of the average monthly salary can be 
described as trend function:  (year 2008 - t = 1) 

21,67798,30 += ty     ( 9972,0=r ).          (11) 

 
Tab. 2 reflects a comparison of the average nominal 

monthly salary in manufacturing. The monthly wage is higher 
than the average across manufacturing employees achieved in 
eight of the thirteen monitored categories. Maximum wage 
employees are in manufacture of coke and refined petroleum 
products (224.4%) and the lowest employees in manufacture 
of textiles, apparel, leather and related products (66.44%). The 
difference between the highest (CD) and the lowest (CB) 
average monthly wage is higher than the average monthly 
wage in the whole manufacturing. The graph in Fig. 4 presents 
the evolution of the average monthly wage in manufacturing, 
by categories. It is evident that the trend of development of all 
categories is almost identical. 
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Table 2 Comparison of the average monthly salary by 
category 
Category C CA CB CC CD CE CF 

Wage 
(%) 100  89 66,4 83,

5 224 117 13
5 

Category CG CH CI CJ CK CL C
M 

Wage 
(%) 104,5 102,2 100,2  99,

8 112 118 96 

 

 
Figure 4 The average nominal monthly wage by category 
 

C. Receipts for own performances and goods in  the 
industrial production  
Receipts for own performances and goods sold includes the 

value of goods and services from their own production and 
commercial goods destined for domestic and foreign 
customers. The data are exclusive of value added tax and 
excise duties.  [4] Developments of receipts for own 
performances and goods during the review period is shown in 
Fig.5. 
 

 
Figure 5 Receipts for own performances and goods in the 
industrial production 
 
 Receipts for own performances and goods in the industrial 
production in the crisis of 2009 year decreased compared to 
2008 year  (25%) even in 2010 year were lower than in 2008 
year, but higher than in 2009. Development of revenues from 
own services and products in the industrial production function 
can be approximated by: (year 2008 – t=1) 
 

32 37,9145858716,459958393,1489892098,1317259 ttty +−+−=
   ( 9636,0=r ).               (12) 

 

 
Figure 6 Receipts for own performances and goods by 
category 

 
Receipts for own performances and goods in the  industrial 

production in each category increased mostly in the ma-
nufacture of transport equipment, which is connected 
especially with the advent of Kia Motors, Volkswagen and 
others in Slovakia. Nearly 30% of total sales accounted by 
sales in the manufacture of transport equipment. The second 
area, which represents 15% of total sales  are metals and metal 
products, except machinery and equipment. Overview of the 
percentage rate of sales to total sales for each category is 
shown in Fig.6. 

D. The labour productivity from revenues from own 
products and goods 
Developments of the labour productivity from revenues from 

own products and goods during the review period is shown in 
Fig.7., 

 
Figure 7 The labour productivity from revenues from own 
products and goods in  the industrial production 

 
The labour productivity from revenues from own services 

and products in the industrial production in the crisis of 2009 
year decreased compared to 2008 year  (about 10%) and since 
then has upward trend (growth factor  ), trend function has the 
form:  (rok 2008 – t=1) 

32 1,165528,1767543,443534,139065 ttty −++=    
( 9749,0=r ).                  (13) 

Category C CA CB CC CD CE CF 
Wage (%) 10 72 29 63 11

4 
16
7 83 

Category CG CH CI CJ CK CL CM 
Wage (%) 67 63 21

7 61 53  17
5 41 
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Tab. 3 shows a comparison of the labor productivity from 

revenues from own services and products in the in-dustrial 
production. The highest labor productivity has manufacture of 
coke and refined petroleum products (11 times higher than 
average). Values higher than the overall average is only in 
three categories (CE, CI, CL). Low labor produc-tivity from 
revenues from own services and products in the manufacture 
of textiles, apparel, leather and leather products (CB - 29%), 
which is the lowest average nominal monthly wage. The 
graphic display (Fig.8) reflects that labor productivity is 
different in each category, somewhere stagnant, growing 
somewhere in the categories CA and CD has a variable 
character. 
 

 
Figure 8 The labour productivity from revenues from own 
products and goods  by category 

IV. PREDICTION INDICATORS IN  THE INDUSTRIAL PRODUCTION 
FOR 2014 

Prediction of the analyzed parameters established by the 
estimated approximation of functions, whereas for year 2008 is 
t = 1, this means that for year 2014 is t = 7.  Calculated values 
of the investigated parameters in the  industrial production for 
2014 are:  

• the average number of persons employed: 371191 
thousand persons,  

• the average nominal monthly wage: 894.07 €, 
• the labour productivity from revenues from own services 

and products: 126 984.1 €, 
• receipts for own performances and goods: 47 714 636 €. 

 
Table 3 Correlation matrix 
Indicators Number of 

employees 
Wage Receipts Labour 

productivity 
Number of 
employees 

1 -0,55 0,08 -0,38 

Wage -0,55 1 0,75 0,95 
Receipts 0,08 0,75 1 0,89 
Labour 
productivity 

-0,38 0,95 0,89 1 

 
One of monitored indicators in the industrial production and 

the average nominal monthly wage has a higher value than in 
the previous period. The other three indicators (the average 
number of persons employed and the labor produc-tivity from 

revenues from own services and products and sales of own 
products and goods) entered values below, which was 
achieved in 2013. To construct the mathematical model - 
approximation of functions affected the values that these 
indicators reached in 2009, so these features have not only 
increasing character, but also declined values, although 
preliminary data for 2014 point showed their growth. 
Individual variables interact the growth of one of them will 
increase the value of another parameter. The most significant 
correlations are indicated in the correlation matrix in Tab. 4. It 
is clear that the wage employee turnover and productivity from 
revenues from own services and products is a significant 
correlation. 

V. CONCLUSION 
Industry and related services are the core of the Slovak 

economy, a source of job creation, the driving force of 
productivity and innovation. Performance of industry and 
manufacturing is shaping the level of productivity of the 
Slovak economy in relation to the European Union. The 
analysis showed that the individual sectors in the  industrial 
produc-tion development are  highly differentiated. In the 
category of coke and refined petroleum products are em-
ployed but the least people reach there highest salary Receipts 
for own performances and goods and hence productivity is 
highest in this category. Recently, there is also an increase in 
production indicators in the categories of vehicles. The 
analysis above shows that in order to increase the 
competitiveness of industrial production and its individual 
sectors is necessity to look for the optimal way of industry 
development. 
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Abstract— Hand-based biometric systems are the emerging type 

of biometrics that attracts researchers in biometrics area. As 
compared to the other  biometric traits such as face and iris, the 
image quality of a hand-based system are robust with more 
information can be employed even though it is in low resolution. A 
new approach image enhancement and segmentation called the local 
histogram equalization and adaptive thresholding (LHEAT) was 
proposed to improved the quality of image taken. It was firstly 
obtained to ensure an equal distribution of the brightness levels. The 
useful information of the image was then extracted and the 
foreground from the nonuniform illumination background was 
separated. The sliding neighborhood operation was also applied such 
that the computation is much faster. Three hand-based biometric 
databases i.e. the fingerprint, finger vein and palm print databases 
were employed and evaluated based on the quality of image and 
classification accuracy (CA). Experimental evaluation based on 
quality of image shows that the proposed LHEAT has better 
performance than local histogram equalization (LHE) and local 
adaptive thresholding (LAT) with more than 45 of peak-signal-to-
noise ratio (PSNR). The results also shows that the proposed LHEAT 
is able to achieved more than 90% in term of CA. This shows that the 
proposed LHEAT is able to enhance and segmented the images 
effectively. 
 

I. INTRODUCTION 
ODAY’S complex demands for reliable authentication 

and identification methods are increasing rapidly. 
Initially, the traditional technologies such as personal 
identification number (PIN), smart cards and passwords were 
introduced [1]. However, they had a number of inherent 
disadvantages such as duplication, misplacing and hacking. 
Therefore, biometrics were introduced in the late 90s to 
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recognize a person based on the physiological or biological 
characteristics [2]. The biometric technology is inherently 
more reliable. It is capable to provide a level of assurance for 
the preventions of duplication, stealing and hacking. Due to 
the specific physiological or behavioral characteristics that are 
possessed by the users, this technology is able to be 
implemented in various fields such as door access controls, 
criminal investigations, logical access points and surveillance 
applications [3]. 

There are various kinds of modalities of the biometric 
systems that are either widely used or developed such as the 
fingerprint, iris, face, hand geometry, palm print, gait, voice 
and signature [1]. Among the available biometrics, hand-based 
systems such as the finger vein, fingerprint and palm print are 
found to be the most popular due to their high user acceptance 
and excellent advantages in their application [4].  

The features of the finger vein are inside the skin surface, 
which makes it difficult to be duplicated. Thus, it is more 
secure compared to other modalities and leads to the high 
recognition accuracy. In addition, as the veins are located 
inside the body; it is less likely to be influenced by changes in 
the weather or physical condition of  the individual. Moreover, 
the rushes, cracked and rough skin does not affect the result of 
recognition [11]. On the other hands, the images quality of a 
fingerprint and palm print are robust because of its multiple 
lines, wrinkles and ridges while the palm print covers even 
more information and the ridge structures remain unchanged 
throughout  the life, except for a change in size [12]. 
Currently, they are offering low costs for data acquisition and 
the possibility of acquiring the data easily. The image can be 
collected in the real environment where the acquisition 
devices had no pegs holding the finger or palm. 

However, the main problem with hand-based images is that 
they are of low quality due to several reasons such as the 
movement of hands, use of low resolution capturing devices 
and environmental factors. These factors obscure image 
details and create noise which badly effect object detection 
and recognition. Commonly, the problem of suppression of 
noise in these images is solved by a smoothing technique [5]. 
However, this process has the potential to blur all sharp edges 
containing an important information about the image [6]. In 
order to overcome this problem, a combination of image 
enhancement and segmentation techniques is found to be more 
appropriate in such ways. Hence, this paper proposed a 
contrast image enhancement and image segmentation by 
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introducing the local histogram equalization and adaptive 
thresholding (LHEAT) technique. This technique is an 
improved version of the local histogram equalization (LHE) 
and local adaptive thresholding (LAT) techniques [7, 8]. In the 
LHEAT, the LHE was firstly obtained to ensure an equal 
distribution of the brightness levels. The LAT was employed 
to extract the useful information of the image that had been 
enhanced by the LHE and separated the foreground from the 
nonuniform illumination background. In addition, the sliding 
neighborhood operation was applied such that the computation 
is much faster. This is an advantage of the LHEAT on 
reducing the time processing of the image enhancement stage 
compared to the baseline LHE and LAT techniques. The rest 
of this paper is organized as follows: The proposed LHEAT 
technique is described in Section II. The experimental set up 
and results are explained in Section III, and this paper is 
concluded  in Section IV.  

 

II. THE PROPOSED LOCAL HISTOGRAM EQUALIZATION AND 
ADAPTIVE THRESHOLDING 

 
The flowchart of the LHEAT techniques  is shown in 

Fig. 1.  
 
 
 
 
 
 
 
 
 

 
Fig. 1 A flowchart of the proposed fingerprint enhancement 

algorithm. 
 
An input image was first broken into small blocks or 

local window neighborhoods containing a pixel. This was 
similar in the LHE, LAT and LHEAT. Each block was 
surrounded by a larger block. The input image was defined as 

H WX R ×∈ , with dimensions of  pixels, and the 

enhanced image was defined as , with  pixels. 

The input image was then divided into the block  

of window neighborhoods with the size , where 

and . 

Each pixel in the small block was calculated using a 
mapping function and threshold. The size of w should be 
sufficient to calculate the local illumination level, both objects 
and the background [9]. However, it led to a complex 
computation which can be reduced by employing the sliding 
neighborhood. This operation can also decrease the 
acceleration of the computation. Fig. 2 shows an example of 
the sliding neighborhood operation. An image with a size of 
6×5 pixels was divided into blocks of window neighborhoods 

with a size of 3×3 pixels. It is shown in Fig. 2(a). The 6×5 
image matrix was first rearranged into a 30 column (6×5=30) 
of temporary matrix, as shown in Fig. 2(b). Each column 
contained the value of the pixels in its nine rows (3×3=9) 
window. The temporary matrix was then reduced by using the 
local mean (Mi): 

1

1 n

i j
j

M w
N =

= ∑           (1) 

where w was size of window neighborhoods, j was the number 
of pixels contained in each neighbourhood,i was the number 
of column in temporary matrix and N was the total number of 
pixels in the block. 
After determining the local mean in Equation (1), there was 
only one row left as shown in Fig. 2(c). Subsequently, this row 
was rearranged into the original shape as shown in Fig. 2(d).  

 
(a) Original image with window neighborhoods 

 
operation 

 
(b) Temporary matrix 

 
(c) One row matrix 

 
(d) Rearranged row into the original shape 

Fig. 2 The sliding neighborhood 
 

The LHE was then obtained to ensure an equal 
distribution of the brightness levels. There are three major 
steps in the LHE technique. There are the probability density 
(PD), the cumulative distribution function (CDF) and the 

H W×
H WY R ×∈ H W×

1,...,iT n=
w w×

,w W w H< < H Wn
w w

× =  × 

LHEAT techniques 

Sliding 
neighborhood 

Enhanced image 

 

Input 
image 

 

local window 
neighbrhoods  

LHE LAT Filtering 
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mapping function. The probability distribution of image PD 
for each block can be expressed as:  

( ) inP i
N

=  for 0,1,..., 1i L= −     (2) 

where ni is the input pixel number of level, i is the input 
luminance gray level and L is gray level, which was 256 in the 
investigated case.  
The LHE uses an input-output mapping that is derived from 
CDF of the input histogram as defined in below: 

0
( ) ( )

n

i
C i P i

=

= ∑         (3) 

Although the image has been enhanced, it remains 
mildly degraded because of the background noise and 
variation in contrast and illumination. Hence, the 2D median 
filter, containing a 3×3 mask was applied over the grayscale 
image to reduce the effect of salt and pepper noise and the blur 
of the edge of the image. Given an input vector is x(n) and 
y(n) is the output median filter of length l where l defines the 
number of samples over which median filtering takes place. 
When l is odd, the median filter can be defined as stated in 
Equation (4).  

{ }( ) ( : ), ( 1) / 2y n median x n k n k k l= − + = −    (4) 

When l is even, the mean of the two values at the center of the 
sorted samples list is used.  
Once it was filtered, the image was segmented using the LAT 
technique to separate the foreground from the background by 
converting the grayscale image into binary form. The 
Sauvola’s technique was applied here due to its promising 
effects on the degraded images. By using the Sauvola’s 
technique, the following formula for the threshold is: 

( ) 1 1h
ZT i M k
R

  = + −    
      (5) 

where Th is the threshold, k is a positive value parameter with 
k= 0.5, R is the maximum value of the standard deviation, 
which was set at 128 for grayscale image and Z is the standard 
deviation which can be found as:  

( )
1

1
1

n

j
j

Z w M
N =

= −
− ∑      (6) 

The binarization results can be denoted as follows y(i) as in 
Equation (7) 

     
 
                      (7) 
 
 
As mentioned before, a suitable value for window size, w 

was greatly affected the image. If the window size is too 
small, the image resulted segmented regions appear was less 
visible. Meanwhile the large window size had caused the 
important details of the image was disappeared. In this study, 
the best value of w is obtained by the w=11 for the finger vein 
and fingerprint databases and w=9 for the palm print database. 

III. EXPERIMENTAL RESULTS 
In this section, a comparative study on the performance of 
LHEAT technique on the hand-based biometric database had 
been investigated and compared with  the LHE and LAT 
techniques. The experiments were implemented using Matlab 
R2010 (b) and were tested in Intel Core i5, 2.1GHz CPU, 6G 
RAM and Windows 7 operating system. 
 

A. Data Acquisition  
The finger vein database was provided by the IBG, USM. It 

is available for downloading from the following website: 
http://blog.eng.usm.my/fendi/. The capturing device was 
comprised of three units of Near-Infrared-light emitted diode 
(NIR-LED) of wavelength = 850 nm and a Sony PSEye 
camera with an IR passing filter. The NIR-LEDs were placed 
in a row on the top section while the camera was attached to 
the bottom side of the capturing device. To reduce the user’s 
discomfort, the users were simply asked to place their fingers 
on the acquisition devices and there had no pegs holding the 
finger. The spatial and depth resolutions of the images were 
set at 640×480 pixels and 256 grey levels, respectively. The 
images were then segmented into the region of interest (ROI). 
A few examples of the ROI of the finger vein images are 
shown in Fig. 3. 

The database was obtained from 123 volunteers who were 
staffs and students (83 males and 40 females) from University 
Sains Malaysia (USM). The range of age of the users was 
from 20 to 52 years old. Each user contributed four of their 
fingers which were the left index, left middle, right index and 
right middle fingers resulting in 492 finger classes for this 
investigation. The images were acquired in two sessions with 
a time gap of by more than two weeks. Each finger was 
captured six times in every session. There were 2952 samples 
extracted from the first and second sessions were used as the 
training and testing samples, respectively. 

The fingerprint database was obtained from the Fingerprint 
Verification Competition 2006 (2006FVC). The image was 
collected by using an optical sensor with the resolution of the 
sensor is 569 dpi in the image format of BMP, 256 gray-levels 
size of 400x560 pixels. [10]. This database was collected from 
150 volunteers who were randomly selected including the 
manual workers and elderly people. They were simply asked 
to place their fingers on the acquisition device. There was no 
constraint was enforced to guarantee  the highest quality of the 
captured images. The final databases were selected from a 
larger database by choosing the fingers that were more 
difficult to be evaluated according to a quality index. This was 
done to make the benchmark sufficiently difficult for a 
technology evaluation. Each user had provided 12 samples per 
finger. Thus, the final databases collected were 1800 
fingerprint images 1800 samples from 150 users and they were 
then partitioned in half (900 as the training samples and the 
other 900 for the testing samples). Some examples of the 
fingerprint images are shown in Fig. 4 

   if q(i) > Th(i) 

   otherwise 

1
( )

0
y i 

= 
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Fig. 3 The example of extracting ROI finger vein image collection 

.  

    

    

  
 

 

Fig. 4 The examples of fingerprint image collection 

The palm print database was  provided by the IBG, USM. The 
image was taken using a HTC One X android mobile phone 
with the image resolution of 8 megapixels of image resolution 
at a fixed background the files were saved in JPEG format. It 

was obtained by collecting the palm print images from 40 
users, who were the students from School of Electrical and 
Electronic, USM. The age range of the users were from 19 to 
23 years old. The database were comprised of 60 palm print 
images from every user in which 20 of them were used as the 
training samples and the other 40 images were applied as the 
testing samples. The original image was then transformed into 
a gray scale image and extracted into the ROI. A few 
examples of the ROI of the palm print images are shown in 
Fig. 5. 

 

 
Fig. 5 The examples of extracted ROI palm print image collection 

 

B. Performance Evaluation 
In this study, the evaluation of the performance of the 

hand-based biometric system is based on quality of image and 
the CA. In the quality of image, the performance of the 
proposed technique was evaluated in two evaluations 
subjectively and objectively. The perception of an image 
quality improvement in the human visual system is a 
subjective evaluation while the perception of quantitative 
measures is an objective evaluation. The objective evaluation 
is determined based on the PSNR computation. The higher 
value of the  PSNR the more improved is an image. 
PSNR is calculated using:  

2
1010 log ( 1)LPSNR

MSE
−

=      (8) 

where MSE can be calculated as:  

 

2

1 1
( )

Y X

i j
m Y

MSE
R C

= =

−
=

×

∑∑
      (9) 

where X is the original image, Y is an enhanced image, m is 
the intensity of the pixel at position (i,j), R and C are the row 
and column of the image size. 

The duration of the processing time of each method is also 
compared to investigate the complexity of the enhancement 
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approaches. The enhancement process is expected to be 
computed with a minimum period of run time. 

In order to investigate the effectiveness of proposed 
technique based on the CA, the k nearest neighbor (kNN) 
classifier with k=5 was employed to calculate the score of the 
pattern matching between training and testing data of the 
databases. The experiments were evaluated in terms of CA 
such that:  

 100%C
A

A

NC
N

= ×         (10) 

where Nc was the correct identified number of samples and NA 
was the total number of test samples. 

Table I, II and III show the comparison of output results 
based on the quality of images for the finger vein, fingerprint 
and palm print, respectively. It was observed the LHEAT 
technique attains the best result in all conditions and exhibits 
the highest quality results according to visual inspection, 
PSNR and processing time.  

For the subjective evaluation, the details in the enhanced 
images using LHEAT were clearer and sharper, especially in 
the fine details like the ridges in which they were became 
more visible. For the objective evaluation, the LHEAT 
obtained the highest value of PSNR with more than 45 
compared to LHE and LAT techniques. The LHEAT gives 
another advantage over other methods in term of its simplicity 
in computation. In the proposed LHEAT technique, the time 
complexity is O (n2) because the sliding neighborhood is only 
used to obtain local mean (M) and local standard deviation (Z). 
Hence, the time required for LHEAT is much closer to global 
techniques.   

TABLE I.  COMPARISON OF THE LHE, LAT AND LHEAT FOR THE 
FINGER VEIN IMAGE 

 LHE LAT LHEAT 

Image 

   

Time (s) 0.436 0.976 0.141 

PSNR 33.81 38.89 49.55 

 

 

 

 

 

 

 

TABLE II.  COMPARISON OF THE LHE, LAT AND LHEAT FOR THE 
FINGERPRINT  IMAGE 

 LHE LAT LHEAT 

Image  

   
Time (s) 0.551 4.766 0.133 

PSNR 42.81 40.79 49.93 

 

TABLE III.  COMPARISON OF THE LHE, LAT AND LHEAT FOR THE PALM 
PRINT IMAGE 

 LHE LAT LHEAT 

Image  

   

Time (s) 2.847 3.596 0.531 

PSNR 40.98 41.44 45.37 

 
To further investigate the superiority of the proposed 

LHEAT, the analytical  results of  LHE.LAT and LHEAT in 
term of CA are also presented in Table IV. It was observed 
that the LHEAT achieves the highest CA compares to the 
LHE and LAT, yielding a CA of 90.93%, 93.26% and 92.6% 
for finger vein, fingerprint and palm print databases, 
respectively. It can be concluded in the LHEAT yield 
promising results since the brightness levels has been 
enhanced by distributing the brightness equally and recovered 
original images that were over- and under-exposed. 

TABLE IV.  COMPARISON OF THE LHE, LAT AND LHEAT BASED ON 
THE CA 

 LHE LAT LHEAT 

Finger vein 78.6% 81.07% 90.93% 

Fingerprint 88.31% 83.72% 93.26% 

Palm print 87.2% 82.41% 92.66% 

IV. CONCLUSION 
This paper focused on image enhancement and 

segmentation of the quality of the hand-based biometric 
images such as the finger vein, fingerprint and palm print. To 
enhance images, we propose the LHEAT technique. Because 
the sliding neighborhood operation is applied in the LHEAT 
technique, the computation was much faster compared with 
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previous techniques, such as LHE and LAT. Moreover, this 
method works well in in the real environments.  

Extensive experiments were performed to evaluate the 
performance of the system in terms of image enhancement and 
image classification. The proposed system exhibits promising 
results. In terms of quality of the image, the PSNR with the 
LHEAT technique was more than 45, and the processing time 
was three-fold lower than with the LHE and LAT techniques. 
In addition, the proposed LHEAT was achieved more than 
90% in term of CA. The proposed LHEAT technique is 
convenient and able to manage in the real environment.   
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Keywords—Go Gaming, Tactics Pattern Recognition, Strategies 
Building, and Neural Network learning.  

 
Abstract—Nowadays, the formal analysis of the board game of 

Go is paradigmatic for computer science, particularly for learning 
automation. Proficiency of neural networks algorithms for pattern 
recognition of Go tactics and basic strategies is quantified in this 
paper. Neural networks pattern recognition of Go eyes, ladders and 
nets is the best by the early and middle stages of a Go match. As well, 
pattern recognition is on the base for a-priori-knowledge-based Go 
gaming strategies for reduction and invasion, in efficient manner, 
during the mentioned match steps. Complementary, by the end of a 
match the use of Monte-Carlo Tree Search for Go gaming automation 
can be opportune. Test simulations and the quantitative analysis of 
our claims are given. 
 

I. INTRODUCTION 
HE formal analysis of the board game called Go is in the 
core of computer science in progress, likewise the Chess 

analysis was during the 20th century [1, 2]. Go is a top 
complex board game and currently, the deployment of learning 
algorithms for Go gaming automation is a central challenge for 
computational intelligence to demonstrate sufficient skill to 
beat the top human Go masters. The Go game official board 
(goban) is a 19 × 19 grid for two players using black-stones 
versus white-stones with zero-sum, deterministic, and perfect 
information [3]. By turn, each player places one black/white 
stone on one empty intersection or point of the board. Black 
plays first and white receives a compensation komi, by playing 
the second turn [4]. The goal of Go gaming is to control as 
much of the board area as possible.  

To determine the available moves during an automated Go 
match is a tough problem because of the huge search space to 
assess. The complexity of computer Go gaming is measured by 
the game tree size and the state space is quite descriptive. The 
game tree is the cardinality of the set of all possible manners 
for a legal sequence of moves, through all Go matches. A Go 
gaming state (node) is a particular board arrangement, i.e., the 
positions of the stones on the board at a specific moment in a 
match. The size of the Go game tree is around 10360: 10172 for 
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the state space and up to 361 legal moves [5]. Therefore, the 
search space on Go gaming solutions is huger –very much– 
than that for Chess [3]. The moves of a Go match are depicted 
graphically by a decision tree that records the moves and is an 
element of the game tree. The root state is the match 
beginning. Any node children are those positions reachable in 
one move. 

In this paper, we quantify the efficiency of pattern 
recognition by neural networks (NNs) during an automated Go 
match. The best pattern recognition of tactics and strategies for 
Go gaming is achieved during the first and middle steps of a 
match. In these steps, the a-priori-knowledge-based moves are 
very efficient for Go gaming. In a broader computer science 
perspective, the correct solution of Go gaming automation may 
enlighten solutions in diverse fields, such as complex network 
analysis, fractal formation, and bioinformatics. The entire 
relationship on this issue is beyond the scope of the present 
paper, but given its relevance, it is outlined briefly in the 
Discussion section.  

A. Go Gaming 
In the Go board, a liberty of a stone is any vertical or 

horizontal unfilled adjacent point to the stone, sometimes 
shared with other stones. Once a stone is placed on the board it 
can be removed just when it is captured, that happen if it is 
surrounded by adversarial stones and have lost all its liberties. 
Black player captures white stones and conversely. Two or 
more same color stones joint by the horizontal or vertical 
points form a chain stone that cannot be late divided; the 
diagonal adjacent stones are not in a chain. From now on the 
term stone refers to both single and chain but explicit 
difference is made if required. Any stone is alive if cannot be 
captured, and is dead if cannot avoid capture. When a player 
places a stone that will result in an immediate capture is a 
suicide, what is not allowed. The game ends when both players 
pass, then the score is computed based on both occupied 
territory by the player and the captured adversarial stones, so 
wins who adds the largest result [6].  

The Go basic tactics of eyes, ladders and nets are used to 
dominate a local area [7], see Fig. 1. An eye is an empty single 
point being enclosed by same color stones, and cannot be 
occupied by an adversary’s stone due to suicide rule. Two eyes 
inside a stone make very difficult its capture. A stone having 
only one liberty is in Atari. A ladder results from a sequence 
of moves that forces an adversary’s stone into atari. A net is a 
set of stones (not always a chain) that surrounds an adversary’s 
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stone such that could eventually be captured [8]. All these a-
priori-known Go basic tactics patterns should be recognized 
for a fair Go gaming, and are used for training the neural 
network for learning on their recognition.  

 

 
 

Fig. 1 Go basic tactics: (a) eyes, unavailable points – A is black and 
B is white; (b) Ω stones are surrounded by a net and may soon be 
captured; (c) Ω stones are in atari by ladders 

 
For broad territory control, Go strategies follow a set of 

planned actions, deployed partly by using the aforementioned 
tactics as elements. Basic strategies are invasion, reduction, 
connection, and capture [7] (see Fig. 2). An invasion strategy 
places a stone near friendly stones, in an area where the 
adversary’s stones look likely to dominate. A reduction 
strategy places a stone near friendly stones, to connect them if 
needed, in an area likely to be occupied eventually by the 
adversary. Capture reduces the liberties of an adversary’s 
stone to zero and removes it from the board. 

 

  
 
Fig. 2 Go basic strategies: (a) Ω stones perform invasion in territory 
dominated by white; (b) Ω black/white stones perform reduction in 
territory of white/black dominance; (c) black/white playing in 
positions A/B capture white/back stones; (d) black/white playing in 
positions A/B perform connections with friendly stone 

 
A Go gaming strategy move, from the root node to the 

leaves nodes, is aiming to win a match efficiently. Despite the 
disarming simplicity of the Go rules, Go gaming conceals a 
huge combinatorial complexity [5, 9] (see Table I) and 
therefore, the big complexity is to set up an efficient strategy 
for playing Go. The state space complexity is the number of 
all the possible arrangements of the game board, which in a 19 
× 19 board is about 319×19 ≈ 10172.24 for Go, whereas it is 1050 
for Chess and 1018 for checkers. The branching factor for Go 
ranges from 200–300 possible moves at each player’s turn; for 
Chess, the range is 35–40 moves. The game tree size is the 
total number of different matches that can be played and for 
Go that is ≈ 10360 (chess ≈ 10123 and checkers ≈ 1054). Even on 
the 9 × 9 board size, the state space and the game tree size is 
astronomically large [10]. 

Table  I.  COMPLEXITY OF GO, CHESS, AND CHECKERS GAMES 

Game Board size State space Game tree size 
Go 19 × 19 10172 10360 

chess 8 × 8 1050 10123 
Checkers 8 × 8 1018 1054 

B. State of the Art 
The gaming level of ongoing Go automated player is not 

great successful versus top human Go masters yet [11], 
contrasting with the achieved by chess automated players. Best 
Go gaming automation can beat middle level human Go 
players nowadays [12, 13]. However, the deployment of 
efficient Go gaming automation is being strengthened. To 
advance this effort, we quantify the performance of automated 
pattern recognition for Go basic tactics, such as eye and 
ladder, and based on the tactics recognition, we perform smart 
reasoning on Go basic strategies, such as reduction and 
invasion, both at the early and middle stages of a Go match.  

The relevant advances by the Monte Carlo Tree Search 
(MCTS), applied to overcome the huge complexity of Go 
gaming, should be complemented in order to achieve victory 
over top level Go masters. Methods focused on simulation-
based search algorithms [12, 14, 15] behave very randomly in 
the early stages of a Go match and produce high search 
complexity in choosing the next Go moves, because of the 
huge set of free board positions at this step. In contrast, using 
pattern recognition and a-priori-known movements, sets the 
basis for efficient Go strategies/tactics gaming. The Go game 
is based on long-term influence moves [12]. Moves made in 
the beginning of the match affect the outcome of later moves 
and thus, this highlights the relevance on making the correct 
decisions early in the Go match. MCTS is particularly free 
from expert knowledge and from tactical-solving guidance 
[16], and the memory of previous games’ moves is based on a 
huge number of simulations [12, 14] that is very costly in time 
during the early stages of a match. Furthermore, in specific 
situations, it prevents the identification of any correct move 
because of the lack of a tactical search; it needs too many 
simulations per move to achieve an appropriate gaming move 
[16, 17]. Hence, an a-priori-knowledge-based method for 
movement selection is appropriate at this step. 

One very difficult task for Go automation is the evaluation 
of non-final positions for estimating the potential of occupied 
territory [4, 18, 19]. Prospective methods for programming Go 
gaming are being deployed in simulation-based search 
algorithms, heuristic searches, machine learning, and 
automated knowledge-based decision making [20]. The main 
challenge in Go gaming automation is to deal with the huge 
number of forms in the board, which must be classified prior to 
deciding on the next correct Go move. Thus, the automation of 
Go strategies is hugely complex. The process of tactics pattern 
recognition is essential in learning how to make a Go move 
[21]. For our quantitative analysis we use:  

• A neural network for Go tactics pattern recognition and 
basic strategy construction. 

• A MCTS for move automation in the end stages of a Go 
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match. 
The rest of this paper is organized as follows. Section 2 

reviews Go automation using NNs and MCTS. Section 3 
describes pattern recognition for Go tactics and strategies and 
Section 4 presents experiments. Section 5 provides the 
analytical comparison of performance. Section 6 is the 
Discussion, followed by the conclusions in Section 7. 

II. GO GAMING AUTOMATION FUNDAMENTS 
The ability of NNs to find hidden relationships among the 

input-output mapping of pattern data makes them sufficiently 
powerful to deal with huge amount of combinations of forms, 
such as the ones emerging in Go gaming automation. 
Complementarily, the MCTS working on convenient search 
space is truly efficient for the automation of a match end step.  

A. Neural Networks 
The classic back-propagation NN for training on pattern 

recognition uses supervised learning to adjust the connection 
weights and enable the recognition of complex patterns. The 
topology of a multilayer NN is shown in Fig. 3. We use NNs 
for Go tactics pattern recognition as the basis for deciding the 
next Go actions, based on the given patterns of atari and 
capture conditions and on the analysis of the current state of a 
match. 

 

 
 

Fig. 3 example of multi-layer NN topology 
 
For Go gaming on small boards, symbiotic adaptive neuro-

evolution uses neural networks combined with evolutionary 
algorithms to determine the good/bad moves for a win/loss 
[18]. The automated Go player Honte [22] uses NNs in 
conjunction with supervised temporal differences (TD) for 
learning local shapes, and additional NNs for performing 
estimates of the value of the territorial potential. In [23], an 
automated Go player based on a back-propagation NN 
presents an architecture for learning a model from training 
data.  

TD learning using simulation-based searches has been 
applied to reinforcement learning for Go gaming automation in 
two phases: learning and planning [13]. During the learning 
step, the player improves the defined policy as follows. Each 
node (state) value is updated from both the MCTS simulations 

and the value function approximation and bootstrapping from 
the current node to the match end; the mean outcome of 
simulated episodes from real Go matches is used to value each 
node in a search tree and between related nodes. A TD search 
has been applied on Go matches over 9 × 9 boards by using 
naive binary features matching simple patterns of stones. 
Complementarily, during the planning step, the policy is 
improved by performing iterative simulations that start at each 
node [24]. A major drawback, however, is that MCTS for Go 
gaming automation needs too many simulations per move to 
obtain good results. Therefore, to overcome the lack of 
efficiency, the TD search integrates Go a-priori-knowledge to 
decide the next moves. 

A Go machine learning approach has been developed that 
focuses on an evaluation function regarding scalability, from 
the library of local tactical patterns, the integration of patterns 
across the board, and the size of the board itself [25]. The 
automated learning is on local patterns from a library of 
games, by means of a recursive probabilistic Bayesian NN, the 
outputs of which represent local territory ownership 
probabilities. A combination of NNs, particle swarm 
optimization, and evolutionary algorithms has been used to 
train a board evaluator from zero knowledge [26]; the hybrid 
algorithm provides an evaluation of the game board through 
self-play. The authors claim that after experiments against the 
benchmark game of Capture Go, the hybrid algorithm includes 
and overcomes the power from the parts. 

B. Monte Carlo Tree Search 
Monte Carlo methods are rooted in statistical physics for the 

modeling of stochastic phenomena [15]. In Go gaming 
automation, MCTS is a best-first search technique, using 
stochastic simulations to estimate the value of the moves and 
thus, adjust the policy towards a best-first strategy [15]. MCTS 
simulation values the nodes in a search tree that is the partial 
game tree being progressively built. The building of a tree is 
performed by following the selection, expansion, simulation, 
and back-propagation mechanisms [17]. 

The well-known Olga and Oleg Go player automation is a 
pioneer on the application of the Monte Carlo approach [27]. 
To evaluate a move from a current state s, many self-play 
simulations are performed and the value of a is the average 
value from the outcome of the simulations using a uniform 
random policy. Progressive pruning and the all-moves-as-first 
heuristic allows more rapid gaming without decreasing the Go 
player level. The Rapid Action Value Estimation (RAVE) 
extension from the MCTS algorithm [14] shares the value of 
actions across each sub-tree of the tree search, and the 
heuristic MCTS uses a function to initialize the value of the 
new positions in the tree search. 

III. TACTICS AND STRATEGIES 
In order to create a robust and reliable network, sometimes, 

random noise is added to training data [7]. Don´t care symbols 
are replaced by 2s, 1s or 0s in each training stage in order to 
preserve conditions to be a true training set for eyes, ladders, 
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and nets, respectively. The NN error is obtained from the 
difference between the output from the training data and the 
target during iterative steps. The error is fed back repeatedly to 
the previous layers to modify the connections weight of nodes 
until a predefined tolerance or number of epochs is achieved. 
The NN activation of the nodes is by the sigmoid function. 
The number of neurons in the hidden layer is obtained 
experimentally and the output layer indicates the recognized 
patterns. 

A. Tactics Pattern Recognition 
For the process of pattern recognition analysis, the Go board 

is segmented into a window view size of 3 × 3 in order to 
identify eyes patterns. A window view size of 5 × 5 is used for 
identifying ladders and nets patterns, and as a result of the 
neighboring combination of these windows, bigger ladders and 
nets can be recognized. The NN layer of the input receives a 
set of board occupied points; 9 for eyes and 25 for a ladder or 
a net. During the training stage, the training patterns include 
don´t care symbols to represent those points that can be 
replaced regardless of their value. It is valuable to include 
don’t care patterns in Go tactics recognition because of the 
non-deterministic nature of Go gaming, see example in [2].  

To start the process of Go tactics pattern recognition, the 
positions from the 3 × 3 and 5 × 5 windows view size are 
encoded into a vector that feeds the network. When using 
pattern recognition to identify Go tactics in a match, the main 
difficulty concerns verifying that a shape really corresponds to 
an eye, ladder or net. The NN should check the conditions to 
authenticate whether the detected shape is a true Go tactic. 

For eye pattern recognition, the NN tries to find similarities 
with the given input to any of the shapes: edge, lateral or 
normal eyes. If high similarities exist then the conditions of 
eye must be checked, i.e., there must be an empty point of 
space surrounded by friendly stones such that no adversary’s 
stone may be set upon it. These conditions are verified outside 
the NN using verifier conditions. As in the case of eye 
patterns, the same procedure is applied for ladder and net 
pattern recognition, but with the proper ladder and net 
conditions. 

B. Building of Strategies from Pattern Recognition 
Once the Go tactics patterns such as eyes, ladders or nets, 

are recognized, as well as the Go gaming strategies of 
invasion, reduction, connection or capture, offensive/defensive 
strategies can be employed (see Fig. 4). Hence, based on the 
tactics pattern recognition, deployment heuristics for suitable 
defensive/offensive Go a-priori-knowledge strategies are 
available to be applied during the initial and middle steps of an 
automated Go match. Strategies of reduction and invasion as 
well as defensive strategies, address saving stones in atari or 
are devoted to augment the liberties of ally stones. Strategies 
can be constructed following the next statements, as illustrated 
in Fig. 5. 

Defensive strategies: 
• Save a stone in atari by close placement of an ally stone 

that eventually connects and saves it, or increasing 
liberties. 

• For preventing a stone falling within risk of be captured 
by the adversary’s next moves. 

Offensive strategies: 
• Interrupt the formation of adversary’s eye by placing a 

new stone. 
• Reduce liberties to adversary’s stones, eventually placing 

it in atari. 
• Play close to own stones, sets of stone(s) or close to 

stone(s) with two or more eyes to ensure high possibilities 
of making connections and spreading of stones. 

• Capture adversary’s stones by placing adversary’s stones 
in or close to atari. 

 

 
Fig. 4 example pattern recognition of a possible eye 
 

 
Fig. 5 Go gaming strategies: (a) Ω is in atari, but playing in point A 
makes a connection for saving Ω; (b) playing in points A reduces Ω 
liberties; (c) white/black playing to points A/B increases dominance 
area; (d) white/black playing to points A/B interrupts the formation 
of adversary’s eye 

 
In the latter stages of a Go match, an MCTS-based move 

becomes a suitable option. This is because the size of the 
search space has become small and the automated pattern 
recognition is too difficult to perform over the complex 
patterns on the board with the few free board positions. 
Actually, in the latter stages of a Go match, the deployment of 
a-priori-known strategies is hard because the free board points 
are too restrictive, and few board spaces make it difficult to 
deploy strategies. Under this circumstance, the gaming method 
is to perform an MCTS evaluation to play any of the free 
board positions. Hybrid approaches with Go a-priori-
knowledge-based strategies are easy to deploy in the initial and 
middle stages of the game when few board points are 
occupied. By the end stages, the use of MCTS is better suited 
to choosing a move on the empty board positions. A 
description of the hybrid Go players that prove our claim is 
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given in the following.  

C. Go Players Simulator 
Our gaming simulator compromises a set of automated Go 

players, using either random, or pattern recognition, or 
strategic reasoning, or MC-Rave methods. In addition, it has a 
graphic interface and uses Go Text Protocol for 
communication with other automated players in KGS [28] or 
CGOS [29] Go servers (see Fig. 6).  

 

GTP 
communication

CGOS

KGS

Any automated player
(GNUGo, …)

Go Game 
Simulator

Go Engine:
random, pattern 

recognition, strategic 
reasoning, MC-Rave 

methods.

Graphic
interface
(developed)

Set of automated
players

 
Fig. 6 components of Go gaming simulator 

 
In the present proposal, using MCTS simulations, all actions 

have the same probability and thus, a uniform distribution is 
used. 

D. The Hybrid Go Players Description 
The hybrid Go player SP1 combines pattern recognition and 

strategic reasoning with the MC-Rave approach [14]; this SP1 
hybrid use known experience. 

GNUGo is a classic and powerful automated open source 
Go player, the first with huge impact in Go automation [30] 
and therefore, a comparison versus GNUGo is obligated. 
GNUGo uses pattern matching algorithms to analyze the 
stones patterns on the board and then proposes the next moves 
[24]. In addition:  

• GNUGo rates the shape formed by a move and the value 
of local moves on specific territory,  

• GNUGo calculates the max/min value obtained by a move 
using pattern matching.  

 
Because the GNUGo Go player strength is in the criteria 

used to evaluate a move, our next proposed hybrid player SP2 
is based on GNUGo. SP2 uses GNUGo criteria to play during 
the first 10 moves and then shifts to pattern recognition for the 
subsequent 10 moves, on average, and so on. The reason for 
doing 10 moves each is because the match stages are 
determined by the number of moves played by each player. 
Statistically, for a 9 × 9 board size, the number of moves is 
around 40 per player and therefore, on average, each early, 
middle or late stage in a match is scoped by 13 moves per 
player. Similar calculus works for a 19 × 19 size board.  

IV. TIMELY PATTERN RECOGNITION 
The average recognition performance obtained by different 

numbers of hidden neurons. In order to surpass the major 

difficulty for Go tactics patterns recognition, given the wide 
variety of shapes in a Go match; we fix on five for the number 
of neurons in the hidden layer of the multi-layer NN used. This 
way, efficient pattern recognition and learning is our best 
performance. Furthermore, the training time is short enough to 
avoid over-learning, which produces noise and/or redundancy. 
The test description to recognize eyes, ladders and nets on the 
Go board follows.  

Eyes patterns. 900 tests divided into groups of 150 were 
performed. 400 eyes positive examples and 100 not-eyes 
negative examples were used to test the NN. The mean, 
minimum and maximum accuracy obtained for each group 
from the eyes/no-eyes examples and the mean accuracy of the 
NN are reported. The average accuracy is above 70%, as 
shown in Table II. 

Table  II.  RESULTS OF NN EYES (A = MEAN, B =MIN, C= MAX) 

 
 

Number 
of tests 

Eyes examples 
 

No-eyes examples 
 

Total 
classification 

Eyes + No-eyes 
(Correct classification cases %) 

A B C A B C A 
1-150 83.68 80 90 67.58 58 74 75.77 

151-300 83.24 80 88 68.04 60 74 75.64 
301-450 83.58 80 91 67.72 56 74 75.65 
451-600 83.78 80 91 67.45 60 74 75.62 
601-750 83.62 80 90 67.69 60 74 75.65 
751-900 83.32 81 88 67.96 60 74 75.64 

 
Ladders and Nets patterns. A similar analysis for ladders 

and nets was performed by running 900 tests. Each test uses 
100 ladders-nets positive examples and 100 no-ladders-nets 
negative examples. 75% accuracy is obtained (see Table III). 

Table  III.  RESULTS OF NN LADDERS AND NETS (A = MEAN, B =MIN, 
C= MAX) 

 
 

Number 
of tests 

Ladders-nets examples No-ladders-nets 
examples 

Total 
classificati
on Ladders-
net + No-

ladders-nets 
(Correct classification cases %) 

A B C A B C Mean 
1-150 86.96 60 100 56.06 21 75 71.51 

151-300 87.19 61 100 56.16 30 75 71.67 
301-450 86.70 48 100 56.89 26 90 71.79 

451-600 85.88 29 100 57.58 25 10
0 71.73 

601-750 86.34 43 100 56.83 25 90 71.58 
751-900 87.78 63 100 55.09 22 80 71.44 
 
The experimental results proved certain improvements on 

the NNs effectiveness to recognize complex patterns of Go 
gaming. Actually, the pattern recognition is through a wide 
variety of shapes, sometimes too complex and not obviously 
true Go tactics. The results in Tables II and III show the NNs 
accuracy. Around 70% efficiency recognition is a good result 
because of the complexity of these kinds of patterns. The huge 
amount of forms that occur in a Go gaming match makes the 
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tactics patterns recognition a difficult task. Even though the 
recognized patterns correspond to tactics that are significant 
for the proposed Go strategic analysis, approach [31] tries to 
determine Go patterns in game records like edge and corner 
patterns, but few of them represent proper Go tactics patterns. 
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Fig. 7 number of patterns recognized through stages in a Go match 

 
Fig. 7 shows that the highest number of recognized patterns 

occurs in the match middle stage. In the early and middle 
stage, based on the Go gaming a-priori-knowledge of these 
states, the pattern recognition and strategic reasoning work, 
thus a better strategic analysis of offensive/defensive Go 
actions is available. But when we lack of information or the 
board free positions arises too restrictive, that correspond to 
typical circumstance in late stage, the usage of MCTS on the 
set of free positions do choice the best to play in. Numbers in x 
axis represent Go match turns for both players. 
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Fig.8 elapsed time per move throughout stages of a Go match 
 
The Fig. 8 shows the elapsed time per move per player 

throughout the stages of a Go match. Time required per move 
using pattern recognition is too low and almost constant during 
the first and middle stage, but strongly increases in the late 
stage since the difficulty to recognize any pattern on the board 
in this stage. On the opposite, using MCTS, time spent for 
doing a move is too high in the early stage, comes down in the 
middle stage and is truly short in the late stage. Reason is that 
the size of search space the algorithm works at the early stage 
is huge, so applying MCTS is expensive and waste a lot of 
time; in the late stage of a Go match the search space size is  

small so quick to apply MCTS. 
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Fig. 9 elapsed time per move throughout stages of a Go match 

 
The Fig. 9 shows the percentage observed of random moves 

in 100 simulations. In the late stage MCTS movements are 
suitable since each position is quick to evaluate, so the best 
one up to the method is selected. In the early and middle stages 
MCTS is time spending, but not random pattern recognition 
supporting a-priori-known strategic Go movements are ease to 
apply. 

From experiments described, we can conclude that by the 
early and middle Go match stages is the best time to apply a-
priori-knowledge for the pattern recognition of tactics and 
strategies, so efficient gaming is achieved this way on these 
match steps. On the opposite, because in a Go match early 
stage the board free points are pretty numerous and any 
movement by MCTS tends to be random, the huge size of 
search space for processing is time spending. Hence, at this 
match early stage MCTS is not an efficient technique but the 
computer resources are quite waste. Henceforth we propose 
the systematic usage of hybrid Go automated players for 
achieving efficient performance during matches. 

V. GO PLAYERS PERFORMANCE 
The performance comparison of automated Go players and 

the analytical comparison of approaches that use NNs for Go 
automation follow. The compared Go automated players are 
SP1 that uses pattern recognition of tactics, strategic reasoning 
and MC-Rave [14], the Strategic player that uses pattern 
recognition of tactics and strategies, and the MC-Rave player 
that uses the method in [14]. 

A. SP1 Comparison 
1000 tests on a board size of 9 × 9 of the following 

combinations were performed to make a comparison among 
them: 

1) SP1 vs. SP1,  
2) SP1 vs. Strategic player,  
3) Strategic player vs. SP1,  
4) SP1 vs. MC-Rave,  
5) MC-Rave vs. MC-Rave. 
 
In Fig. 10, the performance of the automated players from 

1000 simulations is shown. Black SP1 vs. white SP1 is 
49.3%/50.7% of wins rate (see Fig. 10(A)). Black SP1 vs. 
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white Strategic player is 53%/47% of wins rate (see Fig. 
10(B)). Black Strategic player vs. white SP1 is 44.7%/55.3% 
of wins rate (see Fig. 10(C)). Black SP1 vs. white MC-Rave 
player is 52%/48% of wins rate (see Fig. 10(D)). Black MC-
Rave player vs. white MC-Rave player is 48.9%/51.1% of 
wins rate (see Fig. 10(E)). 

As shown in the results, SP1 overcomes the other automated 
Go player’s performances by applying different techniques in 
the early, middle, and late stages of the Go match. 
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Fig. 10 first set of performance results of automated Go players 

B. SP2 Comparison 
1000 tests on a board size of 9 × 9 using the following 

players were performed: SP2 (HybridGNUGo) player uses 
pattern recognition, strategic reasoning and GNUGo, GNUGo 
player, Strategic player and Hybrid player (SP1) uses 
pattern recognition, strategic reasoning along with MCTS. The 
performance comparisons were done as follows:  

1) SP2 vs. SP1,  
2) SP2 vs. GNUGo,  
3) SP2 vs. Strategic player,  
4) GNUGo vs. SP1,  
5) GNUGo vs. Strategic player. 
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Fig. 11 second set of performance results of automated Go players 

 

The automated players’ performances from 1000 
simulations are shown in Fig. 11. Black SP2 player vs. white 
SP1 is 55.7%/44.3% of wins rate (see Fig. 11(A)). Black SP2 
player vs. white GNUGo player is 51.1%/49.9% of wins rate 
(see Fig. 11(B)). Black SP2 player vs. white Strategic player is 
61.2.7%/38.8% of wins rate (see Fig. 11(C)). Black GNUGo 
player vs. white SP1 is 54.5%/45.5% of wins rate (see Fig. 
11(D)). Black GNUGo player vs. white Strategic player is 
58%/42% of wins rate (Fig. 11(E)).  

The results show that SP2 overcomes the other automated 
Go player’s performances, even the GNUGo performance, by 
applying different techniques in the early, middle, and late 
stages of a Go match. 

VI. DISCUSSION 
Analysis on Go gaming automation from the complex 

network approach, like the one of the World Wide Web, 
focuses on the non-trivial topology of the network that results 
from a Go match [32]; the construction of a directed network 
given a suitable definition of related tactical Go gaming 
moves. By mining database matches of master level games, 
this approach discovered the similar patterns arising during the 
early stages of a Go match. In [33], the proposal for two 
dynamic randomization techniques is given: one for the 
parameters and the other for a hierarchical move generator. 

Complex pattern recognition is present in Bioinformatics, 
which is devoted to computer and information analysis and the 
management of data on biological processes [34-36], 
particularly in determining or classifying molecular or tissue 
patterns as equivalent or related to some extent. Pattern 
recognition for Go gaming and Bioinformatics processes may 
advance in parallel from now on.  

In computer complexity theory [37], the problems pertain to 
specific complexity classes by regarding certain 
characteristics: one major is time, which refers to the number 
of execution steps that an algorithm used to solve a problem; 
the other main complexity character is space, which refers to 
the amount of memory used to deal with a problem. Some 
complexity classes are P, NP, PSPACE, and EXPTIME. As 
a result of some complexity analyses of Go gaming, experts of 
the area claim that Go gaming belongs to EXPTIME-
complete game [38], because it is an unbounded two-player 
game. Unbounded games are those in which there is no 
restriction on the number of moves that can be made. 
However, Go seems to be a bounded game because in each 
move a stone is placed, but there exist capturing moves that 
reopen spaces on the board. Papadimitriou [39], in one of his 
analyses, concluded that Go is a PSPACE-complete game.  

Actually, being aware of what the adversary is doing helps 
to formulate defensive actions that inhibit her offensive 
actions. The inspired thinking that humans are capable of, as a 
result of observing the decisions other people make, applies in 
Go gaming through performing pattern recognition to decide 
on the next offensive/defensive move. The proposed NNs 
recognize forms that are Go tactics patterns and therefore, give 
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relevant information to strategic decision making during the 
early and middle stages of a Go match. 

VII. CONCLUSION 
In this approach, we proposed the use of NNs for pattern 

recognition during the early and middle steps of a Go match; 
the expert’s a-priori-knowledge for pattern recognition of 
eyes, ladders and nets is efficiently translated by means of NN 
for Go gaming automation. Based on this pattern recognition, 
defensive/offensive movements, such as those involved in 
complex Go gaming moves, are available to build up and 
apply during the middle steps of the match. On the other hand, 
during the latter stages of the game, the use of MCTS is 
appropriate because of the difficulty of performing a-priori-
knowledge strategic gaming. A relevant discussion of Go 
gaming analysis in a perspective of complex networks and 
fractals was introduced, and a mathematical modeling of a Go 
game was presented.  
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stability of solutions.  

 
Abstract— Established the sufficient conditions of stability and 

instability of the solutions of the second order linear D-equations 
with oscillatory coefficients.  
 

I. INTRODUCTION 
UNDAMENTALS theory of the stability solutions of 
differential equations systems are incorporated in A. 

Lyapunov’s fundamental paper. One of the fundamental results 
of this paper is called Lyapunov’s integral criterion [ ]202.,1 p  
concerns the stability of the second order linear ordinary 
differential equations with oscillatory coefficients. This feature 
doesn’t have a counterpart in the quasi-periodic case. It is 
generalized to the multiperiodic case for the second order 
linear D-equations in this note. The previously introduced 
concepts and research methods use for this purpose [2, 3]. The 
corresponding results obtained for the second order linear 
ordinary differential equations with quasi-periodic coefficients 
by switching to the main diagonal space of the independent 
variables. Thus, by the theory of the existence the real smooth 
branches of the logarithm of functional matrices defined on the 
multidimensional torus [4].  

II. STATEMENT OF THE PROBLEM  
Consider the following linear equation 
 

xtpxD ),,(2 ψϕ=                                                             (1) 
 

with the differential operator ∑
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m RR ××∈= ϕϕϕ  −−= teϕψ  is characterization 
of the operator D, −−= me )1...,,1( vector, −),,( ψϕtp  is the 
given function with the properties of periodicity and 
smoothness: 
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mωωθ ...,,, 1 - is rationally incommensurable periods, 

)...,,( 11 mmkkk ωωω = - is multiple vector-period. 
Note, that the dependence of the coefficient 

),,(),,( ettрtр −= ϕϕψϕ doesn’t have the property of 
periodicity on the variable t, although ),,( ψϕtp  becomes to 
quasi-periodic function along diagonals et=ϕ . 

Equation (1) can be expressed as an equivalent system 
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We introduce the function space −ωofU  periodic and 

continuously differentiable vector-functions 
))(),(()( 21 ϕϕϕ uuu =  at mR∈ϕ  with the norm defined by the 
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 The system (3) admits an unique solution 
))(,,,( ψψϕ utzz =  by (4) for each Uu ∈)(ϕ  satisfying the 

initial condition )(0 ϕuz t ==  and this solution belongs to the 

Integral criterion of the stability of the second 
order linear D-equations with oscillatory 

coefficients 
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space U  for each value  t . We will consider the solution of 
the system (3) with the initial data of the functional space (5). 

The solution ))(,,,( ** ψψϕ utzz = of the system (3) is 
called stable if for 0>∀ε we can specify 0)( >= εδδ  such 
that 
 

εψψψψψψ
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<+−+=
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uettzuettz
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for ,0≥t as soon as δϕϕ <− )()( *uu . 

We pose the problem of investigating the stability of the 
zero solution of system (3) with the condition (4) on the basis 
of a generalization for the case of Lyapunov’s integral 
criterion of D-equations for the second order linear ordinary 
differential equations with periodic coefficients. 

III. GENERALIZATION LYAPUNOV ‘S CONSTANT ON D- SYSTEM 
AND STABILITY THEOREM  

Let ),,( ψϕtX  - is matriciant of system (3). Hence, by (4) 
have the properties: 
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where E- is dimensional identity matrix, the matrix 

),,( ψψθX  is called the monodromy matrix system (3), and 
eigenvalues )(ψρρ =  are called the multiplier of matrix, 
defined by the equation  
 

0]),,(det[ =− EX ρψψθ                                                     (7) 
 

Obviously, that the matriciant ),,( ψϕtX is represented: 
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where ),,( ψϕξ t  and ),,( ψϕη t  are linear independent 
solutions of equation (1) satisfying the conditions 

0),,0(,1),,0( == ϕϕξϕϕξ D  and 
.1),,0(,0),,0( == ϕϕηϕϕη D  

Solutions  ),,( ψϕξ t  and ),,( ψϕη t will obtain in the 
convergent series form by Lyapunov: 
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Given that 0),,( =ψϕtPSp  we have  
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Then, we obtain from equation (7) by (8) - (11)  
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where )(ψaa = - is the function defined by 
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is the analog of Lyapunov’s constant for D-system. 

We have from (10) 
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Therefore, we obtain the constant Lyapunov’s function on 

the diagonal by (9), (14) from (13): 
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From (12) 
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Since the function )(ψa  is ω -periodic, then we have three 
cases by (2): 

 

1) ,2)(min >= ψam  2) 2)(max <= ψaM  and 3) 
Мm ≤≤ 2  

 

If 2>m , then the equation (12) has two real roots )(1 ψρ  
and )(2 ψρ , one of them is less by modulo than unity and the 
other is more. Therefore, the range of the multiplicator is a 
segment from interval (-1,0) or (0,1) and the range of the other 
– is a segment from interval )1,( −−∞  or from ),1( ∞+  
respectively. The spectrum of the monodromy matrix does not 
include zero in this case, and there is a real smooth 
multiperiodic branch of the logarithm of the monodromy 
matrix [4]. 

If 2<M , then multiplicators )(1 ψρ  and )(2 ψρ  are 
complex-valued ω  - periodic functions are qual one by 
module, with )()( 21 ψρψρ ≠ . Therefore their ranges of 
variations are disjoint closed arcs of the unit circle of the 
complex space. The spectrum of the monodromy matrix also 
does not include zero with 2<M  and its logarithm has a real 
branch. 

The case Mm ≤≤ 2  requires further study, on which we 
will not stay here.  

It’s not hard to prove that the matriciant ),,( ψϕtX  of the 
system (3) for cases 1) and 2)  can be written  

 

[ ],)(exp),,(),,( ψψϕψϕ Λ= ttФtX                                     (16) 

 

where ),,()( ψψθψ XLn=Λ - is a real branch of logarithm of 
the mondromy matrix ),,,( ψψθX  

[ ] ),,()(exp),,(),,( ωωθψψϕψϕ −Λ−= ttXtФ - periodic by 
matrix ),,( ψϕt . 

Since the solution z of the system (3) can be represented: 

 

),(),,())(,,,( ψψϕψψϕ utXutz ⋅=                                    (17) 

 

then the system (3)  unstable for the case 1) and it’s stable for 
the case 2). 

This fact is true for the equation (1) in view of the 
equivalence of the equation (1) and the system (3). 

 

Theorem 1. When the condition (2) is true, D-equation is 
stable if the largest value of the module M of function )(ψa  
defined by (15) is less than 2, and it’s unstable if the smallest 
value of m  its module is greater than 2. 

IV. CRITERIONS OF  INSTABILITY AND STABILITY  

Let ),,( ψϕtp  is not identically equal to zero and 
.0),,( ≤ψϕtp  Then, it is easy to show that 

∫ <+
θ

ψψ
0

111 0),,( dtettp  and 
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 Hence, from (15) we have that 2)( >ψa . We state the 
following proposition by the Theorem 1 

Theorem 2. Let 0),,( ≤ψϕtp  and it’s not identically equal 
to zero. Then by the condition (2)  D-equation (1) is unstable, 
with positive multiplicators and one of them larger than one, 
and the other is  less. 

Now, assume that 0),,( ≥ψϕtp  and it’s not identically 
equal to zero, moreover, assume that the condition  

 

∫ ≤+=<
θ

τψτψτθψ
0

.4),,()(0 depI                                  (18) 

 

Then it is easy to show that 
...),2,1(,0,0 11 =>>>= + kIIII kk      and from  
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...)1(...2 21 +−+−+−= k
k IIIa  

 

we obtain  

 

2)()(2 <<− ψψ aI  

 

 Therefore, by (18) we have 2)(2 <<− ϕa . Further, by the 
Theorem 1, the multiplicators )()( 21 ψρψρ ≠  are complex-

conjugate and mR∈== ψψρψρ ,1)()( 21 . 

Theorem 3. Let 0),,( ≥ψϕtp  and it’s not identically equal 
to zero. Then, by the conditions  (2) and (18) D-equation (1) is 
stable with complex-conjugate multiplicators and their 
modules are equal to one. 

The condition (18) will called the Lyapunov’s generalized 
integral criterion of stability for D-equation (1).  

Since that −),,( ωωθ are the periodic functions ),,( ψϕtx  

and functions xD2  obtained by double application the 
operator D with et=ϕ  refers to quasi-periodic functions )(tξ  

and their derivatives )(2

2
t

td
d ξ , respectively, we obtain an 

ordinary differential equation from (1) 

 

ξ
ξ )(2

2
tq

td
d

=                                                                         (1/) 

 

with quasi-periodic coefficient by Bor )0,,()( ettptq = . 

Then we obtain the following consequences of Theorems 1-
3 for equation (1/):  

 Consequence 1. The equation (1/) is stable for 2<M  
and unstable for 2>m  by the conditions of the Theorem 1, 
where mM , - are the largest and the smallest values of 
function- analogue of constant Lyapunov’s equation (1). 

 Consequence 2. The equation (1/) is unstable by the 
conditions of the Theorem 2. 

 Consequence 3. The equation (1/) is stable by the 
conditions of the Theorem 3. 

The proofs of these consequences will obtain from 
Theorems 1-3 with et=ϕ .  
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Abstract—Computational modelling and simulation analysis are 

fundamental in studying the miniaturised microfluidic cooling 

systems, which are highly recommended for cooling the state-of-the-

art high speed microprocessors. The cooling capability of these 

microfluidic systems depends on the design of microchannels which 

are incorporated in the micro heat sinks as compact heat extractors. 

Studies showed that micro heat sinks whose microchannels have 

trapezoidal cross sectioned shapes outperform other designs in terms 

of heat extraction capability.  However, studies on these devices are 

limited due to their scarcity and lack of robust method to fabricate 

them. Consequently, this paper proposes a new method for 

fabricating microchannels and applies computational modelling and 

simulation analysis to study the thermo-mechanical performance of 

these microchannels. The results of this study demonstrate that the 

fabricated microchannels have geometric ratios which are compatible 

with high thermal-hydraulic performance of the micro heat sink and 

the method used to fabricate the microchannels exhibit high process 

flexibility and capability to produce microchannels with different 

geometric ratios.   

 

Keywords—Computational Modelling, Simulation Analysis, 

Micro Heat sinks, Cold Spray, and  Microfluidic cooling.  

I. INTRODUCTION 

State-of-the-art computer systems are required to operate at 

high computational speed. Nonetheless, this requirement puts 

serious concerns on thermal management of the computers due 

to large heat fluxes emitted by the high speed microprocessors 

[1]. Although the anticipated heat flux from these 

microprocessors are in excess of 100 W/cm
2
, their operation 

temperature is limited to between 55 
0
C and 100 

0
C

 
[2], [3]. 

However, the current air convective cooling systems, Fig.1, 

have diminishing capability to extract larger heat flux from 
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high speed microprocessors. This problem requires innovative 

cooling solutions, such as the microfluidic cooling systems 

(MFCSs), Fig.2, whose cooling capability is superior. The 

MFCS has high heat extraction capability because the 

micropump delivers the cooling liquid from micro condenser 

to micro heat sink where the fluid picks up the heat using 

microchannels. 

 
 

Fig.1: Forced air convection cooling system 

 

 
Fig.2:  Microfluidic cooling system 

 

The warm liquid then dissipates the heat to the atmosphere 

through the air cooled micro condenser [4]. Studies showed 

that trapezoidal shaped microchannels outperform the other 

designs in terms of heat extraction capabilities [1], [5]. This 

performance depends on geometric dimensions for trapezoidal 

shaped microchannels, and on the technology used to fabricate 

these channels [6], [7]. Currently the major proved 

technologies for fabricating microchannels are: lithography, 

chemical etching, and micro-machining. However, these 

technologies have limitations such as high costs, production of 

toxic wastes, low productivity, failure to control geometric 

dimensions of microchannels, and incompatibility for large 

batch size production [6], [8]. These limitations confirm that 

there is no robust method for fabricating micro heat sinks     

[2], [4]. This problem contributes to the scarcity of micro heat 

sinks (MHSs) with trapezoidal sectioned microchannels, 

leading to scant availability of information on thermal-

mechanical performance of these devices.  

 Consequently, these shortcomings prompted our research 

Computational modelling and simulation 

analysis of trapezoidal channelled micro heat 

sinks fabricated using cold spray process 

A. Hamweendo, P. A. I. Popoola, and I. Botef 
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efforts towards developing a new method for fabricating 

microchannels with trapezoidal cross sections, followed by 

thermal-mechanical evaluation of these devices. This research 

was conducted in the cold spray laboratory, at University of 

the Witwatersrand, Johannesburg.  

Subsequently, section II outlines a new method for 

fabricating microchannels with trapezoidal shaped sections, 

which has a patent application. Then, section III, applies the 

computational modelling and simulation analysis to evaluate 

the thermal-mechanical performance of the microchannels 

fabricated using the new method. Section IV outlines and 

discusses the results. Finally, section V presents the 

conclusions and further work.   

II. THE NEW METHOD TO FABRICATE MICROCHANNELS  

This new method is an integration of Cold Spray (CS) with 

Alloy-de-Alloy concept.  CS, shown in Fig.3, coats several 

metals’ powders by exposing a metallic or dielectric substrate 

to a high velocity (300-1200 m/s) jet of small (1-50 µm) 

particles accelerated by a supersonic stream of compressed and 

preheated gas [9]. This coating process lends CS the following 

advantages: flexibility, capability to depositing coatings with: 

high thermal conductivity; minimal oxidation; different 

combinations of metals; high reproducibility; high deposition 

efficiencies, and lower cost [9].   
 

 
Fig.3: Schematic for low pressure CS process 

 

To fabricate the microchannels, Copper (Cu) powder was 

deposited as a matrix former, while Aluminium (Al) was 

coated as a microchannels’ forming agent. The powders and 

the CS equipment were sourced from Centerline, Canada. 

During fabrication, three layers of Cu powder were directly 

sprayed on to a grit blasted Cu substrate. Cu deposition was 

alternated with deposition of one layer of Al. Al was deposited 

through a mask to make patterned coatings. This alternated 

deposition was repeated until three layers of Al coatings were 

imbedded in Cu matrix.  After coating, the imbedded Al layers 

were selectively de-alloyed by repeated dipping of the 

specimens in dilute acid. Then, the specimens were cross 

sectioned, metallographically polished and finally 

characterised by taking images, shown in Fig.4, using the 

Optical Microscope.  From these optical images, 10 geometric 

dimensions for each side of the microchannels were taken 

using the Optical Microscope and averaged. These 

dimensions, indicated in Fig.5, are: a=1091 µm; b = 443 µm;  

c = 300 µm; d = 400 µm; f = 650 µm, h = 436 µm, w = 4132 

µm, L = 4 500 µm; t = 2708 µm; and tw=870 µm.  

To assess the thermal-hydraulic performance and structural 

rigidity of the Cu MHS, the analytical models (1)-(2) were 

applied to calculate the geometric ratios, and (3)-(4) to 

calculate the hydraulic diameter. These models were developed 

by Bower et al. [10].   

 

 
 

Fig. 4: Trapezoidal shaped microchannels 
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Where t is the channel thickness, c is space between channels, 

and tw  is the cell width, dh is the hydraulic diameter of the 

microchannel, A is cross section area of microchannel and P is 

the perimeter of the microchannel, and L is the arbitrary length 

of the MHS.   

In this analysis, the geometric ratios were calculated as 

follows: t/4c = 2.25; and tw/f =1.34 and the hydraulic diameter 

= dh= 4A/P= 336µm.These values signify that the fabricated 

array of microchannels is rigid and its thermal-hydraulic 

performance is promising [10]. 

III. COMPUTATIONAL MODELLING AND SIMULATION 

ANALYSIS OF CU MHS  

To evaluate the thermal-mechanical performance of the Cu 

MHS, the computational modelling of trapezoidal cross 

sectioned microchannels was carried out in order to mimic Cu 

MHS. In the computational modelling, the computational 

domain, Fig.5, the geometric dimensions given above, and the 

Solid Edge 3D modeller were used. 

 

 
Fig.5: Computational domain 
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The model which resulted from the computational modelling    

process, shown in Fig.6, was the object for subsequent 

simulation analysis of the Cu MHS. In this simulation, de-

ionised water was used as the cooling fluid [11] 

 
 

Fig.6: Modelled Cu MHS. 

 

The key parameters required as inputs the simulation window 

are:  

 convective heat transfer coefficient,  

 heat fluxes,  

 pressure of circulating water and  

 ambient temperature.  

To calculate the convective heat transfer coefficient, h, (5) 

was applied [12]. 

 

                        
hD dkNuh *                                     (5) 

 

Where NuD is the Nusselt number, k is thermal conductivity of 

water, and dh is the hydraulic diameters of the microchannel. 

To calculate NuD, the fluid laminar flow regime was required, 

whose Reynolds’ number, Re, is given by (6) [12].   
 

                             300,2Re 


hmdu                            (6) 

Where um is the mean velocity of the fluid, dh =336 µm, ρ = 

1000 kg/m
3
 is density of water, and µ = 6.31*10

-6
 kg/s.m is the 

viscosity of water, and k = 0.634 W/mK is thermal 

conductivity of water.  

Additionally, the convective heat transfer coefficient, h, 

relates to um as in (7) [13].  
 

                             3.014300 muh                                (7)              

 

From open literature, h varies between 50 and 10,000W/m
2
K,  

from which um  was calculated using (8).   

                                                     

            000,10*1430050 3.0  muh                            (8) 
 

  Equation (8) gave, um = 0 to 0.3m/s. Substituting um = 

0.3m/s in (6), gave  Re = 1,598. This means that the fluid flow 

regime in the microchannels is laminar. To calculate NuD for a 

laminar flow in trapezoidal shaped microchannels,  the shape 

factor, b/a = [(443+1019)/2] / 436 =1.64.  Using this shape 

factor and interpolation in Table 8.1, page 519 [12], NuD=3.87.  

Substituting the values for NuD, k and dh  in (5), the required 

forced convective heat transfer coefficient, h, was calculated    

in (9): 
 

KmWDkNuh hD ./71.245,710*336/634.0*87.3* 26     (9) 
 

 Finally, the summary of parameters used in the simulation 

window is:  

 heat transfer coefficient= 7, 242 KmW 2/ ;  

 heat fluxes, Q=100, 200, 300, 400, and 500 W/cm
2
;  

 pressure of water,=1 bar; and  

 ambient temperature = 20 
0
C.  

The simulation results and brief discussion are presented 

below. 

IV. RESULTS AND DISCUSSION  

Table 1 presents the variation of simulated temperature of Cu 

MHS with heat flux ranging from 100 to 500 W/cm
2
. From this 

table, it can be seen that the temperature at the top surface of 

the MHS remains practically constant and it is equal to the 

ambient temperature, while the temperature at the bottom of 

the MHS, increase marginally from 22 
0
C to 28 

0
C, which is 

below the minimum operation temperature of 55 
0
C required 

for the microprocessor [2]. The surface below the Cu MHS in 

essence the junction surface between the MHS and the 

microprocessor, and the accompanying temperature is the 

junction temperature. 

 
Table I: Variation of temperature with heat flux 

 

 
 

Fig.7 is the graph of the variation of the temperature with the 

heat flux, shown in Table I. This figure shows a rise in junction 

temperature for the Cu MHS from heat flux of 200 W/cm
2
, 

with the likelihood that this temperature will be remain 

constant beyond heat flux of 500 W/cm
2
. 

    

 
 

Fig 7: Variation of temperature with heat flux 

 

Fig.8 illustrates the simulated temperature profile of the Cu 

MHS when the maximum heat flux of 500 W/cm
2
 is applied.   

Even at this heat flux, the temperature at the top surface is     

20 C0 , while the largest temperature of 28 C0  occur at the 

bottom of the Cu MHS. This implies that a temperature of the 

microchannel heat sink rise by only 8 C0  above the ambient. 
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Experiments studies by [14] revealed that the micro heat sinks 

fabricated from Copper and Aluminium can lower the 

temperature of the microprocessor to 10
0
C and 3

0
C above 

ambient temperatures, respectively. 

It may be of interest to note that even at 500 W/cm
2
, which 

is the highest anticipated heat flux from microprocessors, the 

temperature at the bottom of the Cu MHS is far below the 

minimum operation temperature of 55 C0  required for the 

microprocessor.  Moreover, it appears that this MHS can 

attain ambient cooling between the first and second layer of 

the microchannels. This suggests that the third layer is 

redundant, which imply that high cooling capability with these 

microchannels is attainable even when only two layers of 

microchannels are in use. 

 

 
 

Fig.8:  Simulated temperature profile for Cu MHS at 500 W/cm2 

 

Fig.9 depicts the stress distribution due the fluid pressure of 

1 bar considered as the maximum pressure by which the micro 

pump circulates the cooling fluid [10]. As this figure indicates, 

the maximum stress induced to the Cu MHS by this pressure is 

only 250 kPa, which is far below the strength of 259,000 kPa 

for Cu. This situation signifies that the Cu MHS has high 

structural rigidity. This agrees very well with the Bowers et al. 

theory [10]. 

 

 
 

Fig.5:  Simulated stress profile for Cu MHS at 1 bar pressure 

 

V. CONCLUSIONS AND RECOMMENDATIONS  

In this paper, computation modelling and simulation analysis 

were applied to study the thermal-mechanical performance of 

the Cu MHS with trapezoidal shaped microchannels which 

were fabricated using a new method. Based on this study, the 

prospective Cu MHS constructed from these microchannels 

have demonstrated high thermal extraction capability which 

can be considered for integration into microfluidic cooling of 

high speed microprocessors. Integration of this new device in 

micro cooling of microprocessors will enhance the reliability 

and service life of computers.  

A newly method for fabrication of microchannels with 

trapezoidal sectioned microchannels was developed and 

applied to fabricate microchannels with trapezoidal shapes at 

the University of the Witwatersrand, Johannesburg. This 

method overcomes several challenges characterising the 

contemporary microfabrication technologies. Consequently, 

this new method can be studied for possible integration into 

advanced manufacturing systems for these microfluidic 

cooling devices.  

Further studies to elucidate the in-situ thermal-mechanical 

performance of the Cu MHS fabricated by this new method are 

encouraged. These studies may focus on experimental, 

analytical, computational and simulation evaluation of 

thermal-hydraulic performance of microchannel heat sinks 

with varying geometric aspect ratios fabricated using cold 

process and  Copper as well as Aluminium as matrix formers. 

Microchannel heat sinks which are alloys of Copper and 

Chromium could also be considered. It is envisaged that the 

results of this process can be advanced further and be applied 

in developing design and optimization strategies for 

microchannel heat sinks using non-traditional approaches such 

as multi-objective optimisation algorithms, with a focus of 

improving the thermal-hydraulic performance of micro heat 

sinks which are much needed in microfluidic cooling of next 

generation hyper speed microprocessors.  
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Abstract—The humanitarian logistics supply chain can be described 

as a network of volunteer staff and that interact with a set of goods 

and services, this with the purpose of satisfying the demand of the 

population affected by a sudden flood. This article focuses on the 

formulation of a model's location to a point of distribution and 

multiple shelters whereas flood risk associated to the area, along with 

a model of routing of specialized personnel, allowing to relieve the 

psychological and medical calamities among other present in the 

population affected in a post-disaster situation; This formulation is 

made by applying operations research as a solution tool. The aim of 

this article is to provide a functional model to strategically design 

network facilities, in addition to coordinate the provision of services 

required by the population in the shortest possible time. The flood 

that the town of Santa Lucia, Colombia suffered in 2010 is taken as a 

case study.  

Keywords—Humanitarian logistic, location of shelters and a 

distribution point, risk area, routing of staff.  

I. INTRODUCTION 

HEN discussing a flood there are two possible causes: 

the first is related to natural phenomena such as rain and 

the rain seasons, the second cause is man-made actions that 

induce to a large extent natural disasters [1]; These causes 

include deforestation, damage to watersheds and elimination of 

wetlands, which contribute to the intensity of floods, landslides 

and droughts. Additionally a flood may be the side effect of 

another disaster that occurred in the area. On the other hand, 

the cutting of mangroves on the coasts contributes to coral 

erosion, generating storms and hurricanes; the main effect that 

causes most of these disasters is "human development", which 

causes the reduction of the ozone, generating climate change 

along with other problems [2]. 
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Floods can be classified into two types: sudden floods and 

progressive flooding. These have specific characteristics that 

vary according to the area of occurrence, i.e. the effect of 

flooding is not the same in a rural area as it is in an urban area. 

This article will analyze sudden flooding in rural areas, which 

is caused by rains, storms and hurricanes, among other causes 

[3]. 

Sudden floods are characterized by the high level of water 

and the speed with which it attacks; it is estimated to be within 

minutes or hours that the area is completely flooded. These can 

be caused by the rupture of dams, dykes or torrential rains in 

flat areas, and such events are not possible to detect or predict. 

Because of this floods are credited with the highest rate of 

mortality among natural disasters [4]. A flood can drag rocks, 

knock down trees and destroy infrastructure, generating a large 

number of deaths and injuries of all kinds. Floods, without 

exception, generate damage to the population, infrastructure 

and the damage of a region, giving way to the spread of 

diseases and the complexity in which the disaster response 

must perform their operations [3]. 

To mitigate the impact of the disaster, some organizations 

such as the Red Cross have developed training programs 

aimed at the population and institutions impacted; parallel to 

this a series of protocols and guidelines for the management of 

such situations have been developed [5]. Despite these 

measures, floods are natural disaster that present the greatest 

number of lives lost and affected population [6]. 

There are two major phases identified in floods and other 

disasters: the pre-disaster stage and post-disaster stage. Each 

of these frames a series of operations; the pre-disaster stage 

focuses on operations preparation and plans of response. In 

this stage, operations refer to activities related to drills and 

lines against a flood. The post-disaster phase has two 

operations: mitigation and recovery. Mitigation operations 

refers to the design of the logistics network which will allow 

an optimum operation. Recovery refers to the revival of the 

population and the area [7]. 

This article is framed in the post-disaster phase and in the 

operation of mitigation of the negative impact of the flood. 

From a strategic point of view determining the optimum 

location of shelters and from a of operational point of view by 

defining the optimal distribution of qualified personnel from a 

distribution point until shelters, with the aim of having a 

minimum distance between the locations and at the same time 

ensuring reduced travel times. The article is divided into: II. 

Supply Chain Management for Medical and 

Psychological Assistance in Post-Disaster 

Calamities Situation - Case Flood 

Lorena Silvana Reyes-Rubiano, Andrés Felipe Torres-Ramos, Carlos Leonardo Quintero-Araújo 
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Literature review. III. Approach of the problem. IV. Case 

study. V. Result. VI. Discussion. VII. Conclusions. 

II. LITERATURE REVIEW 

The location of the points of distribution and multiple 

shelters, is the starting point for the design and management of 

the supply chain [8]. Location has a great impact on the 

operation of distribution of humanitarian aid, so the article's 

[9] defined a criteria to measure the performance of the 

location, these criteria are related to travel times, 

transportation costs and equity.  

The process of facility locations and transport are operations 

that are closely related, since the facilities location affects 

routes and the effectiveness of the assistance required by the 

population. According to these considerations B. B. Balcik y 

B. M. Beamon [10], propose a model of temporary location, 

where the points are re-located according to the requirements 

of the area or to the requirements of the route, While [11], [12] 

propose  a discrete location models including routing and 

distribution of food, medicines, water, etc. having as starting 

point the fixed points of the multiple shelters. The main 

objective is to improve performance in terms of response 

times, from the supply chain. 

III. APPROACH OF THE PROBLEM 

This chapter presents two models, the first arises to solve 

the facility location problem and the second intends to solve 

the problem of the distribution of personnel. The model is 

constructed through the application of operations research. 

A. Problem Description and Assumptions for Location 

Model 

The proposed model seeks to solve the problem of the 

installation of a point of distribution and shelters in a 

neighboring area to the area affected by the flood, to determine 

potential geographic points considering the probability of risk 

of flooding in each selected area. The model aims to reduce 

the time of travel between the distribution point and shelters; 

thus seeks to ensure that the designed supply chain allows for 

the assistance of the population affected in minimum response 

times. The facilities location is based on the assumption that 

the flood-affected region lacks infrastructure to house and 

assist the affected population, so it is necessary to evacuate 

and install this population in safe areas with the purpose of 

providing the assistance required. In addition the proposed 

model considers that regions close to the flooded area have an 

associated risk of flooding. 

According to the issues raised by [13] to formulation of the 

model,  the region affected by the flood is divided into sub-

zones, and from these sub-zones it was establish that many 

people must be evacuated and installed in shelters; this model 

is based on the assumptions that shelters have the same 

capacity in number of people and the certainty of demand, i.e. 

the points where the population needs to be evacuated is 

known with certainty. It is important to clarify that the 

proposed model is focused on location and not on the 

evacuation process; however the proposed localization model 

considers the number of families with some sort of calamity, 

requiring them to be evacuated and installed in a shelter 

located in a safe area. Therefore the article focuses on the 

installation of a point of distribution and multiple shelters. 

In addition to the location of the shelters and the installation 

of a single point of distribution is defined on the basis of a 

post-disaster situation, which is characterized by damage to 

access roads, disruption in the information network and the 

provision of goods and services [14]. According to the 

experiences of humanitarian aid organizations, operations 

related to the management of a post-disaster situation are 

uncontrolled and uncoordinated due to lack of information [3], 

in addition multiple distribution points causes shelters to be 

supplied by mistake more than once, leading to inefficient use 

of limited resources. For these reasons a single point of 

distribution is considered to ensure the centralization of 

information, allowing a coordinated and efficient operation.  

The facility location is the critical decision in managing the 

post-disaster of a flood, as that is the operation that defines the 

supply chain. The definition of points for facility locations are 

part of the strategy for post-disaster management, therefore the 

speed with which responding to calamities in a disaster 

depends on facility locations, as well as the success of supply 

chain operations. To consider these aspects, a mathematical 

model is proposed that seeks to reduce the time of travel 

between the distribution point and shelters.  

In the commercial supply chain the main objective is the 

reduction of logistics costs that are considered fixed costs and 

variable costs associated with the facility location. In the 

proposed model considered constraints and goals related to 

suffering of the affected population and at the same time 

ensure compliance with human rights, these constraints and 

goals were not considered since management in post-disaster 

situation [15]. 

B. Location Model 

For the formulation of the first model datasets and indices 

were determined, then the variables and parameters. 

a) Notation 

Sets and indices 

V Set of areas that are potentially unsafe {I ∪ J} 

I Subset of V that describes potentially safe areas to 

install the distribution point. 

J Subset of V that describes potentially safe areas to 

install shelters. 

D Set of sub-zones in the flooded region. 

M Set of calamities in the affected population. 

 

Model 
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    The objective function of the model (1) is to minimize travel 

between a distribution point and shelters, considering the risk 

associated to locate any type of installation in the area i or j, 

the risk is a parameters that penalizes journey times. 

Restriction (2) ensures that the number of points of distribution 

open is only one. Restriction (3) ensures that shelters will be 

attended whenever they are opened, (4) restriction guarantees 

that shelters can only be attended by this open distribution 

point. Restrictions (5) and (6) ensuring that a shelter can cater 

to a zone only if it is opened. (7) Restriction ensures that the 

number of shelters open is able to accommodate all of the 

affected population. Restriction (8) ensures that the number of 

people in each shelter must be greater than or equal to the 

demand of each zone. (9) Restriction ensures that the number 

of people in each shelter must be less than or equal to the 

capacity of the shelter. The set J is a copy of the set I so (10) 

restriction guarantees that an area may not have more than one 

use, i.e., the area is used as a shelter or as a distribution point. 

Restrictions (11), (12) and (13) characterize the variables 

considered in the problem. 

C. Definition Set Zone 

To start it is necessary to reference human rights, which 

defines that all people should have a safe and worthy place like 

the shelter [1]; Therefore the potential areas to locate the 

flood-affected population must comply with some 

considerations, which are related to protection against weather, 

spread of diseases and health problems. The objective of these 

considerations is to mitigate the effect of flooding on the 

affected population. 

Potential areas should be characterized by allowing the 

supply of goods and services, compliance with topographical 

conditions as the inclination of the land cannot be greater than 

6% or less than 1%, and ensure that it has a system for the 

disposal of solid waste and waste water, in the same way these 

areas should be located away from stagnant water, wastewater 

and of all types of waste [1], in order to prevent the emergence 

and spread of diseases. 

Shelters and the single distribution point are installed in 

potential areas, which must have the shortest possible distance 

between them, in order to ensure easy access and prompt 

assistance for the affected population. Usually schools, 

churches, sports fields, and educational institutions in the 

neighboring regions to the flood are considered for shelters 

and distribution points [16], so the whole V refers to these 

types of places located in potential areas that comply with the 

characteristics listed above, and in addition must have some 

kind of infrastructure that will allow the assistance to the 

population. In the proposed model the capacity of the shelters 

is homogeneous, and the capacity the distribution point is 

associated with the number of personnel available to tend to 

the affected population.  

E. Definition of Risk of a Zone 

The determination of potential safe zones for the installation 

of a shelter or a distribution point depends on the region 

affected by the flood; so it is necessary to assess the risk for 

each of these areas in order to relocate the population affected 

by the flood and qualified personnel [1]. 

In this case the risk associated with each zone is defined as 

the frequency of occurrence of a flood in this area; these 

values are an input parameter for the formulation of the model, 

which are taken as factors that could cause increase or 

decrease time depending on the risk of each zone. The risk is 

an external factor that is important to consider, because badly 

located shelters and the distribution point represent a high risk 

of facing a second flood, which means double the efforts to 

assist the affected population and the increase in vulnerability 

to diseases, psychological disorders and loss of human lives 

among other problems. 

F. Definition of Calamity 

Calamities are the kind of health problems that can attack the 

population as a result of the flood. In the case of sudden 

floods, there are different types of problems that require a type 

of specific health care. Injuries that occur in floods are mostly 

not lethal, however, diseases carried by the flood can be. 

These calamities cause the floods are the natural disaster that 

generates the greatest number of lives lost [3], [5].  

Sudden floods often cause the fall and the movement of 

trees, rocks, rubble and bulky items, which are the main cause 

of physical injuries and drowning of persons. Water 

contaminated with industrial waste is the main medium for the 

spread of dengue, malaria, cholera, diarrhea, hepatitis A and E, 

gastrointestinal, and respiratory diseases among other vector-

borne diseases [3]. Other types of calamities are associated 

with a psychological component, mainly caused by forced 

displacement, the loss of relatives, and physical and sexual 

abuse among others [5]. 

The proposed model considers three groups of calamities by 

severity which were grouped in the following way (see Table 

I): 
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1. Medical calamities. 

2. Psychological calamities. 

3. Minor calamities. 

Table I Grouping of the problems in the calamities groups. 

Health problem 
Calamity 

1 2 3 

Psychological disorders by flooding  

(Loss of family).  
X 

 

Psychological disorders by flooding  

(Economic losses).  
X 

 

Psychological disorders by  

physical and / or sexual abuse.  
X 

 

Fracture. X 
  

Crushing of limbs. X 
  

Minor injuries. X 
 

X 

Acute diarrheal diseases. X 
  

Respiratory infections. X 
  

Vector-borne diseases  

(Malaria, dengue, cholera, etc.) 
X 

  

 

Every calamity requires the attention of a specific kind of 

personnel, however, in a post-disaster situation a coordinated 

staffing process does not exist and therefore the allocation is d 

randomly, implying an increase in the suffering of the affected 

population. 

G. Description of the Problem and Assumptions for a Model 

of Personal Routing  

The timely provision of medical and psychological 

assistance is part of the requirements of the affected 

population, by which this routing model focuses on the 

provision of specialized personnel that can alleviate the 

suffering of the affected population. It is necessary to 

remember that in post-disaster situations resources are limited, 

especially the human resource, which is required for optimal 

coordination to relieve the suffering of the population. 

The model is based on the assumption that all kinds of staff are 

able to handle any calamity, however, the percentage of relief 

and the time that it takes each staff depends the type of 

calamity. This is the reason that the prioritization of demand is 

necessary to minimize and present control over the calamities. 

The model proposed considers four types of personnel in the 

management of the post-disaster situation: doctors, nurses, 

psychologists and personal first aid; for each type of staff 

defined a attention time and a relief level by calamity. For the 

responses to calamities brigades or mobile units are defined 

for the purpose of providing support in the work of the 

medical personnel, nurses, psychologists and rescuers, i.e. staff 

not opera alone, operations are developed together with well-

trained medical staff and personal first aid. 

The demand for shelters is given by the numbers of families 

that require attention. It is a value that is known with certainty, 

since the above location model serves to assess and report the 

actual status of the affected population. Working in this way 

ensures that information is concentrated in a single point and 

from the coordination of personnel is optimal. Humanitarian 

logistics comprises two levels of coordination: national and 

international as the Pan American Health Organization, 

International Federation of Red Cross and Red Crescent, etc., 

which unite their efforts to provide assistance to the affected 

population in a timely manner. This highlights the importance 

of segmenting the type of personnel according to their 

knowledge and not according to the Organization to which 

they belong. 

H. Routing Model for Staff 

For the formulation of the first model datasets and indices 

were determined, then the variables and parameters. 

a) Notation 

Sets and indices 

I,J Set of locations {W  E}. 

W Subset Distribution Point. 

E Subset of multiple shelters. 

L Set mobile units. 

M Set of calamities present in the affected population. 

 

Decision variables 
,j l

iX  Binary. 1. If the mobile unit l goes from the 

distribution point or shelter i to shelter or point of 

distribution j. 0. Otherwise. 

Y  Days used in the operation. 

 

Parameters 

,i jTV  Travel time between distribution point or shelter i to 

shelter or point of distribution j. 

,j mD  The number of families suffering from the calamity m 

in the shelter j. 

,l mTA  Time that it takes the mobile unit l to relief the 

calamity type m. 

lC  Number of families that can attend the mobile unit l a 

day. 

,l mA  Percentage of relief provided by the mobile unit l when 

it attends the calamity m. 

V  Number of nodes to visit. 

  Weight in goal function of the time of travel between 

the distribution point and shelters 
  Weight in goal function of the time spent in the care 

for the affected population. 
  Conversion factor from minutes to days for operation 

time. 
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Equation (1) describes the objective function of the model, 

which consists of two parts: the first is related to the travel 

time between shelters and distribution point and the second 

refers to the attention time for the affected population; for each 

part a weight α and γ of importance respectively is defined. 

Restriction (2) ensures that the staff available at the point of 

distribution is sent to serve the population. Restriction (3) 

ensures that all mobile units that came out of the distribution 

point must return to the same. (4) Restriction is associated with 

the balance between shelters, i.e., ensures the continuity of the 

route of the mobile unit. Restriction (5) determines the 

capacity of each mobile unit and the respective percentage of 

relief with respect to the attended calamity. It also ensures 

compliance with the demand. Restrictions (6) and (7) allow 

each shelter to be attended to by a mobile unit. Equation (8) 

represents the minimum number of days required to attend to 

the affected population. Restriction (9) ensures the breaking of 

the sub-cycles of routes. The restrictions (10) and (11) 

describe the type of variables considered in the model, where 

it is a binary variable and it is a positive variable. 

I. Definition of Staff 

Although all the mobile units are able to serve all the 

calamities, the percentage of relief varies according to the kind 

of mobile unit. The mobile units considered in the model differ 

from the type of personnel, for the model 4 types of mobile 

units are considered: mobile unit of personal first aid, which 

are trained to address minor calamities; the medical mobile 

unit; mobile nurses and psychologists mobile unit, integrated 

by three people: a doctor, a nurse and a psychologist 

respectively and two support people. 

The percentage of relief provided by each mobile unit was 

determined according to the Delphi method applied to 

physicians, nurses, psychologists and personal first aid. Relief 

capabilities vary due to the type of professional, defining the 

matrix that describes the variation depending on the type of 

calamity and staff that attends it; this is because each calamity 

requires a type of personal specific attention to ensure the 

maximum possible relief. 

The challenge in the management of the post-disaster 

situation is to provide timely assistance in reduced response 

times, so the proposed model considered the prioritization of 

demand through the allocation of appropriate personnel, i.e., 

supply staff representing a higher percentage of relief to the 

population concerned according to the type of calamity; with 

,l mA  intends it to prioritize demand, i.e., to assign more 

trained personnel to every calamity in order to increase the 

level of survival of the population. The following describes the 

matrix (see table II): 

Table II Relief for mobile unit capacity 
,l mA  

Mobile Unit Calamity 

 
1 2 3 

Doctor 90% 80% 80% 

Nurse 80% 10% 80% 

Psychologist 20% 50% 10% 

Personal first aid 20% 30% 20% 

IV. CASE STUDY 

The developing countries or with high levels of poverty are 

those who have a higher risk of disasters [1]. For this article 

the Flash flood which the town of suffered Santa Lucia in the 

Department of Atlantic Colombia in 2010 is considered as a 

case study, (See Figure I), which has the characteristics 

considered in the model. Flooding affected the region and 

1737 families left homeless [17]. 

 
Fig. 1 Town of Santa Lucia. Source: Bank of the Republic of 

Colombia [17]. 

A. Definition of Areas 

To determine the sub-zones of Santa Lucía, the town is 

divided into north, south, east and west, resulting in four sub-

zones. Socio-political issues in the region establishing that the 

shelters and distribution point must be installed in the town of 

Sabanalarga, Ponedera, Palmar de Varela, Baranoa and 

Barranquilla [16], the Table III describes the number of 

potential areas per Towns. 

Table III Potential areas for installing shelters and distribution point 

Town Number of shelters 

Sabanalarga 10 

Ponedera 10 

Palmar de Varela 10 

Baranoa 10 

Barranquilla 11 
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B. Definition of Mobile Units 

The mobile units of doctors, nurses and psychologists have 

a capacity for 50 people per day [1], i.e. 10 families per day. 

The model considers mobile units presented in Table IV.  

 

Table IV Mobile units considered in the model 

Mobile unit Amount 

Doctor 2 

Nurse 2 

Psychologist 4 

Personal first aid 6 

V. RESULT 

The validation of the models was carried out in commercial 

GAMS software with a time limit of 0.13 seconds for both an 

Intel (R) Core TM i7-4500U CPU 1.8 GHz with 8 GB of 

RAM. The localization model considers a total of 51 possible 

sites for the location of the shelters and the distribution point, 

from which 39 for shelters and 1 to the point of distribution are 

determined (See table V). These shelters and the distribution 

point are located within the shortest possible time between 

them. According to the approach of the problem considered, 

shelters refer to schools and arenas of the neighboring regions. 

These have the capacity of accommodating 50 families, i.e. on 

average approximately 250 people. Appendix A shows the 

number of families with each kind of calamity that are installed 

in the shelters. 

 
Table V Model output location 

Town Number of shelters Distribution Point 

Sabanalarga 10 0 

Ponedera 10 0 

Palmar de Varela 10 0 

Baranoa 9 1 

Barranquilla 0 0 

 

The routing model for the staff determines the minimum 

time of operation, considering travel time and the time 

required to assist the affected population. The results of the 

model determined the assistance of the entire population, 

however, not all mobile units are assigned. Flood assistance 

requires a minimum of one medical mobile unit and 2 mobile 

units of personal first aid. Table VI presents the route of the 

mobile unit of lifeguard, which is part of the point Baranoa 1, 

followed by Baranoa 10, Baranoa 4, Ponedera 10 and 

Sabanalarga 4, in that respective order, and finally ending in 

Baranoa 10. Each of the routes of the mobile units determined 

by the routing model is shown in Appendix B. 

 
Table VI Route of mobile Personal first aid unit 

Mobile units of personal first aid 

From To 

Baranoa1 Baranoa10 

Baranoa10 Baranoa4 

Baranoa4 Ponedera10 

Ponedera10 Sabanalarga4 

Sabanalarga4 Baranoa1 

VI. DISCUSSION 

According to the management of the flood in Santa Lucia 

report, the flood began November 30, 2010, and on December 

3 of that same year the population was evacuated. The 

performance of the humanitarian work was qualified as regular 

since it was left to attend a large part of the population, the 

spread of diseases which gave became Vector-borne diseases 

and respiratory infections. Finally the families returned to their 

homes on April 3, 2011 [16]. The cause of this performance 

was the lack of information and the small number of 

specialized personnel, according to the standards proposed by 

[1] it is estimated that the flood was attended by four doctors, 

four nurses and four psychologists, in addition to the mobile 

units of personal first aid. 

According to the above the actual management of health 

emergencies was regular, the reason why the proposed model 

aims to fill the gap of coordination of staff, taking the 

installation of a single point of distribution in order to unify 

and to analyze the information and installation of hostels as a 

strategic decision all while ensuring the shortest distance 

between them. The proposed model presents a 45.47 operation 

time where 90% of this time is spent on calamities relief and 

10% is part of travel times, for the actual situation the 

estimated operating time was more than 120 days [3] for which 

there is no estimates for the time spent in the support of the 

population and the time spent on travel routes, so that the 

proposed model represents an approximate improvement of 

60% at the time of operation. 

VII. CONCLUSION 

The article discusses the problem of the location of facilities 

and the routing of staff through two models characterized as 

allocation - location and the travel salesman capacity problem 

CTSP, respectively, whereas real variables of a State of 

emergency in the municipality of Santa Lucia, Colombia. In 

the case of the problem of location, given the socio-political 

issues in the area, the neighboring regions have a number of 

facilities available to accommodate the affected population, 

which have a risk of flooding, in the case of study proposed in 

the article there are 51 possible places, of which the model 

determines as optimal 39 shelters opening and a single point of 

distribution. The routing of the staff in humanitarian aid 

applied in the case of study warrants assistance to 8681 

people, i.e., 1737 families on average, which require assistance 

according to the calamity that ails them. The routing model 

considers three types of calamities and four types of mobile 

units, which are allocated from a point of distribution to 

multiple shelters, ensuring the fastest response time and the 

highest percentage of relief for the affected population. 

The models proposed in this article are novel since there are 

no investigations focused on the provision of medical and 

psychological assistance in post-disaster situations and that 

consider the location of a single point of distribution and 

multiple shelters from a strategic point of view. The solution 

provided by these models is optimal, which ensures the 

efficient use of human resources and reflects improvement in 

the response time to a flood and in the level of relief of the 
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population with regard to the actual situation, as shown in the 

case study. 

Floods affect the world more and more frequently, for which 

it is necessary to propose new research focused on the level of 

satisfaction of the population affected. First implement 

heuristics and metaheuristics, which allow the analysis of the 

problem with more data. On the other hand the study of 

evacuation models that consider the stochastic demand 

behavior, as well as models of rescue in the hours following a 

disaster. For months after a disaster, it is important to consider 

socio-economic models that allow the reactivation of the 

economy in the affected areas and population.  

APPENDIX A 

 

Town 
Calamity 

1 2 3 

Sabanalarga 

1 3 50 

0 2 48 

0 0 50 

50 0 0 

2 3 45 

0 0 35 

0 0 50 

0 0 50 

0 0 50 

0 0 50 

Ponedera 

0 0 46 

0 0 25 

0 0 46 

0 0 2 

0 0 50 

0 0 50 

0 0 50 

0 0 50 

0 0 50 

50 0 0 

Palmar de 

Varela 

0 0 50 

0 0 50 

0 0 50 

0 0 45 

0 0 45 

0 0 28 

0 0 39 

0 0 45 

0 0 45 

0 0 50 

Baranoa 

0 0 45 

0 0 50 

50 0 0 

0 0 49 

0 0 50 

0 0 50 

1 0 49 

0 0 50 

50 0 0 

APPENDIX B 

 

Medical Unit 

From To 

Baranoa1 Ponedera4 

Ponedera4 Ponedera6 

Ponedera6 Ponedera8 

Ponedera8 Palmardevarela6 

Palmardevarela6 Palmardevarela4 

Palmardevarela4 Palmardevarela1 

Palmardevarela1 Palmardevarela2 

Palmardevarela2 Palmardevarela7 

Palmardevarela7 Palmardevarela10 

Palmardevarela10 Palmardevarela9 

Palmardevarela9 Palmardevarela3 

Palmardevarela3 Palmardevarela5 

Palmardevarela5 Palmardevarela8 

Palmardevarela8 Baranoa2 

Baranoa2 Baranoa3 

Baranoa3 Baranoa6 

Baranoa6 Baranoa5 

Baranoa5 Baranoa9 

Baranoa9 Baranoa7 

Baranoa7 Baranoa8 

Baranoa8 Baranoa1 

  
Mobile units of personal first aid 

From To 

Baranoa1 Sabanalarga6 

Sabanalarga6 Sabanalarga3 

Sabanalarga3 Sabanalarga1 

Sabanalarga1 Sabanalarga8 

Sabanalarga8 Sabanalarga7 

Sabanalarga7 Sabanalarga5 

Sabanalarga5 Sabanalarga2 

Sabanalarga2 Ponedera2 

Ponedera2 Ponedera3 

Ponedera3 Ponedera9 

Ponedera9 Ponedera1 

Ponedera1 Ponedera7 

Ponedera7 Ponedera5 

Ponedera5 Sabanalarga10 

Sabanalarga10 Sabanalarga9 

Sabanalarga9 Baranoa1 
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Abstract—The Remote Authentication Dial-In User Service 

(RADIUS) protocol is a distributed client/server protocol that 
protects networks against unauthorized access. RADIUS uses User 
Datagram Protocol (UDP) as transfer protocol and has good 
capability for real-time applications. It also supports retransmission 
mechanism and backup server mechanism so that it boasts better 
reliability. RADIUS is easy to implement, and applicable to the 
multithreading structure of the server in the time of mass users. While 
RADIUS is an excellent protocol for it uses, it has never been 
formally specified. We try to fill this gap by giving a fully formal 
specification of the protocol using event B method.  Event-B is a 
formal method for system-level modeling and analysis. Event-B is 
provided with tool support in the form of an Eclipse-based IDE 
called Rodin. The core of the Rodin tool provides automatic 
generation of proof obligations that can be analyzed to improve 
understanding of a model. Our Specification is very general and 
contains basic message exchange process of RADIUS Client/server. 
 

I. INTRODUCTION 
riginally created by Livingston Enterprise which was later 
acquired by Lucent , and as defined by IETF‘s RFC 2865 

(RADIUS authentication and authorization) and RFC 2866 
(RADIUS accounting), RADIUS is based on the client-server 
model and message exchanges takes place over User Datagram 
Protocol (UDP). The Network Access Server (NAS) acts as a 
RADIUS client which passes on the user request to the 
RADIUS server. The other RADIUS clients may be wireless 
access points, routers, and switches. The RADIUS server 
performs authentication, authorization, and accounting (AAA) 
for users after it receives requests from the client.The 
communication between the client and the server  is encrypted 
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using a private key which is never sent over the network. Both 
the client and server are configured with this secret before 
communication can take place, and it fails if the secret does 
not match at both ends. 
   Even with the practical significance of RADIUS protocol, 
unfortunately there isn’t a formal specification for it like as 
done to CSMA/CD Protocol using model checking [8] .So we 
try to present a formal approach for the protocol. We 
developed our model specification in Event-B[1].We liberally 
used refinements, both of machines and of contexts. We give a 
great deal of attention to proofs. Consequently, we now have a 
specification of RADIUS protocol where all proof-obligations 
have been discharged. 
   The RADIUS protocol was first defined in RFC 2058 [13], 
in January 1997, this RFC contains proposed standard. Also in 
January 1997 RADIUS accounting was introduced in RFC 
2059 [10], status of which is informational. Later in April 
1997 these RFCs were obsolete by RFC 2138 [14] and RFC 
2139 [11]. Former of these is proposed standard and latter 
informational. Then in June 2000 RFC 2865 [15] defined 
RADIUS draft standard and obsoleted RFC 2138. In same 
month informational RFC 2866 [12] RADIUS accounting 
obsoleted RFC 2139.For our article we based on the RFC 
2865. 
   This paper is organized as follows. In Section 2 we will give 
an informal introduction to the RADIUS protocol, and a brief 
description of the event B method. The main part of this paper, 
Section 3 describes our strategy of refinement, Moreover we 
will specify our protocol using event B. Section 4 summarizes 
the results and draws a conclusion.    

II. BASIC CONCEPTS 
   In this section, we provide some background information on 
the RADIUS protocol, and the Event-B formal method. 

A. RADIUS protocol 
The Remote Authentication Dial-in User Service (RADIUS) 

[5] is an IETF-defined Client/server protocol and software that 
enables remote access servers to communicate with a central 
server to authenticate dial-in users and authorize their access 
to the requested system or service [5]. It is commonly used to 
provide centralized Authentication, Authorization, and 
Accounting (AAA) for dial-up, virtual private network, and, 
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wireless network access. 
The RADIUS protocol is based on a Client/server model. A 

Network Access Server (NAS) operates as a client of 
RADIUS. The client is responsible for passing user 
information to designated RADIUS servers, and then acting on 
the response which is returned. 

RADIUS servers are responsible for receiving user 
connection requests, authenticating the user, and then returning 
all configuration information necessary for the client to deliver 
service to the user. 

A RADIUS server can act as a proxy client to other 
RADIUS servers or other kinds of authentication servers. 

The operation of the RADIUS protocol involves six types of 
message exchanges between the client and the server, as 
described in the following sections and a simple procedure of 
RADIUS communication is shown in the figure 1:   

• Access-Request: Sent by a RADIUS Client to request 
authentication and authorization for a network access 
connection attempt. It determines whether a user is allowed 
access to a specific NAS, and any other specific service.  

• Access-Accept: Sent by a RADIUS server in response to 
an Access-Request message when all conditions are met. The 
message informs the RADIUS Client that the connection 
attempt is authenticated and authorized and it contains the list 
of configuration values for the user. 

• Access-Reject: Sent by a RADIUS server in response to 
an Access-Request message if any condition is not met. This 
message informs the RADIUS Client that the connection 
attempt is rejected. A RADIUS server sends this message if 
either the credentials are not authentic or the connection 
attempt is not authorized. 

• Access-Challenge: Sent by a RADIUS server in response 
to an Access-Request message if all conditions are met and 
RADIUS server wishes to issue a challenge to which the user 
must respond. The Client in response resubmits its original 
Access-Request with a new request ID, response (encrypted), 
and including the Attribute from the Access-challenge. 

• Accounting-Request: Sent by a RADIUS Client to specify 
accounting information for a connection that was accepted. 

• Accounting-Response: Sent by the RADIUS server in 
response to the Accounting-Request message. This message 
acknowledges the successful receipt and processing of the 
Accounting-Request message. 

 
Fig. 1 Basic message exchange process of RADIUS 

 
The following shows how RADIUS operates as shown in 

the figure above: 
1. The user enters the username and password. 
2. Having received the username and password, the 

RADIUS client sends an authentication request (Access-
Request) to the RADIUS server. 

3. The RADIUS server compares the received user 
information with that in the Users database. If the 
authentication succeeds, it sends back an Access-Accept 
message containing the information of user’s right. If the 
authentication fails, it returns an Access-Reject message. 

4. The RADIUS client accepts or denies the user according 
to the returned authentication result. If it accepts the user, it 
sends an accounting start request (Accounting-Request) to the 
RADIUS server, with the value of Status-Type being “start”. 

5. The RADIUS server returns a start-accounting response 
(Accounting-Response). 

6. The subscriber accesses the network resources. 
7. The RADIUS client sends a stop-accounting request 

(Accounting-Request) to the RADIUS server, with the value of 
Status-Type being “stop”. 

8. The RADIUS server returns a stop-accounting response 
(Accounting-Response). 

9. The subscriber stops network resource accessing. 
In this paper we model a simple RADIUS procedure of 

communication without considering accounting messages. 

B. Event B method 
Event-B is a formal method for specifying, modeling and 

reasoning about systems. An evolution of the (classical) B-
Method developed by Jean-Raymond Abrial [2]. Event-B is 
now centered on the general notion of events, which also 
found in other formal methods such as Action Systems [3] [4], 
TLA [9] and UNITY [5]. 

Event-B is a formal modeling method for developing 
systems via step-wise refinement, based on first-order logic. 
Event-B models are organized in terms of two basic 
components: contexts and machines. Machines and contexts 
can be inter-related: a machine can be refined by another one, 
a context can be extended by another one and a machine can 
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see one or several contexts as shown in figure 2. 

 
Fig. 2 Event-B Machines and Contexts 

 
- Contexts specify the static part of a model. They may contain 
carrier sets (similar to types), constants, axioms (containing 
carrier sets and constants), and theorems (expressing 
properties derivable from axioms). 
-Machines specify behavioral properties of the models. They 
may contain variables defining the state of a machine, 
invariants constraining that state, and events (describing 
possible state changes). Each event is composed of a set of 
guards and a set of actions. Guard state the necessary 
conditions under which an event may occur, and actions 
describe how the state variables evolve when the event occurs. 

 Contexts/Machines may be refined from more abstract to 
more concrete contexts/machines. Event-B models are 
systematically structured in refinement chains. 

A key concept in Event-B is proof-obligation (PO) 
capturing the necessity to prove some internal property of the 
model such as typing, invariant preservation by events, and 
correct refinements. Strong tool support is provided in order to 
support this proof process. 

Event-B is not specific to embedded systems design but it is 
currently being investigated by several industrial from 
different sectors (automotive, transportation, space) in the 
context of the DEPLOY project [6]. 

In Event-B, an event is defined by the syntax: EVENT e 
WHEN G THEN S END , Where G is the guard, expressed as 
a first-order logical formula in the state variables, and S is any 
number of generalized substitutions, defined by the syntax      
S ::= x := E(v) | x := z : | P(z). The deterministic substitution,     
x := E(v), assigns to variable x the value of expression E(v), 
defined over set of state variables v. In a non-deterministic 
substitution, x := z : | P(z), it is possible to choose non-
deterministically local variables, z, that will render the 
predicate P(z) true. If this is the case, then the substitution,      
x := z, can be applied, otherwise  nothing happens. 

It is also important to indicate that the most important 
feature provided by Event-B is its ability to stepwise refine 
specifications. Refinement is a process that transforms an 
abstract and non-deterministic specification into a concrete 
and deterministic system that preserves the functionality of the 
original specification. During the refinement, event 
descriptions are rewritten to take new variables into account. 
This is performed by strengthening their guards and adding 
substitutions on the new variables. New events that only assign 
the new variables may also be introduced. Proof obligations 

(POs) are generated to ensure the correctness of the refinement 
with respect to the abstract model. Event-B is supported by 
several tools, currently in the form a platform called Rodin. 

Rodin is an open-source development platform for Event-B. 
It provides an environment for system modeling and analyses, 
including support for refinement, i.e. POs are generated 
automatically between abstraction levels, and support for 
mathematical proof, i.e. most POs can be discharged 
automatically or manually. More teaching materials on Event-
B and Rodin can be found at [7]. 

III. SPECIFYING RADIUS PROTOCOL USING EVENT B 

A. Refinement strategy 
In this short section, we present our strategy for constructing 

the RADIUS protocol specially the message type exchanges 
that take place between the Client and the Server, which is 
shown in the figure below. This will be done by means of an 
initial model followed by one refinement.     

 
Fig. 3 Simple procedure of RADIUS communication 

 
• The initial model essentially presents message 

exchange between the client and the server without 
considering any condition. 

• In the first refinement, we introduce the condition that 
take side the client status and we add a timer. 

 

B. Initial Model   
The initial model of RADIUS protocol is presented as 

follow: 
The context is made of two sets Requests and the 

Responses. These sets represent the message type exchanges 
that take place between the Client and the Server. Which are 
Access_Request, Access_Accept, Access_Challenge, and 
Access_Reject. 
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Fig. 4 Carrier Sets 

 
When the client chooses to use RADIUS, it creates an 

"Access_Request" containing some information and sends it to 
the server side. We do not discuss in this paper the information 
that is in the message; we just focus about the operation that 
happened between the client and the server. 

 
Fig. 5 Events of initial model 

 

C. First refinement 
   We are going to refine our abstract model to a more concrete 
one, by adding new variables and modifying our existing 
events. For this we introduce the client status and a timer.  We 
define a carrier set named STATUS. It is made of three 

distinct elements: valid, invalid, moreinfo, which present the 
RADIUS client status.   
 

 
Fig. 6 Carrier Set statut 

 
The Access-Request is submitted to the RADIUS server via 

the network. If no response is returned within a length of time, 
the request is re-sent a number of times. 

 
Fig. 7 Modified event Access_request 

 
   If the client is valid then the RADIUS server sends Access-
Accept response to the client. 

 
Fig. 8 Modified event Access_accept 

 
   If any condition is not met, the RADIUS server sends an 
"Access-Reject" response indicating that this user request is 
invalid. 
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Fig. 9 Modified event Acces_challenge and reject 

 
 The server can respond to this new Access- Request with 

either an Access-Accept, an Access-Reject, or another Access-
Challenge. 

The last event in our model is the vent of timing. 

 
Fig. 10 Event time 

 

IV.  CONCLUSION 
In this paper we have presented formal modeling of the 

RADIUS protocol using Event B. 
     In this approach the modeling process starts with an 

abstraction of the protocol which specifies the goals of the 
protocol. In our case study, presents message exchange 
between the client and the server without considering any 
condition are the main protocol goals. The abstract level of our 
Event-B model shows these goals in a very general way, and 
then during refinement level, features of the protocol are 
modeled and the goals are achieved in a detailed way. 

     The use of Event-B and Rodin as a formal modeling 
environment has several advantages. Firstly, the model can be 
gradually developed by step-wise refinements, which allows 
hierarchical design exploration at different abstraction levels. 
Secondly, the obligation to discharge POs ensures full model 
consistency throughout all levels. 
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Abstract—The proportion of each of the three powders used in 

cold spray of titanium alloy was simulated to determine the optimum 

percentage composition for improved hardness. In cold spray coating, 

the ability to expeditiously predict the effect of change in powder 

type or proportion on the properties of the coating is usually 

advantageous. If the desired property is basically decided by the 

coating powder composition, an optimization methodology specific 

to the design of mixture experiments can be successfully used. In the 

present study, the percentage compositions of titanium, nickel and 

aluminium were optimized using mixture experimental design and 

analysis of variance. The determination coefficient, R square, = 

96.4%, and the adjusted determination coefficient, adjusted R square 

= 83.9%, signify a good fit and high statistical significance of the 

model. The empirical relationship between the hardness and the 

percentage composition of the powders shows that titanium has the 

highest coefficient and contributed the most to the overall hardness.. 

 

Keywords—Cold spray, optimum percentage, hardness, 

regression analysis 

 

I. INTRODUCTION 

N coating with powders, mixtures of powders with different 

properties are often used in order to achieve optimum 

properties. It is critical when working with powder mixtures to 

use statistical approach to determine the optimum percentage 

composition for a specific property. According to Muteki [1], 

there are basically three general degrees of freedom to control 

the final properties of any product manufactured in a blending 

operation: (1) the selection of raw materials; (2) the ratios in 

which to blend them; and (3) the process conditions used to 
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manufacture them. If processing parameters are kept constant, 

the enhancement in the surface properties, hardness for 

example, of a material after cold spraying basically depends 

on the composition of the pre-mixed powder used.  This is the 

idea behind the use of mathematical and statistical techniques 

to design mixture composition and predict the property 

response. This means that for a given set of powder, a 

mathematical relationship could be written for any property 

response to relate such property with the percentage 

composition of the powder in the starting mixture 

It is a usual practice in the industry to find the optimal 

percentage quantities of the components which gives the best 

satisfying characteristics in a mixture [2]. This is called 

mixture design. The usual practice is to determine the 

optimum composition via traditional optimization which 

generally leads to constant reformulation of the percentage 

powder composition through try and error. This consumes 

time and materials, and it is quite expensive because it often 

requires an excessively large number of samples [3]. 

Moreover, the overall efficiency in traditional optimization is 

usually quite low because it is virtually impossible to precisely 

find the optimum point using non-systematically selected 

samples [4].  

Hence the need to apply Design of Experiments (DoE) 

techniques to determine the optimal composition of a powder 

mixture for cold spraying.  Mixture design makes it possible to 

identify the synergetic effect of mixing two or more 

components on a property of interest. This will lead to 

experiments with high success rates. A method called the 

simplex design method, which uses theory of statistics and 

experiments to obtain models that can be used to optimize the 

composition of mixture for a specified response variable was 

developed by Scheffe in 1958 [6]. Mixture design has been 

used in the metallurgy to optimize the composition of alloy 

and metal matrix composites, and to design and predict 

material properties [7]-[11] 

The purpose of this work is to employ the use of statistical 

experiment design approach in proportioning the optimum 

weight percent of the titanium, nickel and aluminum powders 

for increase in hardness of cold spray coating of titanium alloy 

(Ti-6Al-4V). 

Mathematical optimization of powder 

composition for improved hardness of 

titanium alloy coated by cold spraying 

Damilola I Adebiyi, Patricia A. Popoola, and Ionel Botef 

I 
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II. MATHEMATICAL MODELING 

 

The optimum powder mixture is defined as that mixture 

which minimizes cost while maximizing the property. Two 

experiment design approaches can be applied to optimize the 

pre-mix powder ratio. These are: (1) the classic mixture 

approach, in which the q mixture components are the 

variables, and (2) the mathematically independent variable 

(MIV) approach, in which q mixture components are 

transformed into q-1 independent mixture-related variables. In 

the classic mixture approach, the sum of the proportions must 

be 1. The steps involved in mixture experiments can be found 

in other literature [4], [12]. 

A. Model Assumptions 

In order to conform the mixture experiment to powder 

optimization for cold spray coating of titanium alloy, the 

following assumptions are made: 

1)  The input factors can be controlled by the experimenter. 

2)  The level of input factors can be determined, controlled 

and varied. The relevance of this is that the quantity of 

each powder in the powders mix can be determined and 

varied. 

3) The response depends on the proportions of the individual 

powder in the premixed ratio and not on the total amount 

of mixture. Similarly, the improvement in hardness of the 

titanium alloy after cold spraying depends on the 

percentage composition of the premixed ratio. 

3) This response (improvement in hardness of the titanium 

alloy) is measurable 

.  

B. Modeling Procedure 

The approach used for determining the optimum percentage 

composition of the powders is described as follows: 

1) The main objective was decided. This is to determine the 

optimum percentages of each of titanium, nickel and 

aluminium that will give the best hardness for cold spray 

coating of titanium alloy.  

2) The special cubic Scheffé [6] canonical equation was used 

to model the hardness data of each of the powder. 

3) The design matrix for the powder blend was developed 

with proportion defined by the simplex-centroid 

experimental design for mixtures of three components 

expanded with internal points using D-optimal mixture 

experiments. 10-run D-optimal design were generated. 

4) A statistical analysis tool  known as XLSTAT was used to 

determine the optimal proportion of each of the powders 

influencing the hardness of the coating. Thus, an 

empirical relationship between the titanium, nickel and 

aluminum powders was obtained.  

The percentage composition of the powder blend was 

optimized for maximum hardness.  

C. Model Equation 

Let the property response (hardness) be denoted by f. 

According to Myers and Montgomery [13] and Cornell [14], 

the property response, f, can be expressed in its canonical form 

as a typical low degree polynomial of the first or second 

degree. The polynomial expressed in terms of the weight 

fractions, x, of the three powders which will sum to unity.  

Consider a powder mixture consisting of 3 component 

materials  

332211 xxxf               (1) 

322331132112

3322110

xxxxxx

xxxf








          (2) 

It is generally preferable to evaluate such these polynomial 

equations over a number of points, N greater than the number 

of components. This is to afford the representation of the 

response surface over the entire area using a regular array of 

uniformly spaced points called a lattice. This lattice is referred 

to as a {q, m} simplex lattice, m being the spacing parameter 

in the lattice and q the number of components. In the standard 

mixture designs, the proportions of the ingredients can vary 

between 0 and 1 and must sum up to unity.  

Let the number of powder in the premixed ratio be q (q = 3). 

ix  is the percentage weight of the ith powder in the mixture, 

the constraints in equations (3) and (4) must be satisfied. 

These constraints keep each mixture component proportion 

between 0% and 100% (0 and 1), also ensure that at any point 

in the mixture space, the total sum of the proportions of all the 

components adds up to unity 





q

i

ix
1

1                    (3) 

 qixi .....3,2,1,0   = the concentration of the 

component 

  1............,.....3,2,1,0 21  qi xxxqix    (4) 

Where 

1x = Proportion of Titanium powder 

2x = proportion of Nickel powder 

3x  = Proportion of aluminium powder 

The number of points in the design is given by  

   
m

mqqq

m

q
m

.........2.1

1...........1
)1(


       (5) 

According to Sheffe [6], a {q, n} polynomial function can be 

written for equation (3) as shown in equation (4). Let the 

degree of the polynomial be n in q variable  

nin xi
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The β coefficients are constant and the number of coefficients 

is given by 








 

n

qn
 

But since equation (1) is true, the equation component is thus 

eliminated and equation (3) is reduced to: 

C
n
q + n - 1 
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According to Sheffe [6], if Equation (4) is reduced subject 

to the normalization condition of Equation (1), the properties 

of the mixture can be described for a sum of independent 

variables. The reduced second-degree polynomial for a ternary 

system is derived as follows 
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          (5) 

Since 1321  xxx , then, 

)( 32100 xxx                 (6) 

i.e. 

3020100 xxx                (7) 

If equation (5) is multiplied by 321 ,, xxx  in succession, 

equations (8), (9) and (10) are obtained 

31211

2

1 xxxxxx                (8) 

32212

2

2 xxxxxx                (9) 

32313

2

3 xxxxxx               (10) 

Substituting equation (8)-(10) into (5), equation (11) is 

obtained 
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 (11) 

A reduced second degree polynomial in three variables can be 

obtained from equation (11) if the following conditions are 

indicated: 

iii bbb  01                (12) 

 ijiiij bb                   (13) 

Thus, if 321 ,,  i , 231312 ,,  ij and i  and 

ij are response property, the reduced polynomial will be 

obtained as in equation (14) 

322331132112

3322111

xxxxxx

xxx








         (14) 

Where,  is the response (i.e. hardness), 1x , 2x and 3x  are 

the coded values of the variables and 321 ,,  etc. are the 

regression coefficients. The coefficient of the polynomial 

equation (14) is described as the solution of equation (12) and 

(13) as: 

ii                       (15) 

and  

jijij i  224               (16) 

Equation (14) is the governing equation which is the 

response function for optimization of pre-mixed coating 

powder consisting of three components (powders). This is 

represented in Figure 1. The three single components run at 

the vertices, the three binary blends on the edges, and the 

ternary blend in the middle. The three additional blend provide 

checkpoints for evaluation of lack-of-fit 

 
Fig. 1: Notation for response on the lattice 

 

III. RESULTS AND DISCUSSION 

A Evaluation of the model coefficients 

In order to evaluate the model coefficients and validate the 

model, the proportions of the components were expressed in 

percentage form. No constraints or limit (upper/lower) were 

set for the proportion of any of the powder. The following are 

the hardness of the powders: titanium is 238BN, nickel, 80 BN 

and aluminium, 55 BN. The result of the D-optimal design is 

presented in Table 1 

  

An empirical relationship was developed between resultant 

hardness and the hardness of each powder as shown in (17) 

 

Hardness=17091.2+17352.6X1+17159.1X2+17134.8X3+1294.

8X1X2+1198.27X1X3-45.0607X2X3-5201.59X1X2X3   (17) 

  

B  Validation of model 

The values of the determination coefficient, (R square) and 

adjusted determination coefficient (adjusted R square) are 

respectively 96.4% and 89.3%. These results signify a good fit 

and high statistical significance of the model. Analysis of (17) 

shows that titanium has the highest coefficient and contributed 

the highest hardness to the overall hardness.  

 

 

 

Table 1: D-optimal design mixture designs with no constraints. 
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  Ti Ni Al 

  

  

No. x1 x2 x3 x1x2 x1x3 x2x3 x1x2x3 Hardness 

1 1 0 0 0 0 0 0 238 

2 0.5 0.5 0 0.25 0 0 0 477 

3 0 1 0 0 0 0 0 80 

4 0 0.5 0.5 0 0 0.25 0 68 

5 0.5 0 0.5 0 0.25 0 0 440 

6 0 0 1 0 0 0 0 55 

7 0.167 0.167 0.667 0.0279 0.1114 0.1114 0.018602 135 

8 0.667 0.167 0.167 0.1114 0.1114 0.0279 0.018602 460 

9 0.167 0.667 0.167 0.1114 0.0279 0.1114 0.018602 153 

10 0.333 0.333 0.333 0.1109 0.1109 0.1109 0.036926 187 

 

The optimal percentage composition of the powders was 

found to be 55% titanium, 40% nickel and 5% aluminium. 

This composition yielded the optimal hardness of 489 BHN. 

Literatures are hardly available on this specific application of 

mixture design. Hence, a comprehensive evaluation, and 

comparison with previous work, could not be carried out. 

IV CONCLUSION AND FUTURE WORK 

 The optimum fractional composition of titanium, nickel 

and aluminium for the improvement of the hardness of 

Ti6Al4V has been determined using mixture experiment 

design. The practical efficiency and usefulness of the proposed 

method will be verified experimentally. The hardness of 489 

BHN was obtained from the optimal percentage composition 

at 55% titanium, 40% nickel and 5% aluminium. The effect of 

process parameters could not be established. Particle size 

distribution, cold wedding during powder mixing and 

processing conditions and precipitation of secondary phases 

are all relevant and their effect will be investigated in future 

works.  This model is suitable for the selection of the optimum 

percentage composition of powder blend for obtaining powder 

mixture with desired hardness. A more detailed study is 

however required to gain a deeper insight into the behavior of 

the powder mixture.  
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Abstract—This paper presents an incremental formal 

development of the Simple Network Management Protocol (SNMP) 
in Event-B. SNMP is an application layer protocol used to manage 
network resources. This standardization gives network administrators 
the ability to monitor network performance. To model and  verify the 
protocol,  we use the formal  technique  Event-B which provides  an 
accessible and rigorous  development  method  and  enables  user  to 
express the problem  at abstract level and  then  add  more  details  in 
refinement step to obtain concrete specification. This interaction 
between modelling and proving reduces the complexity and helps in 
assuring that the SNMP specification is proven in consistency and 
correctness 
 

I. INTRODUCTION 
IMPLE  network  Management  Protocol  is a 
communication protocol, it is used to administer and 

manage networked devices. It can be used to manage large 
networks that span firewalls or embedded devices. The 
specifications for this protocol can be found in Request For 
Comments (RFC) 1157 [1].  

Increasingly numerous communication protocols are being 
employed in computer networks of various types. This 
increases the need of adequate software specification 
techniques and suitable development methods to make the 
system more reliable. A number of formal approaches have 
been applied to model and analyze these protocols, such as 
Petri Nets [2,3] and State Machine [4]. Recently a new method 
Event-B [5] has been developed by Jean Raymond ABRIAL 
who has developed the B method [6] and the Z method [7]. 
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In this paper, we use Event-B to model and prove the 
SNMP protocol. The most important benefit of using Event-B 
is its capability to use abstraction and refinement [8]. 

 

 Indeed, in this approach the modeling process starts with an 
abstraction of the system which specifies the goals of the 
system. The abstract level of our Event-B model shows these 
goals in a very general way, and then during refinement levels, 
features of the protocol are modeled and the goals are 
achieved in a detailed way. Moreover the Rodin tool [9] 
permits an automated proof of the different models of the 
system. 
   The reminder of the paper is organized as follows. Section 2, 
gives a brief overview of Event-B. Section 3 provides the 
requirements which are informally defined. In Section 4, the 
formal development is presented. Finally, a conclusion is 
presented to summarize the main outcomes of this research 

II.  OVERVIEW OF EVENT-B 
 Event-B is a formal method for specifying, modeling and 

reasoning about systems, especially complex systems such as 
an electronic circuit, an airline seat booking system, a PC 
operating system, a network routing program, a nuclear plant 
control system, a Smartcard electronic purse, etc..Event-B has 
evolved from classical B. 

   Key features of Event-B are the use of set theory as a 
modeling notation, the use of refinement to represent systems 
at different abstraction levels and the use of mathematical 
proof to verify consistency between refinement levels. From a 
given model M1, a new model M2 can be built as a refinement 
of M1. In this case, model M1 is called an abstraction of M2, 
and model M2 is said to be a concrete version of M1. A 
concrete model is said to refine its abstraction. Each event of a 
concrete machine refines an abstract event or refines skip. An 
event that refines skip is referred to as a new event since it has 
no counterpart in the abstract model. An Event-B model has 
two parts, context and machine. Each context specifies the 
static properties of the system, including sets, axioms, and 
constants. Each machine specifies the dynamic part of the 
system, including variables, invariants and events. Variables 
represent the current state of the system and invariants specify 
the global specification of the variables and system behaviors.  

    An event is defined by the syntax: EVENT e WHEN G 
THEN S END , Where G is the guard, expressed as a first-
order logical formula in the state variables, and S is any 
number of generalized substitutions, defined by the syntax  S 
::= x := E(v ) |x := z : |P(z). The deterministic substitution, x := 
E (v), assigns to variable x the value of expression E(v), 
defined over set of state variables v. In a non-deterministic 
substitution, x := z : |P(z), it is possible to choose non-
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deterministically local variables, z, that will render the 
predicate P(z) true. If this is the case, then the substitution, x 
:= z, can be applied, otherwise nothing happens.  

    The Rodin is the tool of the Event-B. It allows formal 
Event-B models to be created with an editor. It generates proof 
obligations that can be discharged either automatically or 
interactively. Rodin is modular software and many extensions 
are available. These include alternative editors, document 
generators, team support, and extensions (called plugins) some 
of which include support decomposition and records.  

III.  INFORMAL DESCRIPTION OF SNMP PROTOCOL 
The SNMP is a client/server (agent/manager) protocol. 

The agent (Server) is a software process that responds to 
queries using the Simple Network Management Protocol to 
provide status and statistics about a network node. 
The manager (Client) is an application that manages SNMP 
agents on a network by issuing requests, getting responses, and 
listening for and processing agent- issued traps 
SNMP traps enable an agent to notify the management station 
of significant events by way of an unsolicited SNMP message.  

As shown in (Fig. 1), the setup on the left shows a network 
management system that polls information and gets a response. 
The setup on the right shows an agent that sends an unsolicited 
or asynchronous trap to the network management system 
(NMS). 

 

 
 
Fig. 1 The two setups of the network management system 
 
Among the SNMP commands are specific protocol 

operations that facilitate in the requests and responses of 
managed network devices. The most basic operations include: 
Get, GetNext, Set, and Trap (see Fig. 2) 
GetRequest: Manager requests an update  
GetNextRequest: Manager requests the next entry in a table 
SetRequest: Manager modifies data on the managed device. 
GetResponse: Agent answers a manager request. 
Trap: Agent alerts manager of an unusual event. 

 
Fig. 2  The permitted operations between managers and agents 
 

IV. MODELING OF SNMP PROTOCOL 

A. Initial Model 
The first model is the most abstract specification of the system. 
First, we define three carrier sets: 

Requests: set of messages which can be sent by the manager, 
it contains three constants (GetRequest, GetNextRequest and 
SetRequest) defined by the axioms (axm1, axm2 and axm3). 

Responses:  set of responses sent by the Agent, it contains 
the constant GetResponse which represented by the axiom 
(axm4). 

Notification: set of messages sent by the Agent to inform the 
Manager. The axiom (axm5) represent that this set contains the 
constant Trap. 
 

AXIOMS 
   axm1   :    GetRequest ∈ Requests 
   axm2   :    GetNextRequest ∈ Requests 
   axm3   :    SetRequest ∈ Requests 
   axm4   :    GetResponse ∈ Responses 
   axm5   :    Trap ∈ Notification 

 
Then we can use two variables to represent the state of the 

initial model: reqt to denote the number of requests that have 
been sent, and resp to indicate the number of responses that 
have been given.  

We have three invariants: inv1 and inv2 denotes that the two 
variables reqt and resp are natural numbers. inv3 specifies that 
the communication is synchronous: either the number of 
requests is the same as the number of responses or it is greater 
than the number of responses by 1 in the case where a response 
is expected before another request can be created. 

 
VARIABLES 
reqt  
resp  
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INVARIANTS 
inv1   :    reqt ∈ ℕ   
inv2   :    resp ∈ ℕ   
inv3   :    reqt=resp ∨ reqt=resp+1 

 
Initially, there are no requests or responses hence both 

variables are initialed by 0. 
 
INITIALISATION    

  act1   :   resp:=0  
  act2   :   reqt:=0  

 
Finally, we define two events in our abstract model. An 

event  Manager_request  represents  the  sending  request 
from the manager to the agent, starts when the number of  
requests and the number of  responses are identical and  
increases the  number of  requests by  1.  An event 
Agent_response represents the response sent from the agent to 
the manager, guards of this event state that the number of 
requests and responses are different. 

 
Manager_request       
   WHEN 
       grd1   :    reqt=resp  
   THEN 
      act1   :    reqt:=reqt+1  
   END 
 
Agent_response 
      WHEN 
    grd1   :    reqt≠resp 
THEN 
  act1  :    resp:=resp+1 
  END 

 

B. First Refinement 
In this first refinement, we introduce the channels and the 

messages sent between the manager and the agent, because in 
the reality the message needs to be sent via some channel 
between two parties. 

So we add two variables reqtChan and respChan which 
represent respectively the channel of messages sent by the 
manager and the channel of messages sent by the agent  

 
INVARIANTS 
   inv1   :    reqtChan ⊆ Requests  
   inv2   :    respChan ⊆ Responses 

 
We define now our events: 

Manager_send_request: refining the abstract event 
Manager_request: the manager sends a message to the agent. 
Agent_receive_request: the agent receives the  request sent by 
the manager. 
Agent_send_response refining the abstract event 

Agent_response: after receiving the request, the agent sends a 
response to the manager. 
Manager_receive_response: the manager receives the 
response sent by the agent.  

 
Manager_send_request   
     REFINES 
     Manager_request  
     ANY msg WHERE 
        grd1   :    reqt=resp  
         grd2   :    msg ∈ Requests
        grd3   :    

  
msg ∉ reqtChan

     THEN 
  

        act1   :    reqt≔reqt+1  
        act2   :    
       END 

reqtChan ≔ reqtChan ∪ {msg}  

 
Agent_receive_request    
   ANY msg WHERE 
     grd1   :    msg ∈ reqtChan  
   THEN 
     act1   :    reqtChan≔ reqtChan ∖ {msg}  
   END 
 
Agent_send_response      
     REFINES 
       Agent_response  
      ANY msg WHERE 
          grd1   :    reqt≠resp  
          grd2   :    msg ∈ Responses
           grd3  :    

  
msg ∉ respChan

      THEN 
  

          act1    :    resp≔resp+1  
          act2    :   
          END 

respChan ≔ respChan ∪ {msg}  

 
Manager_receive_response    
    ANY msg WHERE 
        grd1   :    msg ∈ respChan  
    THEN 
        act1   :    respChan ≔ respChan ∖ {msg}  
    END 
 

C. Second Refinement 
 In this refinement, we add a new event “Notify” where the 

agent can send a trap, or asynchronous notification, to the 
manager. 

 
  Notify        

  ANY msg WHERE 
     grd1   :    msg ∈ Notification  
  THEN 
    act1   :    notiChan ≔ notiChan ∪ {msg}  
  END 
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V. CONCLUSION 
In this paper, we have modeled and proved SNMP protocol 

using Event-B. 
    We have explained our approach using refinement, which 

allows us to achieve a very high degree of automatic proof. 
The powerful support is provided by the Rodin tool. Rodin 
proof is used to generate the proof obligations and to discharge 
those obligations automatically and interactively. 

   Modeling and analyzing SNMP specification using formal 
methods can help in assuring correctness, unambiguity, and 
clarity of the SNMP protocol. Since a well-defined and 
verified protocol specification can reduce the cost for its 
implementation and maintenance, modeling and analysis are 
important steps of the protocol development life-cycle from 
the point view of protocol engineering. 

 
.  
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Abstract: Heat transfer plants with organic media have often been able to replace or improve the 
classic steam–water operation. The possibility of transferring and closely controlling temperature up 
to > 

 Company, ahmed_3a2000@yahoo.com 

C 300 o has provided the heat transfer media technology with many new fields of application. 
This growing application of heat transfer plants with liquid heat transfer media other than water has 
made it necessary to produce complete and accurate engineering database for combustion and its 
devices to continuous improvement of industrial heating. Heating is an important operation in almost 
all industrial fields. A large variety of heating techniques is available at the market.   Some examples 
are fuel burning, electrical heating, and so on. The analysis of related combustion process and 
estimation of the effective coefficients is the first step toward a successful design.   The process of 
combustion fuel and their combustion and combustion devices are considered in this study. Direct 
fired heater exergy and energy analysis are performed taking into account precise calculation of 
chemical exergy for products of combustion. 
Keywords: Exergy, Energy, Combustion, Thermal System. 
Nomenclature 

A Area [ 2 m ]     S Distance [m] 

AbsA  The absolute availability of a system [-] 
oS  Entropy of a system at environmental state 

[J/kg]   

pC , c Specific heat capacity [J/kgK] or heat 
capacity [J/kg] iS  Specific entropy,  of substance I, [J/kgK]   

E, E Specific exergy [J/kg] or available work [J] T Temperature [K]   

fE  Fuel exergy [kJ/kg]  u, U Specific internal energy [J/kg] or internal 
energy [J] 

ch
ch Ae =  Chemical exergy [kJ/kg] v, V Specific volume [ /kg m 3 ] or volume 

[ 3 m ] 
E/Q Exergy factor [no unit, %] σ Stefan-Boltzmann constant [ 42K W/m ] 
H, H Specific enthalpy [J/kg] or enthalpy [J] Є The emissivity [-]   

am  Mass flow rate of air [kg/s] ώ Exergetic efficiency [-]   

fm  Mass flow rate of fuel [kg/s]   

em  Mass flow rate of exhaust flue gas [kg/s]   

P Power [kW]   

oP  Environment pressure [bar]   

Q, Q Specific heat [J/kg] or heat [J]   
Q, Q Specific heat [J/kg] or heat [J]   
R
__  Molar gas constant [J/mol K]   
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I. Introduction:

Traditional methods of thermal system analysis are 
based on the first law of thermodynamics.   These 
methods use an energy balance on the system to 
determine heat transfer between the system and 
environment. The first law of thermodynamics 
introduces the concept of energy conservation, 
which states that energy entering a thermal system 
with fuel, electricity, flowing streams of matter, 
and so on is conserved and can not be  

I.1 Energy and Exergy: 
Exergy is a measure of the quality or grade of 
energy and it can be destroyed in the thermal 
system. The second law states that a part of the 
exergy entering a thermal system with fuel, 
electricity, flowing streams of matter, and so on is 
destroyed. In general, energy balances provide no 
information on the quality or grades of energy 
crossing the concept of exergy in the analysis of 
thermal systems. destroyed within the system due 
to irreversibilities. Thermal system boundary and 
no information about internal losses. By contrast, 
the second law of thermodynamics introduces the 
useful. In recent years, exergy analysis has played a 
key role in order to evaluate processes by taking 
into account not only the quantity of energy but 
also both the quantity and quality of 
energy.Various definitions have been used to 
describe the term of exergy. Exergy is defined as 
the maximum amount of work which can be 
produced by a system or a flow of matter or energy.   
Exergy is a measure of the potential of the system 
or flow to cause change, as a consequence of not 
being completely stable equilibrium relative to the 
reference environment. Unlike energy, exergy is 
not a subject to a conservation law (except for ideal 
or reversible processes). Rather exergy is 
consumed or destroyed due to irreversibilities in 
any real process. The exergy consumption during a 
process is proportional to the entropy created due to 
irreversibilities associated with the process. 

I.2 Theoretical Analysis: 
Exergy analysis is a method using the conservation 
of mass and conversion of energy principles 
together with the second law of thermodynamic for 
the analysis, design and improvement of energy 
and other systems.   An exergy balance applied to a 
process or a whole plant tells us how much of the 

usable work potential or exergy supplied as the 
input to the system under consideration, has been 
consumed by the process.        
The loss of exergy or irreversibility provides a 
generally applicable quantitative measure of 
process inefficiency. In other words, an Exergy 
analysis is similar to an energy analysis, but it 
takes into account the quality of the energy as well 
as the quantity. Since it includes a consideration 
of entropy, Exergy analysis allows a system to be 
analyzed more comprehensively by determining 
where in the system the Exergy is destroyed by 
internal irreversibilities, and the causes of those 
irreversibilities. 

2. Combustion and Exergy: 
The purpose of combustion in industrial 
applications, for the most part, is to transform 
chemical energy available in various types of fuels 
to thermal energy or heat to be used in the 
processing of gas or liquid streams or solid 
objects. Typical examples involve the heating of 
air, water, and steam for use in heating of other 
processes or equipment, the heating of metals and 
nonmetallic minerals during production and 
processing, the heating of organic streams for use 
in refining and processing, as well as heating of 
air for space comfort conditioning. For all of 
these, it is necessary to have a workable method 
for evaluating the heat that is available from a 
combustion process. Available heat is the heat 
accessible for the load (useful output) and to 
balance all losses other than stack losses. 
Exergy is a measure of the energy available for 
useful work in a system. This property is also 
referred to as Availability. Exergy is a better 
measure of the work that may be extracted from a 
system rather than properties such as the internal 
energy or enthalpy of the system. No device or 
process can extract a quantity of work greater than 
the availability of the system without violating the 
second law of thermodynamics. Thus, the 
availability of a system also helps to define the 
upper limit on the efficiency of the 
device/process. cause and true magnitude of 
energy resource waste and to determine losses. 
Such information can be used in the design of new 
energy-efficient systems and for improving the 
performance of existing systems 
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The method of Exergy analysis presented in this investigation enables us to identify the location, 
.  

3. Exergy Balance: 
Exergy can be transferred by three means: 
1- Exergy transfer associated with work. 
2- Exergy transfer associated with heat transfer. 
3- Exergy transfer associated with the matter 
entering and exiting a control volume. 
Exergy is also destroyed by irreversibility within 
the system or control volume. Fig.1. shows exergy 
flow diagram. In this Figure Etr represent exergy 
transit and Epr represent exergy used by process.    

 
Fig.1. Exergy flow diagram 
4. The Objective of Investigation: 

Direct fired heaters are the most common 
industrial heating facilitates. They are readily 
employed for a wide range of applications and can 
be powered on various fuels depending on the 
local availability. Their many advantages and 
relative lack of competition has made direct fired 
heaters one of the preferred devices for converting 
the chemical energy of fuels into thermal energy. 
The current work attempts to understand the 
destruction of exergy (availability) in combustion 
processes and compare it with the losses of energy, 
with specific application to direct fired heaters. 
However, the analysis is not restricted to direct 
fired heaters and is applicable to all combustion 
processes. 
From the literature review, it is evident that a 
comprehensive second law examination of 
combustion processes is lacking. Such a study 
would provide a more fundamental understanding 
of combustion processes and help in identifying 
strategies to reduce the destruction of exergy 
during combustion processes. Some work has been 
done towards applying the second law to 
combustion by Dunbar and Lior [1] (constant 
pressure combustion) and Daw et al. [2] (constant 
pressure combustion) and Caton [3] (constant 

volume). These studies however, were restricted 
to a particular combustion process and did not 
strictly quantify the contribution of the various 
exergy terms. The current study wishes to apply 
the second law to the combustion process, while 
relaxing most of the approximations and 
simplifications made in the past. It is hoped that 
an inclusive examination of the various 
parameters will provide a   more fundamental and 
complete understanding of the combustion 
processes. The current work also aims to 
incorporate excess air ratio into the study to allow 
for comparison of the combustion of different 
equivalent ratios.  For more accurate analyses 
chemical exergy will be calculated in this study. 
The combustion process analyzed will be in the 
(direct fired heater), used in purpose of heating of 
heat transfer medium (Mineral Oil 
MOBILTHERM 605), in plant of heating of 
thermal oil in EGYPTALUM company in Nag-
Hammady, Egypt. 

5. Thermal Oil Plant Operation: 
 
Thermal oil system is shows in Fig. 2. The Figure 
provides an efficient means of supplying indirect 
heat to one or more process systems. Such 
systems offer both high temperature and low 
pressure, making them ideal for a wide variety of 
process heating application. The heat transfer fluid 
firstly heated by means of a direct fired heater 
then circulated through a closed loop systems to 
the users.  Heat from the fluid is transferred to the 
user and then re-circulated for reheating and the 
cycle repeated. However, organic media has 
become more common and often replaces a classic 
steam-water operation.  The heaters are made with 
coils made of seamless tubes. The thermal fluid is 
heated during the flow through the tubes. The heat 
is transferred to the fluid as radiant heat in the 
combustion chamber, where the inner cylindrical 
tube coil and a flat tube coil form the chamber 
wall and the bottom respectively 
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. Consequently refractory concrete is avoided. The 
combustion gasses are hereafter cooled in the 
outer convection part, as the gasses pass the 
space between the two tube coils. The thermal 
design ensures a modest volume of the thermal 
fluid relative to the size of the heater, and allows 
unlimited thermal expansion due to the high 
fluid temperature. 
The fuel that will be used in this test will be fuel 
oil No.6 that is named in Egypt and Arab 
countries as (Mazout); this fuel must be heated 
before using because it's high viscosity at 
ambient temperature. Table (1) shows fuel 
chemical analysis for typical heavy oil No.6 by 
weight. 
Table (1): Fuel chemical analysis for typical 
heavy oil no.6 by weight 
Fuel 
Compon
ents 

C H2 N2 O2 S 

% By 
Weight  87.87 10.33 0.14 0.50 1.16 

Almost all industrial liquid fuel burners use 
atomization to aid vaporization by exposing the 
large surface area (relative to volume) of millions 
of droplets in the size range of 100-400 µm. 
Evaporation then occurs at a rapid rate even if the 
droplets are not exposed to furnace radiation or hot 
air due to enhanced mass transfer rates. 
Rotary-cup atomization delivers the liquid fuel to 
the center of a fast-spinning cup surrounded by an 
air stream. Rotational speed and air pressure 
determine the spray angle. This is still used in 
some large boilers, but the moving parts near the 
furnace heat have proved to be too much of a 
maintenance problem in higher temperature 
process furnaces and on smaller installations where 
a strict preventive maintenance program could not 
be affected. 

6. Flue Gas Analysis: 
The major constituents in flue gas are CO2, O2, N2 
and H2O. Excess air is determined by measuring 
the O2 in the flue gas. Before proceeding with 
measuring techniques, consider the form of the 
sample. A flue gas sample may be obtained on a 
wet or dry basis. When a sample is extracted from 
the gas stream, the water vapor normally 
condenses and the sample  

 

 
 
 
 

 
Fig. 2. Simple schematic 
   diagram for thermal oil plant 

is considered to be on a dry basis. The sample is 
usually drawn through water near ambient 
temperature to ensure that it is dry. The major  
constituents of a dry sample do not include the 
water vapor in the flue gas. 
When the gas is measured with an in situ analyzer 
or when precautions are taken to keep the 
moisture in the sample from condensing, the 
sample is on a wet basis. The amount of O2 in the 
flue gas is significant in defining the status of the 
combustion process. Its presence always means 
that more oxygen (excess air) is being introduced 
than is being used. Assuming complete 
combustion, low values of O2 reflect moderate 
excess air and normal heat losses to the stack, 
while higher values of O2 mean needlessly higher 
stack losses. The quantity of excess O2 is very 
significant since it is a nearly exact indication of 
excess air.  
The O2 is an equally constant indication of excess 
air when the gas is sampled on a wet or in situ 
basis because the calculated excess air result is 
insensitive to variations in moisture for specific 
types/sources of fuel. The current industry 

Flue 

 Gases 
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standard for heaters operation is continuous 
monitoring of O2 in the flue gas with in site 
analyzers that measure oxygen on a wet basis. For 
testing, the preferred instrument is an electronic 
oxygen analyzer.  
The flue gas analyzer unit, which measures (CO2 
SO2) and O2 on a dry volumetric basis, remains a 
trusted standard for verifying the performance of 
electronic equipment. The flue gas analyzer uses 
chemicals to absorb the (CO2 SO2) and O2, and the 
amount of each are determined by the reduction in 
volume from the original flue gas sample 

7. Temperature Measurements: 
Thermal oil inlet, thermal oil outlet, ambient 
temperature, fuel oil temperature, flue gas 
temperature and outer surface temperature, all are 
measured in this study for more accurate 
calculation. All measurements of temperature 
included in this investigation will be executed by 
PT-100 thermocouple (Type K) Fig. 3. 
Temperature of thermal oil inlet, thermal oil outlet, 
fuel oil inlet, and flue gas were measured by PT-
100 thermocouple.  Temperature of outer surface 
of heater was measured by using device which 
uses Infrared sensor technology to measure 
temperature of surfaces without contact.  

8. Method of Calculation: 
The most commonly used indicator for the 
efficiency of energy conversion process is the ratio 
of the output of useful energy to the total energy 
input. This ratio is called first law efficiency. It is 
based on a quantitative accounting of energy, 
which reflects recognition of the first law of 
thermodynamics and the law of conservation of 
energy. 
It is well known that the second law of 
thermodynamics defines the availability of energy 
more restrictively than the first law. Principally, 
first law is silent on the effectiveness with which 
availability is concerned. Analysis in terms of the 
second law of thermodynamics more closely 
describes the effectiveness with which systems or 
processes use available energy. 
Each calculation of exergy and thus each exergetic 
analysis imply reference state called ‘dead state’. If 
a system is in thermal and mechanical equilibrium 
with the reference environment that is at the 
environmental temperature TO and Pressure PO, it 

is said to be in a thermodynamically dead state or 
restricted dead state. In general it is taken as TO = 
298 K and PO = 1 atm. 
Exergy losses are calculated by making exergy 
balance for each component of the system. Unlike 
energy balance where the inflow is equal to 
outflow (when there is no internal energy 
generation or consumption), in exergy balance due 
to reasons of irreversibility, exergy inflow is 
always greater than the exergy outflow and their 
difference gives the exergy loss or exergy 
destruction. Ratio of exergy output to exergy input 
gives the exergetic efficiency of a system [4].                                                                                                                                                                                                                                                          
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Fig. 4. Schematic diagram for the control volume 

of a test rig. 
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PT- 100 Thermocouple (type K) 
Fig. 3 

Exergy calculation (second law of 
thermodynamics): 

The objective of this section is to introduce 
exergy analysis, a method that uses the 
conservation of mass and conservation of energy 
principles together with the second law of 
thermodynamics for the investigate and analysis of 
combustion process and thermal systems. Another 
term frequently used to identify exergy analysis is 
availability analysis. 

Following usual conventions [5-7], the absolute 
availability, AAbs of a system is defined as: 

AAbs = U − T0 S + P0 V          (2) 
 
Where U, S and V are the internal energy, entropy 
and volume of the system respectively, while T0 
and P0 are the reference temperature and pressure. 
The work that may be extracted from a system is 
also limited by the reference conditions. The work 
that may be extracted from the system is then 
given by the (thermo-mechanical) availability, 
ATM, of the system, which is defined as: 
ATM =  (U − U o) −T0  (S − S o) + P0  (V −V o)  (3) 
Where Uo, So and Vo are the internal energy, 
entropy and volume of the restricted dead state 
respectively. 

The restricted dead state is achieved by allowing 
the system to come to thermo-mechanical 
equilibrium with the environment, typically the 
atmosphere. The restricted dead state has the same 
pressure and temperature as the environment, 
however, the composition of the restricted dead 
state is the same as that of the original system and 
is not necessarily the same as that of the 
environment. The current work uses this definition 
of the restricted dead state, in conformance with 
the standard literature [5-7], with a temperature of 
298.15 K and pressure 101.325 kPa for the 
restricted dead state and the reference conditions. 
This difference in composition between the 
restricted dead state and the environment can be 
exploited to further obtain work from the system. 
This work, obtained by allowing the restricted 
dead state to come to chemical equilibrium with 
the environment, is referred to as the chemical 
exergy, ACh, of the system.  

 
 
                                                

Where Nk is the number of moles of the respective 

species (k) and µ ok ,  & µo
k are the chemical 

potentials of the respective species in the 
restricted dead state and the environment, 
respectively. The chemical potentials may further 
be expressed as: 

 
Where gk is the Gibbs energy of the kth species in 

the mixture R
__

 is the Universal gas constant and 
pk is the partial pressure of the kth species in the 
mixture. If the restricted dead state and the 
environment, both had the same constituent 
species, differing only in their respective 
compositions, the Gibbs energy term would cancel 
out, leaving a simpler expression for the chemical 
availability of the system:                                     

  
The difference in concentrations of the various 
species in the system and the atmosphere may be 
exploited by first separating the various 
components in the mixture (using devices such as 

(5) 

(4) (4) 
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semi-permeable membranes) and then allowing 
them to expand or compress to the atmospheric 
partial pressures, as the case may be. Work may be 
gained or lost during this process and this creates 
an additional potential for work. Since this term 
may be attributed to the work obtained by allowing 
the species in the system to diffuse to the 
atmospheric concentrations, it would be 
appropriate to refer to this as the “diffusion 
availability”. It may be noted that diffusion 
availability of a system can be positive or negative, 
depending on the concentrations of the various 
species in the system. 
The diffusion availability of a system is largely 
ignored since its contribution is often small 
relative to the thermo-mechanical availability ATM 
of the system. Also, it is not easy to extract the 
diffusion availability component of the availability 
since it would require the use of semi-permeable 
membranes to extract the various species in the 
mixture before allowing them to diffuse to 
atmospheric concentrations. It is also evident from 
the expression for the diffusion availability of a 
system that it depends on the composition of the 
environment. The assumed composition of the 
atmosphere therefore, makes a difference on the 
diffusion availability of the system. The current 
work uses a standard wet atmospheric unless 
otherwise stated. 
The availability of a system, ATotal, incorporating 
the various components would then be                                 

 
The above expression for availability is 

valid for closed systems. For open systems, the 
flow availability, ATotal, f needs to be considered. 
This is defined                               

 
Where H and H0 are enthalpies of the system and 
the restricted dead state respectively. 

In general, then, the availability of a system, 
ATotal, may be expressed as a sum of the thermo-
mechanical availability and chemical availability. 

ATotal=ATM+ACh           

The chemical availability term may further be 
split into constituents, the reactive availability and 
diffusive availability as: 

ATotal=ATM+AReactive+ADiff               (9)                
The importance of developing thermal systems 
which uses fossil fuel in the process of 
combustion that make effective use of 
nonrenewable resources such as oil, natural gas, 
and coal is apparent. The method of Exergy 
analysis is particularly suited for furthering the 
goal of more efficient resource use, since it 
enables the locations, types, and true magnitudes 
of waste and loss to be determined. This 
information can be used to design thermal 
systems, guide efforts to reduce sources of 
inefficiency in existing systems, and evaluate 
system economics. 

8.2 Exergy Analysis Formulas  
The start point in the Exergy analysis is Exergy 

balance for a system, Exergy balance in this 
system can be symbolized as: 

  
Ein = Eoil + Estack + Es,loss  + E Destruction   ( 11 )      

 
Where, Ein represent chemical exergy 

involved in fuel oil entering to combustion 
chamber, also exergy of fuel oil = LHV * 1.04, [5]  
that means Ein = 41033*1.04 = 42674.32 kJ/kg 
fuel. 
Eoil  in above equation represent Exergy flow to 
thermal fluid, and is calculated here from: 

 
 
                                                                                                  
 
 

Where, the value 1.04 is factor multiply in lower 
heating value of fuel to get exergy value contained 
in fuel.  [5]. 
m•= Thermal fluid mass flow rate kg/hr, Cp = 
average specific heat capacity kJ/ (kg.k) 
Tout = Thermal fluid outlet temperature Kelvin, 
Tin=Thermal fluid inlet temperature Kelvin. 
Estack in above equation represents exergy flow to 
surrounding with flue gas and calculated here 
from equation: 
  Estack = h - h0 - T0 (s-s0 ) + ech      
Where, in above eq., h and s represent the specific 
enthalpy and entropy, respectively, at the inlet or 

 Eoil =Exergy flow to thermal fluid= 

)ln T
TTTTcm out

oinoutp ( −−•       (12) 

(8) 

 
(8) 

(9) 
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exit under consideration; h0 and s0 represent the 
respective values of these properties when 
evaluated at the dead state. Values of h, s, h0 and s0 
are from standard tables of thermodynamics.  
Where the underlined term is the thermo-
mechanical contribution of exergy in combustion 
products, ech is the chemical contribution evaluated 
as following:: 

 
 
 
Where, R

__
= Universal Gas Constant=8.314 

kJ/kmol. K and yi and e
iy  denote, respectively, the 

mole fraction of component i in the mixture of 
combustion products at T0, P0 and in the 
environment, with assumption that products of 
combustion are modeled as an ideal gas mixture at 
all states considered. 
Es.loss in main equation represents exergy flow to 
surrounding by radiation from the surface of heater 
and calculated here from equation: 

   
 
Where Qe calculate (surface losses) which is 
quantified macroscopically by a modified form of 
the Stefan–Boltzmann law equation relation:  
Qe = εσA (Ts

4 - Tο
4)                             (16) 

EDestruction in main equation represents Exergy 
Destruction inside furnace because irreversibility 
and are calculated by making Exergy balance for 
control volume in this study. 
9. Results Presentation and Analysis 
In this study, exergy analysis was carried out for 
combustion in direct fired heater. A flue gas 
sample for 40 runs of restricted heater was taking 
and input and output streams for each run were 
studied. Exergy and energy balance for each run 
was evaluated and theoretical analysis was carried 
out using these results. These results include a 
complete energy and Exergy analysis for direct 
fired heater, therefore energy efficiency, exergetic 
efficiency; exergy losses, energy losses, 
irreversibility and exergy destruction within the 
system (control volume of test rig) are calculated.    
Excess air ratios at variation of fuel oil flow rate, 
the following operating condition are tested: 
1-Fuel oil flow rate=120 kg/hr, 2-Fuel oil flow 
rate=144 kg/hr, 3-Fuel oil flow rate=192 kg/hr,  

4-Fuel oil flow rate=240 kg/hr, 5-Fuel oil flow 
rate=279 kg/hr, 6-Fuel oil flow rate=298 kg/hr  
7-Fuel oil flow rate=318 kg/hr, 8-Fuel oil flow 
rate=336 kg/hr  
Figure 5 represents the variation of energy 
efficiency with excess air at different levels of 
fuel flow rate. The figure shows that the energy 
efficiency, for all curves, tends to decrease with 
the increase of excess air level. A closer look in 
the figure would show that the high values of 
energy efficiency are achieved in the range of 8% 
to 20% of excess air. For all levels of fuel flow 
rate, the energy efficiency values are limited in the 
range of 60% to 82%. 
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Fig. 5. Variation of the energy efficiency with 
excess air. 
Figure 6 shows the variation of exergy efficiency 
with excess air at different levels of fuel flow rate. 
It is clear that the trend is the same as it appears in 
Fig. (5) but with change in values of exergy 
efficiency and energy efficiency. The Figure 
shows that the energy efficiency reached a range 
of 18% to 24% instead of 60% to 82% at the same 
excess air of the range of 8% to 20%. 
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  (15) (15) Es.loss   = (1 - [Tο / Tsurf])* Qe              

  (14) 
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Fig.  6.  Variation of the exergy efficiency with 
excess air. 
Figure 7 shows the variation of energy stack losses 
with the excess air at different level of fuel flow 
rate. In the Figure, it is clear that general trend for 
the lines to go to high level of energy which goes 
to surrounding with flue gases with increase of 
excess air level, but in rang of 8% to 20% excess 
air stack losses decrease and return to increase 
again with excess air. Energy stack loss values are 
limited by the range 10% to 33% for all runs. 
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Fig. 7. Variation of the energy stacks losses with 
excess air. 
Figure 8 shows the variation of exergy stack losses 
with the excess air at different level of fuel flow 
rate, it is obvious that the trends of the curves are 
the same as they appear in Fig. 7; but with changes 
in value of exergy stack losses than energy stack 
losses, since energy stack losses vary in range of 
10% to 33%, while exergy stack losses vary in 
range 32% to 73% for all runs. 
Figure 9 shows the variation of exergy destruction 
with the excess air at different level of fuel flow 
rate. In this Figure, it appears that the exergy 
destruction within the system under 
investigation decreases while the excess air level 
increases for all runs that mean the irreversibility 
within the system decreases with the increase of 
excess air levels. 
 
 
 
 
 
 
 
 

 
Fig. 8 Variation of the exergy stack losses with 
the excess air. 
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Fig. 9. The variation of exergy destruction with 
variation of excess air. 
10. Conclusions 
1-The exergitec efficiency is very low comparing 
the energy efficiency in direct fired heater. The 
Exergy destruction is in the range of 12% to 60% 
in direct fired heater.   
2- The exergy loss through the flue gas is in the 
range of 20% to 65% in direct fired heater, and it 
is in the range of 0.004% to 0.008% for surface 
emission.  
3- The average exergetic efficiency becomes 22% 
in direct fired heater. According to this analysis 
the minimum possible exergy losses in a direct 
fired heater should be within the following limits:  
Percentage exergy loss through flue gas: 20%, 
percentage exergy loss through surface emission: 
0.005%. With reference to these limits the 
percentage exergy destruction is 60% and the 
exergetic efficiency is 22%. This is the maximum 
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possible exergetic efficiency that can be taken by 
maintaining the optimum running condition.  
4 - As increasing of exergetic efficiency, as the 
energy efficiency also increased  
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On the component-based reliability in open multi-server queueing networks

Edvinas Greičius, Saulius Minkevičius

Abstract – This paper is motivated by performance in
terms of reliability of multi-server computer networks. Limit
theorems on the queue length and virtual waiting time in an
open multi-server queueing network in heavy traffic are derived
and applied to a reliability model for a multi-server computer
network, where the time of failure of a multi-server computer
network is related to the parameters of the system.

Keywords – Heavy traffic, performance evaluation, queue-
ing theory, probability limit theorem.

I Introduction

Probabilistic models and queueing networks have long
been used to study the performance and reliability of com-

puter systems [1, 2] and to analyse the performance and relia-
bility of computer networks and of distributed information sys-
tems [3, 4]. In this paper, we will first briefly review the works
related to using the queueing theory of computer systems re-
liability, and then present some new results on the estimation
of the time of failure of a computer network.

In one of the first papers of this kind [6], the reliability
of execution of programs in a distributed computing system
is considered, showing that a program, which runs on multi-
ple processing elements that have to communicate with other
processing elements for remote data files, can be successfully
executed despite that certain system components may be un-
reliable. In order to analyse the performance of multimedia
service systems which have unreliable resources and to esti-
mate their capacity requirements, a capacity planning model
using an open queueing network is presented in [9], and in [5]
a novel model for a reliable system composed of N unreliable
systems, which can hinder or enhance each other’s reliability, is
discussed. In [10], the management policy of an M/G/1 queue
with a single removable and non-reliable server is discussed and
analytic results are explored, using an efficient Matlab program
to calculate the optimal threshold of the management policy
and to evaluate the system performance. In [11], the authors
consider a single machine subject to break down and employ
a fluid queue model with repair. In [13], the behaviour of a
heterogeneous finite-source system with a single server is con-
sidered and applications in the field of telecommunications and

reliability theory are treated.
In this paper, first we present the proability limit theorem

on the queue length and virtual waiting time of the customer
in heavy traffic for open multi-server queueing networks.

II The network model

Consider a network of j stations, indexed by j = 1, 2, . . . , J,
and the station j has cj servers, indexed by (j, 1), . . . , (j, cj).
A description of the primitive data and construction of pro-
cesses of interest are the focus of this section. No probability
space will be mentioned in this section, and certainly, one can
always think that all the variables and processes are defined on
the same probability space.

First, {uj(e), e ≥ 1}, j = 1, 2, . . . , J, are J sequences of
exogenous interarrival times, where uj(e) ≥ 0 is the interar-
rival time between the e − 1 job and the e-th job which ar-
rive at the station j exogenously (from the outside of the net-

work). Define Uj(0) = 0, Uj(n) =
n∑
e=1

uj(e), n ≥ 1 and

Aj(t) = sup{n ≥ 0 : Uj(n) ≤ t}, where Aj = {Aj(t), t ≥ 0} is
called the exogenous arrival process of the station j, i.e., Aj(t)
counts the number of jobs that arrived at the station j from
the outside of the network.

Second, {vjkj (e), e ≥ 1}, j = 1, 2, . . . , J, kj = 1, 2, . . . , cj ,
are c1 + . . .+ cJ sequences of service times, where vjkj (e) ≥ 0
is the service time for the e-th customer served by the server
kj of the station j. Assume that Vjkj (0) = 0, Vjkj (n) =
n∑
e=1

vjkj (e), n ≥ 1 and xjkj (t) = sup{n ≥ 0 : Vjkj (n) ≤ t},

where xjkj = {xjkj (t), t ≥ 0} is called the service process for
the server kj at the station j, i.e., xjkj (t) counts the num-
ber of services completed by server kj at the station j during

the server’s busy time. We define µjkj =
(
M
[
vjkj (e)

])−1
>

0, σjkj = D
(
vjkj (e)

)
> 0 and λj = (M [uj(e)])

−1
> 0,

aj = D (uj(e)) > 0, j = 1, 2, ..., k, with all of these terms
assumed finite. Let pij be probability of the job after service
at the ith station of the network are arrived to the jth station
of the network, i, j = 1, 2, . . . J.
Now we introduce the following process Qjkj = {Qjkj (t), t ≥
0}, where Qjkj (t) indicates the number of customers waiting
to be served by server kj of the station j at time t; j =

This research was supported in part by the National Complex Pro-
gramme “Theoretical and engineering aspects of e-service technology cre-
ation and application in high-performing calculation platforms”.
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1, 2, . . . , J kj = 1, 2, . . . , cj . Thus, we introduce the following
process Vjkj = {Vjkj (t), t ≥ 0}, where Vjkj (t) indicates the
virtual waiting time of customer (workload process) in kj server
of the station j at time t; j = 1, 2, . . . , J, kj = 1, . . . , cj .

The dynamics of the queueing system (to be specified) de-
pends on the service discipline at each service station. To be
more precise, “first come, first served” (FCFS) service disci-
pline is assumed for all J stations. When a customer arrives at
a station and finds more than one server available, it will join
one of the servers with the smallest index. We assume that
the service station is work-conserving; namely, not all servers
at a station can be idle when there are customers waiting for
service at that station. In particular, we assume that a station
must serve at its full capacity when the number of jobs waiting
is equal to or exceeds the number of servers at that station.

III The main results

Let the number of servers ki in j-th station of the network
divide into parts: kj = 1, 2, . . . , pj (where the probability
limit theorem is valid for queue length of customers) and
kj = 1, 2, . . . , rj (where the probability limit theorem is valid
for the virtual waiting time of the customer), pj + rj = cj .

Let us denote p̂ij =
1

ci
· 1

cj
· pij ,

pj = 1−
J∑
j=1

ci∑
ki=1

p̂ij , β̃jkj =
λj

cj · µjkj · pj
− 1 > 0,

σ̃2
jkj =

λ3j
µjkj

· aj
σjkj

· 1

c2j · p2j
+ 1 > 0, j = 1, 2, . . . , J,

kj = 1, 2, . . . , cj , t ≥ 0.

We also define

β̂jkj =
J∑

ki=1

µiki · pij + λj − µjkj > 0,

σ̂2
jkj

=
J∑

ki=1

µ3
iki
· σiki · p2ij + λ3j · aj + µ3

jkj
· σjkj > 0,

j = 1, 2, . . . , J, kj = 1, 2, . . . , cj .

We also assume that the following “overload conditions”
are fulfilled
J∑
i=1

ci∑
ki=1

µiki · pij + λj >
cj∑
ki=1

µiki , (1)

j = 1, 2, . . . , J.

Note that these conditions guarantee that the length of all
the queues will grow indefinitely with probability one. The re-
sults of the present paper are based on the following theorems.

Theorem 1. If conditions (1) are fulfilled, then

lim
n→∞

P

(
Qjkj

(nt)−β̂jkj
·n·t

σ̂jkj
·
√
n

< x

)
=
∫ x
−∞ exp

(
−y

2

2t

)
dy,

0 ≤ t ≤ 1, kj = 1, 2, . . . , pj , j = 1, 2, . . . , J

and

Theorem 2. If conditions (1) are fulfilled, then

lim
n→∞

P

(
Vjkj

(nt)−β̃jkj
·n·t

σ̃jkj
·
√
n

< x

)
=
∫ x
−∞ exp

(
−y

2

2t

)
dy,

0 ≤ t ≤ 1, kj = 1, 2, . . . , rj , j = 1, 2, . . . , J .

Proof. These theorems are proved in [7], and the proof is
therefore omitted here so as not to lengthen this short paper.

IV The reliability of a multi-server computer
network

In this section, we prove the following theorem on the proba-
bility that a computer network fails due to overload.

If t ≥ max

(
max

1≤j≤pj

mjkj

β̂jkj
, max
1≤j≤rj

γjkj

β̃jkj

)
and conditions (1)

are fulfilled, the computer network becomes unreliable (all com-
puters fail).

Proof. At first, using Theorem 1 and Theorem 2, we get that
for x > 0

lim
n→∞

P

(
Qjkj

(nt)−β̂jkj
·n·t

σ̂jkj
·
√
n

< x

)
=
∫ x
−∞ exp

(
−y

2

2t

)
dy,

kj = 1, 2, . . . , pj (2)

and

lim
n→∞

P

(
Vjkj

(nt)−β̃jkj
·n·t

σ̃jkj
·
√
n

< x

)
=
∫ x
−∞ exp

(
−y

2

2t

)
dy,

kj = 1, 2, . . . , rj , j = 1, 2, . . . , J. (3)

Let us investigate a computer network which consists of
the elements (computers) αj that are indicators of stations
Xj , j = 1, 2, . . . , pj and the elements (computers) γi that
are indicators of stations Yi, i = 1, 2, . . . , rj

Denote

Xj =

{
1, if the element αj is reliable
0, if the element αj is not reliable,

j = 1, 2, . . . , pj and

Yi =

{
1, if the element βi is reliable
0, if the element βi is not reliable,

i = 1, 2, . . . , rj .

Note that {Xj = 1} = {Qj(nt) < kj}, j = 1, 2, . . . , pj and
{Yi = 1} = {Vi(nt) < γi}, i = 1, 2, . . . , rj . Denote the struc-
tural function of the system of elements, connected by scheme
1 from pj + rj (see, for example, [8]), as follows:

φ(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) ={
1,

∑pj
j=1Xj +

∑rj
i=1 Yi ≥ 1

0,
∑pj
j=1Xj +

∑rj
i=1 Yi < 1.

Assume y =
∑pj
j=2Xi +

∑rj
i=1 Yi. Estimate the reliability

function of the system (computer network) using the formula
of conditional probability

h(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) =

Eφ(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) =

P (φ(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) = 1) =

P (
∑pj
j=1Xj +

∑rj
i=1Xi ≥ 1) =

P (X1 + y ≥ 1) = P (X1 + y ≥ 1|y = 1) ·

Mathematical Methods in Science and Engineering

ISBN: 978-1-61804-256-9 223



P (y = 1) + P (X1 + y ≥ 1|y = 0) · P (y = 0) =

P (X1 ≥ 0) · P (y = 1) + P (X1 ≥ 1) · P (y = 0) ≤

P (y = 1) + P (X1 ≥ 1) = P (y = 1) + P (X1 = 1) ≤

P (y ≥ 1) + P (X1 = 1) =

P (
∑pj
j=2Xj +

∑rj
i=1Xi ≥ 1) + P (X1 = 1) ≤ · · · ≤

m∑
i=1

∑pj
ki=1 P (Qiki(nt) ≤ mjkj ) +

J∑
i=m+1

∑rj
ki=1 P (Viki(nt) ≤ γjkj).

Assuming that kj = pj + rj

0 ≤ h(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) ≤

m∑
i=1

∑pj
ki=1 P (Qiki(nt) ≤ mjkj ) +

J∑
i=m+1

∑rj
ki=1 P (Viki(nt) ≤ γjkj). (4)

Applying Theorem 1, we obtain that for mjkj <∞

0 ≤ lim
n→∞

P (Qjkj (nt) < mjkj ) =

lim
n→∞

P

(
Qjkj

(nt)−β̂j ·n·t
σ̂j ·
√
n

<
mjkj

−β̂j ·n·t
σ̂j ·
√
n

)
=

∫ −∞
−∞ exp

(
−y

2

2t

)
dy = 0, (5)

where kj = 1, 2, . . . , pj and j = 1, 2, . . . , J .

It follows from (5), that, for mjkj <∞,

lim
n→∞

P
(
Qjkj (nt) < mjkj

)
= 0, (6)

where kj = 1, 2, . . . , pj and j = 1, 2, . . . , J .

Similarly as in (5) - (6), we prove that for γjkj <∞

lim
n→∞

P
(
Vjkj (nt) < γjkj

)
= 0, (7)

where kj = 1, 2, . . . , rj and j = 1, 2, . . . , J .

Consequently,

lim
n→∞

h(X1, X2, . . . , Xp, Y1, Y2, . . . , Yr, t) = 0

(see (4), (6) and (7)), which completes the proof.

V Concluding remarks and future research

1. Conditions (1) are fundamental, - the behaviour of the whole
network and its evolution is not clear, if conditions (1) are not
satisfied. Therefore, this fact is the object of further research
and discussion.
2. Note that a computer with Windows operating system func-
tions steadily if the number of jobs does not exceed 5 (therefore,
mjkj >= 5). In other cases, the computer fails (see paragraph
1).
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Abstract—Studies showed that there is no mathematical model to 

describe the correlation between the process parameters and the 

porosity of Titanium (Ti) coatings fabricated by cold spray process. 

Consequently, this paper proposes such a new mathematical model. 

This model was built using the second order polynomial regression 

modelling and MATLAB software. Central composite design of 

experiments was applied to generate and collate process parameters 

and porosity of Ti coatings. To verify and validate the new model, 

sensitivity and least square regression analyses were applied, and 

proved that the model is rigorous and therefore could be used to 

predict process parameters and/or porosity of Ti coating with high 

accuracy. 

 

Keywords—Cold Spray, Mathematical Model, Process 

Parameters, Titanium, Porosity. 

I. INTRODUCTION 

Mathematical methods are fundamental in modelling of 

phenomena in, for example, science, engineering, and 

economics [1],[2] and so, facilitate the description, 

optimization, analysis, forecasting, design and prediction of 

the final results of a process [3],[4],[5],[6],[8]. For this reason, 

Cold Spray (CS), which is the newest surface coating 

innovation, has received a lot of mathematical modelling 

attention [9], [10]. CS process, schematically presented in 

Fig.1, applies coatings by exposing a substrate to a high 

velocity (300-1200 m/s) jet of small (1-50 µm) particles 

accelerated by a supersonic jet of compressed gas [11]. The 

coating process takes place at a temperature always lower than 

the melting point of the powder's material, resulting in coating 

formation in the solid state. As a consequence, the deleterious 

effects of the high-temperature oxidation, evaporation, 

melting, crystallization, residual stresses, gas release, and other 

common problems arising from traditional thermal spray 
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processes are minimized or eliminated [11]. These advantages 

made CS process an attractive deposition method for 

temperature and phase sensitive materials such as Titanium 

(Ti) that received renewed research attention due to its 

applications in aerospace and biomedical implants [12]. In 

these applications, Ti coatings with varying percentages of 

porosity are required. However, there is no mathematical 

model relating the input and output process parameters of Ti 

coatings fabricated using CS process. As a result, researchers 

and operators conduct costly test trials or extensive literature 

survey to find the best process parameters for their 

applications. 

 

 
Fig.1 Schematic of the low pressure CS process 

 

Consequently, this paper aims to develop and validate a new 

mathematical model for predicting process parameters in CS 

of Ti with various percentage of porosity. Subsequently, 

section 2 reviews relevant mathematical modelling techniques 

for process parameters. Section 3 introduces the methodology 

used for the new mathematical model. Then, in section 4, a 

summary of the mathematical modelling process is presented. 

Finally, section 5 draws conclusions about the research 

problem; highlights the theoretical and practical implications 

of the new proposed mathematical model, and indicates further 

research directions. 

II. SHORT LITERATURE REVIEW 

In mathematical modelling of process parameters, 

Thirumalaikumarasamy et al [13] recommended the 

application of the second-order regression polynomial 

modelling technique because of its ability to establish 

relationships and influences between the input and output 

parameters of a process. Also, Balasubramanian et al [14] used 

the Central Composite Design of Experiment (CCDOE) 

method to generate empirical data for their mathematical 

model and so estimate the grain size and hardness in welding 

of Ti-6Al-4V alloy. Finally, Demirel and Kayan [15] applied a 

Mathematical model for predicting process 

parameters in cold spray of porous Ti coatings 
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similar approach to optimize the interaction of oxygen 

pressure, temperature and time on the textile dye degradation 

by wet air oxidation. This was the basis for the following 

mathematical development model. 

III. MATHEMATICAL MODEL DEVELOPMENT 
 

The development of the mathematical model for predicting 

process parameters in cold spray of porous Ti coatings 

described here is a modification of the steps followed in [13] 

with new key steps such as: the selection of process 

parameters; development of experimental design matrix; 

conduction of experiments; and the building and verification 

of the model. The selection of process parameters was based 

on the literature survey and the working limits of the CS 

equipment, supplied by Centreline, Canada. Consequently, for 

this study, three process parameters which have predominant 

influence on the porosity of Ti coatings [12] were selected, 

namely: the stagnation temperature (T), stagnation pressure 

(P), and the standoff distance (S). The working limits for these 

parameters, which were determined from the deposition trials 

conducted in the CS laboratory at the University of the 

Witwatersrand, Johannesburg were as follows: stagnation 

temperature between 623 and 873 K; stagnation pressure 

between 0.7 and 9.5 MPa; and standoff distance between 10 

and 30 mm.  

 To develop the design matrix, five coded levels, namely 

1.682; -1; 0; +1; and 1.682 were used. These coded levels are 

coordinates of the location points where possible values of 

process parameters could be found [16]. The process 

parameters were calculated using (1), which relates the given 

coded level, Xi, with respective the process parameters X,  and 

Xmax and Xmin are the upper and lower limits of process 

parameters [17]. The results of these calculations are presents 

in Table 1. 

 

]/[)](2[682.1 minmaxminmax XXXXXX i      (1) 

 

The process parameters and the coded levels in Table 1 

were used to develop the experimental design matrix 

according to CCDOE [13], after calculations and collation, not 

included here due to space constraints, are presented in Table 

2. 

 

Table 1.  Selected CS process parameters and their levels. 

 

 
 

Table 2. Design matrix and experimental results. 

 

 
 

IV. CS EXPERIMENTS AND MODEL VALIDATION 

 

The CS experiments were conducted to acquire the requisite 

data for building and validating the model. To collect this 

data, Ti was deposited on a grit blasted steel substrate. 

Titanium powder, brand code SST5001 supplied by 

Centerline, Canada, was of a size range between 10-50 µm. 

The nozzle used was a de-Laval converging/diverging type 

with 120 mm diverging length, 2 mm throat diameter, and 

6.5 mm exit diameter. Air was used as both process and 

powder carrier gas. The robot manipulated the spray gun at 

traversing speed of 10 mm/s throughout the experiments. 

After deposition, the coatings were sectioned and 

metallographically polished using the Struers automatic 

polishing machining. The porosity of the coatings was 

measured by taking optical images of the polished sections, 

followed by the analysis of the images using ImageJ 
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software. The results of the measured porosity are presented 

in Table 2.Furthermore, the following section is an example 

of the use of the mathematical model introduced in section 3 

but also not completely presented here due to the space 

constraints.  

 

To build the mathematical model, a generalised second 

order polynomial regression model presented in (2) was 

used, and where: Y is the response; b0 is the average of the 

responses; n is the number of variables; xi and xj are the 

variables; bi, bj, and bij are the coefficients for the first 

order, second order and the interacting variables, 

respectively. Then, (2) was expanded as a generic 

polynomial regression model with (3) as result. 

By collating the measured porosity, and T, P, S, (from 

Table 2) the simultaneous equations (not shown here) were 

developed and re-written into a matrix (4). 

To calculate the 'b' coefficients in (3), (4) was rearranged 

into (5) which was solved using matrix algebra and 

MATLAB software. Then, by replacing the values of these 

coefficients in (3), the mathematical model was built and 

shown as (6). 

Furthermore, the verification of the model was 

accomplished through sensitivity analysis (SA)[13], while 

regression analysis (RA)[18] was applied to validate this 

model. SA identifies critical parameters and their affect to 

the model output. The resultant partial differential equations 

in (7), (8) and (9) were used to analyse the change of 

porosity of Ti coating with respect to individual process 

parameters.  
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(8) 
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(9) 

 

In (7), the negative signs of the first two terms imply that an 

increase in temperature results in a decrease in predicted 

porosity of Ti coatings. This is in total agreement with the 

experimental results reported by Zahiri et al [12]. In this 

case a higher gas temperature in CS process tends to reduce 

the porosity of Ti coatings [12]. In (9), the positive signs of 

the first two terms denote that the predicted porosity of the 

coatings increase with the standoff distance (S), which is 

also in total agreement with the experimental results by 

[12]. However, the positive pressure terms in (8) gives 

inconclusive interpretation as they contradict the existing 

theory [12]. Therefore, to bring more understand to the 
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influence of the change in gas pressure on porosity of Ti 

coatings, (6) was used to predict the porosity for Ti for the 

range of process parameters. The predicted results were 

plotted in graphs as, shown in Fig.2 and Fig.3. These figures 

illustrate that an increase in gas temperature and pressure 

leads to a reduction of predicted porosity, while the 

opposite is true for the standoff distance. This variation of 

predicted porosity for Ti coatings coincides well with what 

Zahiri et al. observed [12].  

Fig.2 shows that at a low temperature (T=400 °C and 

S=30 mm), if pressure is increased from 7 to 9 bars (an 

increase of 28.5 %), this results in the decrease in porosity 

of Ti coating from 78 to 30 % (a decrease of 61.5 %), while 

at S=10 mm, porosity decrease from 29 to 7 % (a decrease 

of 75 %). This suggests that the change in stagnation 

pressure has more influence on porosity, with this influence 

being predominant at smaller standoff distance than at larger 

standoff distance.   

 

 
 

Fig.2. Variation of predicted porosity with S, P and T for Ti 

coatings for T = 400 °C. 

 

Fig.3 shows that at 500 °C the porosity of Ti coating 

increase steeply with the standoff distance at lower pressure 

of 7 bars. At S of 30mm, an increase in pressure from 7 to 9 

bars (an increase of 28.5 %) results in the decrease of 

porosity of Ti from 27 to 15 % (a decrease of 44.4 %), 

while at S of 10 mm, porosity decrease from 5 to 0.1 (a 

decrease of nearly 100%) for the same  increase of pressure. 

Similarly, this suggests that stagnation pressure has 

predominant influence on porosity of Ti coating at lower 

standoff distance and also clarifies that an increase in 

stagnation pressure has negative influence on porosity of the 

coatings.  

Furthermore, the Regression Analysis (RA) validated the 

mathematical model through defining the relationship 

between predicted and measured values [13]. In this study, 

the predicted and measure porosity values for Ti coatings 

were calculated using (6) and plotted as shown in Fig.4. In 

this graph, the resultant least square regression line showed 

a good fit with the scatter plot and the coefficient of 

determination for the graph of 98.3 %. This means that the 

variation of predicted porosity with the measured porosity is 

98.3 % collinear.   

 

 

 
Fig.3. Variation of predicted porosity with S, P and T for Ti 

coatings for T = 500 °C. 

 

 
 

Fig.4. Variation of predicted and measured porosity for Ti 

coatings. 

V. CONCLUSIONS 

In this paper, a new mathematical model for predicting 

process parameters in CS of Ti was developed through the 

use of CCDOE, polynomial regression modelling, matrix 

algebra and MATLAB software. The CCDOE generated the 

design matrix for the process parameters in CS experiments.  

The model was verified and it showed a high accuracy in 

predicting the process parameters and/or porosity of Ti 

coatings. Consequently, it can be concluded that the new 

mathematical model could eliminate the actual costly trial 

experiments used to establish the desired process 

parameters to be used for a specific required porosity. 

Further research recommended may include the 

application of this new model and model development 

process to the cold spraying of other materials such as 

Aluminium, copper, zinc, and nickel. In addition, the 

selected limits for the stagnation temperature (T), stagnation 

pressure (P), and the standoff distance (S) can be extend to 
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include the limits of other Low Pressure and High Pressure 

Cold Spray systems as well as using nitrogen and helium as 

operating gases.  
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Abstract: A computational intelligent system for regions of interest (ROIs) understanding is presented. It consti-
tutes of fuzzy pulse-couple neural networks (FPCNNs) for ROIs and automatic understanding based on integer-
CHC genetic algorithm (ICHCGA) with fuzzy artmap neural networks (FAMNNs). The system is applied on
mammogram images, the mammogram understanding method consisting essentially of, automatic segmentation
method based Fuzzy-PCNNs, and classification method based on ICHCGA feature selection and receiver operat-
ing characteristic (ROC) is generated by FAMNN for performance evaluation. The distinction between normal and
abnormal cases by FAMNN is carried out by generated areas under ROC curve ranging from 0.88000 to 0.98604,
whereas distinction by MLPNNs is carried out by generated areas under ROC curve ranging from 0.72000 to 0.
86936. FAMNN is used the distinction between benign and malignant mass is with fitness degree of 98.00 ranging
from 0.87000 to 0.97845 under ROC curve, whereas distinction by MLPNNs with fitness degree of 92.00 ranging
from 0.87000 to 0.95702 under ROC curve.

Key–Words: Digital Mammography, Fuzzy-PCNNs, FAMNN, Feature Extraction,Wavelet, integer-CHC genetic
algorithm, ROC.

1 Introduction
This field of bioinformatics is a crossway of numerous
academic fields simultaneously; it provides an inter-
face between medical sciences and information tech-
nology, using the most recent computerized means in
analysis of medical images and thus diagnosing dis-
eases and disorders on basis of establishing more anal-
ysis and understanding models for medical images.
Recently, in the last 30 years, there has been mas-
sive increase in the field of medical equipment and
information technology in diagnostic imaging, the re-
searchers have developed many different aid meth-
ods and systems in a field of biomedical informat-
ics, whether traditional or computational intelligence
techniques to improve tools of diagnostic effective-
ness. For mammogram segmentation techniques [1]
unsupervised and supervised approaches also known
as model-based segmentation. Supervised approaches
depend on prior information about image components
if only objects or background. In unsupervised seg-
mentation methods, image is partition into the set
of regions dependent on specific features, intensity
value, shape, texture and color. S. Fu and J. K. Mui [2]
divided unsupervised segmentation into three major
groups: region-based methods, contour-based meth-
ods and clustering methods. Of course, all catego-

rizations types for segmentation techniques are based
upon color, intensity, or texture characteristics. Like
Fu and Mu [3] considered the threshold methods as a
special case of partitional clustering methods; where
only two clusters are considered, threshold methods
have been widely used for mass segmentation. There
are two types of thresholding value which are used for
image segmentation, hard and soft thresholding tech-
niques, the hard thresholding techniques categorize in
six groups as follows: histogram shape-based meth-
ods, clustering-based methods, entropy-based meth-
ods, object attribute-based methods, the spatial meth-
ods use higher-order probability distribution and local
methods adapt the threshold value [4]. More recently,
many studies for mammogram classification are pre-
sented; an automated mass detection method is pre-
sented by Timp et al [5] to detect temporal changes
in mammographic masses between two consecutive
screening rounds. Two kinds of temporal features, dif-
ference features and similarity features are designed
to realize the interval change analysis. A SVM is em-
ployed as a classifier to detect the temporal changes
in mammographic masses. The classification perfor-
mance is evaluated with and without the use of tem-
poral features. In experimental results, the database
consisted of 465 temporal mammogram pairs contain-
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ing 238 benign and 227 malignant cases. The Az
= 0.74 without temporal features and 0.77 with the
use of temporal features. Lcio et al [6] proposed an
independent component analysis a feature extraction
method and classification of mammograms with be-
nign, malignant and normal tissues using three neural
networks: MLPNN, probabilistic NN and radial basis
function NN. The best performance is obtained with
probabilistic NN, resulting in 97.3 success rate, with
100 of specificity and 96 of sensitivity. Retico et al
[7] used the 16 features based on size and shape of
the lesion are extracted: (area, perimeter, circularity,
mean and the standard deviation of the normalized ra-
dial length, radial length entropy, zero crossing, max-
imum and the minimum axis of the lesion, mean and
the standard deviation of the variation ratio, convexity,
the mean, the standard deviation, the skewness and the
kurtosis of the mass grey-level intensity values). For
classification a standard three-layer feed-forward NN
classifier merges the features into an estimated likeli-
hood of malignancy. A data set of 226 massive lesions
(109 malignant and 117 benign) is used. The sys-
tem performances are evaluated in terms of the ROC
analysis, obtaining Az ranging 0.80 0.04 as the esti-
mated Az. Pasquale et al [8] used the same 16 fea-
tures extracted by [7] and the same dataset, but here
feature selection procedure that are carried out on the
basis of the feature discriminating power and of the
linear correlations interplaying among them. 12 se-
lected features out of the 16 computed use the Az
of ROC evaluation with MLPNN. A MLPNN clas-
sifier is trained by error back-propagation algorithm.
The masses dataset divided to 3 different categories:
correctly, acceptably and non-acceptably segmented
masses, Az=0.8050.030, 0.7870.024 and 0.7800.023,
respectively.
This paper is structured in foure sections. In Sec-
tion 2 automatic mammogram understanding is pre-
sented, it consisting essentially of, automatic segmen-
tation based on Fuzzy-PCNNs, and automatic mam-
mogram classification based on ICHCGA feature se-
lection is performed FAMNNs categories classifica-
tion. In section 3 FAMNN and MLPNNs evaluation
results presented, and in section 4 the conclusions and
futre work.

2 Automatic mammogram under-
standing

An automatic mammogram understanding method re-
lates to improvements in image understanding meth-
ods, it consisting essentially of, automatic segmen-
tation method based on fuzzy-pulse-couple neural
networks (Fuzzy-PCNNs), and classification method

based on integer-CHC genetic algorithm (ICHCGA)
feature selection is performed with fuzzy artmap
neural networks (FAMNNs) categories classification
method.

2.1 An Automatic Segmentation

An automatic segmentation method based on Fuzzy-
PCNNs method relates to improvements in image seg-
mentation methods and systems. Fuzzy rule infer-
ence and fuzzy entropic threshold are adapted to im-
prove a performance of PCNNs for image segmenta-
tion. Fuzzy entropic threshold is computed according
to fuzzy max entropic that is depended on the image
normalization, 2D image histogram and fuzzy parti-
tion, thus fuzzy entropic thresholding is adapted for
PCNNs thresholding matrix ij [n]. The fuzzification
and fuzzy rule are adapted to compute the coefficient
matrix(i,j) (n) of a linking modulation layer of Fuzzy-
PCNNs based fuzzy rule inference between the pixel
and surround pixels in the image matrix, thus Fuzzy-
PCNNs method consisting essentially of, feeding and
linking layers, Fuzzy-PCNNs filter based on the in-
verse of 2D Laplacian of Gaussian filter method of
the resulted images after remove non-information re-
gions, Fuzzy-PCNNs thresholding and Fuzzy-PCNNs
pulse generator. Fuzzy-PCNNs filter is adapted as
sharpening or high-pass filter, allow high frequen-
cies pass and reduce the lower frequencies, and con-
sequence is extremely sensitive to shut noise. To
construct a high-pass filter, the kernel coefficients
should be set positive near a center of kernel and in
the outer periphery negative, for more details about
Fuzzy-PCNNs see the equations from 2 to 6. The se-
quences of binary resulted images are filled by a poly-
gon mask.

2.1.1 Fuzzy entropic threshold
It is computed according to fuzzy max entropic [9]
that is depended on the image normalization, 2D im-
age histogram and fuzzy partition, thus it is adapted to
get Fuzzy-PCNNs thresholding matrix ij [n].

2.1.2 Image normalization
Normalization of the image resulted based on min-
max normalization formula NZS see eq.[1], this im-
age having gray levels ranging from lmin to lmax can
be modeling as an array of fuzzy number; each ele-
ment in the array is the value representing the degree
of brightness of gray level between 0 and 1.

NZS =

∑N
i=0 x(i, :)− lmin(i, :)

lmax − lmin
(1)
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2.1.3 2D histogram
2D histogram method proposed by Kirby and Rosen-
feld [10] that is computed of resulted images, where
each the bin of the 2D histogram represent a fre-
quency of occurrence of each (level, local average
gray level) pair. The bins form a surface with ide-
ally two peaks corresponding to background and ob-
ject regions. Thus, the pixels interior to the object
or background are found mainly to the near-diagonal
bins of a 2D histogram and off-diagonal bins being
contributed by edges and noise in the region. For an
n grey-level region there are obviously x2 bins. By
means of two thresholds S and T a 2D histogram is di-
vided into 4 quadrants. Since the shaded quadrants of
2D histogram will in general contain information only
about edges and noise that are ignored in the calcula-
tion. The quadrants 0 and 1 contain the distributions
corresponding to the background and object classes.

2.1.4 Fuzzy partition
In this section see [9], fuzzy entropy is adapted for
image thresholding based on both intensity distribu-
tion and local information among pixels. The purpose
of this method is to automatically determine the fuzzy
region and optimal decay threshold parameter, there-
fore matrix of threshold ij , which is based on fuzzy
entropy principle, given 2D histogram array of Lij re-
gion NM and K gray levels. The 2D histogram is
divided to three regions: background region, fuzzy re-
gion and bright region. The background region is de-
fined as the region with left top point (0, 0) and right
button point (c, c). The overlapping region denoted
by fuzzy-region, which starts at point (a, a) and ends
at point (c, c). For more details see the steps (3, 4, 5,
and 6) in Fuzzy-PCNN method as it show below.

2.1.5 Fuzzy-PCNNs Model
Firstly, fuzzy pulse-coupled neural networks (Fuzzy-
PCNNs) as developed model of PCNNs [11] shown as
follows:

Fij [n] = e−αFδn .Fij [n−1]+sij+ V F
∑
kl

MijklYkl[n−1]

(2)
Lij [n] =

∑
kl

MijklYkl[n− 1] (3)

Uij [n] = F ij [n]. ∗ (1 + β
ij
(n). ∗ Lij [n] (4)

Whereij=defuzzification (centroid method of ij as
shown in fuzzy rules.

Yij [n] =

{
1 if Uij [n] > θij [n− 1]
0 Othewise

(5)

θij [n]= e−αθδn .θij [n− 1] + V θYij [n] (6)

Where n=eq.11 in (see Fuzzy-PCNNs thresholding ).

According to equations from 2 to 6 and 11,
Fuzzy-PCNNs consisting essentially of, feeding and
linking layers, Fuzzy-PCNNs filter based on the in-
verse of 2D Laplacian of Gaussian filter of the
resulted images, Fuzzy-PCNNs thresholding and
Fuzzy-PCNNs pulse generator. The main purpose of
this method is separation the mammogram image re-
gions well and full robotic. Fuzzy-PCNNs system
consisting essentially of, 11 components shown as fol-
lows: Filter component is an inverse of 2D Lapla-
cian of Gaussian filter of the resulted images, which
is adapted as sharpening or high-pass filter, let high
frequencies pass and reduce the lower frequencies,
and consequence is extremely sensitive to shut noise.
To construct a high-pass filter, the kernel coefficients
should be set positive near a center of kernel and in the
outer periphery negative. Feeding and linking com-
ponent, fuzzification component of linking coefficient
(), fuzzy rule inference component of linking coeffi-
cient, defuzzification component, linking modulation
component of Fuzzy-PCNNs, Fuzzy-PCNNs thresh-
olding component, which is computed according to
fuzzy max entropic and Fuzzy-PCNNs pulse genera-
tor component, sequence of resulted images and poly-
gon mask is adapted to fill the ROIs that are resulted
from Fuzzy- PCNNs.
1. Fuzzy entropic thresholding
As it shown in above.
2. Fuzzy-PCNNs filters
A Fuzzy-PCNNs filter is an inverse of 2D Lapla-
cian of Gaussian filter of the resulted images. Which
is adapted as sharpening or high-pass filter, let high
frequencies pass and reduce the lower frequencies,
and consequence is extremely sensitive to shut noise.
To construct a high-pass filter, the kernel coefficients
should be set positive near a center of kernel and in
the outer periphery negative.
3. Fuzzy-PCNNs feeding and linking
This component represents the Fuzzy-PCNNs feeding
and linking see eqs. (2, 3).
4. Fuzzification of linking coefficient β
In this component a fuzzification of linking coeffi-
cient β is presented. The pixels in nn nieghbarhood
region X surrounding each pixel (i, j) from feeding
inputs,x(i, j) is gray level of (i, j) pixel in X. Let
X(x(i, j)) denote the membership value represents
the degree of coefficient between (i, j) pixel (Fij in
PCNNs) with (Lij in PCNNs) in X. A fuzzy member-
ship of region set X is mapping from X into interval

Mathematical Methods in Science and Engineering

ISBN: 978-1-61804-256-9 232



[0, 1]. For membership function, the homogeneity and
edgeness measures are computed as fuzzy rules [12].
5. Fuzzy rule of linking coefficient
The degree of membership for linking coefficient
parameterβ(i,j) is calculated as a matrix of values
to knowing which the pixel Fij with surrounding
neighborhood region Lij belongs to the four types
(veryhigh, high, low, verylow). The input space of
the linguistic variable H(i,j) is comprised of the three
fuzzy sets (low, med, high), and E(i,j) is comprised of
two fuzzy sets labeled (low, high). Fuzzy rules can be
defined as a conditional statement in the form:

if (H i,j is low ) then betai,j is very high

(7)

if
(Hi,j is med) AND (Ei,j is high) OR (Hi,j is high)
AND (Ei,j is high) then βi,j is high

(8)

if
Hi,j is med AND Ei,j is low then βi,j is low

(9)

if
Hi,j is low AND Ei,j is low then βi,j is very low

(10)

Where H(i,j), E(i,j) and β(i,j) are linguistic vari-
ables and (low, med, high), (low, high) and (veryhigh,
high, low, verylow) are linguistic values determined
by fuzzy sets on the universes of discourse X and Y
respectively. And fuzzy OR is defined as max (a, b)
and fuzzy AND is defined as min (a, b).
6. Defuzzification of linking coefficient
In this component, a defuzzification of fuzzy rule of
linking [12, 13].
7. Fuzzy-PCNNs linking modulation
In this component, the linking modulation of Fuzzy-
PCNNs is represented see eq.3.
8. Fuzzy-PCNNs thresholding In this compo-
nent, in Fuzzy-PCNNs, an optimal decay thresholding
parameter αθδn is calculated as follows:

αθδn = max
((
ttiss + µmaxfn

)
,max (µmaxmax )

)
(11)

Where µmaxfn is the global maximum fuzzy entropy
[14] of a normalize image (maximum entropy of fuzzy
number) in fuzzy partition unit 36, ttiss is the co-
efficient based on the type of mammogram tissue,

which is determined based on the experiments. And
the max(µmax )) is the maximum fuzzy entropy of
matrix. Where is a matrix of membership for opti-
mal thresholding (maximum fuzzy entropy) for feed-
ing with its surrounding neighborhood.
9. Fuzzy-PCNNs pulse generator
See eq.5.
10. Resulting images
In this component, a sequence of binary resulted im-
ages. See eq.5.
11. Filling of ROIs
In component polygon mask is adapted to fill the ROIs
that are resulted from Fuzzy- PCNNs system. In bi-
nary image ,the regions of interest are detected by
polygon mask (tracing boundary contours) and fill it
using filtering the ROI from original image, which re-
turns an image that consists intensity values for pixels
in locations where ROI image contains 1’s, and unfil-
tered values for pixels in locations where ROI image
contains 0’s. Then save the each region of interest as
image.

2.2 Fuzzy-PCNNs (Pseudo-Code)
Fuzzy-PCNNs system steps for mammogram mass
segmentation and micro-calcification detection passes
through various components as shown in follows:

1. Before use Fuzzy-PCNNs for mammogram mass
segmentation and micro-calcification detection, a
system of automatic tissue types identification is
worked, a MLPNNs classifier is adapted to know
the tissue type. If tissue type is not a dense tis-
sue, in the other hand, one from first four types, a
mammogram image is enhanced by AHE method
on a specific range of gray levels.

2. Image normalization.

3. 2D histogram is calculated one only.

4. Set initial values of all Fuzzy-PCNNs parameters
and matrixes.

5. βi, j(n) is calculated at each iteration. The co-
efficient parameter βi,j(n) is different from Fi,j
with its surrounding pixels in the same region to
other. Thus the coefficient degree is determined
based on the strong relationship between the pix-
els with its surrounding pixels.

6. Given an eq. 11 an optimal decay thresholding
parameter αθδn is obtained base on a maximum
of local maximum fuzzy entropy matrix µmax,
the global maximum fuzzy entropy of the nor-
malize image (maximum entropy of fuzzy num-
ber), and a value of parameter, which is based on
MLPNNs results.
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7. The binary images are resulted using the Fuzzy-
PCNNs method. These images are included the
ROIs (exactly a first binary image). All the ROIs
are detected by polygon mask to draw each ROI
separately. Therefore a new binary image for
each ROI is created separately based on values
of its boundary (by tracking boundary is afore-
mentioned). Each boundary of a ROI has same
the location in original image. The ROI is filled
using a filtering it with original image.

2.3 Automatic mammogram classification

Automatic mammogram classification relates to im-
provements in computational intelligent methods for
classification of medical images. This method consist-
ing essentially of, feature extraction, feature selection
and classification.

2.3.1 Feature extraction
In this section, various special methods are adapted
to extract the ROIs features and generate a features
matrix. Textural features such first order statistics,
second order statistics features of well-known gray
level co-occurrence matrixes (GLCMs), gray level
run length matrixes (GLRLMs) features, fractional di-
mension features and multi-level wavelet decomposi-
tion features. Shape features and density features also
are extracted.

2.3.2 Feature selection

Mammogram feature selection relates to improve-
ments in computational intelligent methods for the
medical images classification. Integer-CHC Ge-
netic Algorithm (ICHCGA) is proposed to attain a
best balance between the exploration and exploita-
tion [15], CHC (cross-generational elitist selection,
heterogeneous recombination, and cataclysmic muta-
tion). This is accomplished by maintaining diversity
in the population and allowing the algorithm to focus
in several areas of search space simultaneously, and it
is used to force diversity onto a population. A CHC
algorithm is developed to solve the problems of pre-
mature convergence that genetic algorithm frequently
suffers, and it uses a conservative strategy of selec-
tion. In ICHCGA, integer-coded is adapted in lieu of
binary coded, because the last one require a decodifi-
cation step to apply the fitness function and also does
not fit well when the number of features is fixed.

1. Integer coded :
For feature subset selection integer coded is not
require a decodification step to apply the fitness

function and does fit well when the number of
features is fixed.

2. Fitness function :
Fitness(subset) =
|(accuracy/FAMNNerrorrate)|

(12)

3. CHC method:
ICHCGA based on CHC (cross-generational eli-
tist selection, heterogeneous recombination, and
cataclysmic mutation) is adapted to force diver-
sity onto a population, when it may have become
trapped around a sub-optimal solution

(a) Elitist selection:
This method is one of the elitist steady-
state selection algorithms, which explicitly
borrow from the (+) evolutionary strategies
[16, 17, 18]. It is based on survival of fittest
instead of reproduction with emphasis; the
survivors are chosen from the old parent
population to the next generations parent
population and select the remaining mem-
bers from the offspring population. And the
survivors are the elite chromosomes having
the best criterion value determined by the
fitness function.

(b) Incest Prevention:
To avoid premature convergence, ICHCGA
employs the incest prevention mechanism,
which can be used to promote exploration
at the start of the search. If the min-
imum difference between parents is rel-
atively large, the offspring will be suffi-
ciently different to promote exploration. As
this required difference decreases in later
generations, the similarity of the parents
and therefore the offspring increases and
this focuses the search into a particular re-
gion of search space. In other words, two
parents are only mated, if their Hamming
distance (in binary coded) is above a thresh-
old and an increase in the mutation prob-
ability is not required. Therefore, before
applying HUX to two parents, the dissim-
ilarly between them is measured by a Ham-
ming distance of the gene strings, which is
a count of number of the differing bits. In
case, the integer or real coding, the dissimi-
larly is obtained by sum of the absolute dif-
ferences between the values across all loci
(their Manhattan distance or Euclidean dis-
tance). The individuals are able (or allowed
to them) to mate and produce offspring,
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only if, the average of Euclidean distance
is above of a certain (mating threshold)
is achieved. This mean the elite chro-
mosomes are rank-ordered from top down
only chose points that have a decoded, Eu-
clidean distance greater than a threshold
from all previously selected points. Only
these points are used in mating and the par-
ents and offspring are used to cast out sev-
eral new offspring.

(c) HUX crossover:
Using HUX, the substrings are
switched between offspring with a
probabilityP cross; and this probability
decreases with each generation. In essence
this is a biased uniform crossover between
integer-coded strings (where the fitness of
the parent determines the probability that
its gene will be expressed), and the bias
increases with each generation. Although
the elite chromosome was paired with
another parent chromosome it remained
unchanged after crossover was performed.

(d) cataclysmic mutation:
To keep on the production of offspring with
maintains diversity and slows population
convergence a cataclysmic mutation (called
re-start mechanism) is applied. According
to CHC adaptive algorithm, the value of
this cataclysm threshold is decreased as the
population converges and individuals be-
come more similar. This threshold is calcu-
lated as follows: the initial threshold is set
atL/4, where L is the length of the chro-
mosomes, or threshold:= MP ∗ (1.0 −
MP ) ∗ L, where MP is mutation probabil-
ity (0.35). According to Eshelman scheme
[15], the cataclysmic mutation can also be
used to construct families if it is extended
to use multiple parents with a given thresh-
old separation instead of simply using just
the elite chromosomes. It must be empha-
sized that this process generates multiple
offspring from a single parent by only us-
ing a mutation operator. If no offspring are
inserted into the new population at the next
generation, then the threshold is reduced by
one. In other words, In order to avoid very
slow convergence, threshold will be also
decremented by one, when no improvement
is achieved respect to the best chromosome
of the previous generation. On the other
hand, whenever the population converges
towards a certain points, a cataclysm occurs

(If the threshold¡0 ).

(e) restart (can be included in cataclysmic mu-
tation):
The new population includes one copy of
the best individuals, while the rest of the
population is generated by mutating some
percentage of genes of such best individu-
als. In other way, the elite chromosomes
are used as a template to re-seed the popu-
lation. Randomly, the rate changing of bits
is 35 in the template chromosome to form
each of the other chromosomes in the popu-
lation. The Euclidean threshold is reset and
the algorithm resumes in the usual manner.

2.3.3 Classification
Fuzzy artmap neural network (FAMNN) with receiver
operating characteristics (ROC), FAMNN for training
and testing, and ROC for evaluate the performance of
FAMNN. FAMNN is one of the incremental learn-
ing algorithms are presented by Carpenter et al [19,
20, 21], in response to stability-plasticity dilemma
(the catastrophic forgetting phenomenon through neu-
ral network learning). This technique is characterized
by the following:

1. The FAMNN (nonlinear separability): able to
build decision boundaries that separate classes of
any shape and size.

2. The FAMNN (overlapping classes): creates de-
cision boundaries to minimize the misclassifica-
tion for all overlapping classes. In other words,
there is no overlap between hyperboxes of differ-
ent classes.

3. The FAMNN (training time): needs only one
pass to learn and refine its decision boundaries.

3 FAMNN and MLPNNs Evaluation
Results

In this work, the FAMNN and MLPNNs performance
are evaluated by fitness (an accuracy or error rate) of
ICHCGA and AUC of ROC.

1. The discernment results between two classes us-
ing FAMNN and MLPNNs shown as follows:

(a) For normal or abnormal see(Table I, Ta-
ble II ) and (Figure1). And the AUC of
ROC in the best population using FAMNN
is higher than MLPNNs.
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Figure 1: : ROC curves for normal and abnormal tis-
sues for comparison between FAMNN- ICHCGA and
MLPNNs performance.

(c) For benign or malignant see( Table I, Ta-
ble II ) and (Figure2). And the AUC of
ROC in the best population using FAMNN
is higher than MLPNNs.

2. The discernment results between multi− class
using FAMNN and MLPNNs shown as follows:

(a) For normal or benign or malignant see(
Table I,Table II) and ( Figure 3).And the
AUC of ROC in the best population using
FAMNN is higher than MLPNNs.

Finally, we note that best results are at using
GA−FAMNN for stepwise GA-MLPNNs see
Table II ,Table II .

Figure 2: : ROC curves for benign and malignant tis-
sues for comparison between FAMNN- ICHCGA and
MLPNNs performance.

Figure 3: : ROC curves for normal, benign and
malignant tissues for comparison between FAMNN-
ICHCGA and MLPNNs performance.

4 Conclusions and Future Work

The main goal of this thesis has addressed the in-
vestigation of computational intelligence techniques
and their applications especially in medical images
understanding. Using MIAS dataset, 200 mammo-
grams are used for mass segmentation and classifica-
tion, 96 mammograms have a normal case with all
tissue types (fatty, glandular, density), 53 mammo-
grams have a benign mass with all tissue types and
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Table 1: Input and result of breast cancer classification by FAMNNs and evaluated it performance using ICHCGA
and AUC of ROC curve.

Classification

according to breast cancer tissue Training set Tesing set Fitness Az ROC No. features selection Generation

Normal abnormal 50-50 46-44 1.0000 0.98604 6 240

Benign-malignant 28-21 25-20 0.9800 0.97845 6 270

Normal-benign-malignant 50-28-21 46-25-20 0.9889 0.96677 6 290

Table 2: Input and result of breast cancer classification by MLPNNs and evaluated it performance using ICHCGA
and AUC of ROC curve.

Classification

according to breast cancer tissue Training set Tesing set Fitness Az ROC No. features selection Generation

Normal abnormal 50-50 46-44 0.9578 0.86936 6 300

Benign-malignant 28-21 25-20 0.9200 0.95702 6 300

Normal-benign-malignant 50-28-21 46-25-20 0.9100 0.95847 6 300

41 mammograms have a malignant mass with all tis-
sue types. Other 18 mammograms are used for micro-
calcification detection, 11 mammograms have a be-
nign case from all tissue types (fatty, glandular, den-
sity) and 7 mammograms have a malignant case from
all tissue types. The potential of a novel segmen-
tation technique based on Fuzzy-PCNNs is investi-
gated. This computational intelligence model is un-
supervised, context sensitive, robotically and invari-
ant to a tissue type. Therefore, Fuzzy-PCNNs own
rather interesting properties for the automatic process-
ing of most applications. The Fuzzy-PCNNs approach
aiming at separate the ROIs in the image (high spots)
based on fuzzy membership degree of coefficient be-
tween pixel and it neighbors and fuzzy membership
degree of different between them by maximum fuzzy
entropy (soft thresholding) rather than segment the
ROIs based on initial value (hard thresholding). For
feature extraction 188 features are used, whether sta-
tistical or geometric, as well as Wavelet technique is
used in order to deal with the ROI with multi-scale.
Also for feature selection, the ICHCGA is used to se-
lect the best available features. For discernment be-
tween normal and abnormal, 50 rows from normal
data and 50 rows from abnormal data are used as train-
ing set. And 46 rows from normal data and 44 rows

from abnormal data are used as testing set. The best
results when FAMNN is used compare with MLPNNs
are as follows: error rate = 0.0000, AUC of ROC
=0.98604, features selection number=6. For discern-
ment between benign and malignant, 28 rows from be-
nign data and 21 rows from malignant data are used
as training set. And 25 rows from benign data and
20 rows from malignant data are used as testing set.
The best results when FAMNN is used compare with
MLPNNs are as follows: error rate = 0.0200, AUC
of ROC =0.97845, features selection number=6. For
discernment between normal, benign and malignant,
50 rows from normal data, 28 rows from benign data
and 21 rows from malignant data are used as training
set. And 46 rows from normal data, 25 rows from be-
nign data and 20 rows from malignant data are used
as testing set. The best results when FAMNN is used
compare with MLPNNs are as follows: error rate =
0.0111, AUC of ROC =0.96677, a features selection
number=6.

- Future Work : The work in Future will be to
develop a medical images understanding for diseases
prognosis. This model will use to help discover possi-
ble cancers before its occurring in the future based on
a time series of mammogram images for women, who
come early to screen up.With other view, a Fuzzy-
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PCNNs model can be used to develop other applica-
tions such as automatic change detection in very high
resolution images (satellite images analysis).
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Abstract—Cold spray coating is a solid-state coating process that 

uses a high-speed gas jet to accelerate powder particles toward a 

substrate causing plastic deformation and consolidation of the 

particles upon impact. The process involves many parameters, thus 

making it very complex, and highly dependent and sensitive to small 

changes in process parameters. This results in a small operational 

window of these parameters. Consequently, optimization of the 

process parameters by means of detailed mathematical study of the 

process is a key to improve the coating quality and reduce the 

spraying costs. In this study, a mathematical model is employed to 

optimize the outlet gas velocity, applied gas pressure and deposition 

temperature of the powder particles at the exit of the nozzle. One 

important implication of this is that the deposition characteristic of 

the coating can be analyzed and the possibility of the particles 

achieving the much desired critical velocity can be established 

 

Keywords—Cold spray, critical velocity, mathematical 

model, process parameters. 
.  

I. INTRODUCTION 

OLD spray (CS) is a material deposition process in which 

relatively small particles (ranging in size from 

approximately 5 μm to 100 μm in diameter) in solid state are 

accelerated to a critical high velocity (typically 300-1400 m/s), 

and are subsequently plastically deformed to develop a deposit 

on a metallic substrate [1, 2]. CS is a relatively recent spray 

technology and there are different approaches known by 

different names such as: Cold Gas Dynamic Spraying, Kinetic 
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Spraying, High Velocity Particle Consolidation (HVPC), High 

Velocity Powder Deposition and Supersonic Particle/Powder 

Deposition (SPD) [3].  In cold spray, the powders do not melt 

before impacting the substrate making the process 

commendable for different applications which involves 

various materials such as metals, polymers, composites, etc. 

Attachment of powder to substrate otherwise known as 

bonding is achieved by the kinetic energy of the powder 

particles rather than the thermal energy as the case in most of 

the thermal spray processes [4]. Bonding takes place when the 

velocity of the powder particles exceeds a certain value called 

the critical velocity (CV). Hence, the CV is defined as the 

velocity the particle must attain before deposition can take 

place after impacting the substrate [5]. Many process 

parameters affect the CV [6]. Thus critical velocity is a major 

parameter in cold spray process [7]. This is because CV 

determines which of particle deposition or substrate erosion 

will occur upon the impact of spray particles [6]. Typically, 

the CV is the velocity at which the transition from erosion of 

the substrate to deposition of the particle takes place [6]. The 

critical velocity depends on the type of spray material, the 

powder quality, the particle size and the particle impact 

temperature. Below the critical velocity, plastic deformation is 

too low to cause bonding, above the critical velocity, 

hydrodynamic penetration leads to strong erosion. Therefore, 

the optimum conditions for deposition lie between these two 

characteristic velocities [8]. According to Assadi [9], the value 

of CV is determined by the temperature, thermo-mechanical 

properties of the sprayed material [10] and the characteristics 

of the substrate [11-13]. In this work, an attempt is made to 

use numerical model to optimize the velocity, temperature and 

pressure of the particles exiting the de lava nozzle used in the 

cold spray process.  

II. MATHEMATICAL MODELLING PROCEDURE 

Cold spray is carried out in a de Laval nozzle called cold gas-

dynamic spray (CGDS) system. Currently, two variants of the 

commercially CGDS system are available. These are the Low 

Pressure Cold Gas-Dynamic Spray (LPCGDS) system and the 

High Pressure Cold Gas-Dynamic Spray (HPCGDS) system. 

Computational technique for optimization of 

the process parameter for cold spray coating 

of titanium 
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The basic principle of the cold spray (CS) involves a high-

velocity flow of the particles made possible by high-pressure 

and high-velocity of the carrier gas. The high pressure jet is 

preheated to compensate for the adiabatic cooling due to 

expansion. The powder particles are transported by the energy 

of the preheated, high-pressure, high velocity supersonic gas 

jet. 

A. Modeling Assumptions 

In formulating this model, it is assumed that: 

1)  Ideal gas law is obeyed by the gas. 

2)  The gas flow is one-dimensional, frictionless and 

adiabatic. 

3)  Steady-state conditions exist. 

4)  Gas expansion is uniform; no shocks or discontinuities. 

5)  Particles effect on gas conditions is negligible. 

6)  Inter-particle collision is negligible. 

7)  Particles effect on space charge is negligible 

B. Model equations 

According to Papyrin [14], Lee et al. [15] and Janzhong et 

al. [16], the flow through the nozzle in the LPGDS process is 

governed by the continuity equation, momentum equation and 

the energy equation. A constitutive equation is however 

required in order to close the system. 

C. The continuity Equation 

 A continuity equation is an equation that describes the 

transport of a conserved quantity. According to the continuity 

equation (otherwise known as the law of conservation of 

mass), the rate at which mass enters a system is equal to the 

rate at which mass leaves the system in any steady state 

process, i. e. the total time rate of change of mass in a fixed 

region is zero. Therefore, the mass, energy and momentum of 

the powder in the gas stream are conserved. The continuity 

equation for the LPCGDS can be written as: 
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Where ρ is the density of the gas and v is the velocity 

D  The momentum Equation 

In the LPCGDS, the principle of conservation of 

translational momentum also applies. The principle states that 

the total momentum of a system of colliding objects remains 

constant provided no resultant external force acts on the 

system. In other words, when external forces are acting on 

them, the time rate of change of the momentum is equal to the 

net force acting on the particle. Taking internal stress and the 

gravitational acceleration into account, the application of 

principle of conservation of translational momentum for the 

LPCGDS can be written as: 
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τ is the internal stress and the g is the gravitational 

acceleration 

 E   The Energy Equation 

The kinetic energy of the particles on impact is important 

for plastic deformation of the particles to take place and form 

splats, which bond together to produce coatings. The energy 

equation is given in equation (3)  
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F  The Constitutive Equation 

Constitutive equations relate thermo-mechanical 

parameters, i.e. strain (ε), strain rate (έ) and temperature (T), 

with flow stress (σ). Although the conserved quantitative 

(mass, momentum and energy) are the  basic quantities 

describing the flow through the LPCGDS) system, in order to 

close the system, a constitutive equation is required for stress 

and flow/flux, otherwise stress and flow must be added to the 

list of variable. Equations (1)-(3) are solved in conjunction 

with an appropriate equation of state and the constitutive 

equation. The stress equation for Newtonian fluid is given by: 
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Where i, j=(x, y, z) 

The total stress tensor ij in the fluid is given by the sum of 

internal stresses due to the fluid pressure p and the stress due 

to viscous forces as shown in equation (5) 

ijijij p                   (5) 

Where ij   is the Kronecker delta, defined such that 1ij

if i = j, otherwise ij = 0  

G  Discretization of the Equations 

The discrete approximation to the momentum, energy and 

continuity equations can be written in a form shown in 

equations (6) and (7): 

 

             (6) 

            (7) 

 

M – Mass matrix, (for equidistant discretization of the unit 

matrix), A – advection matrix, G – gradient matrix, K – 

diffusion matrix, D – divergence matrix, f (t) and g(t)  

represents the effects of the boundary conditions on velocity. 

Using the following notations and equalities: 

  

       

 

 

And denoting G with C, the following is obtained: 

 

 

 

Consequently, the discrete system for the constitutive equation 

is obtained as shown in equation (8) while that for the 
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momentum, energy and continuity equations are obtained as 

shown in equation (9)[4] 
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Using the equation (8) and (9), the finite element equation for 

the flow process can be written by defining the coefficient 

matrix as given below: 
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Thus, the finite element equations (8) and (9) become: 

FKUC u )(               (10) 
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Equations (10) and (11) are respectively the typical form of 

the Newtonian equation and the extra stress finite element 

analogue of the constitutive equation. These equations were 

solved by substituting the boundary conditions, and were used 

to calculate the exit velocity, pressure and temperature of the 

nozzle by using a CFD software called Solidworks 

III. RESULTS AND DISCUSSION 

The geometry of the LPCGDS used for the modeling was 

obtained from Goyal et all [4].The velocity, temperature and 

pressure distribution were analyzed and calculated using the 

meshing tool of Solidworks and substituting the thermo-

physical properties of the carrier gas (air) and the metal 

powder, and the boundary conditions. 

A  Thermo-Physical Properties and Boundary Conditions 

The boundary conditions are determined by the properties 

of the carrier gas and the powder used. The carrier gas is air 

and the powder is irregular shaped titanium powder with -325 

mesh particle size and metal base purity of over 99.5%. The 

properties of the air and titanium are given in Table 1 

Table i: Thermo-physical properties of the carrier gas (air) and 

the titanium powder 

Carrier gas (air) Titanium powder 

Density,   1.205 kg/m
3
 Density  4.5 kg/m

3
 

Specific heat 

capacity, Cp 

1.005 J/kg K Heat capacity, 

C 

523 J kg
-1

 K
-

1
 

Thermal 

conductivity, h 

0.0257 

W/m.K 

Thermal 

Conductivity 

6 W m
-1

 K
-1

 

Kinematic 

viscosity, v 

15.11 x 
10 -6

 

m
2
/s 

Thermal 

conductivity,   

27.5 W/m-K  

Expansion 

coefficient  

3.43 x 10 
-3 

1/K 

Elastic 

modulus, E 

10.3x10
4 

MPa 

Prandtl's 

number- Pr - 

0.713 Poisson ratio, μ 

  

0.32 

  Melting Point 1933 K 

  Fusion Heat:   18.8 kJ/mol  

 

B  Boundary Conditions 

The air into the nozzle is at temperature 723 K and pressure 

of 1 M Pa. The titanium powder is at room temperature at inlet 

and its mass flow rate at room temperature is 10 g/min. At the 

outlet, the pressure of the nozzle, u = v = w =0, T = Constant 

(room temperature). 

C Distribution of Velocity, Pressure and Temperature in the 

Nozzle 

The distribution of the velocity, temperature and pressure in 

the nozzle is shown in Fig 1. As shown in the Fig, the  
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Figure 1: The distribution of the velocity, temperature and pressure through the nozzle

outlet velocity is about 777.326 ms
–1

 whereas the outlet 

pressure is about 1.42595 bars. The temperature distribution 

through the LPGDS nozzle as indicated by the contours of the 

temperature shows that the outlet temperature is less than the 

inlet temperature, and the temperature is maximum at inlet. 

This is because the powder was at room temperature when it 

enters the gas stream. Although the maximum temperature is 

725.262 K, the exit temperature obtained is 597.346 K (324 
O
C) 

C  Validation 

In order to validate the computational model, the values 

obtained were compared to previously published experimental 

results. Triantou et all. [2] obtained titanium coatings on 

titanium alloy (Ti-6Al-4V) at a gas temperature 550 
o
C and 

pressure of 3.0 MPa. Lima et all [17], deposited titanium 

particles on aluminium by cold spray. According to the 

authors, the particles achieved critical velocity at temperature 

between 370 to 480 ◦C. The results of these published works 

agree with that obtained from mathematical model. 

IV  CONCLUSIONS AND FUTURE WORK 

The continuity momentum and energy equations have been 

solved by transforming the partial differential equations into a 

single ordinary differential equation; and introducing a 

constitutive equation to close the system and also account for 

stress and flow viscosity. An estimate of velocity, pressure and 

temperature at the exit of the nozzle has been provided by this 

model. The values obtained in the estimate compare 

favourably with those of the open literature. The values of the 

estimate will however be validated using experimental 

techniques. This indicates that the cold spray coating process 

can be successfully simulated, and that the pressure, velocity 

and temperature can be predicted.  

APPENDIX 

ρg  gas (air) density 

δg Kronecker delta, which is a component of the identity 

tensor defined such that δij=1if i=j, otherwise δij =0  

ν  velocity vector  

τ  Stress tensor 

μ  molecular viscosity 

ω  weight function 

χ, α, ψ  vector of interpolation function 
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