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Plenary Lecture 1 
 

Floating Offshore Wind Turbines: The Technologies and the Economics 
 

 
 

Prof. Paul D. Sclavounos 
Professor of Mehanical Engineering and Naval Architecture 

Massachusetts Institute of Technology (MIT) 
77 Massachusetts Avenue 
Cambridge MA 02139‐4307 

USA 
E‐mail: pauls@mit.edu 

 
Abstract: Wind is a vast, renewable and clean energy source that stands to be a key contributor 
to the world energy mix in the coming decades. The horizontal axis three‐bladed wind turbine is 
a mature technology and onshore wind farms are cost competitive with coal fired power plants 
equipped with carbon sequestration technologies and  in many parts of the world with natural 
gas fired power plants. 
Offshore wind energy is the next frontier. Vast sea areas with higher and steadier wind speeds 
are available for the development of offshore wind farms that offer several advantages. Visual, 
noise and flicker impacts are mitigated when the wind turbines are sited at a distance from the 
coastline. A new generation of 6‐10MW wind  turbines with diameters exceeding 160m have 
been developed for the offshore environment. They can be fully assembled at a coastal facility 
and  installed by a  low cost  float‐out operation. Floater  technologies are being developed  for 
the support of multi‐megawatt  turbines  in waters of moderate  to  large depth, drawing upon 
developments by the offshore oil & gas industry. 
The  state of development of  the offshore wind energy  sector will be discussed. The  floating 
offshore wind  turbine  technology will be reviewed drawing upon research carried out at MIT 
since the turn of the 21st century. Floating wind turbine  installations worldwide and planned 
future developments will be presented. The economics of floating offshore wind farms will be 
addressed along with  the  investment metrics  that must be met  for  the development of  large 
scale floating offshore wind power plants. 
  
Brief Biography of the Speaker: Paul D. Sclavounos is Professor of Mechanical Engineering and 
Naval Architecture at  the Massachusetts  Institute of Technology. His  research  interests  focus 
upon  the marine hydrodynamics of  ships, offshore platforms and  floating wind  turbines. The 
state‐of‐the‐art  computer programs  SWAN  and  SML developed  from his  research have been 
widely adopted by  the maritime, offshore oil & gas, and wind energy  industries. His research 
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activities also include studies of the economics, valuation and risk management of assets in the 
crude oil, natural gas, shipping and wind energy sectors. He was the Georg Weinblum Memorial 
Lecturer  in  2010‐2011  and  the  Keynote  Lecturer  at  the  Offshore  Mechanics  and  Arctic 
Engineering  Conference  in  2013.  He  is  a  member  of  the  Board  of  the  North  American 
Committee of Det Norske Veritas since 1997, a member of the Advisory Committee of the US 
Navy  Tempest  program  since  2006  and  a member  of  the  Advisory  Board  of  the Norwegian 
Center  for Offshore Wind Energy Technology since 2009. He has consulted widely  for  the US 
Government, shipping, offshore, yachting and energy industries. 
http://meche.mit.edu/people/?id=76 
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Keynote Lecture 2 
 

Detecting Critical Elements in Large Networks 
 

 
 

Professor Panos M. Pardalos 
Center for Applied Optimization (CAO) 

Department of Industrial and Systems Engineering, 
University of Florida, Gainesville, FL, USA. 

and 
Laboratory of Algorithms and Technologies for Networks Analysis (LATNA) 

National Research University, Higher School of Economics 
Moscow, Russia 

E‐mail: p.m.pardalos@gmail.com 
 

Abstract:  In network analysis, the problem of detecting subsets of elements  important to the 
connectivity of a network (i.e., critical elements) has become a fundamental task over the  last 
few  years.  Identifying  the  nodes,  arcs,  paths,  clusters,  cliques,  etc.,  that  are  responsible  for 
network  cohesion  can  be  crucial  for  studying many  fundamental  properties  of  a  network. 
Depending on the context, finding these elements can help to analyze structural characteristics 
such  as,  attack  tolerance,  robustness,  and  vulnerability.  Furthermore we  can  classify  critical 
elements based on their centrality, prestige, reputation and can determine dominant clusters 
and partitions. 
From the point of view of robustness and vulnerability analysis, evaluating how well a network 
will perform under certain disruptive events plays a vital  role  in  the design and operation of 
such a network. To detect vulnerability issues, it is of particular importance to analyze how well 
connected a network will remain after a disruptive event takes place, destroying or impairing a 
set  of  its  elements.  The main  goal  is  to  identify  the  set  of  critical  elements  that must  be 
protected  or  reinforced  in  order  to mitigate  the  negative  impact  that  the  absence  of  such 
elements may produce  in  the network. Applications are  typically  found  in homeland security, 
energy  grid,  evacuation  planning,  immunization  strategies,  financial  networks,  biological 
networks, and transportation. 
From  the member‐classification perspective,  identifying members with a high  reputation and 
influential  power  within  a  social  network  could  be  of  great  importance  when  designing  a 
marketing strategy. Positioning a product, spreading a rumor, or developing a campaign against 
drugs  and  alcohol  abuse may  have  a  great  impact  over  society  if  the  strategy  is  properly 
targeted  among  the most  influential  and  recognized members  of  a  community.  The  recent 
emergence  of  social  networks  such  as  Facebook,  Twitter,  LinkedIn,  etc.  provide  countless 
applications for problems of critical‐element detection. 
In addition, determining dominant cliques or clusters over different industries and markets via 
critical clique detection may be crucial in the analysis of market share concentrations and debt 
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concentrations, spotting possible collusive actions or even helping to prevent future economic 
crises. 
This  presentation  surveys  some  of  the  recent  advances  for  solving  these  kinds  of  problems 
including  heuristics,  mathematical  programming,  dynamic  programming,  approximation 
algorithms,  and  simulation  approaches. We  also  summarize  some  applications  that  can  be 
found  in the  literature and present further motivation for the use of these methodologies for 
network analysis in a broader context. 
  
Brief  Biography  of  the  Speaker:  Panos  M.  Pardalos  serves  as  Distinguished  Professor  of 
Industrial and Systems Engineering at the University of Florida. He  is also an affiliated  faculty 
member of  the Computer and  Information  Science Department,  the Hellenic  Studies Center, 
and  the  Biomedical  Engineering  Program.  He  is  also  the  Director  of  the  Center  for  Applied 
Optimization. Dr. Pardalos  is a world  leading expert  in global and combinatorial optimization. 
His  recent  research  interests  include  network  design  problems,  optimization  in 
telecommunications,  e‐commerce,  data  mining,  biomedical  applications,  and  massive 
computing. 
Full CV: http://www.ise.ufl.edu/pardalos/files/2011/08/CV_Dec13.pdf 
Recent  Achievments:  http://www.eng.ufl.edu/news/first‐engineering‐chair‐appointed‐under‐
ufs‐preeminence‐initiative‐goes‐to‐big‐data‐expert/ 
Profile in Scholar Google: scholar.google.com/scholar?q=P+Pardalos&btnG=&hl=en&as_sdt=0,5 
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Plenary Lecture 3 
 

Overview of the Main Metaheuristics used for the Optimization of Complex Systems 
 

 
 

Professor Pierre Borne 
Co‐author: Mohamd Benrejeb 

Ecole Centrale de Lille 
France 

E‐mail: pierre.borne@ec‐lille.fr 
 

Abstract: For complex systems such as in planning and scheduling optimization, the complexity 
which corresponds usually to hard combinational optimization prevents the implementation of 
exact solving methodologies which could not give the optimal solution  in  finite time.  It  is the 
reason why engineers prefer to use metaheuristics which are able to produce good solutions in 
a reasonable computation time. Two types of metaheuristics are presented here: 
* The  local searchs, such as: Tabu Search, Simulated Annealing, GRASP method, Hill Climbing, 
Tunnelling... 
*  The  global methods which  look  for  a  family  of  solutions  such  as: Genetic  or  Evolutionary 
Algorithms,  Ant  Colony  Optimization,  Particle  Swarm  Optimization,  Bees  algorithm,  Firefly 
algorithm, Bat algorithm, Harmony search.... 
  
Brief Biography of the Speaker: Pierre BORNE received the Master degree of Physics  in 1967 
and the Master of Electrical Engineering, the Master of Mechanics and the Master of Applied 
Mathematics  in  1968.  The  same  year  he  obtained  the  Diploma  of  "Ingénieur  IDN"  (French 
"Grande Ecole"). He obtained the PhD in Automatic Control of the University of Lille in 1970 and 
the DSc in physics of the same University in 1976. Dr BORNE is author or co‐author of about 200 
Publications and book chapters and of about 300 communications in international conferences. 
He is author of 18 books in Automatic Control, co‐author of an english‐french, french‐english « 
Systems and Control » dictionary and co‐editor of the "Concise Encyclopedia of Modelling and 
Simulation" published with Pergamon Press. He  is Editor of two book series  in French and co‐
editor  of  a  book  series  in  English.  He  has  been  invited  speaker  for  40  plenary  lectures  or 
tutorials in International Conferences. He has been supervisor of 76 PhD Thesis and member of 
the committee for about 300 doctoral thesis . He has participated to the editorial board of 20 
International  Journals  including  the  IEEE,  SMC  Transactions,  and  of  the  Concise  Subject 
Encyclopedia  .  Dr  BORNE  has  organized  15  international  conferences  and  symposia,  among 
them  the  12th  and  the  17  th  IMACS  World  Congresses  in  1988  and  2005,  the  IEEE/SMC 
Conferences  of  1993  (Le  Touquet  –  France)  and  of  2002  (Hammamet  ‐  Tunisia)  ,  the  CESA 
IMACS/IEEE‐SMC multiconferences of 1996 (Lille – France) , of 1998 (Hammamet – Tunisia) , of 
2003 (Lille‐France ) and of 2006 (Beijing, China) and the 12th IFAC LSS symposium (Lille France, 
2010)  He  was  chairman  or  co‐chairman  of  the  IPCs  of  34  international  conferences  (IEEE, 
IMACS, IFAC) and member of the IPCs of more than 200 international conferences. He was the 
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editor  of  many  volumes  and  CDROMs  of  proceedings  of  conferences.  Dr  BORNE  has 
participated  to  the  creation  and  development  of  two  groups  of  research  and  two  doctoral 
formations (in Casablanca, Morocco and in Tunis, Tunisia). twenty of his previous PhD students 
are now  full Professors  (in France, Morocco, Tunisia, and Poland).  In the  IEEE/SMC Society Dr 
BORNE  has  been  AdCom member  (1991‐1993  ;  1996‐1998),  Vice  President  for membership 
(1992‐1993) and Vice President for conferences and meetings (1994‐1995, 1998‐1999). He has 
been associate editor of  the  IEEE Transactions on Systems Man and Cybernetics  (1992‐2001). 
Founder of the SMC Technical committee « Mathematical Modelling » he has been president of 
this  committee  from  1993  to  1997  and  has  been  president  of  the  «  System  area  »  SMC 
committee  from 1997  to 2000. He has been President of  the SMC Society  in 2000 and 2001, 
President  of  the  SMC‐nomination  committee  in  2002  and  2003  and  President  of  the  SMC‐
Awards and Fellows committee  in 2004 and 2005. He  is member of the Advisory Board of the 
“IEEE Systems Journal” . Dr. Borne received  in 1994, 1998 and 2002 Outstanding Awards from 
the  IEEE/SMC  Society  and  has  been  nominated  IEEE  Fellow  the  first  of  January  1996.  He 
received  the Norbert Wiener Award  from  IEEE/SMC  in 1998,  the Third Millennium Medal of 
IEEE in 2000 and the IEEE/SMC Joseph G. Wohl Outstanding Career Award in 2003. He has been 
vice president of  the “IEEE France Section”  (2002‐2010) and  is president of  this section since 
2011. He has been appointed in 2007 representative of the Division 10 of IEEE for the Region 8 
Chapter  Coordination  sub‐committee  (2007‐2008) He  has  been member  of  the  IEEE  Fellows 
Committee (2008‐ 2010) Dr BORNE has been  IMACS Vice President  (1988‐1994). He has been 
co‐chairman of the IMACS Technical Committee on "Robotics and Control Systems" from 1988 
to 2005 and in August 1997 he has been nominated Honorary Member of the IMACS Board of 
Directors.  He  is  since  2008  vice‐president  of  the  IFAC  technical  committee  on  Large  Scale 
Systems.  Dr  BORNE  is  Professor  "de  Classe  Exceptionnelle"  at  the  "Ecole  Centrale  de  Lille" 
where he has been Head of Research  from 1982  to 2005 and Head of  the Automatic Control 
Department  from  1982  to  2009. His  activities  concern  automatic  control  and  robust  control 
including  implementation  of  soft  computing  techniques  and  applications  to  large  scale  and 
manufacturing systems. He was  the principal  investigator of many contracts of  research with 
industry and army (for more than three millions € ) Dr BORNE is "Commandeur dans l'Ordre des 
Palmes Académiques" since 2007. He obtained in 1994 the french “ Kulman Prize”. Since 1996, 
he is Fellow of the Russian Academy of Non‐Linear Sciences and Permanent Guest Professor of 
the Tianjin University  (China).  In  July 1997, he has been nominated at  the "Tunisian National 
Order of Merit in Education" by the Republic of Tunisia. In June 1999 he has been nominated « 
Professor Honoris Causa » of the National Institute of Electronics and Mathematics of Moscow 
(Russia) and Doctor Honoris Causa of the same Institute in October 1999. In 2006 he has been 
nominated Doctor Honoris Causa of  the University of Waterloo  (Canada) and  in 2007 Doctor 
Honoris Causa of the Polytechnic University of Bucharest (Romania). He  is “Honorary Member 
of the Senate” of the AGORA University of Romania since May 2008 He has been Vice President 
of the SEE (French Society of Electrical and Electronics Engineers) from 2000 to 2006 in charge 
of the technical committees. He his the director of publication of the SEE electronic Journal e‐
STA and chair the publication committee of the REE Dr BORNE has been Member of the CNU 
(French National Council of Universities,  in  charge of nominations and promotions of French 
Professors and Associate Professors) 1976‐1979, 1992‐1999, 2004‐2007 He has been Director of 
the French Group of Research (GDR) of the CNRS in Automatic Control from 2002 to 2005 and 
of  a  “plan  pluriformations”  from  2006  to  2009.  Dr  BORNE  has  been  member  of  the 
Multidisciplinary Assessment Committee  of  the  “Canada  Foundation  for  Innovation”  in  2004 
and 2009. He has been referee for the nominations of 24 professors in USA and Singapore. He is 
listed in the « Who is Who in the World » since 1999. 
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Plenary Lecture 4 
 

Minimum Energy Control of Fractional Positive Electrical Circuits 
 

 
 

Professor Tadeusz Kaczorek (Fellow IEEE) 
Warsaw University of Technology 

Poland 
 

Abstract:  The  talk will  consist of  two parts.  In  the  first part  the minimum energy  control of 
standard positive electrical circuits will be discussed and in the second part the similar problem 
for  fractional positive electrical  circuits. Necessary and  sufficient  conditions  for  the positivity 
and  reachability  of  electrical  circuits  composed  of  resistors,  coils  and  capacitors  will  be 
established.  The minimum  energy  control  problem  for  the  standard  and  fractional  positive 
electrical  circuits will  be  formulated  and  solved.  Procedures  for  computation  of  the  optimal 
inputs and minimal values of the performance indeces will be given and illustrated by examples 
of electrical circuits. 
  
Brief Biography of the Speaker: Prof. Tadeusz Kaczorek graduated from the Faculty of Electrical 
Engineering Warsaw University of Technology in 1956, where in 1962 he defended his doctoral 
thesis. In 1964, he received a postdoctoral degree. In the years 1965‐1970 he was head of the 
Department of Electronics and Automation, 1969‐1970, and Dean of  the Faculty of Electrical 
Engineering  University  of  Warsaw.  In  the  years  1970‐1973  Vice‐Rector  of  the  Technical 
University  of Warsaw  in  the  years  1970‐1981  the  director  of  the  Institute  of  Control  and 
Industrial Electronics Warsaw University of Technology. He was also head of the Department of 
Control of the above Institute. In 1971 he received the title of Professor and Associate Professor 
of Warsaw  University  of  Technology.  In  1974  he  received  the  title  of  professor  of Warsaw 
University of Technology. In 1987‐1988 he was chairman of the Committee for Automation and 
Robotics. Since 1986, corresponding member, and since 1998 member of the Polish Academy of 
Sciences.  In  1988‐1991  he was  Head  of  the  Scientific  Academy  in  Rome.  For many  years  a 
member  of  the  Foundation  for  Polish  Science.  From  June  1999  ordinary  member  of  the 
Academy of Engineering. He  is currently a professor at the Faculty of Electrical Engineering of 
Bialystok and Warsaw University of Technology. Since 1991 he is a member, and now chairman 
of  the Central Commission  for Academic Degrees and Titles  (Vice‐President  in 2003‐2006).  In 
2012 he was chairman of the Presidium of the Scientific Committee of the conference devoted 
to research crash of the Polish Tu‐154 in Smolensk methods of science. 
Scientific achievements 
His research interests relate to automation, control theory and electrical engineering, including 
analysis  and  synthesis  of  circuits  and  systems  with  parameters  determined  and  random 
polynomial methods  for  the  synthesis of  control  systems and  singular  systems. Author of 20 
books and monographs and over 700 articles and papers in major international journals such as 
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IEEE  Transactions  on  Automatic  Control,  Multidimensional  Systems  and  Signal  Processing, 
International Journal of Control, Systems Science and Electrical Engineering Canadian Journal. 
He organized and presided over 60 scientific sessions at  international conferences, and was a 
member of about 30 scientific committees. He has lectured at over 20 universities in the United 
States, Japan, Canada and Europe as a visiting professor. He supervised more than 60 doctoral 
dissertations  completed and  reviewed many doctoral  theses and dissertations. His dozens of 
alumni received the title of professor in Poland or abroad. 
He is a member of editorial boards of journals such as International Journal of Multidimensional 
Systems and Signal Processing, Foundations of Computing and Decision Sciences, Archives of 
Control Sciences. From 1 April 1997,  is the editor of the Bulletin of the Academy of Technical 
Sciences. 
Honours, awards and honorary doctorates. 
Honours 
Tadeusz Kaczorek has been honored with the following awards: 
* Officer's Cross of the Order of Polonia Restituta Polish 
* Meritorious Polish 
* Medal of the National Education Commission 
Honorary doctorates 
He received honorary degrees from the following universities: 
Silesian University of Technology (2014) 
Rzeszow University of Technology (2012) 
Poznan University of Technology (2011) 
Opole University of Technology (2009) 
Technical University of Lodz (3 December 2008) 
Bialystok University of Technology (August 20, 2008) 
Warsaw University of Technology (22 December 2004) 
Szczecin University of Technology (November 8, 2004) 
Lublin University of Technology (13 May 2004) 
University of Zielona Gora (27 November 2002) 
Honorary Member of the Hungarian Academy of Sciences and the Polish Society of Theoretical 
and Applied Electrical (1999). He received 12 awards of the Minister of National Education of all 
levels (including 2 team). 
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Plenary Lecture 5 
 

Unmanned Systems for Civilian Operations 
 

 
 

Professor George Vachtsevanos 
Professor Emeritus 

Georgia Institute of Technology 
USA 

E‐mail: george.vachtsevanos@ece.gatech.edu 
 

Abstract:  In  this plenary  talk we will  introduce  fundamental  concepts of unmanned  systems 
(Unmanned  Aerial  Vehicles  and  Unmanned  Ground  Vehicles)  and  their  emerging  utility  in 
civilian operations. We will discuss a framework for multiple UAVs tasked to perform forrest fire 
detection  and  prevention  operations.  A  ground  station  with  appropriate  equipment  and 
personnel functions as the support and coordination center providing critical information to fire 
fighter as derived from the UAVs. The intent is to locate a swarm of vehicles over a designated 
area and report at the earliest the presence of such fire precursors as smoke, etc. the UAVs are 
equipped with appropriate sensors, computing and communications  in order to execute these 
surveillance  tasks  accurately  and  robustly.  Meteorological  sensors  monitor  wind  velocity, 
temperature  and  other  relevant  parameters.  The  UAV  observations  are  augmented,  when 
appropriate, with  satellite  data,  observation  towers  and  human  information  sources.  Other 
application domains of both aerial and ground unmanned systems refer to rescue operations, 
damage  surveillance  and  support  for  areas  subjected  to  earthquakes  and  other  natural 
disasters, border patrol, agricultural applications, traffic control, among others. 
  
Brief  Biography  of  the  Speaker:  Dr.  George  Vachtsevanos  is  currently  serving  as  Professor 
Emeritus  at  the  Georgia  Institute  of  Technology.  He  served  as  Professor  of  Electrical  and 
Computer Engineering at the Georgia Institute of Technology from 1984 until September, 2007. 
Dr  Vachtsevanos  directs  at  Georgia  Tech  the  Intelligent  Control  Systems  laboratory  where 
faculty  and  students  began  research  in  diagnostics  in  1985  with  a  series  of  projects  in 
collaboration with Boeing Aerospace Company funded by NASA and aimed at the development 
of  fuzzy  logic  based  algorithms  for  fault  diagnosis  and  control  of  major  space  station 
subsystems. His work  in Unmanned  Aerial  Vehicles  dates  back  to  1994 with major  projects 
funded by the U.S. Army and DARPA. He has served as the Co‐PI for DARPA’s Software Enabled 
Control  program  over  the  past  six  years  and  directed  the  development  and  flight  testing  of 
novel  fault‐tolerant  control  algorithms  for  Unmanned  Aerial  Vehicles.  He  has  represented 
Georgia  Tech  at  DARPA’s  HURT  program  where  multiple  UAVs  performed  surveillance, 
reconnaissance and tracking missions in an urban environment. Under AFOSR sponsorship, the 
Impact/Georgia  Team  is  developing  a  biologically‐inspired micro  aerial  vehicle.  His  research 
work  has  been  supported  over  the  years  by  ONR,  NSWC,  the MURI  Integrated  Diagnostic 
program  at Georgia  Tech,  the U,S. Army’s Advanced Diagnostic program, General Dynamics, 
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General Motors Corporation, the Academic Consortium for Aging Aircraft program, the U.S. Air 
Force Space Command, Bell Helicopter, Fairchild Controls, among others. He has published over 
300  technical  papers  and  is  the  recipient  of  the  2002‐2003  Georgia  Tech  School  of  ECE 
Distinguished Professor Award and the 2003‐2004 Georgia Institute of Technology Outstanding 
Interdisciplinary Activities Award. He is the lead author of a book on Intelligent Fault Diagnosis 
and Prognosis for Engineering Systems published by Wiley in 2006. 
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Plenary Lecture 6 
 

Iterative Extended UFIR Filtering in Applications to Mobile Robot Indoor Localization 
 

 
 

Professor Yuriy S. Shmaliy 
Department of Electronics 
DICIS, Guanajuato University 
Salamanca, 36855, Mexico 
E‐mail: shmaliy@ugto.mx 

 
Abstract: A novel iterative extended unbiased FIR (EFIR) filtering algorithm is discussed to solve 
suboptimally  the  nonlinear  estimation  problem.  Unlike  the  Kalman  filter,  the  EFIR  filtering 
algorithm completely ignores the noise statistics, but requires an optimal horizon of N points in 
order  for  the  estimate  to  be  suboptimal.  The  optimal  horizon  can  be  specialized  via 
measurements with much smaller efforts and cost than for the noise statistics required by EKF. 
Overall,  EFIR  filtering  is more  successful  in  accuracy  and more  robust  than  EKF  under  the 
uncertain conditions. Extensive investigations of the approach are conducted in applications to 
localization  of mobile  robot  via  triangulation  and  in  radio  frequency  identification  tag  grids. 
Better performance of the EFIR  filter  is demonstrated  in a comparison with the EKF.  It  is also 
shown that divergence in EKF is not only due to large nonlinearities and large noise as stated by 
the Kalman filter theory, but also due to errors in the noise covariances ignored by EFIR filter. 
  
Brief Biography of the Speaker: Dr. Yuriy S. Shmaliy is a full professor in Electrical Engineering 
of  the Universidad de Guanajuato, Mexico,  since 1999. He  received  the B.S., M.S., and Ph.D. 
degrees  in 1974, 1976 and 1982, respectively, from the Kharkiv Aviation  Institute, Ukraine.  In 
1992 he  received  the Dr.Sc.  (technical) degree  from  the Soviet Union Government.  In March 
1985, he  joined  the Kharkiv Military University. He serves as  full professor beginning  in 1986 
and has a Certificate of Professor from the Ukrainian Government in 1993. In 1993, he founded 
and, by 2001, had been a director of the Scientific Center “Sichron” (Kharkiv, Ukraine) working 
in  the  field  of  precise  time  and  frequency.  His  books  Continuous‐Time  Signals  (2006)  and 
Continuous‐Time Systems  (2007) were published by Springer, New York. His book GPS‐based 
Optimal FIR Filtering of Clock Models (2009) was published by Nova Science Publ., New York. He 
also  edited  a  book  Probability:  Interpretation,  Theory  and  Applications  (Nova  Science  Publ., 
New  York,  2012)  and  contributed  to  several  books  with  invited  chapters.  Dr.  Shmaliy  has 
authored more than 300 Journal and Conference papers and 80 patents. He is IEEE Fellow; was 
rewarded a title, Honorary Radio Engineer of the USSR, in 1991; and was listed in Outstanding 
People of the 20th Century, Cambridge, England in 1999. He is currently an Associate Editor for 
Recent Patents on Space Technology. He serves on the Editorial Boards of several International 
Journals and is a member of the Organizing and Program Committees of various Int. Symposia. 
His  current  interests  include  statistical  signal  processing,  optimal  estimation,  and  stochastic 
system theory. 
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Abstract—We have developed a seven degrees of freedom 
exoskeleton robot (ETS-MARSE) for rehabilitation and assistance of 
upper limb movements in physically disabled individuals with 
impaired upper-limb function. Here we propose a new control 
strategy to maneuver the ETS-MARSE using skin surface 
electromyogram (EMG) signals, which are though to reflect the 
user’s intention of motion. It is expected that the input of EMG 
signals to the robot controller will help maneuvering the robot in real 
time in assisting the subject’s arm motion. A nonlinear sliding mode 
control technique was used for this purpose, where EMG signals 
were used as input information to the controller. To evaluate the 
performance of the proposed control approach experiments were 
carried out with the healthy individuals. Experimental results indicate 
that with the proposed control strategy, ETS-MARSE can be 
effectively maneuvered with the EMG signals. 
 

Keywords—Electromyogram signals, Exoskeleton Robot, Motion 
control, Sliding mode control.  

I. INTRODUCTION 

O rehabilitates individuals with impaired upper-limb 
function, extensive research has been carrying on in the 

field of assistive technology and rehabilitation robotics [1-4]. 
To contribute in this program we have developed an 
exoskeleton robot (ETS-MARSE) for rehabilitation and for 
assisting movements of the shoulder, elbow, forearm and wrist 
joints [4, 5]. Different control strategies were proposed and 
implemented in our previous research to maneuver the ETS-
MARSE in providing passive rehabilitation therapy [6-8]. In 
the “passive movement” approach, it is assumed that a subject 
is completely unable to move his arm and therefore the robot’s 
task is to perform passive movement exercises (requiring no 
user effort) such as elbow flexion/extension, forearm 
pronation/supination etc. This type of therapy is mainly to 
increase joint range of motion. Following passive therapy, the 
next therapeutic mode which contributes to the restoration of 

 
M.H. Rahman is (Postdoctoral Fellow) with the School of Physical & 

Occupational Therapy, McGill University and (Research Assistant) Electrical 
Department, École de Technologie Superieure, Montreal, Canada (email: 
mhrahman@ieee.org).  

M. Saad is with the Electrical Engineering Dept., École de Technologie 
Superieure, Montreal, Canada (email: maarouf.saad@etsmtl.ca). 

C. Ochoa-Luna is (PhD candidate) with the Electrical Engineering 
Department, École de Technologie Superieure, Montreal, Canada (email: 
cristobal.ochoa-luna.1@ens.etsmtl.ca).  

P. S. Archambault is with the School of Physical & Occupational Therapy, 
McGill University, Canada (email: philippe.archambault@mcgill.ca). 

 

upper extremity function is known as active rehabilitation 
therapy. In this approach subjects actively participate in 
performing the exercises such as a reaching movement 
exercise, with the robot providing support against gravity and 
assisting with movement if needed [9]. As a first step to 
provide such active therapy, we developed a control strategy 
based on the subject’s surface EMG signals, which reflect the 
intention of movement. The primary objective of this research 
was to control an arm exoskeleton robot with the user’s surface 
EMG signals.   

Using EMG signals to control exoskeleton robots or, robotic 
prostheses has gained a lot of attention since the last decade 
[10-14]. Indeed, different types of EMG based control 
approaches are found in the literature. Kiguchi et al. [10] 
proposed a fuzzy-neuro control method to control a mobile 
exoskeleton robot. Khokhar et al. [14] used pattern recognition 
method for the control of a wrist exoskeleton. Liu et al in [15] 
proposed an adaptive EMG based robot control system via use 
of adaptive neuro-fuzzy inference system to manipulate an 
industrial robot. Shenoy et al. [16] used a support vector 
machine (SVM) classifier technique to control a robotic arm. 
All these methods are computationally expensive and are not 
robust to deal with the nonlinearity of EMG signals. In this 
research we proposed a new EMG based control strategy using 
sliding mode control with exponential reaching law (SMERL) 
[17, 18] to drive the ETS-MARSE.  

Although the input to the controller is the user’s skin surface 
EMG signals, this EMG signals are transformed into a position 
command. Therefore, the guiding principle of the ETS-
MARSE is a position controller based on the EMG signals. 
Details of this control strategy are presented in section III, 
following a brief description of the ETS-MARSE (Section II). 
Experiments were carried out with healthy male subjects to 
control the ETS-MARSE with the EMG signals (Section IV). 
Finally, the paper ends with the conclusion in section V. It is 
anticipated that with the proposed control strategy, the ETS-
MARSE can assist physically disabled individuals by 
providing them with arm motion.  

II. EXOSKELETON ROBOT, ETS-MARSE 

The ETS-MARSE, as shown in Fig. 1, is a 7 degrees-of-
freedom exoskeleton robot designed to be worn on the lateral 
side of upper extremity in order to provide naturalistic 
movements of the shoulder (i.e., vertical and horizontal 
flexion/extension, and internal/external rotation), elbow (i.e., 

Motion Control of an Exoskeleton Robot using 
Electromyogram Signals 

Mohammad Habibur Rahman, Cristobal Ochoa-Luna, Maarouf Saad, and Philippe Archambault 
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Fig. 2 Workspace of ETS-MARSE. (a) Joint-1: shoulder joint horizontal flexion-extension; (b) Joint-2: shoulder joint vertical flexion-
extension; (c) Joint-3: shoulder joint internal-external rotation; (d) Joint-4: elbow flexion-extension; (e) Joint-5: forearm pronation-
supination; (f) Joint-6: wrist joint radial-ulnar deviation; (g) Joint-7: wrist joint flexion-extension. 
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flexion/extension), forearm (i.e., pronation/supination), and 
wrist joint (i.e., radial/ulnar deviation, and flexion/extension). 
Provision included in the design to adjust the link-lengths to 
accommodate a wide range of individuals. Brushless DC 
motors are used to actuate the ETS-MARSE. The individual 
joint’s workspace of the ETS-MARSE is illustrated in Fig. 2. 

III. EMG SIGNALS PROCESSING  

The central nervous system sends motor command to each 
muscle via motor neurons. These signals activate the skeletal 
muscles (i.e., contractions and tensions), and thus produce 
necessary joint torques for posture control and voluntary 
movements. Surface EMG signals are used to measure those 
motor commands to be sent to the muscles. 

These EMG signals are highly nonlinear in nature. For 
instance, to perform the same upper-limb movements, EMG 

activity may vary from subject to subject. Even in the case 
where a same subject performs the same upper limb motion, 
EMG can vary depending on the subject’s physiological 
condition such as fatigue, stress, placement of electrodes etc. 
These signals consist of a wide range of frequencies and it is 
often difficult to reduce noise by filtering. Therefore, raw 
EMG signals cannot be directly used to provide meaningful 
information to the controller. So, features have to be extracted 
from the noisy raw EMG signals. There are various features 
extraction methods. Some commonly used methods are: 
waveform length, mean absolute value, root mean square 
(RMS), average or full rectified value, zero crossing, slope 
sign changes, etc [19].  

For this study RMS value is chosen to process raw EMG 
signals (±5mV). Note that, the RMS value is a measure of 
power of the signal and it is widely used in most applications. 

Fig. 1 Exoskeleton Robot, ETS-MARSE 
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Fig. 3 Example of raw EMG signals and RMS value
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The equation of RMS value is written as: 

∑
=

=
N

i

iv
N

RMS
1

21
                      (1) 

where vi is the voltage value at the ith sampling and N is the 
number of sample in a segment. The number of samples is set 
to be 50 and the sampling time is 0.5msec. 

An example of the RMS value of raw EMG signals recorded 
from elbow muscles (biceps brachii) is depicted in Fig. 3. 

IV. CONTROL SCHEME 

A. Muscle Modeling 

Joint movements are controlled by the actions of agonist 
and antagonist muscles (such as biceps brachii for elbow 
flexion, triceps brachii for elbow extension motion etc.). For 
single joint movements, multiple agonists and antagonists 
muscles may be involved (e.g., shoulder joint vertical flexion 
is controlled by the posterior part of deltoid, teres major, and 
latissimus dorsi muscles) [20]. Some muscles are responsible 
for multiple joint movements (e.g., posterior part of deltoid is 
responsible for external rotation, horizontal extension, and 
vertical extension motion of shoulder joint). In this study we 
have studied the upper-limb muscles to find single dominating 
muscle responsible for a specific joint movement. The study 
was experimentally validated by analyzing EMG activity of 
healthy individuals’ muscles. Table 1 gives the antagonist and 
agonist muscles used to develop the proposed EMG based 
control approach. 

B. Control Strategy 

It is the skeletal muscles’ forces which produce joint torques 
for the joint movements. A force/torque applied at the wrist 
joint of upper-limb (or at the end-effector of ETS-MARSE) 
can produce the same joint torques, and may results the same 
joint motions. For instance, as shown in Fig. 4a, a force 
applied along Z axis (i.e., Fz) or a torque applied around Y axis 
(i.e., Ty) can produce the same torque as produced by the 
elbow muscles force (Fm, Fig. 4b) at the elbow joint. Similarly 

a torque applied around X axis (Tx) will produce the same 
forearm motion as produced by the actions of pronator teres 
and supinator muscles. Therefore, in this case, the surface 
EMG signals, which are a measure of muscle activity, can be 
co-related to a virtual force/torque (Fv) acting at the wrist joint 
of a subject. Let’s assume that EMG signals recorded from the 
agonist and antagonist muscles ( iEMG ) for individual joint 

movements are proportional to the virtual force/torque vectors 

( 6 1
vF ×∈R ). The relation can be expressed as: 

 

        v i iF C EMG= ∆ ×                                    (2) 

where iC∆ = proportional constant for individual muscles. 

Therefore, the virtual force/torque vector that represents the 
activity of agonist and antagonist muscles of elbow would 

be _ [0 0 0 0]Tv el z yF F T=  

where 
zz f i iF C EMG= ∆ × , and 

yy T i iT C EMG= ∆ × . 

Similarly, for shoulder joint internal/external rotation due to 
the activity of agonist and antagonist muscles of shoulder, it 

would be _ [0 0 0 0 ]Tv sR y zF F T= . 

Consider a 6-axis virtual force/torque sensor (representing 
EMG activity of muscles) instrumented at the end-effector of 
the ETS-MARSE (Fig. 1). The simplified control architecture 
of the ETS-MARSE control system is depicted in Fig. 5. The 
principle of EMG based control approach (or active exercise) 
is that the subjects initiate the movement to complete a 
specified task. 

As seen from the schematic (Fig. 5), control is carried out 
based on the skin surface EMG signals of subjects. The 
instantaneous EMG signals of muscles (i.e., subject’s initiation 
of movement) and the previous joint angles of the ETS-
MARSE are used to compute the desired position command 
(joint angles) of the robot to follow, which can be expressed 
as: 

Table 1. Agonist and antagonist muscles of upper-limb 
(shoulder elbow and forearm [20]) 

Upper-limb motion Agonist/Antagonist Muscles 

Shoulder joint  vertical flexion Deltoid anterior part 

Shoulder joint  vertical extension Teres major 

Shoulder joint horizontal flexion Pectoralis major calvicular part 

Shoulder joint horizontal extension Deltoid posterior part 

Shoulder joint internal rotation Latissimus Dorsi 

Shoulder joint external rotation Supraspinatus 

Elbow flexion Biceps brachii 

Elbow extension Triceps brachii 

Forearm pronation Pronator teres 

Forearm supination Supinator 

Fig. 4 Elbow joint flexion/extension mechanism. (a) Virtual force 
acting at the end-effector (wrist-joint), producing joint torques, 
(b) Elbow muscles producing equivalent elbow joint torques 
causing flexion/ extension motion.  

Z(Fz, Tz)
Fm 

Y(Fy, Ty)

X(Fx, Tx)

(a)             (b) 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 29



 

 

                       ( )( )d
old v iEMGθ θ θ τ= + ∆                        (3) 

where 7 1dθ ×∈R  is the desired joint angles vector, 7 1
oldθ ×∈R  

is the previous joint angles vector, and 7 1θ ×∆ ∈R  is the vector 
of infinitesimal changes of joints’ angles corresponding to the 

instantaneous change of EMG signals, and 7 1
vτ ×∈R  is the 

virtual torques vector. Note that, the virtual force/torques 
6 1

vF ×∈R  as applied at the end-effector corresponding to the 

instantaneous change of EMG signals produce joints’ torques 

( 7 1
vτ ×∈R ) which can be expressed by the following relation.  

                          ( )T
v vJ Fτ θ=                                         (4) 

where 6( ) nJ θ ×∈R  is the Jacobian matrix of ETS-MARSE 

(n=7), and 7 1θ ×∈R  is the joint angle vector.  

The change of joints’ angle corresponding to the infinitesimal 

changes of 6 1
vF ×∈R  is thus assumed to be proportional to the 

corresponding joints’ torques 7 1
vτ ×∆ ∈R , that is- 

             v pGKτ θ∆ = ∆                                      (5) 

where 7 7
pGK

×∈R is the (diagonal) proportional gain matrix 

that transforms infinitesimal changes of joints’ torques ( )vτ∆  

to the corresponding joint angles ( )θ∆ . A detail of this 

transformation can be found in [21].  
 So, the sliding mode exponential reaching law (SMERL), as 
depicted in the schematic (Fig. 5), works mainly on the 
position regulation of the ETS-MARSE. In the next sub-
section, the theoretical structure of the sliding mode control 
technique with exponential reaching law (ERL) is presented 
for the dynamic trajectory tracking of the ETS-MARSE.  

C. Sliding mode control with ERL 

The dynamic behaviour of the ETS-MARSE can be 
expressed by the well-known rigid body dynamic equation as:  

 ( ) ( , ) ( ) ( , )M V G Fθ θ θ θ θ θ θ τ+ + + =&& & &  (6) 

where 7 7  ( )  M θ ×∈R is the inertia matrix, 7 1( , )V θ θ ×∈& R  is 

the coriolis/centrifugal vector, 7 1( )G θ ×∈R  is the gravity 

vector, and 7 1( , )F θ θ ×∈& R  is the friction vector. Note that the 

friction vector is modeled as a nonlinear coulomb friction, and 
can be expressed as:  

 ( ) ( ),  friction F c sgnτ θ θ θ= =& &  (7) 

where c is the coulomb-friction constant. Equation (6) can 
be written as: 

( ) ( ) ( ) ( )

( )

1

1

, ,M V G F

M

θ θ θ θ θ θ θ

θ τ

−

−

 = − + + 

+

&& & &

 (8) 

1( )M θ−  always exists since ( )M θ  is symmetrical and 

positive definite. The general layout of the sliding mode 
control technique is depicted in Fig. 6. The initial step in the 
sliding mode control is to choose the sliding (or switching) 
surface S  in terms of the tracking error. Let the tracking error 
for each joint be defined as: 

 d
i i ie θ θ= −    L      ( 1, , )i m= L  (9) 

and the sliding surface as:  

 i i i iS e eλ= + &     L     ( 1, , )i m= L  (10)

where  d
iθ is the desired trajectory for joint i  and iS  is the 

sliding surface of each DoF. 

Let [ ]1 2 Σ
T

mS S S= L  be the sliding surface for the 

ETS-MARSE. Therefore, we have: 

 
1 1 1

Σ

m m m

e e

e e

λ

λ

 
 

=  
 

+

+ 

&

M

&

 (11) 

Equation (11) is a first order differential equation, which 
implies that if the sliding surface is reached, the tracking error 
will converge to zero as long as the error vector stays on the 
surface.  

Robot User 

Controller 
SMERL 

EMG Signals 

Joint torque  

iτ  

Muscle Activity  
Monitoring  

EMG to Joint Angle 

ETS-MARSE 

Fig. 5 Schematic diagram of EMG based control system 
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Fig. 6. Schematic diagram of sliding mode exponential 
reaching law in combination with sat function  
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Considering the following Lyapunov function candidate: 

 
1
Σ Σ

2
T

V =  (12) 

which is continuous and nonnegative, the derivative of V 

yields:    

 Σ ΣTV =& &  (13) 

By choosing Σ&  as given in equation (14) relation (13) is 
ensured to be decreasing. 

 ( )Σ  Σ  ,  , 0K sign t K= − ∀ >&     0V⇒ <&  (14) 
 

where 

( )

1  0

 Σ 0  0  

1  0

for

sign for

for

Σ >


= Σ =
− Σ <

 (15) 

Expression (14) is known as the reaching law. It is to be 
noted that the discontinuous term ( ) Σ  K sign in (14) often 

leads to a high control activity, known as chattering. One of 
the most known approaches found in the literature is to 
smoothen the discontinuous term in the control input with the 
continuous term ( )  Σ /K sat φ  [22]. 

where 

 ( )

( )

Σ Σ 1

Σ Σ / 0 0  

ΣΣ / 1

for

sat for

sign for

φ φ

φ
φ

φ
φ


≤


= =

 >


 (16) 

Using equation (16), the reaching law therefore becomes: 

  ( )Σ  Σ /  ,  , 0K sat t Kφ= − ∀ >&  (17) 

By performing this substitution, the convergence of the 
system stays within a boundary layer neighborhood (defined 
by Φ) of the switching surface. Therefore, with this approach, 
the chattering level is controlled in exchange of tracking 
performance. We have already demonstrated in our previous 
research [17] that the reaching law which combines ERL [18] 
with sat function [22] significantly reduce chattering and 
improve tracking. The ERL can be expressed as: 

 ( )Σ (Σ) Σ  ,  , 0K sign t K= − ∀ >&     (18) 

where  

( ) ( )
  

Σ       1, , ,
( )
i

i i

k
K diag i m

N S

 
= … = … 

 
and (19) 

  ( ) 0 0(1 )
Pi

i iS
i i i iN S e

α
δ δ

−
= + −  (20) 

 where 00 1;  0,  and, 0.i i iPδ α< ≤ > >  

The values of 0 ,  ,  and  i i iPδ α can be fixed as proposed in 

[18]. The new reaching law that combines the sat function and 
the concept of ERL can be written as follows: 

  ( )Σ (Σ) Σ /  ,  , 0K sat t Kφ= − ∀ >&  (21) 

Therefore and considering 

1 2[ ] ,d d d d T
mθ θ θ θ=&& && && &&L  

1 2[ ]TmE e e e=& & & &L , and [ ]Λ i mdiag λ λ= L  

  Σ  Λ           Σ ΛE E E E= + ⇒ = +& & & &&  (22) 

where, dE θ θ= −&& &&&& . Thus, relation (22) can be written as:  

                Σ Λ dE θ θ= + −&& &&& &  (23) 

Substituting the value of θ&&  from equation (8) in equation 
(23) we obtain: 

( )

( ) ( ) ( ) ( )

1

1

 Σ Λ

, ,

d
E M

M V G F

θ θ τ

θ θ θ θ θ θ

−

−

= − +

 − + + 

&&& &

& &
 (24) 

Replacing  Σ&  by its value given in equation (21): 

( ) ( )

( ) ( ) ( ) ( )1

 Σ Σ / Λ

, ,

d
K sat E

M V G F

φ θ

θ θ θ θ θ θ τ−

− = −

 − + + − 

&&&

& &
 (25) 

The torque τ  can be isolated and thus yields: 

( ) ( ) ( )( )
( ) ( ) ( )

  Λ Σ Σ /

, ,

d
M E K sat

V G F

τ θ θ φ

θ θ θ θ θ

= − − +

 + + + 

&&&

& &
 (26) 

where K and Λ are diagonal positive definite matrices. 
Therefore, the control law given in equation (26) ensures that 
the control system is stable. A detailed explanation of the 
stability analysis is given in [17]. 

V. EXPERIMENTS AND RESULTS 

Experimental setup of the developed ETS-MARSE system 
is depicted in Fig. 7. It consists of a CPU processor (NI PXI-
8108) with a reconfigurable FPGA (field-programmable gate 
array), seven motor drivers, a custom designed main board, 
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Controller 
SMERL 
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Board 

 

 Power 
Driver 
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Motor 
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Fig. 7. Experimental setup.
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and a host PC. The main board as shown in Figure 7 acts as a 
motherboard, and is powered by an AC 120V (60Hz) power 
supply. The motherboard routes various analog and digital 
signals from/to the NI-PXI to/from the ETS-MARSE system. 
The control algorithm is executed in the NI-PXI.  

The EMG electrodes (Delsys) placement on upper-limb 
muscles are depicted in Fig. 8. In this study, elbow muscles 
(e.g., biceps and triceps) of the subjects are monitored and 
used as input information to control of the ETS-MARSE. The 
experiment was conducted with subjects in a seated position 
with elbow joint angle at 90o. In experiments, the performance 
of the proposed EMG based control approach for motion 
control of the ETS-MARSE was evaluated. The experimental 
result for elbow joint flexion/extension movement is depicted 
in Fig. 9. The top most plots show the RMS values of EMG 
signals recorded from the biceps brachii muscle and that for 

the triceps is shown in Fig. 9b. The elbow joint angles of ETS-
MARSE corresponding to the biceps and triceps actions are 
shown in the Fig. 9c. It can be seen from the Fig. 9c, that when 
triceps is activating it produces extension motion of ETS-
MARSE and when biceps is activating it produces flexion 
motion of ETS-MARSE. The trail was performed in different 
velocities for 30 sec. In all cases the developed EMG based 
control approach was able to maneuver the ETS-MARSE 
effectively and smoothly in providing flexion/extension motion 
of elbow joint using the EMG signals of muscles. Therefore, 
the control approach as proposed in this research can be 
effectively used in providing active rehabilitation exercises. 

VI. CONCLUSION 

A new EMG based control strategy as proposed in this 
research was experimentally evaluated for the motion control 
of ETS-MARSE. A brief description of the ETS-MARSE was 
presented. A detail of the proposed control strategy was also 
presented. From the experimental results, it is evident that with 
the developed control approach the ETS-MARSE will be able 
to provide active assistance in arm movements. Future works 
will include developing a hybrid controller with the fusion of 
the force sensor based controller and the EMG based 
controller. 
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Abstract— In this work we will look at a planning robot, whose 

controlled planning is provided by the wings and tail, develop a 
mathematical model which describes the apparatus’ movement and 
pay special attention to the interaction of the wings and tail with the 
surrounding environment. 
 

I. INTRODUCTION 
One of the developing area of robotics is to create devices 

moving with a jump from the surface, due to their high 
maneuverability over rough or uneven terrain and the 
possibility of their use in military and intelligence purposes, 
for the inspection of buildings and environmental monitoring 
after natural and man-made disasters. Extending the 
functionality of jumping devices, namely to increase the range 
and reduce vertical jump velocity component during the fall to 
protect against damage, wings used [1-6].  

II. MATHEMATICAL MODEL OF MOVEMENT OF THE ROBOT AT 
THE FLIGHT STAGE 

In this work is a robot consisting of two modules: a jumping 
and a flying, whose scheme is shown on fig. 1. The jumping 
module comprises links 1 – 4, where link 1 – foot; links 2 and 
3 form the leg; link 4 is the body; the flying module is formed 
by wings 5 and tail 6. In order to execute a jump it is necessary 
to position the links of the jumping module relative to each 
other and accelerate them. This is achieved by using 3 
actuators. The leg’s links can rotate relative to each other at the 
expense of the actuator 8 installed in it and the foot - relative to 
link 2 of the leg with the help of rotating actuator 7 attached to 
link 2, which allows the robot to position itself before its 
separation from the surfaces. Leg links 2 and 3 form a couple 
of progress, at the expense of which the acceleration of the 
apparatus required for the jump is achieved. This is realized by 
actuator 9. The flying module is used for planning after the 
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robot attains the highest point of the jump at the expense of the 
spread out wings and tail. In order to achieve a controlled 
flight the wings can rotate relative to the body with the help of 
actuator 10 and the tail attached to link 2 can change its angle 
of inclination relative to the body at the expense of actuator 8.  

 
Fig. 1 Scheme of a planning robot.  
 

We shall be looking at the apparatus’ movement in the 
vertical plane Оху, with each link except link 6 we will connect 
relative system of coordinates Оiхiуi, i=1-5. In order to develop 
a mathematical model of the robot we’ll introduce a series of 
assumptions. We’ll assume that all the links of the device are 
absolutely rigid bodies; links 1 – 3, 5, 6 have lengths li, i=1 – 
3, 5, 6 and link 4 is a rectangle А1А2А3А4 of dimensions 2ах2b. 
At this stage we’ll neglect the masses of links 5 and 6 since 
they are very small as compared to that of the other links. The 
centers of mass, mi, i=1-4 of the links are concentrated to their 
centers of symmetry, points Сi. The length of the leg is given 
by the distance l23 between the points О2 and О4, while the 
position of the latter in the body is determined by distance l4 
and angle β. The position of the point О5 of attachment of the 
wing in the body is given by distance l45 and angle γ. The tail, 
link 6, is attached to leg link 2 at a distance lO2P1 from point О2 
and has length l6, which is limited by points Р1 и Р2. 

The difference between the model in this article and that 
looked at in [7-11] is the presence of wings and a tail, therefore 
special attention is paid to the influence of the surrounding 
environment on the jump. During flight the device moves 
separately from the surface and the body’s center of mass is 
displaced along axes Ох и Оу. Link 3 is rigidly connected to 
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the device’s body, while links 2 and 1, 2 and 3 are rigidly 
connected among themselves. Wing 5 and tail 6 are used for 
planning after attainment of the highest point of the jump in 
such a way that the rotation of the robot’s body during flight 
doesn’t occurred: φ4=0. At this point we consider the case 
when during flight the wings are passive and their inclination 
angle relative to the body remains unchanged i.e. φ5-φ4=const. 
Flight control is achieved by changing the angle of rotation of 
the tail, φ2. At the stage of flight the generalized coordinates 
are the projections of the position of the center of mass of the 
body along the axes of the absolute coordinate system, хС4 and 
уС4 and the tail’s (leg’s) angle of rotation - φ2 (fig. 2). 

 
Fig. 2. Settlement scheme of the planning robot during flight. 
 

The differential equations which describe the robot’s 
dynamics during flight are as shown below: 
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In the general case the aerodynamics forces R5 and R6 can be 
resolved into projections in the coordinate systems Оху and 
О5х5у5, Оху and О2х2у2 (fig. 3, fig. 4):

 ()
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Fig. 3. The scheme of application of the aerodynamic force to the wing. 
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Fig. 4. The scheme of application of the aerodynamic force to the tail. 
 

We’ll assume that the wing and tail have zero width, then 
)5(

55 yRR = , )2(
66 yRR = . We will look at point Q and point M as 

the points of application of the aerodynamic forces to the wing 
and to the tail respectively. The position of each of the points 
is determined as the center of mass which corresponds to the 
law of distribution of the aerodynamic force on the wing and 
tail respectively.  

For the wing we get the following formula for the 
calculation of the aerodynamic force: 
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The projections of point Q’s velocity, )5(
Qy  on axis О5у5 are 

written in the following way: 
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The following equations are for the tail: 
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The coefficients Р, Н, N are equal to: 
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The projections of point M’s velocity, )2(
My  on the axis О2у2 

is written in the following way: 
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The projections of the aerodynamic force on the absolute 
coordinate axes are calculated by the following formulas: 
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where ρ – the mass density of air, СR – a dimensionless 
coefficient of aerodynamic force, 55

5
хОS - the wing square along  

axis О5х5, 22
6

хОS  - the square of the tail along axis О2х2. 
Aerodynamic forces are determined from the following 

conditions: 
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The moments created by the aerodynamic forces are 
given below: 
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III. CONTROL SYSTEM OF A PLANNING ROBOT 
The control of the jump is realized in stages 1 – 5, during 

which the links are positioned and accelerated in order to 
achieve separation from the surface. Stages 6 and 7 at which 
describe landing, are uncontrollable. The control system 
comprises comparator, logic and PID-regulators, control 
objects and feedback. 

The controlling action, besides 5
43M , have the form of 

piecewise-continuous functions. In the comparator on whose 
input enter the signals of the actual magnitude of the controlled 
variables or values: φ2, φ1, φ4, γ5 and l23, where γ5 – the angle 
of wing disclosure, occurs their comparison with the required 
values of certain parameters given in the control algorithm: 
φ2

0, φ1
0, φ4

0, γ5
0, l23

*, l23
0. Errors calculated as the difference 

between actual and given values, with the exception of Δφ4, 
enter on the logic regulator’s input. In the latter controlling 
moments and a force are generated and these are relayed into 
the control object in correspondence to the following 
algorithm: 

1) At the first stage 
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2) At the second stage 
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3) At the third stage 
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4) At the fourth stage 
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5) At the fifth stage 





≤∆
>∆−

=
,0если,0

,0если,

5

5
50
455

45 γ
γM

M     (30) 

where 0
555 γγγ −=∆ . 

The values of the moments and forces 10
43M , 20

21M , 30
32F , 

40
32F , 50

45M  is determined based on the requirements of the 
technical task during the design of the jumping robot. 

The error 4ϕ∆  enters on the PID-regulator and on its output 

the controlling action in the form of the moment 5
43M is 

formulated, which provides the rotation of the tail and links 2 
and 3 in such a way that 04 →∆ϕ . 
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IV. THE RESULTS OF NUMERICAL MODELING 
The developed mathematical model allowed us to study the 

movement of a planning robot and reveal its peculiarities or 
special features. The modeling was carried out for a robot of 
mass m=0,1 kg body’s dimensions: a=0,1 m, b=0,1 m, wing 
length l5=0.2 m, tail length l6=0.15 m and wing square S5=0.16 
m2 and tail S6=0.06 m2. The mass density of air, ρ=1.2 kgs2/m4; 
the aerodynamic force coefficient СR=0.6. 

On fig.5 are shown graphs of the trajectories of center of 
mass of the robot’s body during a jump with an initial height, 
h=0,5 m when the change of the relative angle between the 
wings and the body φ45,lies in the range 0-150, and also in the 
absence of wings. From the graphs it is clear that during 
planning the distance travelled by the device along axis Ох 
exceeds the same, but without planning by 40 % at φ45=00, by 
50 % at φ45=50, by 63% at φ45=100, by φ45=150 in 2,5 times. 
Based on that we can conclude that the effectiveness of 
planning increases as the relative angle between the wings and 
body increases. 

 
Fig.5 The trajectories of the movement of the body’s center of mass: 

 1 – without wings; 2 - 45ϕ =0, 3 - 45ϕ =50, 4 - 45ϕ =100, 5 - 45ϕ =150 

 
The graphs of the relative angle of rotation of the tail are as 

shown in fig. 6. During movement without wings the angle of 
rotation of the tail remains unchanged for the rest of the flight 
and equal to the inclination angle of the legs after positioning 
φ2

0. In all remaining cases an increase in the angle of rotation 
of the tail is observed and then its decrease along a curve 
similar to a half-wave sinusoid, and the value of angle φ2 
attained towards the end of the flight is practically independent 
from the value of φ45 and always exceeds φ2

0. 
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Fig. 6 Graphs of φ2(t): 1 – without wings; 2 - φ45=0, 3 - φ45=50, 4 - φ45=100, 5 
- φ45=150 

 
From the graphs in fig. 7 it is clear that with an increase in 

wing area the range of flight increases, with an increment of S5 
by 60%  the flight range increases by 30%. 

 
Fig. 7 The trajectories of the movement of the body’s center of mass:  
1 - S5=0.05 m2, 2 - S5=0.06 m2, 3 - S5=0.07 m2, 4 - S5=0.08 m2 

 
The graphs fig. 8 illustrate that with an increase in the 

inclination angle of link 2 of the accelerating module to the 
horizontal plane at which the jump takes place at constant  
accelerating force increases the height of the jump and the 
range of flight. This is explained by the fact that as angle φ2

0 
increases, the vertical component of the velocity at the moment 
of separation of the device from the surface increases, which 
leads to the attainment of a greater height of the jump. This 
and a greater horizontal velocity component at the highest 
point in turn explains the more effective use of the jump. 

 

 
Fig. 8 The trajectories of the movement of the body’s center of mass:  
1 - φ2

0=500 , 2 - φ2
0=450, 3 - φ2

0=400
 

 
The angle of rotation of the tail at this point changes as 

shown on fig. 9. When φ2
0=500 at first a sharp decrease in the 

value of φ2 is observed, then a smooth increase and decrease 
and the values before and after the flight are almost the same. 
When φ2

0=400 and φ2
0=450 at the beginning of the flight  angle 

φ2 increases sharply and a jump by a large value occurs at less 
angles φ2

0, after which the character of the change in the angle 
becomes similar to the one written down earlier. With an 
increase in the angle φ2

0 the value of the inclination angle of 
the tail after the flight increases. 

 
Fig. 9 Graphs of φ2(t): 1 - φ2

0=500 , 2 - φ2
0=450, 3 - φ2

0=400 

 

During a jump from different heights at the same angle of 
inclination to the horizontal plane with a constant accelerating 
force the robot in flight behaves in an analogous way: as the 
height h increases the range of flight also increases (fig. 10). 
Only in this case it is explained by the large value of the 
height, at which the wings and tail open.  
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Fig. 10 The trajectories of the movement of the body’s center of mass: 1 - 
h=0.5 m, 2 - h=1 m, 3 - h=1.5 m  
 

V. CONCLUSION 
. In work the planning robot equipped with system of wings 

and a tail, revealing in the top point of a jump and providing 
operated planning of the device before interaction with a 
surface is considered. The mathematical model of movement 
of the device during a separation from a surface is developed, 
the special attention is paid to model of interaction of the robot 
with environment. Work of a control system as the device is 
described. The analysis of trajectories of movement of the 
robot received by numerical way allows to draw a conclusion 
that efficiency of use of planning systems increases at jumps 
from height, with increase of an inclination angle of wings to 
the body and the square of wings and a tail. 

REFERENCES   
[1] J. Burdick, P. “Fiorini Minimalist jumping robot for celestial 

exploration”, The Internation Journal of Robotics Research, 2003, Vol. 
22(7), p.653–674. 

[2] J. F. Roberts, J.-C. Zufferey, D. Floreano “Energy management for 
indoor hovering robots”, IEEE/RSJ International Conference on 
Intelligent Robots and Systems, 2008, p. 1242–1247. 

[3] R. Armour, K. Paskins, A. Bowyer, J. F. V. Vincent, W. Megill 
“Jumping robots: a biomimetic solution to locomotion across rough 
terrain”, Bioinspiration and Biomimetics Journal. 2007. No. 2. P. 65–
82. 

[4] S. Hyon, T. Mita “Development of a biologically inspired hopping 
robot—Kenken”, IEEE International Conference on Robotics and 
Automation. Stanford. 2002. P. 3984–3991. 

[5] S. A. Stoeter, P. E. Rybski, N. Papanikolopoulos “Autonomous stair-
hopping with scout robots”, IEEE/RSJ international conference on 
intelligent robots and systems. 2002. Vol. 1. р. 721–726. 

[6] P. Weiss “Hop. . . hop. . . hopbots!: designers of small, mobile robots 
take cues from grasshoppers and frogs”, Science News. 2001. N. 159. 88 
p. 

[7] С.Ф. Яцун, Л.Ю. Волкова “Моделирование движения 
многозвенного прыгающего робота и исследование его 
характеристик”, Известия РАН. Теория и системы управления. 
2013. - № 4. - С. 137–149. 

[8] С.Ф. Яцун, О.Г. Локтионова, Л.Ю. Волкова, А.В. Ворочаев “Этапы 
движения четырехзвенного робота, перемещающегося с отрывом от 
поверхности”, Научно-технические ведомости СПбГПУ. 

Информатика. Телекоммуникации. Управление. 2013. - №5. – С. 
109-118. 

[9]  С.Ф. Яцун, Л.Ю. Волкова, А.В. Ворочаев “Прыгающий робот для 
проведения поисковых работ”, Экстремальная робототехника - 
робототехника для работы в условиях опасной окружающей 
среды: труды 7-го международного симпозиума. – Санкт-
Петербург, 2013. – С. 152-159. 

[10] Л.Ю. Волкова, С.Ф. Яцун “Изучение влияния положения точки 
закрепления ноги прыгающего робота в корпусе на характер 
движения устройства”, Нелинейная динамика. - 2013. - Т. 9. - № 2. - 
С. 327–342. 

[11] С.Ф. Яцун, Л.Ю. Волкова, А.В. Ворочаев “Исследование режимов 
разгона четырехзвенного прыгающего аппарата”, Известия 
Волгоградского государственного технического университета. 
2013. - № 24 (127). – С. 86-92. 

 
Sergey F. Jatsun 
From 1975 to 1976 S.F. Jatsun worked as the junior researcher in 
Dnepropetrovsk mining institute, then enrolled in postgraduate study. He 
defended the master's dissertation in the Hungarian language at Mishkoltsky 
technical university (Hungary) in 1979, in 1982 the academic status of the 
associate professor is appropriated, in 1990 the doctoral dissertation (Riga, 
the Riga technical university) is prepared and defended. Since 1980 - the 
assistant, the senior teacher, the associate professor, and since 1989 - the head 
of the department "Theoretical mechanics and TMM" in the Kursk state 
technical university. In 1992 the academic status of professor is appropriated. 
Scientific interests of professor S.F. Jatsun are the directions "Vibration 
Machines and Technologies", "Dynamics and Durability of Machines", 
"Theory of Automatic Control", "Mechatronics", "Robotics". Sergey 
Fedorovich is the author and the coauthor of 12 monographs and more than 
250 scientific works. He received about 120 copyright certificates and patents. 
Lyudmila Yu. Vorochayeva  
Since 2010 the assistant to department of theoretical mechanics and 
mechatronics of Southwest state university, since 2011 the lecturer, since 
2014 the senior lecturer. In 2014 the academic status of Candidate of 
Technical Sciences in "Dynamics, durability of machines, devices and the 
equipment" is awarded. Scientific interests are the directions "Modelling 
Mechatronics of Systems", "Multilink Systems", "Mechatronics", "Robotics". 
Vorochayeva L.Yu. are the author more than 40 scientific works, the coauthor 
of 2 monographs, the coauthor of 4 patents for useful model and 1 patent for 
the invention.  
Alexander V. Vorochayev 
From 2008 to 2014 the student of Southwest state university in direction 
"Mechatronics and Robotics", in 2014 defended the master dissertation. 
Scientific interests are the directions "Modelling Mechatronics of Systems", 
"Programming and Algorithmization", "Mechatronics", "Robotics". 
Vorochayev A.V. is the author of 8 scientific works, the coauthor of 2 patents 
for useful model and 2 certificates on the state registration of programs.  
 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 39



 

 

  
Abstract—This paper presents the design optimization of a low 

power, low noise, broadband transimpedance amplifier (TIA) that 
finds application as a front-end stage in a fiber optic data receiver. 
The TIA achieves a gain of 65.5 dBΩ, a bandwidth of 2.44 GHz and 
an input referred current noise of 11.91 pA/Hz1/2. The design is 
implemented in a standard 0.18µm digital CMOS process and 
dissipates 18.32mW from a 1.8V supply. 
 
Keywords— Broadband Amplifier, CMOS, Design Optimization, 

Fiber Optic Receiver, High Speed Data Communication, Trans-
impedance Amplifier.  

I. INTRODUCTION 
transimpedance amplifier is a critical block of any fiber 
optic data receiver: it affects significantly cost and 

performance in terms of speed, signal to noise ratio, and 
sensitivity. The design of a TIA requires the attentive 
optimization of a number of conflicting performance metrics 
including gain, bandwidth, noise, and power consumption [1]. 
Recent advances in nanoscale technologies made it 
economically viable to design CMOS TIA amplifiers that 
meet the stringent performances required by front-end optical 
transceivers applications. Unfortunately, the complexity of the 
models required to accurately describe the behavior of CMOS 
nanoscale transistors prevent the derivation of closed-form 
analytical expression that could be effectively used in the 
design optimization flow of even the most simple circuits [2]. 
This paper describes the development of a framework for the 
design optimization of nanometer analog and mixed-signal 
integrated circuits (IC) and applies it to the implementation of 
a high-speed, high-gain, low-noise and low-power TIA in a 
0.18µm standard CMOS technology. The design optimization 
framework is implemented using MATLAB and is based on 
the gm/ID methodology [3],[4]. The ratio between 
transconductance gm and bias current ID is a figure of merit 
measuring a transistor ability to translate current (i.e. power) 
into transconductance (i.e. gain). The main advantage of using 
a gm/ID-based methodology is the capability to maintain a 
unified approach for all regions of operation of a MOS 
transistor. Having a systematic design approach from strong 
inversion to weak inversion makes the gm/ID methodology an 
ideal tool for the optimal sizing of transistors.  

 
 

This is due to the possibility of taking full advantage of the 
moderate inversion region to optimize the speed-power trade 
off. Fig. 1 illustrates the relationship between a transistor’s 
speed (i.e. the transistor’s transient frequency fT) and its power 
efficiency (i.e. gm/ID). The goal of the proposed framework is 
the development of a systematic design optimization approach 
to be used in absence of closed-form MOSFET equations.  

 

 
Fig. 1 Relationship between fT*gm/ID and gm/ID for nMOS transistors 

with channel length L varying from 0.18µm to 0.4µm  
(0.18µm CMOS process) 

 
The rest of the paper is organized as follows. Section II 

describes the TIA topology and the equations and 
approximations used to predict and optimize performances. 
Section III motivates and describes the optimization strategy 
used for the design of the TIA. Section IV discusses 
experimental results and compares them to theoretical 
expectations. Finally, Section V summarizes the results of our 
work and provides conclusions. 

II. TIA CIRCUIT DESCRIPTION 

A. TIA Topology 
The main culprit in the design of a TIA is the capacitance of 

the photodiode interfacing the fiber optic and the receiver side 
of the communication system. The photodiode capacitance 
affects significantly both bandwidth and signal to noise ratio. 
Fig. 2 depicts the overall structure of a typical optical 
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communication (OC) system. The goal of an OC system is to 
transmit and receive large volumes of data across a long 
distance. A typical OC system consists of three components: a 
transmitter, a fiber, and a receiver [5]. The transmitter is 
composed of a mux that aggregates multiple data streams into 
a single stream, a driver, and an electro-optical transducer (i.e. 
a laser diode) that converts the electrical data in optical form. 
The fiber carries the light produced by the laser from the 
transmitting end to the receiving end. The receiver is 
composed by a photodetector (i.e. a photodiode) that senses 
the light coming from the fiber and converts it in electrical 
form (i.e. a current signal), a TIA, and a demux that 
decomposes the data back into multiple streams. 

 

 
Fig. 2 Typical Optical Communication (OC) System 

 
The main challenge in designing a TIA is to devise a circuit 
topology that makes it possible to relax the limitation caused 
by the photodiode capacitance present at the input node of the 
amplifier. Over the years, several circuit techniques have been 
proposed. The most commonly used techniques include 
capacitive peaking, inductive peaking, common gate input 
configuration and common drain configuration [6]-[8]. In this 
paper the TIA is implemented using a cascade of three stages. 
To minimize the effect of the large input capacitance due to 
the photodiode the input stage is a common gate with gm 
boosted via pMOS current injection. The middle stage is a 
common source, and the output stage is a source follower. 
This topology provides low input impedance (thanks to the 
common gate), high gain (through the combination of the 
common gate and the common source stages), and the ability 
to drive a small resistive load (thanks to the low output 
impedance of the source follower). Despite the gm boosting 
technique applied to the common gate stage, the level of gm 
achievable with a 0.18µm CMOS technology is not adequate 
to achieve the bandwidth required for optical communication 
applications. To overcome this challenge, the three basic 
stages of the TIA are surrounded by a global shunt-shunt 
resistive feedback. As predictable the feedback causes peaking 
in the amplifier’s frequency response; for the proposed 
topology is possible to improve the closed loop stability of the 
TIA and eliminate peaking by using the feedback-zero 
compensation technique. The TIA is implemented in 
differential form. A differential TIA has two main advantages: 
1) the signal to noise ratio (SNR) of the system is effectively 
doubled, and 2) the common source stage can be implemented 
as a differential pair, so the biasing is considerably simpler. 
Fig.3 illustrates the TIA’s topology. 

B. TIA Circuit Analysis 
The main bottleneck of the proposed topology is the poor 
frequency response of the common source. This is due to the 

large time constant τ2 at input of the common source stage. To 
reduce the effect of τ2 the common source stage is cascoded. 
Cascoding provides two main advantages: 1) it reduces miller 
multiplication of the gate-to-drain capacitance and 2) it 
increases the intrinsic gain of the stage. These advantages are 
at the expense of a lower voltage swing. Fortunately, for the 
application at hand large signal swing is not a concern. Fig. 4 
shows the complete circuit of the TIA. The photodiode is 
modeled by the input current signal iinput and the parasitic 
capacitances Cpa and Cpb. Fig. 5 shows the equivalent AC half 
circuit of the TIA. The AC half circuit includes the feedback 
loading and it is annotated with all capacitances affecting 
frequency response.  

 

 
Fig. 3 TIA Topology  

(CG = common gate, CS = common source, SF = source follower) 
 

 
Fig. 4 TIA Schematic  

 
The expressions used to analyze the performances of the TIA 
are derived from the AC half circuit. The transimpedance 
forward gain of the half circuit is: 

a0 =
vout
iin

≈ −
gm1
* RF

1+ gm1
* RF

R1 ⋅ gm2R2 ⋅
gm3RLp
1+ gm3RLp

 (1) 

where gm1
*=gm1+gm1b and RLp= RL||RF||(1/gm3b). The shunt-

shunt feedback factor is: 

f0 = −
1
RF

 (2) 

The loop gain is: 
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T0 = a0 f0  (3) 
The overall closed loop transimpedance gain is: 

A0 =
vout,diff
iinput

≈
2a0
1+T0

 (4) 

where iinput=iin/2 and vout,diff=voa−vob. The time constant at the 
input of the common gate is:  

τ in ≈ Cin RF ||
1
gm1
*

"

#
$

%

&
'  (5) 

where Cin = CP + CF + Cgs1 +Csb1+Cddp1 and Cddp1 = Cgdp1+Cdbp1. 
The time constant at the output of the common gate (that is the 
input of the common source) is: 

τ 2 ≈ R1 ⋅C2  (6) 
where C2=Cgd1+Cdb1+Cgs2+Cgd2(1+gm2/gm2C

*).  
The time constant at the node between the common source 
transistor and the cascode transistor is: 

τ 2C ≈
1
g

m2C

* C2C    (7) 

where C2C = Cdb2+Cgs2C+Csb2C. The time constants at the output 
of the common source stage (that is the input of the source 
follower) are: 

τ 3in ≈ R2 ⋅C3in  and τ 3m ≈ Cgs3
R2 + RLp
gm3RLp +1

   (8) 

where C3in=Cdb2C+Cgd2C+Cgd3. The time constant at the output 
of the source follower is: 

τ 3out ≈ RLP ⋅ CF +Csb3( )   (9) 

The −3dB bandwidth of the TIA is estimated using the zero 
value time constant (ZVTC) method: 

f−3dB ≈
1+T0

2π τ i
for all i
∑

 (10) 

The input referred current noise power spectral density (PSD) 
is due to four primary sources: 1) the input referred current 
noise PSD due to RF, 2) the input referred current noise PSD 
due to MB1, 3) the input referred current noise PSD due to R1, 
and 4) the input referred current noise PSD due to M1P. 
 

inoise
2

Δf
=
1
2
4KT
RF

+ 4KTγngmB1 +
4KTR1
ACG
2 +

"

#
$

+4KTγ pgm1P
R1
2

ACG
2

%

&
'

 (11) 

III. OPTIMIZATION STRATEGY 
For nanoscale devices the traditional analog design 

methodology based on modeling transistors’ behavior through 
closed-form “square-law” equations is inaccurate and it results 

in an excessively large number of iterations. The square-law 
design equations are based on physical parameters (µCox, Vth, 
Vdsat, etc.) that for short channel transistors are ill-defined, so 
achieving optimal performances by properly sizing the 
components of the circuit is extremely difficult. 

 

 
Fig. 5 TIA AC half circuit with feedback loading and relevant 

capacitances 
 

In this paper rather than using the traditional “square law” 
methodology we propose to use a gm/ID based methodology. 
When designing with nanoscale transistors the gm/ID 
methodology has two main advantages. First, instead of 
relying on ill defined physical parameters (e.g. µCox, Vth, Vdsat, 
etc.) we can use design parameters (e.g. gm, fT. ID, etc.) that are 
well defined at any scale and are easier to link with the 
specifications (e.g. power consumption, bandwidth, etc.). 
Second, devices can be modeled in the form of look up tables 
(or charts) rather than closed-form equations. In the case of 
nanoscale technologies look-up tables provides a more 
accurate and practical choice.  

The key to optimally size transistors is to generate a set of 
look-up tables that are independent of the transistor gate width 
W. In this way the design can be carried out independently of 
transistors geometry. The optimization process is driven 
simply by the design specifications and a relevant set of 
figures of merit. In the proposed framework the figures of 
merit used are: 1) the transconductance efficiency gm/ID, 2) the 
transient frequency fT, 3) the intrinsic gain gmro, and 4) the 
current density ID/W. The look-up tables are generated 
characterizing the given technology through HSPICE. From 
an analog design perspective, a large gm/ID allows to achieve 
low-power and high gain circuits, while a small gm/ID is 
suitable for high-speed applications. Table I summarizes the 
properties that characterize an analog design at different levels 
of transconductance efficiency. Fig. 6 illustrates the trade off 
between transconductance efficiency and transient frequency 
of a 0.18µm nMOS technology at different levels of inversion 
Vov. Fig. 7(a)-(c) plots the transient frequency, the intrinsic 
gain, and the current density of a 0.18 µm nMOS technology 
for different values of channel length L. 

Given the TIA specifications (0.18 µm CMOS technology. 
closed loop transimpedance gain of 60 dbΩ, 2 pF photodiode, 
250Ω load, total current budget up to 16 mA, and an input 
referred current noise PSD up to 160×10−24 A2/Hz) the goal of 
the design is to maximize speed. The optimization flow 
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applied to the TIA design can be described as follows: 
1. Set the loop gain T0 to an appropriate value  

(T0 ≥ 10) and derive RF based on the design 
objectives (A0 ≥ 60 dBΩ). 

2. Set gm/ID for the transistor M3 (source follower) to 
allow max output signal swing (that is VIN3 = 
VDD/2) and compute the corresponding transient 
frequency fT. Select and appropriate value of bias 
current based on Cgg3 such that the time constants 
associated with the source follower are not 
dominant. Estimate the parasitic capacitances and 
compute the resulting gain ACD of the source 
follower. 

Cgg3 =
gm3
2π fT 3

 (12) 

                  ID3 =
gm3

gm3 / ID3
 (13) 

Fig. 8 summarizes the design exploration process 
described in this step. 

3. Partition the amount of gain needed to meet 
specification between the common source and the 
common gate: 

ACSACG =
ao
ACD

 (14) 

An excessive value of ACS causes a strong miller 
effect at the intermediate node between the 
transistors M2 and M2C and results in a non optimal 
value of the dominant time constant τ2. Similarly 
an excessive value of ACG implies an excessive 
value of R1 and results in a suboptimal value of the 
dominant time constant τ2. Appropriate values of 
ACS and ACG are in the following ranges: 

1≤ ACS ≤10 and  
ao

ACDACSmax

≤ AGC ≤
ao
ACD

 (15) 

4. Set gm/ID of transistor M1 and the value of R1 as 
the primary design variables. The values of gm1/ID1 
and R1 set the value of ACG. The value of ACG set 
the value of ACS and therefore the value of gm2/ID2 
and R2. 

5. Sweep gm1/ID1 from weak inversion region 
(gm/ID=25 S/A) to strong inversion region (gm/ID=5 
S/A) and R1 from ACG_min to ACG_max. Register the 
performance metrics of every feasible design in the 
explored space. Design feasibility and the current 
bias for the CG and CS are determined by the bias 
constrains. 

6. Determine gm1/ID1, ID1, R1, ACG, gm2/ID2, ID2, R2, 
ACS, gm3/ID3, ID3, and ACD for the TIA design that 
achieves the best bandwidthS2.  

7. Finally, determine transistor widths from gm/ID, the 
calculated ID, and the current density (ID/W) look-
up tables. 
 

TABLE I. TRANSISTOR’S PROPERTIES AT DIFFERENT LEVELS OF 
TRANSCONDUCTANCE EFFICIENCY   

 
Transconductance Efficiency  

Low gm/ID High gm/ID 

Strong Inversion Weak Inversion 

Poor power efficiency Good power efficiency 

Low output voltage range High output voltage range 

High Transient Frequency Low Transient Frequency 

Small Transistor Large Transistor 

 

 
Fig. 6 Plot of gm/ID and fT at different levels of inversion Vov  

for an nMOS transistor with channel length L = 0.18µm  
(0.18µm CMOS process) 

IV. EXPERIMENTAL RESULTS 
The proposed optimization framework has been applied to the 
design of a high gain, high speed, low noise, low power TIA 
implemented in a standard 0.18 µm CMOS process. The 
experimental results match well (within 11.3%) the analytical 
results obtained through the MATLAB optimization scripts. 
Table II summarizes and compares the results. Table III 
summarizes the value of all devices employed in the design of 
the TIA. To optimize bandwidth all transistors in the signal 
path have minimum channel length of L=0.18µm. In contrast, 
all biasing transistors have channel length of L=0.36µm. As 
long as using longer channel length does not causes excessive 
parasitic capacitance, this choice has the advantage of 
reducing the loading caused by the bias transistors on the 
signal path transistors (higher channel length implies higher 
output resistance) and it lowers the sensitivity of the circuit to 
PVT variations. Fig. 9 shows the frequency response of the 
TIA with and without compensation. The value of the 
compensation capacitance CF is calculated using MATLAB 
root locus plots. The closed loop zeros and poles location is 
determined through HSPICE pole/zero analysis. Fig. 10 shows 
the root locus of the amplifier without compensation. After 
compensation the peaking in the frequency response is 
completely eliminated and the phase margin is PM=45.19°. 
Fig.11 shows the input referred current spectral density of the 
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system. 

 
 

 

 
Fig. 7 (a)-(c) Plots of fT, gmro, and ID/W vs. gm/ID for nMOS 

transistors with channel length L varying from 0.18µm to 0.4µm  
(0.18µm CMOS process) 

 
 
 

 
Fig. 8 Source follower design optimization:  

Cgg capacitance vs. gm/ID and gain ACD 
 

TABLE II. COMPARISON BETWEEN ANALYTICAL RESULTS AND 
EXPERIMENTAL RESULTS  

 

Performance Metric Analysis Simulation % Relative 
Error 

Gain [dBΩ] 65.37 65.50 −0.20 

f3db [GHz] 2.49 2.44 2.01 

Input ref. noise  [pA/√Hz] 11.99 11.91 0.67 

Power dissipated [mW] 20.34 18.32 11.03 

Phase Margin [degrees] 47.48 45.19 5.07 

 
TABLE III. TIA DEVICE SIZES  

 
Device TIA Device Sizing  

CPa, CPb [pF] 2 

RLa, RLb [Ω] 250 

R1a, R1b [Ω] 2300 

R2a, R2b [Ω] 590 

RFa, RFb [Ω] 1000 

CFa, CFb [fF] 110 

M1a, M1b [µm] L=0.18; W=160 

M1Pa, M1Pb [µm] L=0.36; W=50 

MB1a, MB1b [µm] L=0.36; W=150 

M2a, M2b [µm] L=0.18; W=80 

M2Ca, M2Cb [µm] L=0.18; W=50 

MB2 [µm] L=0.36; W=460 

M3a, M3b [µm] L=0.18; W=32 

MB3a, MB3b [µm] L=0.36; W=220 
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Fig. 9 TIA frequency response with and without compensation  

 

 
 

Fig. 10 Root Locus of TIA before compensation 
 

 
Fig. 11 TIA input referred current noise spectral density 

V. CONCLUSION 
This paper presents a framework for optimizing the design 

of nanometer analog and mixed analog-digital integrated 

circuits. The viability and accuracy of the framework is 
validated by applying it to the design of a transimpedance 
front-end amplifier for a fiber optic receiver. The TIA consists 
of a cascade of a common gate, a common source and a source 
follower surrounded by a shunt-shunt feedback with phantom 
zero compensation. It achieves a transimpedance gain of 65.5 
dBΩ, a bandwidth of 2.44 GHz, and an input referred current 
noise spectral density of 11.91 pA/√Hz. The amplifier is 
implemented in a standard 0.18µm digital CMOS process and 
it dissipates 18.32mW from a single 1.8 V supply. 
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Abstract — In the work questions of mathematical modeling of 
motion of a quadrocopter, taking into account mass-dimensional 
properties of four electric drives supplied with a reducers are 
considered. The calculation scheme is provided and the differential 
equations on the basis of the general theorems of dynamics which 
describe the interconnected electromagnetic and mechanical 
processes in electromechanical system of drives of propellers of a 
quadrocopter are worked out. The offered nonlinear differential 
equations are solved together with the kinematic ratios, expressing 
projections of angular speed of a body to axes of the related system 
of coordinates through angular speeds of angles of roll, pitch and 
yaw. The neuronetwork method of synthesis of control is offered. 
 

I. INTRODUCTION 
Quadrocopter is an aerial vechicle with four main propellers 

which are mounting in opposite diagonal positions (Fig.1). It 
possesses a number of advantages in comparison with 
unmanned vechicles of plane type, such as: possibility of 
vertical take off and landing, maneuverability in flight, small 
take-off weight with an essential mass of payload, reliability 
and compactness, Thanks to simplicity of a design quadrocopter 
are often used in special modeling, are convenient for 
inexpensive aero photo and video producing — the photo 
(TV) camera is taken out from an area of coverage of 
propellers. 

For studying the main laws of movement of a quadrocopter, 
features of a control system necessary for device stabilization 
in a standard position and movement of the center of mass on 
the given trajectory, it is necessary to elaborate the 
mathematical model describing spatial movement of the flying 
robot.  
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II. MATHEMATICAL MODEL OF A QUADROCOPTER 
We will consider a quadrocopter as the electromechanical 

system which body can be modeled as a solid body with 6 
degrees of freedom [1], [2], [3], [4], [6], [9]. 

 
Fig. 1.  Calculation scheme of a quadrocopter 

 
Let position of the center of mass of a quadrocopter C 

coincide with the origin of relative system of coordinates of 
СX1Y1Z1, and in absolute Cartesian system of coordinates is 
described by coordinates of X, Y, Z (fig. 1). 

Orientation in space is set by Euler angles which are 
usually applied in the aircraft equipment at the description of 
movement of the device and are so-called roll, pitch and yaw. 
[5].  

They correspond to the following sequence of turns: 
1. Turn on an angle  of  ψ  concerning vertical axis OZ 

(Rz,, ψ ) — yaw.  
2. Turn on an angle of θ concerning main cross axis of 

inertia OY (Ry ,θ ) — pitch. 
3. Turn on an angle ϕ concerning a longitudinal axis OX 

(Rx, ϕ) axis — roll. 
When quadrocopter is on fly it is affected by aerodynamic 

forces of F1, F2, F3, F4, propellers attached to the centers 
of mass of rotors А1, А2, А3 ,А4, and forces of Fi are parallel to 
the CZ1 axis.  Gravity of the body mCg and rotors propellers of 
mig are enclosed in points С and Аi  respectively (fig. 1) [3], 
[4].  

Mathematical model of the quadrotor type 
unmanned aerial vehicle with 

neurocontroller 
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Position of the center of mass of a quadrocopter is 
determined by radius-vector rOС=[X,Y,Z]T.  

We will agree further vectors in frames OXYZ and CX1Y1Z1 
to designate by symbols (0) and (1) respectively. Then, for 
example, the projection of vectors of forces in (0)  frame can be 
expressed through projections of forces in (1) frame by means 
of expression:  

)1(
10

)0(
ii FTF ⋅= ,        (1) 

where 10T  - a transition matrix from (1) ty (0) system of 
coordinates. 

The matrix 10T  turns out by multiplication of three main 
matrixes of rotation and has the following appearance [6], [8], 
[9], [10]: 

Т10 = (ψ, θ, ϕ) = R(z, ψ) × R(y,θ) × R(x,ϕ)= 
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We will write down obvious equality:  
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where  l – distance from the center of mass of a quadrocopter  
С to the center of mass of rotors of Аi.. 

We will determine velocities of points of Ai, having 
differentiated equality (3) on time: 

dt

r

dt
r

dt

r
ii

i

CAOCOA
A

)0()0()0(
)0( +==υ                                (6) 

The derivative on time from equality (4) gives: 
)1(

10
)0()0(

ii CAÑA rT ⋅+υ=υ           (7) 

where ZkYjXiÑ
 ++=υ )0(  - velocity of the center of mass of a 

quadrocopter. 
We will determine linear momentum for i-oh mass by a 

formula: 
)( )1(

10 iii CACiAi rTmmq ⋅+υ=υ=     (8) 

We will find change of linear momentum from expression: 
)1(
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)1(
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=      (9) 

Vector of linear momentum of the considered system 
consisting of the body and 4 propellers, we will determine by a 
formula: 

∑ υ+υ=
=

4

1i
AiAiCC mmQ      (10) 

We will write down the theorem of change of linear 
momentum  of mechanical system in a differential form: 
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After the corresponding transformations we will receive 
system of the differential equations describing motion of the 
center of mass of considered system (quadrocopter): 
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   (12) 

where  m = mC+mi –  total mass of a quadrocopter. 
We will consider angular velocities of rotation of rotors of a 

quadrocopter in local system of coordinates of СX1Y1Z1 (fig.2). 
For this purpose we will enter system of coordinates of Аixiyizi, 
which coincides with the center of mass of mi of rotors. 

 

 
 

Fig. 2. Calculation scheme of definition of the kinetic 
momentum of a quadrocopter  

 
For i-th a rotor we will determine a vector of absolute 

angular velocity of rotation by a formula:   
;4...1, =ω+ω=Ω iCii         (13) 

iziiyiixii kji ω+ω+ω=ω ;        
      

111 111 CZCYCXC kji ω+ω+ω=ω ,     (14) 
where i1, j1, k1 и ii, ji, ki  - ort vectors of system of coordinates 
СX1Y1Z1  and Аixiyizi, Ωi - absolute angular velocity of 
rotation i-th a rotor in system of coordinates СX1Y1Z1; ωС, ωi 
- vectors of angular velocitys of rotation of the body and i-th  
rotor in system of coordinates of  СX1Y1Z1  and Аixiyizi  we will 
consider as: 
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We will define the moment in of linear momentum of a  rotor 

in system of coordinates Аixiyizi 
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- tensor of inertia of a rotor.  

Then the kinetic momentum is equal: 
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We will define the kinetic momentum of system: 
∑+= iC LLL ,          (19) 

where CCC IL ω=  - the kinetic momentum of the body 
concerning the center of mass of a quadrocopter; 

iAiii mlIIL
i

Ω+=Ω= )( 2  - the kinetic momentum of i-th rotor 
concerning the center of mass of a quadrocopter in system of 
coordinates СX1Y1Z1. 

Tensors of inertia IC of the body and i-th  rotor  Ii taking into 
account that the main axes of inertia of mechanical system are 
the main central axes of inertia are equal: 
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Taking into account (21), (22) the expressions (19) will have 
an appearance: 

 

ii
z
AiZi

z
Ai

Z
C

Yi
y
Ai

Y
C

Xi
x
A

X
C

lmJlmJJ

lmJJ

lmJJ

L
i

ω∑+∑+ω∑ ∑++

∑ ω∑ ++

∑ ω∑ ++

=

)()(

)(

)(

22

2

2

1
1

1
1

1
1

∑ ω+ω

ω

ω

=

i
z
iZ

Y
Y

X
X

JJ

J

J

Z
1

1

1
1

1
1 , (23) 

where ∑∑ ++= 211 lmJJJ i
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moments of inertia. 
For receiving system of the differential equations describing 

rotation of considered system, we will apply the theorem of 
change of the kinetic momentum of mechanical system [6]: 
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Then taking into account (12) and (25) full system of the 
differential equations describing motion of a quadrocopter can 
be presented in a form: 
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        (26) 

The system of the equations (26) needs to be solved together 
with the kinematic ratios expressing formulas of projections of 
angular velocity of the device and angles of roll, pitch and 
yaw: 
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Between the angular velocity of propellers and valne of the 
operating voltage arriving on electric motors we will write 
down equation in a form [1], [2]: 
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 (29) 

where KM – the coefficient of proportionality called by a 
constant of the moment of the electric motor; N=ωi /Ωi – 
transfer relation of a reducer equal to velocity of the ωi  
electric motor to divide into velocity of the propeller Ωi; η- 
effectiveness ratio  which connects mechanical energy of an 
axis of the engine and the propeller;  JP, JM  − the moments of 
inertia of a rotor round an axis of the propeller and a motor 
axis respectively; сЕ, cMi - the coefficients of proportionality 
called according to constant the electromotor force of the drive 
and the moment of the electric motor; d - aerodynamic 
constant; R - active resistance of a winding of a rotor. 

As a result, the mathematical model of a quadrocopter is 
presented by system of the equations (26)-(28). This model 
allows to build and investigate various six-DOF controlled 
motions of a quadrocopter. 

III. NEUROCONTROLLER  
In tasks for underactuated systems, some of which are 

considered in [7], control is based proceeding from properties 
of passivity of system with use of a energy method. In this 
section we will offer a neuronetwork method of synthesis of 
control. It, in particular, allows to overcome a problem of the 
specified deficiency. 

On the basis of results of numerical modeling on basis  of the 
model described above training set which covers space of 
possible movements is formed.  Further in this space the 
network is trained, necessary weight coefficients are calculated 
and the network is used for synthesis of motion.  

Two main options are considered. In the first linear sensors 
of coordinates and device angles (according to the navigation 
equipment), in the second – sensors of accelerations on six 
axes of the device were used.  In this case the composite 
(hybrid) network represented in fig. 3 is realized.  The first 
pairs of blocks 1-6 of the networks form a recurrent network of 
Jordan type for calculation of coordinates on accelerations 
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(actually, for double integration of accelerations), the finishing 
7-th block, is a three-layer network for final calculation of 
control.  

The carried-out modeling showed rather effective operability 
of this scheme. 
 

 
 

Fig. 3. Composite neuronet for synthesis of control on 
sensors of accelerations 

IV. MODELLING OF PROCESS OF THE TAKE-OFF AND 
LANDING OF QUADROCOPTER 

We will consider as an example the vertical take-off and 
landing of a quadrocopter, with neurocontroller using, and 
angular velocities of all four propellers identical and are equal 
to Ω. 

We will break a trajectory into three stages: 1 – take-off, 2 – 
hovering quadrocopter, 3 – descent and landing, also we will 
consider each of them. 

1 stage. 0 ≤ z ≤ H, х=х0, y=y0, z=z(t), where х0,y0 – 
parameters of take-off, H – take-off height. 

The detachment of a quadrocopter from a surface, or, the 
beginning of flight, occurs if the condition is satisfied: normal 
reaction of the support surface R=0 (Fig. 4). 

 

 
Fig.4. The detachment of a quadrocopter from a surface: 
R – normal reaction of a surface, Fi – traction force of the 

propeller,  mg – weight of quadrocopter 
 
Let take-off (flight) of a quadrocopter from a surface occurs 

under the following law: 
dctbtatz +++= 23  ,                    (29) 

and the law of change of velocity is: 

        cbtatz ++= 23 2
          (30) 

where a, b, c – constants, defined from boundary conditions: 

 at      ,0;0;0 === zzt                        (31) 

at     ,0;;1 === zHztt                                    (32) 

Solving the equations (29) and (30) taking into account (31), 
(32) we define the equation describing vertical flight of a 
quadrocopter on height of H during t1: 

                               3
3
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2
2
1

23)( t
t
Ht

t
Htzz −== ,                  (33) 

where t1 -  time of take-off. 
2 stage. z = H, х=х0, y=y0, time of hovering quadrocopter - 

t2. 
3 stage. H ≥ z ≥ 0, х=х0, y= y0, z=z(t), where х0, y0- 

coordinates of landing point.    
Descent from height Н during time t3, is carried out under the 

given law:  
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t
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−
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=      (34) 

where t1,  t3,- take off and landing time of a quadrocopter. 
Then T=∑ti – total time of flight. 
 

The result of modeling of process of a take-off / landing is 
given on Fig.5. 

 
Fig.5. The graph of modes of take-off, hovering quadrocopter, 

and landing of a quadrocopter in time:  
1- real, 2- theoretical; t1 – take-off time, t1 - t, - hovering 

quadrocopter time, t3 - hovering quadrocopter and landing 
time for quadrocopter 

V. CONCLUSION AND FUTURE WORK 
The calculation scheme and mathematical model of spatial 

movement of the quadrocopter, considering the gyroscopic 
effects, rotating propellers, mass-dimensional properties of 
four electric drives supplied with a reducer, kinematic links, 
properties of electric motors, algorithms of elaboration of 
control data is offered. The method of synthesis of control on 
the basis of the neurocontroller is offered. 

Further it is planned to create adaptive algorithm which 
consists in use of various techniques of stabilization on three 
angles of ψ, θ, ϕ for various modes and flight conditions. It is 
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assumed to solve a problem of optimum synthesis of criterion 
of speed when moving a quadrocopter from one point in 
another. It is assumed to choose areas of the rational 
parameters defining optimum operation of drives of a 
quadrocopter in various modes for the neurocontroller, which 
will allow to provide movement of a quadrocopter on the 
given trajectory. 
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Abstract— The following paper presents an assistive 

rehabilitation scheme for patients with upper limb impairments such 
as strokes. Based on the tracking of predefined trajectories either in 
Cartesian or joint space, the system allows an adjustable degree of 
variation with respect to the ideal trajectory. The amount of 
variations allowed is adjusted through the coefficients of an 
admittance function. It performs the transformation between the 
opposition forces, from the patient to the robot, and makes it divert, 
within certain limits, from the original trajectory. 

Keywords—7DOF exoskeleton, admittance, assisted 
rehabilitation, upper limb rehabilitation. 

I. INTRODUCTION 
Stroke is a sudden loss of blood flow to the brain. Most 

strokes occur by an occlusion (when a blood clot blocks a 
blood vessel in the brain, interrupting the supply of blood and 
oxygen to the brain cells in that area) or either a rupture of a 
major cerebral artery and the resulting bleeding. In both types 
of stroke, brain cells may die, causing the parts of the body 
they control to stop functioning [1, 2]. Strokes are a very 
important health issue in the world. According to the World 
Health Organization, 15 million people suffer from a stroke 
throughout the world every year. Out of all of these people, 5 
million die directly because of it and another 5 million are left 
permanently disabled [3]. One of the most common 
consequences after a stroke is paralysis (the inability of a 
muscle or group of muscles to move voluntarily) which affects 
up to 90 percent of stroke survivors. Many stroke survivors 
experience one sided-paralysis. The most common kind 
(approximately 80 percent) is hemiparesis, which causes 
weakness or inability to move one side of the body. Spasticity 
affects roughly 40 percent of stroke survivors and is 
characterized by stiff or tight muscles that constraint 
movements [4]. The main treatment for these cases is 
rehabilitation: the process of helping an individual achieves the 
highest level of independence and quality of life possible. 
When rehabilitation is possible, it implies many hours of 
highly skilled and extensive physiotherapy procedures. 
However, the amount of people that can bring this support is 
not sufficient to carry out with all the patients. The recovery 
progression can be a lifelong process and while some people 
recover quickly, others can deal with it for a very long time, 
even for the rest of their lives. The use of robot assistance in 
rehabilitation is a very important point of interest. 

For the purpose of providing rehabilitation assistance for 
the upper limb and daily assistance, the ETS - Motion Assistive 
Exoskeleton Robot for Superior Extremity (ETS-MARSE) is 
under development [5-7]. Currently it comprises a seven 
degree of freedom (DOF) exoskeleton, designed to cope with 
full motion capabilities of the arm’s main movements, that are 
at the shoulder, elbow and wrist levels, combined or 
individually. So far the work has been developed to the point 
of passive rehabilitation, which means that the exoskeleton 
executes movements along predefined trajectories moving the 
subject’s arm with its own movements to help improve the 
range of movement. This paper describes the first movement 
towards the next rehabilitation step: assistive rehabilitation, in 
which the robot takes information from the human-machine 
interaction, in this case through contact force feedback between 
the structure and the person’s arm and uses it to actively 
modifying its rehabilitation task. In this step of the research, 
the robot also has the instruction to follow a predefined 
rehabilitation exercise; however, the system is measuring the 
force on the subject that opposes the predetermined movement 
and allows certain adjustable degrees of variation of the 
trajectory (or more or fewer degree of help from ETS-
MARSE). This encourages the patients to actively participate 
in the exercise by attempting to follow the path, and motivates 
them to improve their accomplishments. 

This paper is organized as follows. Section II, presents the 
scheme that will allow the robot to adjust the amount of 
assistance that will be provided to the patient. In Section III, 
the experimental setup of the system is described. Section IV 
summarizes the implementation and the results and finally, 
Section V presents the conclusions and the future work. 

II. TRAJECTORY DEFINITION 
In robotics, a trajectory defines a movement of the robot in a 
multidimensional space. This trajectory has information 
regarding the position, velocity and acceleration for each 
degree of freedom in time [8]. To command the robot’s 
movement, the user defines a desired trajectory that includes 
this information. It is generated usually by means of a 
trajectory planner. 

A. Trajectory planner 
The base trajectory planner for ETS-MARSE is based on 

joint space specification. It is performed in real time on the 
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processor designed for that purpose of the system (PXI-8108), 
described in section III. Initial and final positions for each joint 
are specified as well as intermediate points, if desired. The 
transition between trajectory segments is always done with 
velocity of zero, because they generally indicate changes in the 
direction of the movement (i.e. to do a flexion and extension of 
the elbow means to move it from 90º to 170º and then back to 
90º.) The trajectory is then calculated by the method of cubic 
polynomials [8]. 

In rehabilitation, it is often useful to specify a desired 
trajectory in the Cartesian space, that is, to specify movements 
with an immediate sense, as a straight line or for example 
following a geometrical shape as a triangle, rectangle, etc. For 
the ETS-MARSE robot, the trajectory can be specified either in 
the joint space or in Cartesian space (robot workspace); 
nevertheless, the trajectory tracking is always executed in joint 
space. Thus, it is necessary that given a position and orientation 
of the end effector in Cartesian space, find the joint positions of 
the robot that can accomplish this desired configuration. When 
the case arises, the method of the pseudo inverse of the 
Jacobian is used. It is known that the Jacobian matrix of a robot 
relates the joint velocities with linear and angular velocities of 
the Cartesian space. 

  (1) 

where  is the velocity vector of the end effector, 
 is the joint velocities vector and  is the 

robot Jacobian matrix. However, for the case of a redundant 
robot like ETS-MARSE (7 DOF), the Jacobian matrix is 
rectangular. To obtain a solution for the inverse problem of (1), 
one possible solution is proposed [9]: 

  (2) 

where  is the generalized 
pseudo-inverse. The method can be enriched by adding null 
space characteristics to the right side of the equation with the 
term , where  is an arbitrary vector that 
can be used for tasks as obstacle avoidance. 

B. Addmitance modified trajectory planner 
For the assistive rehabilitation that is proposed in this 

paper, the idea is to modify the predefined trajectory in relation 
to the subjects’ movement limitations. As it is described in 
Section III, the system measures the force exerted by the user 
at the level of the end effector of the robot. The first step is to 
transform this information in something more representative of 
how the subject’s opposition force affects each DOF of the 
exoskeleton, i.e. joint torque. 

Another property of the Jacobian matrix is that as a 
consequence of the virtual work principle, its transpose assigns 
Cartesian forces to joint torques. When the Jacobian matrix is 
expressed with respect to the base frame of the manipulator, 
the force-moment vector referenced to the same frame can be 
transformed as: 

  (3) 

where  is the  vector of torque actuating in the 
articulations and  is a force-moment Cartesian vector of 

. The zero leading super indexes specify that they are 
defined with respect to the base frame. This relation gives us 
the effect of the user’s opposition force in terms of joint 
torques. 

Impedance can be defined as a transfer function between 
the external force acting on the manipulator and its 
displacement [10]. Usually this kind of relation takes the form 
of a mechanical mass-spring-damper system. Knowing the 
result from (3) and applying the impedance definition in the 
form of an admittance relation, we have a direct form to 
modify the desired trajectory.  

  (4) 

where  is the new desired trajectory defined by the 
admittance,  the original desired trajectory from the 
trajectory planner and the last right term of the equation in the 
parenthesis, the chosen admittance function. 

III. SYSTEM OVERVIEW 
The current architecture of the system is depicted in Fig. 1. 

The exoskeleton robot arm is an open chain all revolute 7DOF 
wearable manipulator-like robot; it was designed for its joints 
to correspond to the principal degree of freedom of the human 
arm. Those are: 

• 3DOF at shoulder level for horizontal flexion/extension, 
vertical flexion/extension and internal/external rotation,  

• 1DOF for elbow flexion/extension, 

• 1DOF for forearm pronation/supination, and 

• 2DOF at the wrist level for radial/ulnar deviation and 
flexion/extension. 

The exoskeleton structure has a force sensor mounted in the 
end effector (tip) of the robot, which is at the level of the 
handle where the patient’s hand must be positioned. For 

Fig. 1. ETS-MARSE system hardware overview. 
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illustrative purposes, a schematic of the ETS-MARSE as well 
as an image showing a person wearing it is presented in Fig. 2. 
The joints are driven by brushless DC motors, one for each 
articulation, incorporated with harmonic drives. An output 
driver that receives a voltage level as its reference control 
signal controls each motor. Also each motor has a Hall effect 
sensor, which are used for position feedback of the joints. 

These drivers, among security, communication and general 
circuitry are mounted on a backplane card developed at the 
ETS. This backplane collects analogic and digital signals and 
connects through the proper interface cards to an NI PXI-
7813R (Remote Input Output card) placed on an NI PXI-1031 
chassis. The card has an integrated FPGA in which executes 
the low level control: A PI controller for the current loop of the 
motors, the position feedback via the Hall effect sensors 
monitoring and the collection of the force sensor inputs. Also 
in the chassis is mounted a PXI-8108 controller. Its embedded 
dual core processor (Intel® Core™ 2 Duo) executes the high 
level control: the robot’s operating system which is responsible 
for running the MARSE through its different operation states, 
and the trajectory tracking controller. In this case we are using 
the nonlinear control technique known as Virtual 
Decomposition Control (VDC), a very effective newly control 

technique [11]. The details about the implementation of the 
VDC are out of the scope of this paper. 

Finally a PC is connected to the PXI via a local Ethernet 
network that collects from the PXI the data resulted from the 
robot execution. This data is used to analyze the performance 
in trajectory tracking and other useful data for development 
purposes. Also this computer works as the user interface from 
which the desired trajectory is selected, including the selection 
of Cartesian or articular space trajectory. The primitive 
commands to the robot are sent also from this PC, these are: 
system on, motors on, reset, initialize, start and abort (also the 
system have an emergency stop button, since it is a human-
machine interface, security is a major concern issue.) The 
software limits of the joint movements in position and velocity 
can be setup from this interface. Finally the interface has the 
option of manual operation of the motors and it can provide 
feedback of motor position in real time in a user reasonable 
update rate (very much slower that the position refresh rate 
used in the controller). 

IV. EXPERIMENTAL RESULTS AND SIMULATIONS 
As was mentioned in Section III, the experimental setup 

was performed with the VDC technique that works at an 
update rate of 1 ms. The experiment described below was 
executed with a 31 years old healthy male subject with a mass 
of 83 Kg and 182 cm height. The experiment performed was an 
elbow extension-flexion movement. It can be seen in Fig. 3. 
The elbow initiates at a start position of 90º, then goes to 5º, 
then to 115º and ends at 0º. 

If we analyze this movement in the Cartesian space, it can 
be seen as a portion (110º) of a semi-circle. Because the 
opposition force to this movement that the subject voluntarily 
(testing on a healthy subject) exerts toward the robot the 
trajectory deflects from the predefined one. Fig. 4 shows the 
effect of this action. It can be seen in red the original desired 
trajectory, and in blue the new trajectory that is affected by the 
user interaction. The black line shows the tracking of the 
controller that can be seen very close of the admittance 
modified trajectory. The controller performance is not part of 
the scope of this paper; nevertheless, it was developed to 
ensure reliable results of the experiments. 

In order to test the effects of modifying the parameters of 
the admittance function, it is considered that two human force 
inputs to the system cannot be equal. For this reason, to be 
consistent in the comparison, the force sensor input captured 
from the experiment shown above, is fed into a simulation. The 
first result, shown in Fig. 5, preserves the admittance relation 
of the physical test. Thus it shows the same deflection, but with 
almost perfect tracking. Then, the admittance function is 
modified to force the robot to give more assistance to the 
subject. It can be seen in Fig. 6 that the trajectory will not 
allow so much drifting from the intended rehabilitation 
trajectory as in the previous case. Finally we relax the 
admittance function to provide low assistance, and the results 
of this trajectory will be a very erratic movement far away 
from the intended rehabilitation exercise as can be seen in Fig. 
7. 

 
Fig. 2. ETS-MARSE and subject wearing ETS-MARSE. 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 53

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 53



To finish the analysis from the Cartesian point of view, 
from the results of the experimented performed with the robot 
(Fig. 4), the trajectories for each Cartesian axis with the force 
and torque measured with the force sensor are shown in Fig. 8. 
In the plots of the left, which corresponds to the trajectories in 
the Cartesian axes, the solid line represents the original 
trajectory of the movement without any modification; the 
dotted line represents the trajectory modified by the admittance 
function that was followed by the human-robot system. It can 
be seen how the forces and torque, in the center and right 
columns respectively, affect the desired trajectory. 

V. CONCLUSIONS AND FUTURE WORK 
As can be seen from the experimental results, the present 

work can actively help a patient to accomplish a specified 
trajectory (a rehabilitation exercise). According to the 
evolution and the needs of the patients, the robot can vary the 
assistance provided. It is important to say that the robot will not 
force beyond capabilities of rehabilitation to the patient to 

fulfill a trajectory, a qualified therapist must adjust the limits 
according to the requirements. The amount of variation of the 
trajectory can be quantified as an excellent measurement of 
progression of the patient. As the next step for active assisted 
movement, the system will be provided with a virtual 
environment. It will provide the patients with visual help in the 
tracking of the movement objectives and will incorporate a 
variety of exercises in a game-based experience and 
incorporate powerful tools to track the evolution through the 
sessions. The next step in this research in force based 

 

 
Fig. 3. Test performed: Elbow extension/flexion. 

 
Fig. 4. Elbow flexion-extension results in Cartesian space. 
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Fig. 7. Simulation with low degree of help. 
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Fig. 5. Simulation of real results 
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rehabilitation is to move to active rehabilitation, which means 
that the patient will have control of his own movements 
without predefined trajectories, and the robot will help to 
accomplish that user desired movement. 
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Fig. 8. Cartesian overview of the trajectory and forces and torques of the system. 
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I. INTRODUCTION 

 
Abstract—The Pseudo spectral Time Domain (PSTD) method is 

proposed to analyze transient voltage and current wave propagation in 
transmission line (TL). The PSTD method uses the Fourier Transform 
to solve the spatial derivatives in the telegraphers’ equations, while 
the time derivatives are approximated by central finite differences. 
The application of the PSTD method to TL equations requires 
adequate models to eliminate the wraparound effect produced by the 
FFT periodicity. In this work a lossy TL is proposed to model 
terminal conditions at the TL ends. Illustrative examples are given to 
compare the proposed PSTD method with the traditional Finite 
Difference Time Domain (FDTD) and analytical methods. 
 

Keywords— Pseudospectral Time-Domain (PSTD) method, fast 
transients, telegraphers’ equations, transmission lines.  

RANSMISSION line (TL) theory is widely applied to 
model wave propagation in one-dimensional domains as 
wires, cables, dielectric slabs, striplines, optical fibers, 

waveguides, carbon nano tubes and graphene structures used to 
transmit power or signals in electrical and electronics 
engineering.  In many applications it is important to obtain the 
direct, time-domain solution of the TL equations and the 
knowledge of the electrical quantities along the TL axis. It 
generally occurs for nonlinear problem or to evaluate the 
radiated emission. To this aim the finite-difference time-
domain (FDTD) method is widely applied for the analysis of 
transient wave propagation.  By the FDTD method, the spatial 
and time derivatives of the telegraphers’ equations are 
approximated by central finite differences, and the voltages 
and currents are located at different positions in a staggered 
grid. The FDTD method exhibits a second order accuracy in 
both space and time. Therefore, it achieves good accuracy only 
when the TL domain is finely discretized. Usually the spatial 
discretization must be of about 10-20 cells per wavelength at 
the highest frequency under consideration. In the PSTD 
method [1], the spatial derivatives are solved numerically by 
the Fast Fourier Transform (FFT) while the time derivatives 
are solved using a central finite differences scheme staggered 
in time by Δt/2 using the leapfrog integration as in the FDTD 
method, Δt representing the time discretization. 
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With regard to the spatial discretization used in the PSTD 
method,  the field components are in a collocated grid and not 
in a staggered one as in the traditional FDTD method since the 
spatial derivatives are approximated using the Fourier 
Transform and not by a finite difference. In this work, the 
PSTD method is applied to solve telegraphers’ equations. 

The FFT produces a spatial periodicity and the late-time 
solutions are corrupted by waves propagating from other 
periods. This phenomenon is known as the wraparound effect.  
In a TL the wraparound effect produces the following effect: 
the voltage and current waves transmitted at a TL termination 
do not disappear, but they will emerge again at the other end of 
the TL. This undesired effect can be removed by terminating 
the TL with an absorber realized as a distributed load.  

Simple TL configurations are analyzed by the proposed 
PSTD method and the obtained results are discussed. 

II. TL EQUATIONS SOLUTION BY  PSTD METHOD 
A uniform lossy TL of length  and terminated on 

impedances Z0 and Z


 is considered as shown in Fig. 1. The 
telegraphers’ equations in time domain are given by [4]-[7] 
 

( , ) ( , )' ( , ) 'V x t I x tR I x t L
x t

∂ ∂
− = +

∂ ∂
          (1a) 

( , ) ( , )' ( , ) 'I x t V x tG V x t C
x t

∂ ∂
− = +

∂ ∂
          (1b) 

 
where x is the line axis, t is the time instant, V is the transient 
voltage, I is the transient current, R’ the per unit length (p.u.l.) 
series resistance, L’ the p.u.l. series inductance, G’ the p.u.l. 
shunt conductance and C’ the p.u.l. shunt capacitance. 
 The numerical solution of (1) is often obtained by the FDTD 
method using the Yee algorithm. By this approach, both spatial 
and time axes are discretized in spatial and time intervals, ∆x 
and ∆t respectively, and the spatial and time derivatives in (1) 
are approximated by central finite differences. Furthermore, 
(1a) and (1b) are solved at different time instants (staggered in 
time). 
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Figure 1.  TL configuration.  
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In the PSTD method, the time derivatives in (1) are 
approximated by finite differences as in the FDTD method, but 
the spatial derivatives are solved by the Fourier Transform as 
explained in the following. The Fourier Transform of a 
function g(x) (solution of the wave equation) is defined as: 

 

[ ]( ) ( ) ( ) xjk x
xG k F g x g x e dx

∞
−

−∞

= = ∫           (2) 

 
where G represents the transformed function in the k-domain, 
F the Fourier Transform operator in x-direction and kx is the 
variable representing the numerical wave vector along the x-
axis [1]-[3]. 

The spatial derivative of g(x) is given in the Fourier domain 
by 
 

[ ]1( , ) ( , )x
g x t F jk F g x t

x
−∂

 = − ∂
           (3) 

 
where 1F −  denotes the inverse Fourier Transform operator in 
the x direction.  

By applying (3) to (1), it yields: 
 

[ ]1 ( , )( , ) ' ( , ) 'x
I x tF jk F V x t R I x t L

t
− ∂

 − − = +  ∂
     (4a) 

 

[ ]1 ( , )( , ) ' ( , ) 'x
V x tF jk F I x t G V x t C

t
− ∂

 − − = +  ∂
    (4b)  

III. SPATIAL AND TIME DISCRETIZATIONS OF PSTD MODEL 
A great advantage of the PSTD over the FDTD is that the 

spectral domain method can be viewed as a finite difference 
method with infinite order of accuracy because the Fourier 
Transform resolves exactly the original spatial derivatives in 
the k-space. It means that the PSTD method is not affected by 
any numerical dispersion [1]. For this reason the PSTD will 
allow a much coarser discretization of the computational 
domain than that required by the FDTD method. Indeed,   
while the FDTD method requires a spatial discretization of a 
minimum of 10-20 cells per wavelength to achieve good 
accuracy, the PSTD method requires only 2 cells per 
wavelength as demanded by the Nyquist sampling theorem [1]. 
Then, the size of a cell in the PSTD method must be  

 
min

2
x λ

∆ ≤                    (5) 

 
where λmin is the minimum wavelength corresponding to the 
maximum frequency fmax of the problem under consideration.  

The Fourier transforms in (4) can be numerically carried out 
by the FFT in some fixed spatial points xi  separated each other 
by the spatial interval ∆x [1]. Differently from the Yee 
algorithm, the PSTD method does not need the use of the 
staggered grid in space because the spatial derivatives are 
calculated via the Fourier Transform. So the voltage V and the 

current I are calculated in the same points xi. The time 
discretization in the PSTD method is not strictly related to the 
spatial discretization. This aspect is the most relevant 
difference from the FDTD method, where the time and spatial 
intervals are linked together by the leap-frog scheme and 
Courant stability condition.  

In the PSTD method different time integration schemes have 
been used [1]-[3]. In this work, we use a simple second-order 
accurate-in-time scheme approximating the time derivatives by 
central differences. The time axis is uniformly discretized in 
equal time steps ∆t. The voltage V and the current I are 
separated by ∆t/2 following the classic leapfrog integration 
scheme. It means that (4a) and (4b) are solved respectively at 
t=n∆t and t=(n+1/2)∆t, and (4) can be rewritten as: 
 

1/ 2 1/ 2
1

1/ 2 1/ 2

'
2

         '

n n
n i i

x i

n n
i i

I I
F jk F V R

I I
L

t

+ −
−

+ −

+  − − =  

−
+

∆

       (6a) 

 
1

1 1/ 2

1

'
2

        '

n n
n i i

x i

n n
i i

V V
F jk F I G

V V
C

t

+
− +

+

+  − − =  

−
+

∆

       (6b) 

 
assuming the following notation for the voltage and the current 
in the discrete spatial points xi : ( , )n

iV V i x n t= ∆ ∆  and 

( )( )1/ 2 , 1/ 2n
iI I i x n t+ = ∆ + ∆ .  

The updating equations are then obtained by (6) as: 
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For stability reasons, the time step ∆t must satisfy the 

following condition [1]: 
 

2 xt
vπ

∆
∆ ≤                   (8) 

 
where v is the maximum speed of propagation inside the 
transmission line.  

It is interesting to compare the computational cost of the 
PSTD method with that of the FDTD method. The classical 
FDTD discretization of a 1D domain requires at least 

min /10FDTDx λ∆ =  and min /10FDTD FDTDt x v vλ∆ = ∆ = , while 
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the PSTD requirements are: min / 2PSTDx λ∆ =  and 

( ) ( )min2 /PSTD PSTDt x v vπ λ π∆ = ∆ = . It is simple to evaluate 
/ 5PSTD FDTDx x∆ ∆ =  and / 10 /PSTD FDTDt t π∆ ∆ = . We will 

obtain PSTDN  spatial samples in the PSTD and FDTDN  in the 
FDTD scheme, and the spatial ratio is x PSTD FDTDr N N= =5. 
The time discretization ratio is 2t xr r π= . At each time step 
the computational complexity of the PSTD is 

2( log ( ))PSTD PSTDO N N  and that of the FDTD is ( )FDTDO N . 

IV. PSTD METHOD APPLICATION TO TRANSMISSION LINE 
The main disadvantage of the PSTD method consists in the 

wraparound effect. Because of the FFT use, a periodicity over 
x axis is assumed and the solution in the latter time is corrupted 
by wave coming from other spatial periods (wraparound effect) 
[1].  This effect can be mitigated by absorbing the outgoing 
wave at the end of the domain, i.e. TL termination ends. By 
this absorption, the wraparound effect is practically removed 
since the wave at the end of the TL after absorption is quite 
negligible. In the past, several authors have used Berenger's 
perfectly matched layers (PML) [8] to absorb the wraparound 
effect. This method can be successfully adopted in TL 
applications, but it is valid only for matched conditions of TLs, 
which are not always verified in practical TL applications. So 
it is necessary to introduce adequate models to simulate 
different TL terminal conditions, e.g., from short circuit 
conditions to open end conditions. 

In this work lossy TLs located at both terminations of the 
line are proposed to eliminate the transmitted waves avoiding 
that they appear again at the other TL end. The lossy TLs must 
have the following two characteristics:  
1)   reflect the incident waves as demanded by the terminal 

load conditions; 
2)  absorb quite totally the transmitted waves. 

These requirements can be obtained for a large class of load 
conditions by a lossy TL with an input impedance equal to that 
of the terminal load in order to satisfy 1) and with high 
attenuation in order to satisfy 2). 

The lossy TLs can be modelled by a series cascade of 
lumped circuit cells as shown in Fig. 2. The number of the 
cells depends on the wave shape of the transmitted voltage and 
current waves. The lumped circuit parameters of the equivalent 
absorbers (Rabs, Labs, Gabs ,Cabs)  are derived by the circuit 
theory depending on the number of the cells and on the 
required input impedance. 

 
 

 

 

Cabs Gabs 

Rabs Labs 

 
Figure 2.  Lumped circuit cell. 

The procedure to apply the proposed method is described as 
follows. First, the considered TL of length  is discretized 
uniformly in uniform sections of length ∆x giving rise to Nx 
points xi where the voltage V and the current I are calculated, 
i.e. xi = i∆x being i=1,..., Nx. Then, a number of absorbing cells 
are introduced to eliminate the transmitted waves at both ends 
of the TL, i.e. ahead of point x1 and behind of point xNx, as 
shown schematically in Fig.3.  

 

 

 

∆x 
 x 

 0 
absorbing 

cells 
 

absorbing  
cells 

 

x1 
 

x2 xNx 
 

xNx-1 
 

 
Figure 3.  Spatial discretization of the TL and introduction of lumped circuit 

cells  at both TL ends. 

V. APPLICATIONS 
An aerial wire conductor above a perfectly conductive 

ground is examined as test case. The configuration of the 
considered TL is: wire radius r0=0.25 mm, length =20 m and 
height h=0.1 m. The TL parameters are: p.u.l. inductance 
L’=1.33 µH/m, p.u.l. capacitance C’=8.36 pF/m. For lossless 
TL (i.e., R’=G’=0) the characteristic impedance is Zc=398.9 Ω 
and the line velocity v coincides with the free space velocity. 
The TL is matched at both ends and excited at the left end by a 
Gaussian pulse. The line matching is performed by PML cells 
located at both the extremities of the domain under study. In 
the first application the TL is considered to be lossless and the 
spatial domain is coarsely discretized assuming ∆x=0.3 m and 
∆t=318 ps. The transient voltage wave at x=15 m is shown in 
Fig.4, where the results are compared with the exact solution 
obtained by the analytical solution in frequency domain via the 
Fourier transform and with the FDTD solution. It is evident 
that the FDTD method is less accurate than the PSTD method 
for the considered configuration. Then, a finer spatial 
discretization is used assuming ∆x=0.05 m and ∆t=53 ps,  and 
the obtained results are shown in Fig. 5. In this case the 
accuracy of the PSTD and FDTD methods is similar. 
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Figure 4. Transient voltage at x=15 m assuming ∆x=0.3 m and ∆t=318 ps for a  

lossless TL matched at both ends (Z0 = Z


 = Zc). 
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Figure 4.  Transient voltage at x=15 m assuming ∆x=0.05 m and ∆t=53  ps for 

a  lossless TL matched at both ends (Z0 = Z


 = Zc). 

 
The same TL configuration is analyzed assuming a short-

circuit condition at the right end. The voltage wave at x=15 m 
is depicted in Fig. 6 where you can see the reflection produced 
by the short-circuit terminal condition. 
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Figure 6. Transient voltage at x=15 m assuming ∆x=0.05 m and ∆t=53 ps for a 

terminated lossless TL (Z0 = Zc , Z


 = 0). 
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Figure 7. Transient voltage at x=15 m assuming ∆x=0.05 m and ∆t=53 ps for a  

lossy TL matched at both ends (Z0 = Z


 = Zc). 

 
 

Finally the losses are introduced in the TL assuming a 
constant p.u.l. resistance R’=2.82 Ω/m and G’=0. The transient 
voltage wave at x=15 m for matched TL at both ends is shown 
in Fig.7, and for matched condition at the left end and short-
circuited at the right end is shown in Fig. 8. 
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Figure 8. Transient voltage at x=15 m assuming ∆x=0.05 m and ∆t=53 ps for a 

terminated lossy TL (Z0 = Zc , Z


 = 0). 
 

VI. CONCLUSIONS 
A pseudospectral time-domain (PSTD) algorithm has been 

proposed to analyze the wave propagation of transient voltage 
and current in a transmission line. This method allows great 
saving in terms of memory occupation with respect to the 
FDTD method. Its accuracy is very high and the numerical 
dispersion is very low.  The time computational cost is 
comparable with that of the FDTD method. 

Lossy TLs have been introduced at the terminations of the 
line to simulate boundary conditions produced by the terminal 
loads and to absorb the transmitted waves in order to eliminate 
the wraparound effect. In future research, terminations with 
nonlinear loads will be considered in the PSTD method. 
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Abstract—This paper is about synthesis of nonlinear control al-

gorithms of tracked robots, based on the position-trajectory control 
method. This paper introduces method for motion with constant 
power of internal combustion engine, that well for a fuel efficient. 
The paper contains a nonlinear mathematical model of the robot’s 
chassis, an electrical transmission, based on AC units and a diesel 
engine. The introduced solutions able to be used in any mobile ob-
ject, which, in general, have a requirement about level of consumed 
power. 
 

I. INTRODUCTION 
RACKED robots (TR) are advanced systems for transpor-
tation, rescue or other tasks, their development objectives 

are mainly to increase motion speed, accuracy and optimiza-
tion of power consumption.  

Usually the unit power ratio of tracked vehicles is lower 
than of wheeled vehicles, so the energy optimization problem 
is important. Extent of energy efficiency in systems equipped 
with an internal combustion engine (ICE) is fuel consumption 
rate.  

Constant speed of robot motion is requires changing of tor-
ques on the driven sprockets, causing changes ICE power in 
time. From ICE theory [1] known that a high dynamics of ICE 
causes higher fuel consumption, than low ICE dynamics with 
constant speed of its crankshaft and constant torque. 

This leads a task of the organization of a robot movement 
with a constant output power of ICE. Control system in this 
mode should adapt controls to road conditions by changing the 
chassis speed, to work on the robot trajectory with high accu-
racy and ICE power maintained at a constant level. 

To reach described advantages, we assume the robot con-
tains an electric transmission, which enables to precision mo-
tion on smooth trajectory with, generally, different speeds on 
driven sprockets. There should be noted, that on classical (like 
hydraulic displacement) transmissions such motion modes 
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requires using of brakes. That is not only difficult to accurate 
control, also a negative effect on the energy efficiency. 

This paper introduces a nonlinear control system of tracked 
robots (TR) motion, based on the position-trajectory control 
method [2]-[3]. Novelty is possibility of movement at mainly 
constant power, which an engine produced, or with limited of 
maximum engine power. The electric transmission (ET) we 
assume based on induction motor drives (ID) and synchronous 
motors drives (SD). 

II. MATHEMATICAL MODEL OF CONTROL OBJECT 

A. Chassis Model of Tracked Robot  
We will consider TR with two traction motors and two fre-

quency converters with generators and a diesel engine. The 
traction generators are connected to ICE through a primary 
gear. Each traction motor is connected to same side driven 
sprocket through a secondary gear. 

Mathematical model of TR introduced by the following sys-
tem of vector-matrix equations [2], [4]-[7]: 

 
[ ] LXRPY T )(ϕϕ == , (1) 

RFLQXML 1
2

1
2

−− −= , NOsR FFLfFF ++′= −1
1 , (2) 









−

=
cos(.)sin(.)
sin(.)cos(.)

(.)R , (3) 

)coscos)2/((diag βαGFs = ,  

[ ]TraTRO MFRGF ++= αsin ,  

4/)))2/(1(coscos( 2ξβαµ lGlM r −= ,  
13dim xY = , 33dim xR = , 23dim xL = ,  

12dimdim xXP == ,   
 

where Y  – is vector of the chassis position P  and orienta-
tion (yaw) ϕ ; (.)R  – is a rotation matrix; 21,, LLL  – are 
matrixes of coordinates transformation; X  – is vector of the 
driven sprockets speeds; Q  – is vector of the driven sprockets 
torques; RF  – is vector of a motion resistance; f ′  – is vector 
of ground coefficients; M  – is matrix of mass and inertia 
parameters with secondary gears ratio and efficiency; α and β 
– are pitch and roll, accordingly; G  – is weight; l  – is length 
of a track; TRR  – is a trailer resistance; aF  – is the air resis-
tance;  rM – is a turn resistance; µ  – is coefficient of the turn 
resistance; ξ  – is turn poles shifting; NF  – is vector of im-
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measurable disturbances. 
 

B. Electric Transmission Model  
Advanced ET is based on AC units. In this paper we consid-

er an induction motor (short-circuited rotor) and synchronous 
motor (constant rotor field, like DC inductor or permanent 
magnet). 

High quality control of AC motors is possible by the vector 
control methods [8]-[10]. According to the method, first of all, 
voltage vector is calculated in the two-dimensional coordinate 
system dq, attached to the rotor field. Second, the voltage vec-
tor changes through a coordinate transformation (rotation on 
the field angle) to voltage vector of two-dimensional coordi-
nate system fixed to the stator. Third and last coordinate trans-
formation is conversation the vector to three-dimensional natu-
ral phase system.  

Hereafter the vector in phase coordinates goes to input of an 
inverter, which produce real control actions. Construction of 
the inverter is widely described in [8], [9] so in this paper we 
will not describe it. 

ID rotor have a large electromagnetic time constant and in-
terlinkage may be changed slowly, so we assume that the rotor 
interlinkage is a constant and determined by a rated torque. 
This approach allows the synthesis system with possibility to 
rapid torque change in time to achieve TR control system cha-
racteristics of high accuracy and speed. During TR movement, 
the rotor interlinkage value may be changed with a time con-
stant greater than the rotor time constant. 

We introduce the model of ID with the following equations 
in vector-matrix form (one equation for each motor) [8]-[11]: 
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12dimdimdim 2 xDIU AA === , 21dim xKm =   

22dimdim xDRA == ,  
 
where AU  – is a vector of ID stator voltage;  ΣL  – is an 

equivalent dissipation inductance , depend on mL ; mL  – is a 
main inductance (is a nonlinear function of q part stator cur-
rent, if constant rotor flux); RL  – is the rotor inductance; Ar  – 
is total resistance of stator winding; RΦ  – is rotor interlin-
kage; AI  – is a vector of ID stator current; ω  – is the flux 
angular velocity; pZ  – is quantity of pair of poles;  AQ  – is 
the torque on ID shaft. 

The current is measured and the angle of the rotor flux is 
calculated according to the method of direct field oriented 
control [8]. 

We introduce the model of SD with the following expres-
sions in vector-matrix form [8]-[11]: 
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where SU  – is a vector of SD stator voltage; SL  – is a di-

agonal matrix of stator inductance on axes d and q; Sr  – is a 
diagonal matrix of total resistance of stator winding; RΦ – is 
the rotor constant flux; SI  – is a vector of SD stator current;  

Rω  – is the rotor angular speed; ∆L  – difference between d 
and q stator inductance (is zero for implicit-pole motors); SQ  
– is the torque on SD shaft.   

The current is measured. 
As was written earlier, to get the phase voltage of AC mo-

tors, we execute the coordinate transformation of (6) or (4) by 
(3): 
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22dimdim 32 xDKm == ,  
 
where AU3  – is a vector of ID phase voltages, SU3  – is a 

vector of SD phase voltages, ωγ  – is an angle of ID rotor flux, 

Rγ – is an angle of SD rotor, other values were described ear-
lier. 

Due to the fact, that the theory of alternators control well-
developed for constant power systems [11], [12], [13] for sim-
plicity reasons, we represent the model of the pair alternator-
inverter (two sides) as an inertial part: 

GGGGG rIXKU ~−Φ= , (10) 

GmgPGGGG IKKXJQ Φ== ~
 , (11) 

diagII =~ , 

GGGG QxrU dim12dimdimdim ===Φ= ,  

22dimdimdim xKXK mgGG === ,  

where GU  – is a vector of alternators voltages; Gr  – is total 
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resistance of windings; mgPGG KKK ,,  – are diagonal matrix-

es of constants; GΦ – is a vector of alternators fluxes; GQ  – is 
vector of loads on alternators shafts; GX  – is a vector of 
shafts speeds; GJ  – is scalar inertia of the shaft, PGK  – the 
primary gear ratio. 

Follows equation shown ICE crankshaft speed eω  and al-
ternators shafts speeds: 

 

GPGe
T XK 1]11[ −=ω .  

 

C. Diesel Engine Model  
This paper we assume the diesel combustion engine. The 

engine characterization [14] is shown on Fig.1. 

 
The curves are shown only for engine speed limited by 330 

rad/s, because between 330 rad/s and 420 rad/s the engine 
torque is drop and power is not raised, so this mode is not 
useful for constant power motion. At the engine speed more 
than 420 rad/s the torque is much drop and this mode should 
be limited in any diesel combustion engine. 

The torque model is becomes as follows [1]: 
 

pumpfrinde MMMeJ −−=ω , (12) 

 
where eJ – is the engine inertia, indM – is the indicated en-

gine torque, frM – is the friction engine torque, pumpM – is 

the pump torque.  
Engine torque components can be represented as follows 

[15]-[16]: 
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where FU – is a fuel rate; LHVQ – is the fuel lower heating 

value; gasR – is the gas constant, imP ; imT – are pressure and 

temperature in intake manifold, respectively; dV – is the en-
gine volume; Vη  – is volumetric efficiency; Rn – is number of 
revolutions for each power stroke, per cycle; 100, eekF − – are 
constants. We assume measurable of intake manifold pressure 
and temperature.  

III. SYNTHESIS OF CONTROL SYSTEM 
We define the control system task for the synthesis as 

movement on a trajectory at a desired constant power of trac-
tion motor drives (both). 

We set a trajectory of TR by following vector equation [2], 
as function 1N of external coordinates (1) in implicit form 
[17]: 

 
[ ]TT PN 0)(1=Ψ 12dim xT =Ψ . (17) 

 
We set power consumption at desired level wj  at steady 

state, by the following vector equation, as a function of 
internal coordinates and their derivatives (2):  
 

[ ]TR
TT wjFXXMXW −+−= 0~ , 12~dim xW = . (18) 

 
We assume control vector, which contain motors voltages 

(8)  or (9) , generators flux (10) and fuel rate (13): 
 

[ ]TGF UUU 3
~ Φ= , 16~dim xU = . (19) 

 
We define the desired character of TR motion as a closed-

loop system by follows system of vector-matrix equations: 
 

TT AΨ+Ψ=Ψ  , (20) 

Ψ++Ψ=Ψ TWT ~~ , (21) 

Ψ+Ψ=Ψ 

~~~~ C , (22) 
 

where A , T and C  – are diagonal matrixes of constant 
coefficients, which define the desired character of the system 
action and transient. 

According to the position-trajectory control method [3], we 
differentiate equations (9) three times, (1) twice and (2), (5) or 
(7) once. Then we solve them together with (20)-(22), then 
with (10), (11) and at last with (12)-(16). So, we obtain the 
following control algorithm of TR: 

 

 

 

Fig. 1 the diesel engine characteristics: power (kW), torque (kg·m) 
and fuel rate (kg/h), all depending on engine speed (rad/s) 
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Equations (23), (24) and (26) define the components of the 
vector control (19) for system with ID and AII = . Equations 
(23)-(25) define the components of the vector control (19) for 
system with SD  and SII = . 

IV. SIMULATION 
Simulation of the introduced control algorithms (24)-(25) 

was accomplished in the software package MATLAB. 
Chassis TR is presented by (1)-(2) and has the following pa-

rameters: weight 12 tons , length 5.5 m, width 3.8 m, inertia is 
1150 kg·m2 , radius of the driven wheel is 0.2 m, secondary 
gear ratio is 1:2. Traction motors are represented by (6)-(7) 
and have the following parameters: maximum voltage is 400 
V, maximum power is 90 kW, )05.0(diagLS = , 23=ΦR , 

0=∆L ,  )1.0(diagrS = , 1=pZ . 

The first test is constant power running on a circle. The task 
of TR motion (17) is the circle of radius 100 m centered at the 
origin and the expression (18), corresponding to the stabiliza-
tion of constant power at level 70 kW. Adjustment matrices 
(20)-(22) are unitary matrixes. The initial position of the robot 
is [ ]TY 4/090 π= and the robot does not move. Simula-
tion time is 287.4 s. Without loss of generality, we represent 
the motion resistance vector by constants, equal to 4725. After 
70 s from the start of simulation, the vector of resistance will 
increase to 13300 during 20 s. After 170 s from the start of 
simulation, the vector resistance reduced to 4725 during 20 s. 
This simple test allows facilitating analysis of the reaction of 

the system to changing the motion resistance and corresponds 
to the rise on hill and downhill. 

The control system (24)-(25), should provide a stable 
movement on the trajectory with a root-mean-square error less 
than 0.3, at steady state. 

The result of simulated trajectory is presented on Fig.2. 

 
The result of simulated speed and rising resistance of mo-

tion are presented on Fig.3.  

 
 The voltage and current of traction motors, before coordi-

nates transform (9), are presented on Fig.4. 
 

 

 

 
Fig. 4 the traction motors voltage and current, the first test (constant 

 

 

Fig. 2 the trajectory of TR motion, the first test 

 
Fig. 3 the speed and motion resistance, the first test (constant power) 
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The root-mean-square error is 0.12 at steady state, which 
correspond to the requirements. The fuel consumption for this 
test is 1.1779 kg. 

The second test is constant speed running on a circle. The 
task of TR motion is same, the TR parameters and traction 
motors parameters are same like the first test. The motion re-
sistance is same too. Constant speed level is 2.2 m/s. This test 
need to compare fuel consumption of the introduced this paper 
algorithm and constant speed algorithm from [2]-[3]. Simula-
tion time is 287.4 s. 

The result of simulated trajectory is same as in Fig.2, simu-
lated speed and rising resistance of motion are presented on 
Fig.5.  

 
 The voltage and current of traction motors, before coordi-

nates transform (9), are presented on Fig.6.  

 
The fuel consumption for this test is 1.4259 kg. So, the fuel 

consumption during the constant power test is 82.6% of the 
fuel consumption during the constant speed test. Such signifi-
cant difference is consequence of significant change of the 
motion resistance (more than three times), which leads to rapid 
engine acceleration. This is the reason of the high fuel con-

sumption rate in this case. It should be noted that the effec-
tiveness of the introduced algorithm depends on changing the 
motion resistance during movement. If the changes are minor 
(in a case of roads), a constant speed might be more preferable 
for the tasks the organization of transportation or movement in 
a stream of other objects, moving evenly. However, the pro-
posed algorithms able to significantly reduce fuel consumption 
for off-road vehicles, such as TR. 

V. CONCLUSION 
Introduced in this paper solutions extend the position- 

trajectory control method for a class of systems, which 
movement realize with a constant power. 

The paper introduces solutions to synthesis of nonlinear 
control algorithms for mobile robots equipped electric 
transmission with AC units. The solutions allow to improving 
the functionality of mobile robots, minimizing fuel 
consumption without deterioration the quality characteristics, 
such as accuracy and speed.  
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Fig. 6 the traction motors voltage and current, the second test (con-

stant speed) 

 
Fig. 5 the speed and motion resistance, the second test (constant 

speed) 
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Abstract—This study describes possible ways of implementing 

the emulators of two-state memcapacitor, which exhibits 
unambiguous constitutive relation of “flux-integral of charge” type. 
Instead of classical mutator approach, the technique of switched 
capacitors is used, representing an effective method of emulating the 
floating two-terminal devices. 
 

Keywords—memcapacitor, switched capacitor, constitutive 
relation, charge, flux. 

I. INTRODUCTION 
APACITOR, resistor, and inductor belong to the group of 
ideal circuit elements. From a more general point of view, 

they form only a subset of fundamental circuit elements from 
Chua’s periodical table [1]. Currently, the intense researching 
of other elements from the table is conducted, particularly 
those which can be potentially utilized as nonvolatile 
memories for computer industry. The most widely known is 
memristor [2], but also memcapacitor and meminductor [3], 
[4] come into notice. Since these devices are not still available 
for experimenting, a lot of their SPICE models were 
developed [5]–[15]. Recently, a growing number of papers 
deal with a construction of hardware emulators of these 
devices [16]–[27]. However, most of them suffer from two 
kinds of drawbacks: 1) They mimic the behavior based on an 
analogy with the so-called TiO2 memristor. It is in 
contradiction with the needs of emulating the device with 
arbitrary type of the constitutive relation [16]–[20]. 2) The 
emulated device does not preserve all fundamental 
fingerprints of ideal mem-elements, which can be important 
for experimenting with the emulator [17], [18], [21]. 

A possible method of the synthesis of two-state 
memcapacitor emulator is described below. This emulator 
preserves all the fingerprints of memcapacitor with two 
possible states of its memcapacitance. The hitherto published 
designs of memcapacitor emulators start from the mutator 
approach, which transforms non-linear resistor into memristor 
and then memristor into memcapacitor [18], [21], [26], [27]. 
Such emulator of two-state memcapacitor would consist of 
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nonlinear resistor with piece-wise current-voltage 
characteristics and two mutators. This can represent rather 
complicated circuit implementation. On the other hand, the 
emulators proposed in this study start from a direct synthesis 
of the memcapacitor, the so-called binary capacitor (BC) 
being its basic component. The BC is a capacitor whose 
capacitance takes two possible states, depending on internal 
state variable of the memcapacitor. For voltage-controlled 
memcapacitor, this variable is a flux – integral of terminal 
voltage. It will be shown that the BC can be implemented by 
the well-known switched-capacitor technique, which provides 
a proper definition of initial conditions at time instants of 
changing the memcapacitor states. The analysis reveals that it 
is an important condition of a proper operation of the 
emulator, which then will show all the known memcapacitor 
fingerprints. A demonstration of computer simulation of the 
designed emulator is given in the final part of the paper. 

II. EMULATOR CONCEPTION 
The object of the emulation is the memcapacitor with the 

constitutive relation TIQ() according to Fig. 1 (a), where TIQ 
is time-domain integral of memcapacitor charge q and  is 
flux, i.e. time-domain integral of the terminal voltage v [28]: 





t

dqTIQ  )( , 



t

dv  )( . (1) 

The memcapacitance CM is defined as a derivative of TIQ 
with respect to . According to Fig. 1 (a), it takes the values 
of either CL or CH depending whether the flux  occurs inside 
or outside the interval (–, +), where  is a threshold value. 
Consistent with a definition, the memcapacitor from Fig. 1 (a) 
is a capacitor whose capacitance is controlled by a state 
variable, here by the flux . Its basic equation is therefore [28] 

vCq M )( . (2) 
The fundamental block diagram of the emulator of such 

type of the memcapacitor is in Fig. 1 (b). The memcapacitor 
voltage is integrated into the flux . The memcapacitance CM 
is then derived from the flux, and CM together with v define 
the charge according to Eq. (2). A capacitor with two possible 
capacitances CL and CH, denoted thereinafter as binary 
capacitor (BC), serves as the voltage-to-charge converter. 

Figure 1 (c) shows more detailed implementation of 
floating memcapacitor. The terminal voltage is processed by 
differential-input integrator. The sign of its output voltage is 
removed by the absolute-value circuit (ABS), and the result is 
compared with the threshold level . The comparator output 
controls the state of binary capacitor. 

Emulators of Two-State Memcapacitor 
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Fig. 1 (a) Constitutive relation TIQ() of memcapacitor, (b) 
fundamental diagram for controlling the binary capacitor (BC), (c) 
emulator schematics employing integrator, absolute value circuit 
(ABS), comparator, and binary capacitor. 
 

It follows from the above that the binary capacitor must 
behave as non-stationary linear capacitor whose capacitance 
can be toggled between two various states. The BC synthesis 
should be done such that the circuit in Fig. 1 (c) would 
preserve all the known fingerprints of ideal memcapacitor. 

III. REQUIRED BEHAVIOR OF BINARY CAPACITOR 
Figure 1 (a) shows discontinuities of the capacitance of BC 

at thresholds – and +. The Coulomb-voltage characteristic 
of BC thus consists of two linear charge-to-voltage 
dependences according to Fig. 2 (a) whose slopes define 
capacitances dependent on the state of controlling variable.  

The binary capacitor is defined by the constitutive relation 
between electric charge and voltage 

)()()( tvtCtq M . (3) 

0
t



(t)

CLV CLV
CHV

q

0
t

i=dq/dt (CH –CL)V

–(CH –CL)V

tLH tHL

q

v

CH

CL

0

 
 (a)  (b) 
Fig. 2 (a) Coulomb-voltage characteristic of binary capacitor, (b) 
example of waveforms of flux , charge q and current i for constant 
voltage V. 

 
The current through the binary capacitor will be as follows: 
 

dt

tdv
tCtv

dt

tdC

dt

tdq
ti M

M )()()()()()(  . (4) 

For the BC in one of its limiting states CL or CH, its current 
is given only by the second right-side term of Eq. (4). If the 
controlling variable crosses the threshold level  or – at 
time instant tx, the Dirac impulse with the strength (CH-
CL)v(tx) appears at this moment in the current waveform. The 
sign plus/minus holds for the capacitance increase/decrease. 
These current impulses of the ideal BC appear also for 
constant voltage v(t)=V0 applied across the device. It is a 
consequence of the discontinuity of the charge. This case is 
illustrated in Fig. 2 (b). 

In the following, the synthesis of the BC using the 
technique of switched capacitors with fixed capacitances will 
be described. We show that a simple toggling of two fixed 
capacitors CL and CH to the capacitive port does not solve the 
problem without a proper setting the initial conditions at time 
instants of abrupt changes of the BC state. 

IV. SYNTHESIS OF BINARY CAPACITOR 
Consider the preliminary version of the BC in Fig. 3 (a). 

Two capacitors with fixed capacitances CL and CH are toggled 
depending on the controlling variable. 

v

q

CL CH

L H

control

0
t



(t)

CL V CL V
CH V

q

0
t

idq/dt CH (V-VHini)

CL (V-VLini)
tLH tHL

 
 (a)  (b) 
Fig. 3 (a) Incorrect implementation of binary capacitor (without 
handling initial conditions), (b) flux, charge and current waveforms. 

 
Consider that the toggle-switch changes its state from L to 
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H (see Fig. 3 a) at time instant tLH and back to the state L at 
time instant tHL. Suppose that the voltage source v(t) excites 
the BC terminals and that the capacitor CH is charged to the 
voltage VHini just before changing the switch state at time tLH. 
Then due to the abrupt change from L to H state, the capacitor 
CH is suddenly connected to the voltage source, and the BC 
outlets will conduct the pulse current in the form of Dirac 
impulse with the strength of CH(v(tLH)–VHini). However, 
according to Fig. 2 (b), its correct value is (CH–CL)v(tLH). 
Similarly, the H to L state change will cause the current Dirac 
impulse with the strength of CL(v(tLH)–VLini), where VLini is the 
CL voltage just before the state change. Note that the correct 
value is –(CH–CL)v(tHL). In the simple example in Fig. 3 (b) 
when the voltage is constant, VHini = VLini  = V and Dirac 
impulses from Fig. 2 (b) do not appear at all. 

It is thus obvious that the circuit in Fig. 3 (a) should be 
completed by auxiliary circuitry for automatic presetting the 
initial voltages VLini and VHini of capacitors CL and CH at time 
instants just before the states of the binary capacitor are 
modified. The following equations read: 

 
)()())(( LHLHHiniLHH tvCCVtvC  , (5) 

)()())(( HLLHLiniHLL tvCCVtvC  . (6) 
 

From Eqs. (5) and (6), the initial voltages are as follows: 
 

)( LH
H

L
Hini tv

C

C
V  , (7) 

)( HL
L

H
Lini tv

C

C
V  . (8) 

 
One of several examples of providing the above initial 

conditions is given in Fig. 4. In the L state, the capacitor CH is 
charged via the amplifier AH to the port voltage v multiplied 
by the amplifier gain CL/CH. In this way, the initial condition 
(7) is provided at time instant of the toggling into the H state. 
Similarly, the capacitor CL is charged in the H state via 
amplifier AL with the gain CH/CL, thus providing the initial 
condition (8) when toggling into the L state. 

v

q

CL

L H

L H

CH

H L

H L

AL=CH/CL
AH=CL/CH

 
 

Fig. 4 An example of implementing the binary capacitor. 
 

The advantage of this implementation consists in easy 
emulation of floating two-terminal device. As a drawback, it is 

necessary to use two amplifiers with high spread of gains. It 
results in low dynamic range of the processed signals. 

Other circuit implementation of the binary capacitor is 
shown in Fig. 5. If the switches are in H state, only the 
capacitor Ca is connected to the input port. For the state L, the 
capacitive port is formed by capacitors Ca and Cb in series, 
thus 

H

H H

L

LA=Ca /Cb

Ca

Cb

v

q

 
 

Fig. 5 Economical implementation of binary capacitor. 
 

aH CC  , 
ba

ba
L CC

CC
C


 . (9) 

Consider again the constant voltage V at the input port 
according to Fig. 2 (b). During the state L, the capacitors Ca 
and Cb are connected in series, both being charged from the 
input port to the charge CLV. After switching to state H, this 
way charged capacitor Ca is connected to the input port. The 
charge abruptly withdrawn from the port is thus CaV–
CLV=(CH–CL)V. It is in agreement with the strength of the 
Dirac impulse of current in Fig. 2 (b) for time instant of the 
transition from L to H state. 

During the state H, the capacitors Ca and Cb are charged to 
voltages V and AV, respectively, where A is the gain of 
amplifier in Fig. 5. After switching from H to L state, the 
series connection of this way charged capacitors appears at the 
input port. The charge CL(V–V–AV) = –ACLV is therefore 
withdrawn abruptly from this port. As obvious from Fig. 2 (b), 
this charge must be –(CH–CL)V for a proper operation of 
binary capacitor. It leads to the following gain formula: 

b

a

L

H

C

C

C

C
A  1 . (10) 

There are three advantages of the circuit in Fig. 5 in 
comparison with the implementation from Fig. 4: Simpler 
construction (it employs only one amplifier and less number 
of switches), lower capacitance ratio (Ca:Cb=1 for CH:CL = 2), 
and lower amplifier gain and thus higher dynamic range (for 
example, CH:CL = 2, A = 1, which leads to a simple voltage 
buffer). 

Other versions of BC implementations can be found, 
utilizing the above approach, with the aim of searching for 
simple implementations, simultaneously providing a 
reasonable dynamic range for a specified ratio CH:CL.  

V. COMPUTER SIMULATIONS 
In order to verify the correctness of the principle of the 

proposed circuits, behavioral models of binary capacitors from 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 67



 

 

Figs. 3, 4, and 5 have been developed. Then they have been 
used for PSpice modeling of the memcapacitor from Fig. 1 
(c). The corresponding PSpice codes are listed in the 
Appendix. The memcapacitor was designed with the 
parameters CL=100pF, CH=200pF, and =100Vs. The 
memcapacitor behavior depends on its initial state, i.e. on the 
initial position of the operating point in CM() characteristic 
from Fig. 1 (a). This phenomenon is analyzed below. 

Since the memcapacitor consists of blocks with 
discontinuous behavior (comparing, absolute value, 
switching), it represents, in conjunction with the presence of 
ideal capacitors, potential convergence problems in SPICE-
family programs. To overcome this issue, smoothing 
technique from [29] has been used (see function if2smooth 
defined in the circuit file in Appendix). For modeling internal 
switches of binary capacitors, classical SPICE models with 
smooth dependences of switch resistances on control voltages 
are used [30]. 

           Time
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Fig. 6 Simulation of “memcapacitor“ employing BC from Fig. 3 (a), 
(0)=0. Bottom figure: waveforms of voltage V(mem), charge V(q) 
and flux V(XMC.phi). Middle figure: pseudo-pinched voltage-charge 
hysteresis loop. Upper figure: Ambiguous “memcapacitance“ versus 
flux relationship. 

In all the cases, the memcapacitor is driven by ideal voltage 
source with sinusoidal 1 V/1 kHz waveform and 10  serial 
resistance. The following guidelines can be used for 
examining if the simulation results are consistent with the 
behavior of the emulated memcapacitor: 1) The voltage and 
charge waveforms must cross zero levels at identical time 
instants, 2) Coulomb-voltage characteristic must exhibit a 
typical pinched hysteresis loop, 3) The two-state CM () (see 
Fig. 1 a) must be unambiguous and independent of the way of 
the circuit excitation.  

Figure 6 shows the simulation results for the case of 
improper implementation of BC from Fig. 3 (a). Note that all 
the above memcapacitor fingerprints are violated. 

The memcapacitor behavior becomes correct after replacing 
the BC implementation by circuits from Fig. 4 or 5. Figure 7 
demonstrates the simulation results, utilizing the binary 
capacitor from Fig. 5, considering initial flux to be zero. 
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Fig. 7 Simulation of memcapacitor employing BC from Fig. 5, 
(0)=0. Bottom figure: waveforms of voltage V(mem), charge V(q) 
and flux V(XMC.phi). Middle figure pinched voltage-charge 
hysteresis loop. Upper figure: Unambiguous memcapacitance versus 
flux relationship. 
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It follows from the bottom figure 7 that the flux of the 
emulated device, thus time-domain integral of the voltage, is 
nonnegative for each time. That is why the operating point on 
the CM() characteristic moves only along the parts for 
positive flux (see upper part of Fig. 7). This fact is reflected 
into a typical charge-volt pinched hysteresis loop, which is 
composed of two linear segments passing through the origin. 
Their slopes are determined by capacitances CH a CL. The 
operating point switches between these arms if the flux 
crosses the thresholds + and –. 

Figure 8 illustrates the same simulation conditions with the 
exception of the initial flux, which is –200Vs. Now the 
operating point swings along another parts of the CM() 
characteristic as shown in the upper part of Fig. 8. Note that 
the pinched hysteresis loop changes accordingly to another 
typical shape. 
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Fig. 8 Simulation of memcapacitor employing BC from Fig. 5, (0)= 
–200Vs. Bottom figure: waveforms of voltage V(mem), charge 
V(q) and flux V(XMC.phi). Middle figure pinched voltage-charge 
hysteresis loop. Upper figure: Unambiguous memcapacitance versus 
flux relationship. 
 

Note that the anomaly at terminal points of the CM() 
characteristic from upper part of Fig. 8 (PSpice evaluated the 
memcapacitance outside the realistic values) is caused by 
numerical errors: the memcapacitance is computed as the 
charge to voltage ratio, and the voltage waveform crosses zero 
at given points. 

VI. CONCLUSIONS 
The memcapacitor with two-state memcapacitance for 

binary memories is basically a capacitor with two possible 
values of its capacitance. These values are commutated, 
depending on the instantaneous value of the integral of the 
terminal voltage of memcapacitor. It is shown in this study 
that the memcapacitive port can be emulated via fixed 
capacitors and electronic switches, but that the switching must 
be executed under some exact conditions. Their violation 
results in the violation of fundamental fingerprints of the 
emulated memcapacitor. Two possible circuit implementations 
are proposed, and SPICE simulations prove the correctness of 
their principle. 

APPENDIX 
Circuit file for memcapacitor testing in PSpice 
 
Memcapacitor testing 
* 
.param f=1k 
.func if2smooth(x,thres,a)  
+ {-1+2*(1/(1+exp(-(x/thres+1)/a))-1/(1+exp(-(x/thres-
1)/a)))} 
Ein in 0 value={sin(2*pi*f*time)} 
Eq q 0 value={sdt(-i(Ein))} 
Rs in mem 10 
XMC mem 0 MC 
.tran 0 2000u 0 20n 
.probe 
.lib memcap.lib 
.end 
 
Library file memcap.lib 
 
*model of memcapacitor from Fig. 1 (c)* 
.subckt MC plus minus params:  
+ CL=100p CH=200p thres=100u phi0=0 
Gint 0 phi value={v(plus,minus)} 
Cint phi 0 1 IC={phi0} 
Raux phi 0 1T 
Econtrol control 0 value={if2smooth(v(phi),thres,10m)} 
*model of Binary capacitor BC0 is used below; 
* for other models, replace “BC0” by “BC1” or “BC2” 
XBC plus minus control BC0  
+ params: CL={CL} CH={CH} Ron=100 Roff=100meg 
.ends MC 
 
*model of “Binary Capacitor” from Fig. 3 (a)* 
.subckt BC0 plus minus control params:  
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+ CL=1n CH=5n Ron=10 Roff=100meg 
CL L minus {CL} 
CH H minus {CH} 
S1 plus L 0 control switch 
S2 plus H control 0 switch 
.model switch VSWITCH  
+ Ron={Ron} Roff={Roff} Von=0.5 Voff=-0.5 

.ends BC0 
 

*model of Binary Capacitor from Fig. 4* 
.subckt BC1 plus minus control params:  
+ CL=1n CH=5n Ron=10 Roff=100meg 
CL L1 L2 {CL} 
CH H1 H2 {CH} 
E1 O1 minus value={CH/CL*V(plus,minus)} 
E2 O2 minus value={CL/CH*V(plus,minus)} 
S1 plus L1 control 0 switch 
S2 minus L2 control 0 switch 
S3 O1 L1 0 control switch 
S4 0 L2 0 control switch 
S5 O2 H1 control 0 switch 
S6 0 H2 control 0 switch 
S7 plus H1 0 control switch 
S8 minus H2 0 control switch 
.model switch VSWITCH  
+ Ron={Ron} Roff={Roff} Von=0.5 Voff=-0.5 
.ends BC1 
 
*model of Binary Capacitor from Fig. 5* 
.subckt BC2 plus minus control  
+ params: CL=1n CH=5n Ron=10 Roff=100meg 
.param Ca={CH} Cb={1/(1/CL-1/CH)} 
Ca plus a1 {Ca} 
Cb b1 b2 {Cb} 
E1 O1 minus value={Ca/Cb*V(plus,minus)} 
S1 minus a1 0 control switch 
S2 a1 b1 control 0 switch 
S3 O1 b1 0 control switch 
S4 b2 0 0 control switch 
S5 minus b2 control 0 switch 
.model switch VSWITCH  
+ Ron={Ron} Roff={Roff} Von=0.5 Voff=-0.5 
.ends BC2 
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Second-order sliding mode control applied to an
inverted pendulum

Sonia Mahjoub, Faiçal Mnif, and Nabil Derbel

Abstract—In this paper first and second order sliding mode con-
trollers for underactuated manipulators are proposed. Sliding mode
control SMC is considered as an effective tool in different studies
for control systems. However, the associated chattering phenomenon
degrades the system performances. To overcame this phenomenon
and to track a desired trajectory a twisting and a super-twisting
algorithms are presented. The stability analysis is done using a
Lyapunov function for the proposed controllers. Further, 3 different
controllers are compared. As an illustration, the example of an
inverted pendulum is considered. Simulation results are given to
demonstrate the effectiveness of the proposed approaches.

Keywords—Underactuated manipulator, sliding mode control,
twisting algorithm, super-twisting algorithm, inverted pendulum.

I. INTRODUCTION

UNDERACTUATED Mechanical Systems UMS are in-
creasingly present in the robotic field. They have less

actuators than degrees of freedom. In these systems, we find
manipulators, vehicles and humanoids with several passive
joints. Underactuations arise by deliberating in the design
for the purpose of reducing the weight of the manipulator
or might be caused by actuator failures. The difficulty in
controlling underactuated mechanisms is due to the fact that
techniques, developed for fully actuated systems, cannot be
directly used. These systems are not feedback linearizable,
yet they exhibit nonholonomic constraints and nonminimum
phase characteristics [1]. Moreover, it has been shown that
it is difficult to stabilize this class of systems by classical
continuous controllers. This yields to the fact that the class of
underactuated mechanical systems present challenging control
problems. One of the common methods used to control un-
deractuated systems is the sliding mode control SMC based
on Lyapunov design. The SMC has been always considered
as an efficient approach in control systems, due to its high
accuracy and robustness with respect to various internal and
external disturbances. The SMC approach consists in two
steps. The first one is to choose a manifold in the state space
that forces the state trajectories to remain along it. The second
one is to design a discontinuous state-feedback capable of
forcing the system to reach the state on the manifold in finite
time. However, the drawback of the SMC is the presence
of the chattering effect, caused by the switching frequency
of the control [2]. The high frequency components of the
control propagate on the system, to excite the unmodeled
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fast dynamics and therefore to cause undesired oscillations. In
fact, this can degrade the system performances or may even
lead to instability. In the literature, three main approaches has
been presented, that help to reduce the chattering effects. The
class of methods consists in the use of the saturation control
instead of the discontinuous one. It ensures the convergence
to a boundary layer of the sliding manifold. Morever, in [3]
and [4], a switching function, inside the boundary layer of the
sliding manifold, has been approximated by a linear feedback
gain. However, the accuracy and the robustness of the sliding
mode are partially lost.
The second class of methods consist in the use of a system
observer-based approach [5]. It can reduce the problem of
robust control to the problem of exact robust estimation. This
phenomenon can lead to the deterioration of the robustness
with respect to the plant uncertainties or disturbances.
Using the high order sliding mode controllers given by Levant
[6], [7] as a way to reduce the chartering phenomenon and to
keep the main advantages of the original approach of the SMC
is another way to eliminate chattering. The high order sliding
mode consists in the sliding variable system derivations. It
maintains the robustness of the system. Specially, the second
order sliding mode control is relatively simple to implement
and it gives good robustness to external disturbances. The
second-order sliding-mode SSMC approach can reduce the
number of differentiator stages in the controller. However, the
stability proofs are based usually on a geometrical or homo-
geneity methods since the Lyapunov function is a difficult
task to define [8]. The stability and the convergence using
SSMC is a challenge and several trials were made to deal with
those difficulties. Recently, in [9] authors construct a Lyapunov
function. It provides a finite time convergence, a robustness
and an estimate of the convergence time for super twisting
algorithm. In [10], a multivariable super twisting structure
is proposed, which analyses the stability using the ideas of
Lyapunov function given in [9].

Inverted pendulum system is a typical benchmark of non-
linear underactuated mechanical systems [11]. For this system,
the control input is the force u that moves the cart horizontally
and the output is the angular position of the pendulum θ.
Therefore, the inverted pendulum has been a popular candi-
date to illustrate different control methods. However, despite
its simple mechanical structure, this prototype is not easy
to control and it requires sufficiently sophisticated control
designs. Indeed it is proven that the system is not feedback
linearizable and has no corresponding constant relative degree
[12]. Moreover, Zhao and Spong [13] have shown that several
geometric properties of the system are lost when the pendulum
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moves through horizontal positions. The principal control task
considered for the cart pendulum is to swing up the pendulum
from the stable equilibrium point to the unstable equilibrium
point, and stabilizing the cart in a desired position. In gen-
eral, the main difficulty is to swing up the pendulum from
the downward vertical position and to keep the cart stable.
Numerous control techniques have been evolved to stabilize
the inverted pendulum such as Proportional-Integral-Derivative
(PID) controllers where the control gains are adjustable and
updated online with a stable adaptation mechanism [14].
In this paper, the objective is to develop a robust position
tracking controller based on the first and the second order
sliding mode approach applied to an inverted pendulum.
Stability of the closed loop system is carried out using a
candidate Lyapunov function for the proposed controllers. The
paper is organized as follows. Section 2 describes the model
of the inverted pendulum and the first sliding mode controller.
Section 3 deals with the sliding mode controllers and the
design of second order sliding mode controllers. Section 4
discusses the simulation results of the proposed controllers.

II. DYNAMIC MODEL AND CONTROL APPROACH FOR AN
INVERTED PENDULUM

A. Dynamic model

The dynamical behavior of inverted pendulum can be de-
scribed by the following differential equations [13]:

(m+M)ÿ +ml(θ̈ cos θ − θ̇2 sin θ) = τ

ÿ cos θ + lθ̈ + g sin θ = 0 (1)

where l is the length of the pendulum, m is the pendulum
mass, M is the cart mass, τ is the horizontal force action, θ
is the angular deviation, y is the position of the cart which is
moving horizontally.

m θ

M

l

u

y

y

z

Fig. 1. Inverted pendulum

Letting x1 = y, x2 = ẏ, x3 = θ, x4 = θ̇, and according
to the canonical form of a class of underactuated systems,
we can transform equations (1) into the following state space
representation:

ẋ1 = x2

ẋ2 = f1 + b1τ

ẋ3 = x4

ẋ4 = f2 + b2τ (2)

x = [x1, x2, x3, x4]
T is the state variable vector, τ is the

control input. f1, f2, b1and b2 are nominal nonlinear functions,
described as:

f1 =
mlx2

4 sinx3 −mg sinx3 cosx3

M +m sin2 x3

f2 =
(m+M)g sinx3 −mlx2

4 cosx3

l(M +m sin2 x3)

b1 =
1

M +m sin2 x3

; b2 =
− cosx3

l(M +m sin2 x3)
(3)

Letting

τ = M +m sin2 x3u− (mlx2
4 sinx3 −mg sinx3 cosx3) (4)

equation (3) becomes:

Ẋ =


ẋ1

ẋ2

ẋ3

ẋ4

 =


x2

0

x4

g sin x3

l

 +


0

1

0
− cos x3

l

u

Ẋ = f(x) + g(x)u (5)


ẋ1

ẋ2

ẋ3

ẋ4

 =


0 1 0 0

0 0 0 0

0 0 0 1

0 0 g sin x3

lx3
0




x1

x2

x3

x4



+


0

1

0
− cos x3

l

u (6)

[15], [16]proposed a method that can approximate the orig-
inal system with an input-output linearizable control system
in new coordinates. This stabilization method of nonlinear
system using sliding mode control, is based on coordinate
transformation by the mapping T : x 7→ ξ defined by:

ξi = Li−1
f h(x), i ∈ 1, 2, 3, 4 (7)

with ξ = (ξ1 ξ2 ξ3 ξ4)
T . T is defined as a local diffeomor-

phism with T (0) = 0.
The dynamical system in the new coordinates can be

approximated by the system model:

ξ̇1 = ξ2

ξ̇2 = ξ3

ξ̇3 = ξ4

ξ̇4 = L4
f (T

−1(ξ)) + LgL
3
fh(T

−1(ξ))u

(8)

Lfh(x) is the Lie derivative of h(x) along the vector f(x).
Consider the output system function of (5) defined by [16]:

z = h(x) = x1 + l. ln

(
1 + sinx3

cosx3

)
(9)
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with ξ = T (x) and T1(x) = h(x) = ξ1. Define the
transformation T : x 7→ ξ by:

T (x) =


h(x)

Lfh(x)

L2
fh(x)

L3
fh(x)

 =


ξ1 = T1(x)

ξ2 = T2(x)

ξ3 = T3(x)

ξ4 = T4(x)

 = ξ (10)

then

T (x) =


x1 + l. ln

(
1+sin x3

cos x3

)
x2 +

lx4

cos x3

tanx3

(
g + ( lx4

cos x3
)
)(

2
cos3 x3

− 1
cos x3

)
lx3

4 +
(

3g
cos2 x3

− 2g
)
x4

 (11)

T (x) defines a diffeomorphism locally at x = 0. Differen-
tiating ξ we obtain:

ξ̇1 = z(1) = x2 + ln

(
lx4

cosx3

)
ξ̇2 = z(2) = tanx3

(
g +

lx4

cosx3

)
ξ̇3 = z(3) =

(
2

cos3 x3
− 1

cosx3

)
lx3

4

+ (
3g

cos2 x3
− 2g)x4 − 2x4 tanx3u (12)

ξ̇4 = z(4) = fe(x) + ge(x)u

where

fe(x) =

(
6 sinx3

cos4 x3
− sinx3

cos2 x3

)
l4x4 +

6g sinx3

cos3 x3
x2
4

+

(
2g sinx3

cos3 x3
− g sinx3

cosx3

)
3x2

4

+

(
3g

cos2 x3
− 2g

)
g sinx3

l

ge(x) =
−6x2

4

cos2 x3
+ 3x2

4 −
3g

l cosx3
+

2g cosx3

l
(13)

by neglecting 2x4 tan(x3) [16], we obtain a feedback lineariz-
able nonlinear system in the state ξ, with:

ξ̇1 = ξ2

ξ̇2 = ξ3

ξ̇3 = ξ4

ξ̇4 = fe(ξ) + ge(ξ)u

z = ξ1 (14)

B. First order sliding mode controller

Define the surface s = {ξ ∈ R4 | s(ξ) = 0} , for λ > 0 .

s(ξ) =

(
d

dt
+ λ

)3

(z − zd)

(15)

We choose zd = [2 0 0 0]T . The time derivative of s along
the system trajectory ξ is equal to:

ṡ(ξ) = ξ(4) + 3λξ(3) + 3λ2ξ(2) + λ3ξ(1)

= fe(ξ) + ge(ξ)u+ 3λz(3) + 3λ2z(2) + λ3z(1)

(16)

The sliding mode control is expressed by :

u = ueq + usw (17)

where usw is the switching control and ueq is the equivalent
control yielded from ṡ(ξ) = 0:

ueq = −fe(z) + 3λz(3) + 3λz(3) + λ3z

ge(ξ)

usw = ηsign(s) + ks

(18)

where η and K are positive constants.
It is notable that for small deviations, we have : ge(ξ) < −3−
g
l < 0. Choosing the Lyapunov candidate as:

V =
1

2
s2 (19)

Differentiating V along the trajectories of (14) yields to

V̇ = sṡ = −η|s| − ks2 ≤ 0 (20)

Then the system is stable and the convergence of the sliding
mode is guaranteed.

III. SECOND ORDER SLIDING MODE CONTROLLER

The drawback of the first order sliding mode control is the
chattering phenomenon. As a solution to resolve this problem,
a higher order sliding mode HOS is proposed. In fact, HOS
appears as an effective application to counteract the chattering
phenomenon and the switching control signals, with higher
relative degrees in finite time [8], [18].
The HOS has been introduced by Emel’yanov et al. [6], with
the goal to get a finite time on the sliding set of order r defined
by: s = ṡ = s̈ =

...
s = ... = s(r−1) = 0.

s defines the sliding variable with the rth order sliding and
with its (r − 1) first time derivatives depending only on the
state x. The first order sliding mode tries to keep s = 0. In
the case of second order sliding mode control SSMC, which
only needs its measurement or evaluation of s, the following
relation should be verified:

s(x) = ṡ(x) = 0 (21)

In the following, twisting algorithm and the super-twisting
algorithm with a prescribed convergence law are used.
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A. Twisting controller

1) Controller Approach: Consider the sliding surface

s1 =

(
d

dt
+ λ1

)2

ξ

(22)

Differentiating twice (22) gives:

s̈1 = fe(ξ) + ge(ξ)u+ 2λ1z
(3) + λ2

1z
(2)

s̈1 = Ψ(ξ) + φu (23)

where Ψ(ξ) = fe(ξ) + 2λz(3) + λ2z(2),φ(ξ) = ge(ξ) .
we assume that function Ψ and φ are bounded as:

|Ψ| ≤ Ψd 0 < φm ≤ φ ≤ φM , (24)

Ψd, φm, φM and φd are positive scalars. Then, we have

|Ψ
φ
| < Ψd

φM
(25)

By annulling s̈1 = 0 the equivalent control can de expressed
as: ueq = −Ψ/φ.

2) Stability study: The dynamic control law using the
twisting algorithm is given by [8]:

usw =
K

ge(ξ)
(s1 + βsign(ṡ1)) (26)

with β > 0, 0 < K ≤ KM and KM > 1
1−β

Ψd

φM
. The total

control is defined by:

u = ueq + usw (27)

The Lyapanuv function can be chosen as:

V1 =
1

2
λ2s1

2 +
1

2
ṡ21 (28)

Differentiating (28) yields:

V̇1 = λ2s1ṡ1 + ṡ1s̈1

= λ2s1ṡ1 + ṡ1(Ψ(ξ) + ge(ξ)u)

= ṡ1[λ2s1 −Ks1 −Kβsign(ṡ1))]

= ṡ1sign(ṡ1)[λ2s1sign(ṡ1)−Ks1sign(ṡ1)−Kβ)]

= |s1| [(λ2|s1| −K|s1|)sign(ṡ1s1)−Kβ))]

≤ |ṡ1| [(λ2 −K)|s1| −Kβ|] ≤ 0

(29)

Therefore the system is stable if λ2 −K < 0.

B. Super twisting controller

SSMC controllers require the knowledge of values of the
derivatives except for the super twisting algorithm (STW). The
STW is a continuous SM algorithm ensuring main properties
of the first order sliding mode control for systems with
Lipschitz continuous matched uncertainties or disturbances
with bounded gradients [8]. It has been developed to control

systems with a relative degree equal to one in order to avoid
chattering.

Trajectories on the 2 sliding plane are characterized by
twisting around the origin, but the continuous control law
u(t) is constituted by two terms. The first one is defined
by the discontinuous time derivative and the second one is
a continuous function of the available sliding variable [2].

1) Controller approach: The derivative of the sliding sur-
face is given as

ṡ = fe(ξ) + ge(ξ)u+ 3λz(3) + 3λ2z(2) + λ3z(1) (30)

which can be expressed as:

ṡ = Ψ1(ξ) + φ(ξ)u (31)

where Ψ1(ξ) = fe(ξ) + 3λz(3) + 3λ2z(2) + λ3z(1). The total
controller can be expressed by [8]:

u =
u1 −Ψ1(ξ)

φ(ξ)
(32)

where the super twisting controller

u1 = −k1sign(s)|s|1/2 − k2s+ σ (33)

Variations of the term σ are described by:

σ̇ = −k3sign(s)− k4s (34)

where k1, ..., k4 are positive scalars.
The substitution of (32) and (33 into (31) gives:

ṡ = −k1sign(s)|s|1/2 − k2s+ σ (35)

2) Stability study: For the stability proof, the Lyapunov
function candidate given in [10]is used:

V2(s, z) = 2k3|s|+ k4s
2 +

k5
2
σ2 + γ2 (36)

where k5 a positive scalar and

γ = k1sign(s)|s|1/2 + k2s− σ. (37)

We have introduced the positive scalar k5 for a more flexibility
of the stability conditions and for more generality of the
expression of V2. The substitution of (37)into (36) gives:

V2(s, σ) = 2k3|s|+ k4s
2 +

k5
2
σ2 +

(
k1

s√
|s|

+ k2s− σ

)2

=
1

2|s|
(4k3|s|2 + 2k4s

2|s|+ k5σ
2|s|+ 2k21s

2

+4k1k2s
2
√
|s| − 4k1sσ

√
|s|+ 2k22s

2|s|
−4k2s|s|σ + 2σ2|s|) (38)

Define the subspace

κ = {((s, σ)) ∈ R2/ s = 0} (39)

Differentiating with respect to time (38) gives:
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V̇2(s, σ) =
V2

ds

ds

dt
+

V2

dσ

dσ

dt

=
V2

ds
ṡ+

V2

dσ
σ̇

=
−ṡ

|s| 52
{−2k3|s|

5
2 sign(s)− 2k4s|s|

5
2

−2k21s|s|
3
2 − 4k1k2s|s|2 + k1k2s

2|s|sign(s)
+2k1σ|s|2 − k1σ|s|2s− 2k22s|s|

5
2

+2k2|s|
5
2 + k21s

2sign(s)
√
|s|}

− σ̇

|s|

(
−k5σ|s|+ 2k1s

√
|s|+ 2k2s|s| − 2σ|s|

)
(40)

substituting (35) and (34) into (40) yields:

V̇2(s, σ) =
−6k21k2s

2

|s|
+

4k21σs

|s|
+

k31s
4

|s| 72
− 6k1k

2
2s

2√
|s|

+4k22sσ − 2k31s
2

|s| 32
− 2k1σ

2√
|s|

− 2k32s
2

−2k2σ
2 +

2k21k2s
4

|s|3
− 2k21s

3σ

|s|3
+

8k1k2sσ√
|s|

−k3k5sσ

|s|
− k5k4sσ − 2k1k2s

3σ

|s| 52

+
k1k

2
2s

4

|s| 52
+

k1s
2σ2

|s| 52
(41)

Define X = (|s|1/2 s σ)T . Then, it is easy to show that:

V̇2(s, σ) ≤ − 1

|s|1/2
XTΨX −XTΥX (42)

where

Ψ =

 Ψ11 0 Ψ13

0 Ψ22 Ψ23

Ψ31 Ψ23 Ψ33

 , Υ =

 Υ11 0 Υ13

0 Υ22 Υ23

Υ31 Υ23 Υ33

 (43)

with

Ψ11 = k31

Ψ22 = 5k1k
2
2

Ψ13 =
s

|s|

(
k1k5
2

− k21

)
Ψ23 = −2k1k2

Ψ31 = Ψ13

Ψ32 = Ψ23

Ψ33 = k1

(44)

and

Υ11 = 4k21k2

Υ22 = 2k32

Υ13 = −k1k2
s

|s|

Υ23 =
1

2
k4k5 − 2k22

Υ32 = Υ23

Υ33 = 2k2 (45)

The closed loop is stable if matrices Ψ and Υ are positive
definite.
Matrix Ψ is positive definite if:


Ψ11 > 0

Ψ22 > 0

det(Ψ) > 0

(46)

These conditions are fulfilled if:

−16k41 − 5k23k
2
5 + 20k21k3k5 > 0

(47)

that is to say if:

−
(
4k21 −

5

2
k3k5

)2

+
5

4
k23k

2
5 > 0

(48)

it is obvious that matrix Ψ is positive definite if

4k21 =
5

2
k3k5 (49)

The matrix Υ is positive definite if:


Υ11 > 0

Υ22 > 0

det(Υ) > 0

(50)

These conditions are carry out if:

−k24k
2
5 + 8k22k4k5 − 2k42 > 0

(51)

namely if:

−2
(
k22 − 2k4k5

)2
+ 7k24k

2
5 > 0

(52)

then that matrix Ψ is positive definite if we choose

k22 = 2k4k5 (53)

So the matrices Ψ and Υ are positive definite and con-
sciously V̇2(s, σ) ≤ 0. Thus, we can conclude that the system
is stable.
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IV. SIMULATION RESULTS

Parameters of the inverted pendulum system are set as:
M = 20 kg, m0 = 1.8 kg, l = 0.3 m, g = 9.8.
Initial conditions of the cart pendulum are (y0, ẏ0) = (0, 0),
(θ0, θ̇0) = (0.1, 0) and the desired position are set as yd = 2,
θd = 0 and ẏd = θ̇d = 0.
Simulations are done using: λ = 1 and k = 20 for the
SMC, k1 = 40 and k2 = 90 for the twisting controller.
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Fig. 2. Evolution of the position of θ for the uncertain system
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Fig. 3. Evolution of the position of y for the uncertain system

In Figs. 2 and 3, simulation results for the three controllers
have been done. The convergence of state variables have been
established for all controllers. Furthermore, state variables
for STW controller converge faster than those of TW and
SMC. In this simulation, 20% of mass uncertainties, have
been considered for the pendulum and cart. We can notice the
robust behavior of the controllers with respect to parametric
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Fig. 4. Evolution of sliding surface and Control by SMC
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Fig. 5. Evolution of the sliding surface and the control using TW

uncertainties Figs. 4, 5 and 6 show that the proposed SSMC
is able to compensate effectively the chattering phenomenon
better than the first order sliding mode. Moreover, with the
super-twisting controller the chattering is eliminated.

V. CONCLUSION

In this paper, a second order sliding mode controller SSMC
has been designed for underactuated manipulators. This con-
troller keeps main advantages of the original sliding mode
approach, and removes the chattering caused by the sliding
mode approach. Simulation results of the twisting and the
super-twisting controllers show that the proposed controller
give better performances compared to the first order sliding
mode controller. It has been shown that the new sliding surface
for the twisting controller reduces the chattering phenomenon.
Moreover, the second-order sliding-mode controller is an ef-
fective tool for the control of uncertain nonlinear systems since
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it overcomes main drawbacks of the classical sliding-mode
control approach
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Abstract—Recently, the high speed device to device(D2D) 

wireless communication technology has been studied for short distant 
mobile data transfer application. This paper presents 60 GHz 
OOK(On-Off Keying) non-coherent receiver which is a strong 
candidate for high speed D2D communication technology. The OOK 
receiver architecture is used because of its simple structure and low 
power characteristic. The receiver consists of three-stage low noise 
amplifier(LNA), fully differential envelop detector, and limiting 
amplifier(LA). The measured receiver shows 54 dB peak gain at -55 
dBm input power level. The sensitivity of the receiver is measured -50 
dBm under 3 Gbps data rate. The proposed receiver is fabricated with 
65 nm CMOS process and its measured power consumption is only 
21.5 mW. As a result, the proposed receiver achieves energy efficiency 
of 7.12 pJ/bit. 
 

I. INTRODUCTION 
ECENTLY demand for short-range high speed data 
communications such as a fast file transfer by 

“Device-to-device communication” which requires user 
friendly interface is increasing so it attracted great deal of 
interest from both academia and industries over the past few 
years. High speed(>Gbps), high energy efficiency (<100pJ/bit) 
and low cost(CMOS process) are the prerequisite condition. 
Non-coherent UWB heterodyne transceiver showed 15Mbps 
with 2680pJ/bit[1] and homodyne transceiver showed 1Mbps 
with 373pJ/bit[2]. A six port transceiver showed low power and 
high data rate but the input sensitivity limits applications[3]. 
At V band (50 ~ 75 GHz), the large bandwidth allocated at 
around 60 GHz offers great opportunities for high data rate 
communication. The QPSK(Quadrature Phase Shift Keying) 
modulation requires PLL(Phase Locked Loop) to demodulate 

 
This research was funded by the MSIP (Ministry of Science, ICT & Future 

Planing), Korea in the ICT R&D Program 2014.  
Ki-Jin Kim is with the Convergence Communication Components Research 

Center of Korea Electronics and Technology Institute, Korea (corresponding 
author to provide phone: 82-31-789-7226; fax: 82-31-789-7259; e-mail: 
sergeant@ keti.re.kr).  

Sanghoon park, Suk-hui Lee and K. H. Ahn are with the Convergence 
Communication Components Research Center of Korea Electronics and 
Technology Institute, Korea (corresponding author to provide phone: 
82-31-789-7225; fax: 82-31-789-7259; e-mail: khajoh@ keti.re.kr).  

the received data. This de-modulation scheme increases system 
complexity and also power consumption which is not suitable 
for low power short range communications. The OOK(On-Off 
Keying) modulation naturally presents a phase noise immunity 
and requires neither PLL nor ADC(Analog to Digital 
Converter) so it can be used for device-to-device 
communication solution. Previous study showed 6 Gbps data 
communication with the OOK modulation[4]. 

In this paper, 60 GHz band OOK receiver composed of LNA, 
demodulator and LA(Limiting Amplifier) is implemented. We 
propose miller capacitor compensated LNA to boost gain and 
reduce noise figure. In addition, the incorporation of the high 
sensitivity non-coherent 60 GHz OOK demodulator, right after 
LNA, increases receiver sensitivity comparing to previous 
studies [5], [6]. The LA amplifies demodulated signals in full 
scale as a 1-bit data slicer which is power efficient and easy to 
implement. Differential configuration is adopted throughout the 
receiver design to provide common mode noise rejection. 

The paper is organized in the following manner. The LNA 
structure is first discussed in Section II. This is then followed by 
the structure of demodulator and LA in Section III. The Section 
IV will show and discuss the receiver measurement results. 
Finally conclusions are drawn in Section V. 

II. TRANSFORMER FEEDBACK MILLER CAPACITOR 
COMPENSATED LNA 

Fig. 1 shows the schematic of the proposed three-stage LNA. 
The single ended configuration is chosen to minimize noise 
figure and DC power consumption. The CS(Common Source) 
structure is adopted instead of cascode structure because a CS 
structure offers more available gain than the cascode structure in 
millimeter wave frequency. It is reported that there is optimum 
current density for CS LNA to have minimum noise figure and 
reasonable available gain which is around 0.15 mA/μm[7]. So 
this paper also uses 0.15 mA/μm bias condition. On chip micro 
strip transmission lines are used to design both the input and 
output matching network as well as source degeneration 
inductor which makes the input matching easy. 

In the CS structure miller capacitor Cgd degrades the 
amplifier’s gain and reverse isolation especially when the 
amplifier is operating at the millimeter wave frequency as 
shown in equation (1).  

A 21.5mW 3 Gbps CMOS OOK Receiver for the 
Next Generation Device to Device 
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Fig1. Proposed three-stage LNA structure 
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To boost gain by compensating Cgd is achieved by using 

differential topology[8]. In the differential structure, opposite 
phase output signal is feed backed into the gate of the amplifier 
with CMC capacitor. Therefore the miller capacitor is neutralized 
simply. However differential structure requires double the DC 
power, and increases noise figure which is not favorable in this 
paper’s application. 

We propose the transformer feedback miller compensation 
capacitor as shown in Fig 1. The input signal is amplified by the 
Gm of the transistor TR1 and the effective load of the 
transformer TF1. The output signal is feedback through TF1 
and CMC capacitor which has the same feedback effect just like 
the differential amplifier. Because of the loss in TF1, larger 
capacitor value of CMC is required but it will not cause any 
problems. The only matter to concern is low self-resonance 
frequency in TF1 configuration so, smaller size transformer 
rather than optimum size is used to enhance self-resonance 
frequency. The below equation illustrates the effect of the 
proposed capacitor compensation. The coefficient α comes 
from loss of the transformer.  

 
( )eq gs gd V gd MC

gs gd

C C C A C C
C C

α= + + −

≅ +
 (2) 

 
Like the equation (2), miller capacitor(AvCgd) is compensated 
by inserting capacitor CMC. Therefore the gain of the amplifier 
will be boosted especially when the operating frequency is 
millimeter frequency as explained in equation(1). 

The S-parameter simulation results are shown in fig 2. We 
designed two LNA for the purpose of comparison. One is the 
LNA without transformer feedback (w/o FB), and the other is 
the LNA with the FB(w/ FB). As the operating frequency goes 
up, the effect of the gain boosting appears clearly. At 65 GHz,   
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Fig3. Simulated noise figure characteristic of the LNA with/without 

transformer feedback 
 

the gain boosting is 8 dB which is comparable to one stage CS 
amplifier in millimeter wave so we can achieve more than 30 dB 
gain which is essential parameter for high sensitivity OOK 
receiver. The isolation characteristic (S12) is enhanced by at 
least 15 dB over the entire frequency (57 ~ 65 GHz), which 
means that the miller capacitors are almost compensated. Thus 
the stability of the LNA is reinforced automatically.  

The NF(Noise Figure) of the transformer feedback LNA is 
approved by 0.2 dB throughout operating frequency as shown in 
fig 3. The reason for this noise enhancement is cause by the 
noise feedback mechanism. Unlike the differential miller 
compensation scheme, the proposed feedback circuit uses its 
own CS transistor as a feedback source, thus the channel noise 
of the transistor is reduced proportional to α CMC. The LNA 
consumes about 12 mA with 1V supply. As a result, the 
proposed LNA is a good candidate for this 60 GHz application. 

III. OOK DEMODULATOR AND LIMITING AMPLIFIER 

A. OOK Demodulator 
The OOK demodulator is the key block in OOK receiver 

system because this block is main noise contributor of the total 
noise figure especially when the input power is low. Thus it’s  
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Fig4. Proposed OOK demodulator circuit 

 
feature determines maximum data rate and communication 
distance. Therefore, it is imperative that a demodulator is 
designed to have high conversion gain at low input power level. 

The demodulation function is based on the envelop detection, 
and is commonly performed by the form of dual gate mixer[3]. 
The previous study showed that the conversion gain of the 
demodulator is proportional to input voltage level as shown in 
equation (3) where the coefficient α is from additional loss.  

 
1
4V n ox L in

WA C RV
L

α µ=  (3) 

 
Fig 4. is the proposed OOK demodulator. A differential 

architecture is chosen because OOK receiver is vulnerable to 
common mode noise. The TF4 is embedded to convert LNA 
output into differential input signal of demodulator. The n-mos 
transistors M1-M4 are biased to maximize gm2 of the transistors 
since the conversion gain is closely related to gm2. The p-mos 
M5-M6 acts as an active load with the common mode feedback 
via RL. 

We assume that M1-M4 are biased saturation region for 
simplicity though the maximum gm2 bias point is sub-threshold 
operation region. Each transistor’s DC current is equated below: 

 
2

1
1 ( )
2 2
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D n ox G S th
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L

µ= ≅ − −  (6) 

 
then the output voltage is given by (7) as follows: 
 

2

4
in

out out L n ox L
VWV I R C R

L
µ= =  (7) 

 
The output voltage of the demodulator is proportional to square 
of Vin, so boosting the value of Vin is the key to enhance 
sensitivity of the OOK receiver. By using proposed LNA, the 
frond-end provides more than 30 dB gain. Furthermore, this 
paper adopts 1:2 transformer(TF4) to make voltage maximized  
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Fig5. Proposed limiting amplifier circuit 
 
impedance matching. The simulated sensitivity is -33 dBm. The 
proposed demodulator consumes only 1.3 mA with 1 V supply. 

B.  Limiting Amplifier 
To deliver full swing OOK signal to the next block(clock data 

recovery block), high gain LA is imperative. Especially, when 
designing more than 3 Gbps data communication system, high 
speed LA frequently limits the total power consumption. In 
addition, DC offset at the input of the LA should be eliminated 
to avoid mal-operation. The DC offset is mainly due to the 
unbalanced input from transformers and device mismatches in 
the amplifier themselves.  

Proposed LA with three-gain-stage(A2~A4) is shown in Fig. 5. 
The first amplifier(A1) is used for DC offset compensation with 
feed forward manner[9]. DC offset information is extracted 
from LPF(Low Pass Filter) composed of capacitors and 
resistors and is compensated through M12 and M14. A5 is used as 
buffer. The input signal of the buffer is only applied M51 and 
M54, but the M52 and M53 also contribute amplifier’s gain. Thus 
this structure minimizes loading capacitor and is called ft 
doubler. 

The three-gain-stage(A2-A4) consists of identical modified 
Cherry-hooper amplifiers(M25-M26 and Rf21-Rf22 added). 
Because of source follower M25-M26 higher headroom is 
secured, and because of Rf21-Rf22 higher gain is guaranteed 
comparing to Cherry-hooper amplifier. The simulated gain and 
bandwidth are 42 dB and 4.5 GHz. The LA consumes 3mA 
under 1V supply. 

IV. MEASUREMENT AND DISCUSSION 
The proposed OOK receiver is fabricated in TSMC 65nm  
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Fig6. Proposed limiting amplifier circuit 
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Fig7. Proposed limiting amplifier circuit 

 
 

CMOS technology. On chip micro-strip lines and transformers 
are modeled by HFSS 3D simulator. The short stub micro-strip 
line is designed as an input matching circuit to provide matching 
and ESD protector simultaneously. From the 1V supply voltage 
the receiver consumes only 21.5 mW including bias circuits.  

For the test purpose, OOK transmitter module was designed 
by using Hittite millimeter wave solutions. The conversion gain 
of the receiver was measured at 60 GHz frequency as shown in 
fig 6. The peak gain is 54 dB when the input power is -55 dBm 
and after that gain is decreased because LA becomes saturated. 

To measure BER performance, A 27-1 PRBS steam with a 
data rate from 1 Gbps to 3 Gbps were fed to the receiver and the 
BER was measured. It is found that the minimum required input 
power of error-free 3 Gbps data rate is -50 dBm. Table I 
compares proposed work to previous studies. 

 
Table I. Performance Comparison 
ref Technology Data rate Power 

Consumption 
Sensit-
ivity 

2 CMOS 90nm 3 Gbps 103 mW -16 
dBm 

5 CMOS 90nm 3.5 Gbps 108 mW -40 
dBm 

10 SiGe 0.25μm 4 Gbps 27.5 mW -22 
dBm 

11 CMOS 90nm 1.2 Gbps 51 mW -47 
dBm 

12 CMOS 90nm 3 Gbps 36 mW -44 

dBm 
This 
Work 

CMOS 65 nm 3 Gbps 21.5mW -50 
dBm 

 

V. CONCLUSIONS 
To realize a low power, short range device-to-device 

communication solution at 60 GHz frequency, the OOK 
receiver with LNA, OOK de-modulator, and LA is illustrated 
and simulated. To demonstrate the demodulator, the proposed 
circuit is fabricated using TSMS 65nm technology and gain and 
sensitivity of the receiver is measured. The measured sensitivity 
shows outstanding low sensitivity with only 21.5 mW power 
consumption which is 7.12 pJ/bit of energy efficiency. As a 
result, the proposed receiver will be one of the candidates for 
device-to-device communication solution. 
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Abstract—The paper is focused on the description of the 

procedure from the modelling and simulation to the adaptive control 
of model of the water tank as a part of the Process Control Teaching 
system PCT40. First, the mathematical model of the water tank is 
derived with the use of material balance inside and the resulting 
nonlinear ordinary differential equation is solved numerically with 
the use of the mathematical software Matlab. Results from the 
steady-state and dynamic analyses are then used for the choice of the 
optimal working point and the choice of the External Linear Model 
for the control. The adaptive approach here uses polynomial 
approach, recursive identification and pole-placement method with 
spectral factorization. Resulted controller has one tuning parameter – 
position of the root inside the closed loop and the choice of this root 
affects mainly the speed of the control and the overshoots. 

 
Keywords—Water Tank, Adaptive Control, Mathematical 

Model, Pole-placement Method, Recursive Identification.  

I. INTRODUCTION 
HE modelling and simulation is of the first step before the 
choice of the optimal working point and control strategy. 

These days, when computation power and speed of personal 
or industrial computers are very high and the price is low the 
role of the simulation grows. 

The system could be described either mathematically or 
practically [1], [2]. The mathematical description for example 
uses material, heat etc. balances [3] depending on the type of 
the system, whether it is chemical reactor (Russell and Denn 
1972), heat exchanger or electric motor. On the other hand, 
real model is usually small representation of the originally 
nonlinear system and we expect that results of experiments on 
this model are also valid or comparable to those on the real 
system. The big advantage of the mathematical modelling is in 
its safety – experiments on some real systems could be 
sometime hazardous. Nevertheless, experiments on the real or 
abstract model are usually much cheaper than those on the 
original system which is sometimes big and components are 
expensive. 

This goal of this contribution is to describe how the 
simulation could help us with the designing of the controller 
for real model of the water. This real model is represented 
here by the Armfield's Process Control Teaching System 
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PCT40 [4] which has several process control models and one 
of them is the water tank. 

The mathematical model of this water tank system is 
mathematically described by the first order nonlinear Ordinary 
Differential Equation (ODE) [1]. This mathematical model is 
then subtracted to static and dynamic analyses.  

The static analysis means solving of this ODE in the steady-
state, i.e. the derivatives with the respect to time are equal to 
zero [3]. The nonlinear ODE is then reduced to the nonlinear 
algebraic equation which can be solved for example with the 
use of simple iteration methods [5]. The result of the static 
analysis could be optimal operating point or the range where 
the input variable could vary from the practical point of view. 

On the other hand, the dynamic analysis observes the 
behavior of the system after the step change of the input 
quality, in this case the change of the feed volumetric flow 
rate inside the water tank. The dynamic analysis means 
mathematically the use one of numerical methods for solving 
of the ODE. The main groups of numerical methods are one-
step methods for example Euler’s method, Runge-Kutta’s 
method, or multi-step methods Predictor-Corrector etc. [6]. 
The advantage of these methods is that they are easily 
programmable even more they are build-in functions in the 
mathematical software like Matlab [7], Mathematica etc. [8]. 

The adaptive control [9] approach here is based on the 
choice of the External Linear Model (ELM) of the originally 
nonlinear system [10], parameters of which are estimated 
recursively  and the control design employs polynomial 
approach with pole-placement method and spectral 
factorization. These methods satisfies basic control 
requirements such as stability, disturbance attenuation and 
reference signal tracking. 

The ELM here uses so called delta-models [11] which are 
special types of discrete-time models parameters of which are 
related to the sampling period which means that these 
parameters approaches to the continuous ones if the sampling 
period is adequately small. 

The on-line identification was realized by the Recursive 
Least-Squares (RLS) Method which is simple, easily 
programmable method and if we combine this method with 
some kind of forgetting, for example exponential or 
directional, it provides satisfactory results. 

All methods are verified by simulations in the mathematical 
software Matlab, version 7.0.1. 
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II. MODEL OF THE WATER TANK 
The equipment under the consideration is the real model of 

the water tank which is one part of the Multifunctional process 
control teaching system PCT40 from Armfield [4] – see Fig. 
1. The PCT40 includes also other models of processes such as 
Continuous Stirred Tank Reactor (CSTR) or heat exchanger. 

 

Heat 
exchanger

Water
tankCSTR

PSV

 
Fig. 1 Multifunctional process control teaching system PCT40 

 
This system combines both modelling techniques – it is 

small representation of the water tank with the volume of 4-
liter original of which is usually much bigger with huge 
volume. The mathematical model of this system could be also 
easily derived. The schematic representation of the water tank 
can be found in Fig. 2.  
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h
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Fig. 2 Schematic representation of the water tank 

 
The model consists of plastic transparent cylinder with 

inner radius r1 = 0.087 m. There is another plastic transparent 
cylinder inside due to quicker dynamic response of the system 
lower usage of feeding water. The outer radius of this smaller 
cylinder is r2 = 0.057 m and the maximal water level in the 
tank is hmax = 0.3 m. 

In the Fig. 2, q denotes the volumetric flow rate, h is used 
for the water level and r are radiuses of inner and outer 
cylinders. The input variable is the volumetric flow rate of the 
feeding water qin and state variables are water level h in the 
tank and output volumetric flow rate of the water which 
comes from the tank, q.  

The mathematical model comes from the material balance 
inside the tank which is in the word form [3]: 

 

Flow rate 
into the system

Flow rate 
into the system

Flow rate 
out of the system

Flow rate 
out of the system= Rate of 

accumulation 
Rate of 

accumulation +
 

and mathematically: 

in
dVq q
dt

= +  (1) 

where V is a volume of the water inside the tank and t is 
used for the time. 

The volume of the tank is generally 
V F h= ⋅  (2) 

for F as a area of the base due to cylindrical shape of the 
tank. It means, that balance (1) could be rewritten to the form 

in
dhq q F
dt

= + ⋅  (3) 

where F is in this case 
2 2 2 2

1 2 1.36 10F r r mπ π −= ⋅ − ⋅ = ⋅  (4) 
It is also known, that volumetric flow rate through the water 

valve is nonlinear function of the water level, i.e. 
q k h= ⋅  (5) 

where k is a valve constant which is specific for each valve 
and depend on the geometry and type of the valve.  

If we put equation (5) inside (3) the resulting mathematical 
model is: 

inq k hdh
dt F

− ⋅
=  (6) 

There should be introduced one simplification – the height 
of the discharging valve, hv in Fig. 2, is neglected.  

The unknown constant k could be computed for example 
from the steady state (variables with superscript (·)s), where 
qin

s = qs and equation (5) is 
s

s s

s

qq k h k
h

= ⋅ ⇒ =  (7) 

The water tank is fed via Proportioning Solenoid Valve 
(PSV) which could be operated in the range 0 – 100%. This 
range is from the practical point of view limited to the range   
0 – 2.5·10-5 m3.s-1. 

The equation (7) have still one unknown – the constant of 
the outlet valve, k. This constant could be computed from the 
reference measurement where we know the input volumetric 
flow rate, qin, and after some time also the steady-state value 
of the water level, hs.  For example, we made the measurement 
for the step change from 0 to 60% of the volumetric flow rate 
and the results are shown in Fig. 3 – solid line. 
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Fig. 3 Measured and simulated data for qin = 1.5·10-5 m3.s-1 – 

computation without the valve 
 
The volumetric flow rate is in this case qin = 1.5·10-5 m3.s-1 

and the final (steady-state) value of the water level h is  
hs = 0.141 m. It means, that the valve constant k is 

5
51.5 10 4.01 10

0.141
in

s

q
k

h

−
−⋅

= = = ⋅  (8) 

The simulation is very often connected to the verification 
part because it is good to know if the derived mathematical 
model is accurate enough.  

The result of the first simulation analysis for the same input 
volumetric flow rate qin = 1.5·10-5 m3.s-1 is shown in Fig. 3 – 
the dashed line. It is clear, that although simulated and 
measured outputs reaches the same final value, the dynamics 
is much different – the mathematical model has quicker output 
response. This statement means that the mathematical model 
(6) is not accurate and we must neglect some simplifications. 
In this case we did not take into the account the height of the 
valve, hv = 0.076 m, which has also impact to the 
mathematical model of the system. 

If we count with this height, new constant of the valve for 
the same step change as in previous case is 

( )

5
51.5 10 3.22 10

0.141 0.076
in

s

q
k

h

−
−⋅

= = = ⋅
+

 (9) 

The comparison of the measured and simulated data for this 
new constant of the valve is shown in Fig. 4. 
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Fig. 4 Measured and simulated data for qin = 1.5·10-5 m3.s-1 – 

computation with the valve 

 

A. Steady-state Analysis.  
The steady-state analysis means that we solve the 

mathematical model with the condition d(·)/dt = 0, i.e. ODE 
(6) is transferred to the nonlinear algebraic equation: 

( )
2

s in
in

q
h q

k
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (10) 

where the optional variable is the input volumetric flow 
rate, qin. There were done simulation analysis for the range   
qin = <0; 2.5·10-5> m3.s-1 and results are shown in the Fig. 5.  
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Fig. 5 The steady-state analysis of the mathematical model 

 
This analysis shows nonlinear behavior of the system and 

also we can choose the volumetric flow rate in the range  
qin = <8.86·10-6; 1.98·10-5> m3.s-1 because lower value of qin 
means that we did not get enough water in the tank and vice 
versa – the flow rate bigger than qin = 1.98·10-5 m3.s-1 results 
in bigger water level than its maximal value hmax.  Dots in the 
Fig. 5 display results of measured steady-state values. 

 

B. Dynamic Analysis.  
The dynamic analysis solves the ODE with the use of some 

numerical methods. In this case, the Runge-Kutta‘s standard 
method was used because it is easily programmable and even 
more it is build-in function in used mathematical software 
Matlab. The working point was characterized by the input 
volumetric flow rate 5 3 11.5 10s

inq m s− −= ⋅ ⋅ which is in the 
middle of the operating interval defined after the static 
analysis in the Fig. 5. 

The input variable, u(t), is the change of the initial s
inq  in % 

and the output variable is the water level in the tank. The input 
and the output variables are then generally: 

( ) ( ) [ ] ( ) ( ) [ ]100 % ;
s

in in
s
in

q t q
u t y t h t m

q
−

= ⋅ =  (11) 

The simulation time was 3000 s, six step changes of the 
input variable u(t) were done and results are shown in Fig. 6. 
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Fig. 6 The dynamic analysis for various step changes of the 

input volumetric flow rate qin 
 
Output responses show that this output has asymmetric 

responses – the final value is different in sign and also in 
order for positive and negative step changes. Even more, for it 
is inappropriate to choose the input step change of the 
volumetric flow rate lower than approximately -40% and 
bigger than +30% because the resulted water level is lower or 
higher than physical properties of the water tank. 

 

III. ADAPTIVE CONTROL 
The adaptive control was used for control of this system. 

There are several adaptive approaches which can be used. The 
method here uses External Linear Model (ELM) as a linear 
description of the originally nonlinear system. Parameters of 
and the structure of the controller are derived from this ELM 
and its parameters are identified recursively during the 
control. Parameters of the controller are recomputed in each 
time period too which means that this controller adopts its 
parameters according to the actual state and behavior of the 
controlled system. 

In this case, all output responses in Fig. 6 could be 
expressed by the first or the second order transfer functions 
(TF), for example in the continuous-time 

( ) ( )
( )

( ) ( )
( )

0
1

0

1 0
2 2

1 0

b s b
G s

a s s a

b s b s b
G s

a s s a s a

= =
+

+
= =

+ +

 (12) 

A. Control System Synthesis 
The controller is constructed with the use of polynomial 

synthesis and the control structure with 1DOF is shown in Fig. 
7. 
 

v 

- 
e u w y G Q 

 
Fig. 7 1DOF control configuration 

 
The block G denotes transfer function (12) of controlled 

plant, w is the reference signal (wanted value), v is 
disturbance, e is used for control error, u is control variable 
and y is a controlled output. The transfer function of the 
feedforward part Q(s) of the controller is designed with the 
use of polynomial synthesis: 

( ) ( )
( )

q s
Q s

s p s
=

⋅
 (13) 

where degrees of polynomials ( )p s and q(s) are computed 
from: 

( ) ( ) ( )
( ) ( )

deg deg deg 1

deg deg 1

q s a s f s

p s a s

= + −

≥ −
 (14) 

and parameters of these polynomials are computed by the 
Method of uncertain coefficients which compares coefficients 
of individual s-powers from the Diophantine equation, e.g. 
[12]: 

( ) ( ) ( ) ( ) ( )a s s p s b s q s d s⋅ ⋅ + ⋅ =  (15) 
and the polynomial d(s) on the right side of (15) is an 

optional stable polynomial. It is obvious, that the degree of 
this polynomial is: 

( ) ( ) ( )deg deg deg 1d s a s p s= + +  (16) 
Roots of this polynomial are called poles of the closed-loop 

and their position affects quality of the control. 
This polynomial could be designed for example with the 

use of Pole-placement method. A choice of roots needs some a 
priory information about the system’s behavior. It is good to 
connect poles with the parameters of the system via spectral 
factorization. The polynomial d(s) can be then rewritten to the 
form 

( ) ( ) ( )deg degd n
id s n s s α −= ⋅ +  (17) 

where αi > 0 is an optional coefficient reflecting closed-
loop poles and stable polynomial n(s) is obtained from the 
spectral factorization of the polynomial a(s) 

( ) ( ) ( ) ( )* *n s n s a s a s⋅ = ⋅  (18) 
The Diophantine equation (15), as it is, is valid for step 

changes of the reference and disturbance signals which means 
that deg f(s) = 1 in (14). The feedback controller Q(s) ensures 
stability, load disturbance attenuation and asymptotic tracking 
of the reference signal.  

B. External Linear Model (ELM) 
The ELM here comes from the dynamic analysis as it is 

written above. The TF in (12) belongs to the class of 
continuous-time (CT) models. The identification of such 
processes is not very easy.  

One way, how we can overcome this problem is the use of 
so called δ–model. This model belongs to the class of discrete 
models but its parameters are close to the continuous ones for 
very small sampling period as it proofed in [13]. 

The δ–model introduces a new complex variable γ, for 
example  

1

v

z
T

γ −
=  (19) 
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If we choose for simplification first order TF G1 in (12), the 
differential equation will be 

( ) ( ) ( )0 01 1y k b u k a y kδ δ
δ δ δ= − − −  (20) 

where b0
δ and a0

δ are delta parameters different from the 
parameters b0 and a0 in (12) and the individual parts in 
Equation (20) can be written as 

( ) ( ) ( )

( ) ( )
( ) ( )

1
;

1 1
1 1 ;

v

y k y k
y k

T u k u k
y k y k

δ
δ

δ

− −
=

− = −

− = −

 (21) 

The regression vector ϕδ is then 
[ ]( 1) ( 1), ( 1) Tk y k u kδ δ δ− = − − −ϕ   (22) 

and the vector of parameters θδ is generally 

( ) 1 0 1 0, , ,
T

k a a b bδ δ δ δ
δ ⎡ ⎤= ⎣ ⎦θ  (23) 

which is computed from the differential equation 
( ) ( ) ( ) ( )1Ty k k k e kδ δ δ= ⋅ − +θ ϕ  (24)  

where e(k) is a general random immeasurable component.  
As it is written in the previous part, control system 

synthesis is done in continuous time, but recursive 
identification uses discrete time steps. The resulted, so called 
“hybrid”, controller works in the continuous time but 
parameters of the polynomials a(s) and b(s) are identified 
recursively in the sampling period Tv. This assumption results 
in the condition, that the parameters of the δ-model are close 
the continuous ones for the small sampling period. 

IV. SIMULATION RESULTS 
Simulation analyses do the control exercises on the 

mathematical model of the water tank (6) where the reference 
signal (wanted value) is the level of the water in the tank, h, 
which is controlled by the change of the input volumetric flow 
rate qin. 

The sampling period was Tv = 1 s, the simulation time was 
5000 s and 5 different step changes of the reference signal was 
done during this time. The controller could be tuned with the 
choice of the parameter αi. The affect of this parameter are 
shown in following figures.  
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Fig. 8 The course of the reference signal, w(t), and the output 

variable, y(t), for different values of αi 
 
The Fig. 8 clearly shows the effect of the tuning parameter 

αi – increasing value of this parameter results in quicker 
output response with the overshoots. The output response for 
the lowest value, i.e.  αi = 2, produces more smoother course 
of the output variable without the overshoot at the very 
beginning in the first step change. 
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Fig. 9 The course of the input variable, u(t), for different 

values of αi 
 

The course of the input variable on the other side is very 
similar for αi = 5 and 10. The third course for αi = 2 is 
different and smoother on the contrary. 
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Fig. 10 The course of the identified parameter a0

δ for different 
values of αi 
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Fig. 11 The course of the identified parameter b0

δ for different 
values of αi 

 
Last graphs in Fig. 10 and Fig. 11 shows values of the 

estimated parameters a0
δ  and b0

δ. It is clear, that used 
recursive identification has not problem with the on-line 
identification except the very beginning of the control, which 
is caused by the uncertainty of the system which needs some 
time for estimation of the real parameters of the system. This 
is typical feature of this type of adaptive control. 
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V. CONCLUSION 
The goal of this contribution is to show one way how to 

design the controller for the real system. At first, the 
mathematical model with one ordinary differential equation is 
derived. This model was then verified by the simulations of 
the steady-state and dynamics and the results are compared 
with the measurements on the real system. This comparison 
shows disproportion between simulated and measured data 
which is caused by the inaccuracy of the model which does 
not take into the account the height of the outlet valve. If we 
include this height into the computation, the results are much 
more accurate. The control approach here is based on the 
choice of the external linear model of the originally nonlinear 
system, parameters of which are identified recursively. The 
simple controller with one degree-of-freedom is designed with 
the use of polynomial approach with pole-placement method 
and spectral factorization. The resulted controller is stable and 
satisfies basic control requirements. Moreover, it can be tuned 
by the choice of the parameter αi – increasing value of this 
parameter results in quicker output response but possible 
overshoots. Introduced hybrid adaptive controller produces 
good control results although the system has nonlinear 
behavior. The future work is connected with the verification 
of the proposed control strategy on the real model of the water 
tank. 
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Real-time background/foreground segmentation of
RGBD data

Abdenour amamra, Tarek mouats and Nabil aouf

Abstract - This paper presents a novel approach for
background/foreground segmentation of RGBD data with the
Gaussian Mixture Models (GMM). We first start by the background
subtraction from the colour and depth images separately. The
foregrounds resulting from both streams are then fused for a more
accurate detection. Our segmentation solution is implemented on the
GPU. Thus, it works at the full frame rate of the sensor (30fps). Test
results show its robustness against illumination change, shadows and
reflections.

Keywords - Background substraction; Gaussian Mixture Models;
RGBD sensors; real-time tracking; image data fusion.

I. INTRODUCTION

NOWADAYS, real-time object tracking has become one of
the largest studied subjects in robotics and computer vision
domains. To track moving objects with a camera, we first need
to detect them in the image. This detection requires a tool able
to extract foreground pixels using a background model. Hence
arises the need to decide whether a new frame contains
foreground regions or not. In addition, where the detected
objects are located if there are any.

Several problems should be tackled by a good background
removal algorithm. Such algorithm should be robust against
non-stationary backgrounds like waving trees, sudden
illumination changes and camouflage. Most of the current
algorithms in the literature are able to decently cope with all
the issues listed above. However, robustness and processing
time constraints are critical requirements for a real-time
tracking solution. To this end, we propose a new approach
based on a well-established foreground/background
segmentation algorithm (GMM) that uses two modalities
(colour and depth images) to extract foreground regions.
Furthermore, we benefit from the growing power of the GPUs
to handle the relatively large amount of data in real-time.

II. RELATED WORK

Many works from the literature addressed the possibility to
jointly use the depth and colour images for
foreground/background segmentation. Cristani et al. [2]
proposed an overview on background subtraction solutions for
mono as well as stereo cameras. Abramoff et al. [3] used a
stereo pair of cameras for an automatic segmentation
algorithm. Gordon et al. [1] added the disparity information to
the GMM for background modelling. In their approach, the
authors found that the combination of stereo and colour data
helps to overcome the classic problems of colour segmentation.
However, stereo images themselves result from a pair of RGB

images. Thus, they hold weaknesses toward illumination
change and shadow. Friedman and Russell first proposed the
GMM approach for background removal [3]. Few years later,
innovations were introduced to the basic model by Stauffer and
Grimson [4]. Their paper is often considered as the reference of
the GMM for background/foreground segmentation. Lee et al.
[2] later proposed a GPU implementation of Stauffer and
Grimson’s algorithm.

To the best of the author’s knowledge, this work is the first
time when GMM background subtraction algorithm is
implemented on the GPU for joint colour and depth
background removal. Our approach is innovative in three
points: the data is streamed by a cheap depth camera. This data
is both the colour image and the range map. Hence, two
different modalities independent from each other. It also
leverages the GPU to reduce the computational load.

III. GAUSSIAN MIXTURE MODELS FOR RGBD DATA

A. Background modelling

The GMM is a parametric probability density function
represented as a weighted sum of Gaussian densities [5].
Foreground detection generally follows the steps listed below:
 Modelling the values of a particular pixel as ࡹ �(≤ ࡹ ≤ )

mixture of Gaussians ≥�;{�࢝�,�࣌�,�ࣆ}ࡳ ≥ ࡹ Fig 1(a).
Where each distribution is characterised by a mean �andࣆ a
variance࣌� as well as a weighting factor࢝��to define the
importance of each Gaussian. The �are࢝� positive and add
up to 1.

 Determining the Gaussian that corresponds to the background
model based on the mean and the variance of each of the ࡹ
distributions.

 The foreground is then defined by the pixels that do not fit
the background.

 Updating the Gaussians with the newly detected foreground
pixels.

 The pixel values that do not match one of the ࡹ background
Gaussians are grouped to form a foreground blob.

For every new frameࢌ�, the GMM algorithm computes the
distance between the pixel(࢜,࢛)ࢌ� and each of the means
(࢜,࢛)ࣆ characterising the ۻ Gaussians Fig 1(b). We test the
new pixel against the highly weighted distribution and vice
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(a) GMM background model (b) GMM working principle
Fig 1. The GMM structure

versa. If the new pixel does not match any of the recorded
distributions then it is a foreground element. The background
model is then updated.

B. GMM on RGBD data

Light intensity images are naturally sensitive to the
illumination change and the shadow. On the other hand, the
depth data is proven to be robust against the lighting of the
scene. The concept of fusing the depth and the RGB images for
background removal can be approached in two different ways:
The first is the augmentation of the three colour channels with
a forth component for depth. The experimental test results
showed that the resulting image still suffers from the classic
artefacts of RGB based GMM. The contribution of the depth
data in this segmentation model is weakened by the three other
intensity bytes. Hence, the resulting image is almost the same
as the one without considering depth information Fig 2.

On the other hand, in our work we have completely
separated the two modalities during the background removal
phase. In other word, we apply the GMM on the RGB image
and the depth map independently. The resulting binary
foreground images are combined to produce the final result Fig
3.

C. RGBD Background fusion

Before mixing the results of the two independent
segmentations, we transform the depth foreground image to
the colour space. This mapping is required because the two
modalities do not share the same reference frame. Afterwards,
we adapt the algorithm in List 1 to fuse the two binary
foreground images:

W
b

(a) RGB (b) RGB+D
Fig 2. RGBD segmentation (the depth as a forth component)

(a) RGB (b) RGB+D (c) RGB&D
Fig 3. RGBD segmentation (the depth as a separate component)

this rule: The pixel keeps the same state (as it was before the
confusion occurs), as long as no three successive frames
sharing the same state are streamed List 1. This assumption is
motivated by the fact that we noticed that permanent
incoherence between the colour and the depth GMMs is
considered as a noise disturbing the current state of the pixel.

IV. GPU ACCELERATION OF THE GMM
Naturally, image data can be processed in parallel on the

GPU by associating a thread to each pixel. In our case, we
only use VGA resolution (640×480) colour and depth data.
When we naively adapt such approach (thread to each pixel),
the maximum achievable frame rate on the GPU was 18fps.
Consequently, other optimisation strategies should be taken
into account to fully exploit all the available hardware
capability. Basically, the design of heterogeneous algorithms
aims a higher occupancy of the processors and a full usage of
the bandwidth when exchanging data within the GPU and
between the central memory (RAM) and the global memory of
the GPU (GMGPU). To this end, we focus on: running
asynchronous transfers of the following frame (ାࢌ) from
the RAM to the GMGPU, and the already available result
from GMGPU to the RAM ିࢌ) ). Simultaneously, the current
frame (ࢌ) is processed on the device Fig 4(a). We perform
the exchange of data on the bus when the GPU processes the
current frame.
Memory coalescing is another optimisation that significantly
helps to increase the probability of threads in the same warp to
feed from neighbouring memory emplacements. Appropriately
organising the data in the device memory allows such
contiguous access to automatically happen. Fig 4(b) illustrates
what happens when a thread calls a given cell in the global
memory. The GPU automatically loads the content of the
adjacent cells because the internal design of the device assumes
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2D binary image ′ࢌ ,۵۰܀ܑ_ ′ࢌ _ܑ۲ , foreground//;ܚܗ′۴ࡵ
2D integer array cpt;
For every pixel (u,v)
If (u,v)۵۰܀Ԣ̴ܑࢌ�) == (Ԣ̴ܑ۲(u,v)ࢌ
(u,v)ܚܗԢ۴ࡵ  Ԣ̴ܑ۲(u,v)ࢌ
cpt(u,v)  0
Else //different
If (cpt(u,v) == +3)
(u,v)ܚܗԢ۴ࡵ  ((u,v)܊ܚԢ̴ܑࢌ
cpt(u,v)  0

Else if (cpt(u,v) == -3)
(u,v)ܚܗԢ۴ࡵ  ((u,v)܌Ԣ̴ܑࢌ
cpt(u,v)  0

Else If (u,v)ܚܗԢ۴ࡵ) == ((u,v)܊ܚԢ̴ܑࢌ
cpt(u,v)  cpt(u,v)+1;
Else If (u,v)ܚܗԢ۴ࡵ) == ((u,v)܌Ԣ̴ܑࢌ
cpt(u,v)  cpt(u,v)-1;

end
List 1. RGBD foreground fusion algorithm
hen the two responses are different, then a decision should

e taken regarding the fused outputs. To this end, we apply

that it is highly probable that the neighbouring data will be
sooner requested as well [6]. The programmer should consider
this fact by transforming the array of structures data to a
structure of arrays. We therefore apply some changes on our

end
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(a) Asynchronous data transfer (GMGPURAM) (b) Memory coalescing
Fig 4. Optimisation levels

(a) RGB image memory coalescing (b) RGB-GMM data (c) Depth-GMM data
Fig 5. GPU RGB&D-GMM array of structures To structure of arrays scheme

RGB image. In other words, the RGB data is transformed to
three arrays each corresponding to the one of the channels
(Red, Green and Blue) Fig 5(a). On the other hand, the depth
map does not need to be reorganised as it naturally holds one
component, which is the actual depth reading. We apply the
same change on all the parameters of the GMM by splitting
them on contiguous arrays Fig 5(b), (c). The kernel is shown in
List 2.

s
i
o
a
m
g

mainly due to the sensors involved in the process. In particular,
this problem arises when the imaged scene contains transparent
and specular surfaces. Several approaches have been
investigated to deal with this failure. One particular path of
interest is the multispectral stereo matching. Indeed, successful
stereo matching leads to disparity maps from where one can
infer depth maps. The latter can then be fused with the Kinect’s
own depth map. However, it is to be noted that visible imagery
and near infrared (NIR) imagery differ greatly. Indeed,
knowing the value of a pixel in an RGB image does not give
any indication on its value in its NIR counterpart. In [7] authors
started by investigating how the RGB channels can be
combined in order to mimic the image response of the NIR
sensor. They then generalized their framework in [8] by
proposing a learning strategy for combining the RGB channels.
other alternatives to depth gap filling were also investigated
and mainly focus on filtering techniques such as bilateral
filtering and its varieties [9]. In this work, we focus on the
problem addressed in [7], [8] and give a more general solution.
Our interest is therefore computing a second depth map to be
fused with the Kinect’s. We took inspiration from our previous
work on multispectral stereo matching [10]. Instead of learning
to combine RGB channels to resemble NIR imagery, we
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CPU Data ࢌ ,۵۰܀ܑ_ ࡲ _ܑ۲, R,T, ࢌ _ܑ۲, ;ܚܗ۴ࡵ
GPU Data ,۵۰܀̴ܑ′ࢌ ′̴ܑ۲ࢌ , ;ܚܗ′۴ࡵ

// read a pair of images from the sensor
LoadNewPairOfFrames ,۵۰܀̴ܑࢌ) (۲̴ܑࡲ
// map the depth data to fit the RGB image
AlignDepthOnRGB(۵۰܀̴ܑࢌ, (R,T,۲̴ܑࡲ
// filter the depth map ۲̴ܑࡲ
FilterDepth(۲̴ܑࡲ, (۲̴ܑࢌ
// upload the newly received frames to the GPU
CopyAsyn_RAM->GPU(۵۰܀̴ܑࢌ, ,۵۰܀Ԣ̴ܑࢌ�,۲̴ܑࢌ (Ԣ̴ܑ۲ࢌ
// download resulting foreground image from the
GPU
CopyAsyn_GPU->RAM(ܚܗ۴ࡵ, (ܚܗԢ۴ࡵ
// launch background removal Kernel
LaunchKernelGMM<<<…,…>>>(ࢌԢ۵۰܀, (ܚܗԢ۴ࡵ�,Ԣ۲ࢌ
List 2. Background removal algorithm

V. KINECT DEPTH FILLING

Before being segmented, the raw depth map output by the
ensor can be corrected with a hole filling approach. The latter
s necessary to exploit as much as possible the augmentation of
ur segmentation algorithm with depth data. We used Kinect as
n RGBD sensor which is well-known that the generated depth
ap contains holes. It is also well-known that the Kinect’s

enerated depth map might contain holes (i.e. gaps). This is

represent both images using moment images. As it is shown in
Fig 6, the images are alike using this representation.

According to [11], the geometric moment of the image pixel
ሻݕǡݔሺܫ with respect to a window neighborhood of size
ሺʹ ܰ  ͳሻis given by:

݉ ൫ܫ(ݔǡݕ)൯ൌ ∑ ∑ ݆݅ݔ)ܫെ ǡ݅ݕെ )݆ே
ୀିே

ே
ୀିே 

where  and ݍ represent the orders of the moment in the
corresponding axis. As suggested in [10], the alternative image
representation by means of image moment provides invariance
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(a) (b)

(c) (d)
Fig 6. Illustration of the original images (a) (b)

with their moment images (c) (d).

to illumination changes. This representation is obtained by
combining different image moments of the original image
ሻtoݕǡݔሺܫ compute the moment image ሻasݕǡݔሺܬ follows:

(ݕǡݔ)ܬ =
 బభ൫ூ(௫ǡ௬)൯

 మబ൫ூ(௫ǡ௬)൯
(2)

The parameters  and  used in this specific representation of
moment image were chosen to improve interest point matching
by mapping the original (non-similar) images into more similar
images. Different parameters would yield different results that
are not suitable for our aim.

In order to obtain dense disparity maps, we implemented a
dense multimodal matching based on a modified version of
OpenCV semi-global block matching. Alternatively, the
approach presented in [10] can be used in a dense fashion. This
is achieved by relaxing the threshold on the number of detected
features in both modalities. The downside of this methodology
is the added burden with regard to computation times.

VI. EXPERIMENTAL RESULTS

A. Hole filling

The proposed approach was tested against a dataset obtained
generated in [7] using the Microsoft Kinect. The dataset
contains a set of images obtained with covered IR projector and
another set under normal operational conditions. Different
neighborhood window sizes ࡺ were tested to compute the
moment images. The value of ࡺ that yielded the best results
was ࡺ ൌ . An efficient approach was used to compute the
moment images using adequate filters.

As shown on Fig 7, our methodology allows the recovery of
Kinect’s missing depth values. The approach was tested on
images with the IR projector working normally (i.e. not
covered). From Fig 7 (e), we can notice that the Kinect’s
disparity on textureless regions such as the wall and the table is
remarkable. However, it fails on problematic surfaces (black
areas in Fig 7 (e)). This is where our approach improves on the

original disparity map as shown in Fig 7 (d). The fusion
scheme we used is a basic union operation of the original and
the computed disparity maps as shown in Fig 7 (g).

B. RGBD-GMM

To validate our finding, we conducted two experiments on
an ordinary scene with two major illumination changes and a
gently moving background, and a challenging scene where the
illumination keeps changing during the whole capture. The
evaluation parameter Fଵ [12] is computed based on the false
and the true positives and negatives (ܶܲǡܲܨǡܶ ܰǡܰܨ ).the
recall is the true positive rate:

ܴ ൌ ܶܲȀሺܶ ܲ  ሻܰܨ (3)
And the precision which is the ratio between the number of
correctly detected pixels and the total number of pixels
marked as foreground.

(a) (b)

(c) (d)

(e) (f)

(g)
Fig 7. Illustration of obtained results with our approach: (a) (b) original NIR
and RGB images respectively (c) (d) their corresponding moment images (e)
Kinect’s disparity map (black correspond to gaps) (f) computed disparity map
from the moment images (g) fused disparity maps.
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(a) Original RGB image (b) Original Depth image (c) RGB-GMM (d) D-GMM (e) RGB&D-GMM
Fig 8. RGB&D-GMM robustness against noise

(a) Ordinary scene (b) Challenging scene (c) GPU vs CPU RGB&D GMM
Fig 9. RGB&D-GMM results

ܲ ൌ ܶܲȀሺܶ ܲ  ሻܲܨ (4)

Accuracy metric ࡲ combines the precision and recall to
effectively evaluate the accuracy of segmentation

ଵܨ = 2
ோ

ାோ
(5)

ଵܨ is a good tool to evaluate the robustness. The higher the
value of this metric becomes, the better the performance will
be.
The graphs in Fig 9(a), (b) illustrate the behaviour of ࡲ in two
different experiments where we plot ࡲ for all three responses
(RGB, Depth, and the fusion of the two RGB&D). In Fig 9(a)
ࡲ characterising the colour image undergoes two major drops
which correspond to important perturbations mainly due to
sudden illumination change (Red). Whereas, the depth map
suffers less from problems of illuminations (Blue) its ࡲ
mostly remains above 0.90. ࡲ for the fused outputs (Green) is
above 0.97 which clearly shows the robustness of our
segmentation algorithm. On the other hand, in Fig 9(b) all three
methods suffer from perturbations along the whole capture.
RGB image remains the most affected though. The depth map
is also affected because the background was very dynamic but
the latter kept the effectiveness. ࡲ mostly remains above 0.80
for the fused outputs although the highly challenging situation.

C. Processing time metrics

The implementation of our algorithm in the GPU allowed us to
fully benefit from the available frame rate of Kinect sensor
(30fps). The latter remains just below 30fps for different five
experimental scenarios. The effectiveness of the GPU can be
clearly seen (blue and red bars in Fig 9(c), against the green
bars). More importantly, the improvements after considering
the memory coalescing and the data exchange optimisations
increased the final frame rate of the segmentation algorithm to
achieve almost 30fps.

VII. CONCLUSION AND FUTURE WORKS

We presented an innovative approach to couple RGB and
Depth images for real-time background removal. Based on
native GMM (implemented on the CPU), we designed a
parallel algorithm which benefits from asynchronous data
exchange between the host (CPU) and the device (GPU).
In addition, we organised our data structures in the GPU to
permit a higher memory coalescing. We also proposed an
approach to fill the holes in the native depth map of the depth
camera. Finally, we validated our findings on some real test
scenarios run in different conditions. The results were very
promising, although we only applied background subtraction.
This work opens a new perspective on using RGBD data to
tackle the classic problems of RGB imagery. Our next step
is to jointly using multiple RGBD sensors to detect
moving robots in an indoor scene based on the background
subtraction we already achieved.
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Abstract—In this paper control forces and torques automatic 

distribution algorithms for a vehicle actuators are considered. Base 

control algorithm is designed by position and path control method for 

vehicles [1] – [3]. This control algorithm is based on kinematics and 

dynamics equations of vehicle. Distribution of control forces and 

torques between actuators is solved by applying of the pseudoinverse 

matrix. Another approach is mathematical programming problem 

solution. These two approaches does not separate control channel as 

it is in conventional control systems [4]. The considered methods are 

applied in the control system of unmanned airship. Modeling results 

and estimation of algorithms accuracy and performance are 

presented. 

 

Keywords—Actuators, control, multilinked systems, vehicles. 

I. INTRODUCTION 

ODERN control systems of vehicles are based on 

movement separation and control of actuator as single 

input – single output system [5], [6]. In other word separate 

component of vehicle motion is controlled by separate 

actuator. For example, an aircraft pitch is controlled by an 

elevator [7]. This approach limits the abilities of vehicle 

control systems and modern control design methods.  

In this paper control system consists of two levels. The high 

level is designed by position and path control design method 

for vehicle. The result of the system high level operation is 

control forces and torques. These forces and torques are inputs 

of the low level of the control system. But the output of the 

system low level is actuator’s thrusts and angles. Such 

approach is valid if performance of actuators is high. This 

approach is used in different vehicles control systems [3], [8] – 

[10]. In this case control system of actuator is local SISO 

system. Therefore the required thrusts and angles of engines 

are calculated as solution of the algebraic equations system. 

For instance, in [11] – [13] the algebraic equations system with 
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rectangular matrix is solved by minimization of the required 

thrusts. In [12] – [13] the number of the algebraic system 

solutions is 96. Therefore the optimal solution is finding by 

exhaustive search in real time. In common case it is necessary 

to apply high performance algorithms. 

II. TASK STATEMENT 

Let us consider a vehicle in a n-dimensional space. Control 

forces and torques are included in 1n  vector 
uF . The 

number of a vehicle actuators is m . Every actuator has three 

components 
T

ix iy izP P P 
 

, 1,i m . Coordinates of actuator 

is given by the vector  
T

i i ix y z , 1,i m , in associated 

coordinate system. In this case components of actuator’s forces 

and components of the control vector satisfy the next matrix 

equation: 

uF UP  (1) 

where 
1 1 1 2 2 2 ...

T

x y z x y z mx my mzP P P P P P P P P P    ; 

1 1 2 2

1 1 2 2

1 1 2 2

1 0 0 1 0 0 ... 1 0 0

0 1 0 0 1 0 ... 0 1 0

0 0 1 0 0 1 ... 0 0 1

0 0 ... 0

0 0 ... 0

0 0 ... 0

m m

m m

m m

U
z y z y z y

z x z x z x

y x y x y x

 
 
 
 

  
   

   
 
    

(2) 

It is necessary to find vector P  as the most accurate 

solution of system (1). 

III. PROBLEM SOLUTION ON BASE OF PSEUDOINVERSE MATRIX 

If U  (2) is rectangular matrix, then system (1) has infinite 

set of solutions [14]. But the single solution determined by 

linear superposition of the rows and columns of conjugate 

matrix 
*U . This solution is called pseudoinverse matrix U 

 

[14]. It is known that the pseudoinverse matrix U 
 determines 

the best solution of system (1) in term of criterion of a 

minimum of least squares. 

Thus vector P  is: 

uP U F  (3) 

Thrusts and rotation angles of actuators are: 

Study of control forces and torques distribution 

algorithms for intelligent control of vehicle 

actuators 
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2 2 2

i ix iy izp P P P    (4) 

arctan
iy

i

ix

P

P
   (5) 

arctan iz

i

ix

P

P
   (6) 

where 
ip  is the thrust of i-th actuator; 

i  is the rotation angle 

of i-th actuator in the vertical plane of associated coordinate 

system; 
i  is the rotation angle of i-th actuator in the 

horizontal plane of associated coordinate system. Consider 

example of vehicle control system based on position and path 

method and algorithms (1) – (6). Consider control system of 

the prototype of stratospheric airship, similar to Lockheed-

Martin P-791. It is shown in Fig. 1. 

 
Fig. 1 Hybrid airship 

Main parameters of the airship: length 38 m, width 17 m, 

height 10 m, envelope volume 4 100 m
3
, weight (with empty 

ballonets) 3 300 kg, one ballonet volume 900 m
3
. Coordinates 

of gravity center in reference to volume center (0 m, -1.5 m, 0 

m). Main propulsion engines generate thrust of 5 000 N each. 

Engines are rotated in vertical plane in range from -180º up to 

+180º. Coordinates of main engines gravity centers are (0 m, 0 

m, ±9 m). Tail steering motors generates up to 500 N each. 

They rotate in range from -90º up to +90º both in horizontal 

and vertical planes. They are located in tail part of airship and 

have coordinates (–20 m; 0 m; ±3.5 m). 

Thus vector P  for the given airship is: 

1 1 2 2 3 3 3 4 4 4

T

x y x y x y z x y zP P P P P P P P P P P     (7) 

The power of steering motors is poor to control lateral 

motion of the airship. Therefore position and path control 

system calculates 5 1  vector of the control forces and 

torques: 
T

u ux uy ux uy uzF F F N N N     (8) 

Algorithms of calculation of vector (5) are presented in [2], 

[3], [15], [16]. 

In this case matrix (2) is: 

1 2 3 3 4 4

1 2 3 3 4 4

1 1 2 2 3 3 4 4

1 0 1 0 1 0 0 1 0 0

0 1 0 1 0 1 0 0 1 0

0 0 0 0

0 0 0 0

0 0

U z z z y z y

z z z x z x

y x y x y x y x

 
 
 
   
 

  
     

 (9) 

Coordinates of the airship propellers are: x1=0; x2=0; x3=-

21.63; x4=-21.63; y1=0; y2=0; y3=0; y4=0; z1=-10.7; z2=10.7; 

z3=-4.1; z4=4.1. 

Modeling results of the airship closed-loop system are 

presented in fig. 2 – 4. Linear coordinated of the airship are 

presented in fig. 2. The airship motors thrusts and rotation 

angles are presented in fig. 3 and fig. 4. 
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Fig. 2 The airship linear coordinates 
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Fig. 3 The airship main motors thrusts and rotation angles 

Notations in fig. 2 are: x0 and z0 are the airship coordinates 

in horizontal plane; y0 is altitude of the airship. 
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Fig. 4 The airship steering motors thrusts and rotation angles 

On the first stage the airship is moving from point (0; 550; 

0) to point (5000; 500; 0). After the airship is moving to point 

(7000; 500; 6000). The airship ground speed is 10 m/s. Wind 

speed is 5 m/s. 

The main advantage of this method is automatic distribution 

of the control forced and torques between actuators. Searching 

operations and iterations are not used. Disadvantage of the 

method is miss of the motors thrusts and rotation angles 

limitations. But the limitations can be accounted after 

performing (1) – (6). 

It is necessary to note that algorithms (1) – (6) allow 

synchronize vehicle actuators in the steady-state modes. In 

conventional vehicles control systems the synchronization of 

actuators is performing by designers for every movement 

mode. From fig. 3 and fig. 4 it is clear that thrusts and rotation 

angles of the left and right motors are equal to same values. In 

the transients thrusts and rotation angles of the left and right 

motors are different. 

IV. PROBLEM SOLUTION ON BASE OF THE METHOD OF 

MATHEMATICAL PROGRAMMING 

The problem described in section II can be formulated as 

the problem of mathematical programming: 

  * min u
P

P norm F UP   (10) 

2 2 max 2 2 max

1 1 1 2 2 2

2 2 2 max 2 2 2 max

3 3 3 3 4 4 4 4

; ;

;

x y x y

x y z x y z

P P P P P P

P P P P P P P P

   

     
 (11) 

where 
max max max max

1 2 3 4, , ,P P P P  are maximal values of the 

airship thrusts. 

The problem (10), (11) is solved by Matlab function 

fmincon. This function is based on the trust-region-reflective 

algorithm [17]. Modeling results of the closed-loop control 

system of the airship are presented in fig. 5 and fig. 6. 
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Fig. 5 The airship linear coordinates with problem (10), (11) 
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Fig. 6 The airship main motors thrusts and rotation angles with 

problem (10), (11) 
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The method of nonlinear mathematical programming allows 

to account nonlinear convex limitations in the searching area 

of (1). But the method of nonlinear mathematical programming 

requires high performance of the computer and dependes from 

initial point of solution. 

V. CONCLUSION 

In this paper two methods of the control forces and torques 

distribution between vehicle actuators are studied. The 

problem is solution of the linear algebraic equations system 

with rectangular matrix. The first method is solution based on 

the pseudoinverse matrix. The second method is minimization 

of the solution error norm by the method of mathematical 

programming. These two methods are applied in the airship 

control system. The first method ensures for the given control 

system accuracy about 10
-14

 N. Time of the problem solution is 

about 1 nanoseconds. The second method ensures accuracy 

about 10
-3

 N and time of the problem solution about 1,5 

microseconds. The studied methods are characterized by the 

absence of decomposition procedure "control channel - 

controlled variable". The problem is solved, if the time 

constants of actuators are much less than the time constants of 

a vehicle. If the inertia of the actuators is comparable with the 

inertia of a vehicle, the system (1) becomes the differential 

one. In this case it is possible to apply control algorithms 

described in [15], [16]. Described methods are able to 

compensate failure of actuators. Consider failure of the airship 

tail motors. In this case matrix (2) is 

1 2

1 2

1 1 2 2

1 0 1 0

0 1 0 1

0 0

0 0

U z z

z z

y x y x

 
 
 
 
 
 
   

 (12) 

Simulation results of the airship flight with only main 

propulsion motors in fig. 7. Wind speed is 5 m/s. Coordinates 

of the main propulsion engines are: x1=5 m; x2=5 m; y1=-2 m; 

y2=-2 m; z1=-10.7 m; z2=10.7 m. From fig. 7,8 it is clear that 

error of control system is about 70 m. In addition in steady 

state mode we can see oscillations of the airship altitude. 

 
Fig. 7 The airship linear coordinates with motors failure 

 
Fig. 8 The airship motors thrusts and rotation angles with failure 
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Design considerations for mobile robotic 
telepresence in museums- A report on the pilot 

users’ feedbacks 
Anahita Bagherzadhalimi, Eleonora Di Maria 

  

Abstract—The current paper is a user-centered study that 
intends to evaluate the usability of MRP (mobile robotic 
telepresence) systems inside museums from pilot users’ perspective 
by obtaining feedbacks from users who deploy a MRP system to 
visit a museum. The main aim of this study is to provide some 
guidelines which might contribute greatly to design and 
development of future telepresence robots that support individuals’ 
access to museums and cultural heritage over the internet by 
providing the interaction requirements in these contexts. In order to 
conduct the study, a set of tasks are listed that pilot users had to 
perform through a MRP system to visit a museum from a remote 
location. Eventually, problems and difficulties with application of 
MRP systems in museums are reported and some solutions which 
most of them were proposed by the users are discussed. All of the 
methods used in this paper have been previously used in other 
domains.  

Keywords— Human-Robot Interaction, Mobile Robotic 
Telepresence, Museum, Robot, Usability Test  

 

I. INTRODUCTION 

MRP systems and their applications in different areas 
have recently attracted the attention of many researchers. 
Studies conducted in these areas contributed greatly to the 
advanced progression and development by providing 
novelties to the system from a variety of aspects. Different 
types of MRP systems in different shapes have been 
designed and developed to operate in populated 
environments such as in office buildings, hospitals, elderly 
homes, museums and schools. Telepresence robots in these 
environments perform a variety of services such as 
educating, entertaining or assisting people. Accordingly, 
plenty of studies have been done to investigate the 
application of MRP systems in these environments. In the 
sector of museum and populated exhibitions, projects such 
as TOURBOT [9] and WebFAIR [10] have been conducted 
with the aim of developing technologies that provide and 
support safe, reliable and effective operation of mobile 
robots in populated exhibitions.  The current paper is a user-
centered study that intends to evaluate the usability of MRP  
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systems inside museums and art galleries by obtaining 
feedbacks from pilot users who deploy a MRP system to 
visit a museum. The main objective of this study is to 
provide some guidelines which might contribute to some 
extend to the design and development of future telepresence 
robots that better fit environments such as museums and 
exhibitions.  

Many user-centered studies have been done to test the 
usability of MRP systems in different environments 
especially in hospitals and elderly homes; however, to the 
best of our knowledge, no study has been conducted to 
obtain pilot users’ feedback regarding usability of MRP 
systems to visit a museum. We believe that the set of 
technologies required to pursue a particular application 
varies depending on the type of tasks implied by the 
application and the environment in which the robot is 
supposed to operate. Consequently, studding the usability of 
robot based on the environment’s context and situation is 
important and critical. In addition to design guidelines, we 
try to investigate the pilot users’ willingness to adopt the 
robotic solution, its advantages, disadvantages and 
suggestions for improvements.  

 

II. RELATED WORKS 

When evaluating a new technology, one of the effective 
methods is extensive end-user evaluation which is a process 
that employs people who are representative of the target 
audience to assess the degree to which a product can support 
specific usability criteria.  

Usability testing is applied as a valuable research method 
that aims to answer some questions such as whether the state 
of the art technology or the new product is easy to use or 
become skilled at? Does it perform the required tasks? Does 
the task performance is done in the manner that is expected?  
In order to conduct this type of study, evaluators need to hire 
typical users of the technology and assigne tasks for them to 
perform. The process in this approach requires the users to 
do the tasks while the evaluator observe their performance 
and make notes about their observations. During the 
evaluation process, issues and difficulties in application of 
the product or technology show up with this method and any 
fails to complete the tasks are discovered. However, a 
decision on a way to solve the issues and difficulties is an 
additional challenge. According to [7] , with every 
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emergence of new technologies in telecare, researchers 
perform some usability tests in order to evaluate the attitudes 
and level of acceptance in both elderly and caregivers. 
Depending on the nature of the test and the level of 
necessary formality, researches may choose a variety of test 
plans and formats, however, majority of the usability test 
plans have the sections of evaluation purpose, research 
questions, participant characteristics, method, data to be 
collected, measurement tools, list and type of tasks, 
evaluation environment, report of analysis and presentation.  
Examples of research works that evaluate end users’ 
attitudes toward MRP systems implemented in a variety of 
environments are not few. Study by [4]  is a usability 
research work that reports on the application of mental 
workload analysis to evaluate a remote user interface in 
social robotic telepresence area. Kiselev and his colleague’s 
argue was about the importance of user interfaces for a high 
qualified interaction. They also suggested a set of tools for 
assessment of the user interface. [2] evaluated a robotic 
telepresence platform that was used by elderly. The authors’ 
argue was about the initial application of long term 
assessment applied in usability testing. [6] performed 
another usability test with robotic telepresence systems. 
They explored the extent to which the new robotic 
technology is able to help aged people to live independent. 
They discussed some technical approaches for their study 
and then reported the results from their usability tests. [3] 
discussed about the requirements and design considerations 
for a fully immersive robotic telepresence system that was 
applied in FP7 EU telepresence project.  They evaluated the 
system and reported on the problems. Cohen and his 
colleagues proposed a set of tasks to be done by users that 
the system was expected to support. Eventually they 
suggested some potential design tradeoffs.  [5]  conducted 
their usability test on MRP systems in workplace for a 
duration of 2-18 months. Results obtained from their 
interviews, observations, and surveys from participants 
illustrated how the MRP system allowed the remote 
employees interact and work with local colleagues in the 
destination almost as if they were together and physically 
presented in the remote environment. They argued that 
despite of prior studies regarding telepresence robots that 
focused on functionalities such as navigation, obstacle 
avoidance, audio, visualization and interface aspects, it is 
important to validate acceptance of the technological system 
by potential users concerning more personal and practical 
aspects of the technology.  

 

III. DOUBLE TELEPRESENCE ROBOT DESIGN 
AND SET UP 

The robot used for this paper is the commercially 
available Double telepresence robot. Double telepresence 
robot is a remotely controlled robot consisting of a base with 
an adjustable close to human height (can control to adjust 
the height between 47" and 60" tall, about 120cm to 150cm). 
The robot’s weight is about 15 lbs (7kg), including the 
weight of the iPad. At each side of cylindrical base, there are 
two wheels and robot can turn into different directions. The 

robot does not have any camera, display, speaker and 
microphone, however, on the top of the body, there is an 
ipad cradle which is used to hold the ipad or any other iOS 
device such as iPhones, iPod touches that can be connected 
to another device which is supposed to provide drive 
commands, control the movements and pass on the video 
and audio from the remote location, such as a computer on 
which a chrome browser and Double extension is installed.  
There is a small mirror in the back that reflects the rear-
facing camera which enables the pilot to look down at the 
robot's base that helps to avoid obstacles.  

 

IV. METHOD 

Application of MRP systems by users with different 
level of technological ICT-knowledge might cause different 
problems in use of the technology and obtaining a satisfying 
interaction for the users. Consequently, it is necessary to 
achieve clear understanding about the way people perceive 
MRP systems and make a “high-quality” interaction through 
the device. It is our aim to assess the MRP system in 
different forms of interaction. A variety of techniques has 
been used in this paper to evaluate the MRP interface 
usability. The “usability testing” is a technique that  is used 
to evaluate a technological system or a product by obtaining 
feedbacks from people  to evaluate how much the  product 
or technological system meet the necessary usability criteria 
[1]. In order to obtain a clear understanding of the usability 
of MRP systems inside a museum, we used a Double 
telepresence robot inside the lab. We simulated a museum of 
painting works inside the lab ( Twente university) to conduct 
some usability experiments. We tried to make the 
environment as similar as possible to a real painting museum 
to identify the possible potential problems that might take 
place to visit a museum from a remote location through a 
MRP system and to evaluate different interactions with the 
system itself and the local users. This test is only valuable as 
an initial experimental research work; however, the test 
should be repeated in a real museum in natural setting as the 
interaction might be different in a real setting.  

User evaluation sessions are proposed with potential 
users of the system to study the system’s corresponding 
aspects. During each interaction session, experimenter 
observes the user’s actions carefully by concentrating on the 
difficulties and problems that take place to perform the 
tasks. Moreover, the questionnaire is delivered to the 
participants to ask their opinion about the system 
components, usability and ease of use. Finally, some 
interviews are conducted to discover more problems and 
obtain more understandings regarding how the participants 
perceive the interaction through the MRP system and what is 
their recommendation for the improvement of the systems 
that can maintain an standard interaction as much as possible 
similar to interaction between humans. 

 

V. USER-CENTERED EVALUATION AND 
PARTICIPANTS 

Experiments conducted in this paper are exploratory 
investigations involved individual adults interacting with a 
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Double telepresence robot. The trial area was chosen and 
designed in order to simulate a close to real experience of 
using the robot inside a real museum setting. A large part of 
the lab environment and some parts of the hallway have 
been prepared for this purpose and decorated like a painting 
museums. The whole set up took almost one week. The 
participant sample set consisted of 12 adult volunteers took 
part in the usability experiment (Figure 1 shows some 
snapshots from a video taken from one of the participants). 9 
were male and another 3 were female with the mean age of 
27.8, however, the youngest participant was 19 years old. 
They were students, faculty staff (e.g. lecturers, professors) 
and researchers all recruited from the university. One of the 
advantages of usability method is that a few number of users 
are able to discover the most serious usability disadvantages 
at the very beginning of the test. 

We purposely selected 50% of the participants from 
people who had previous experience with driving MRP 
system working in a robotics or technology-relevant sections 
such as computer science and human media interaction 
department, and 50% from people who never had prior 
experience with a telepresence robot at all that came from a 
non-technology related section, such as psychology and 
business. All of the participants expressed that they had 
previous experience in using computer and 
videoconferencing systems such as skype. We chose 
experienced and non-experienced participants purposely to 
hypothesize that: 

The perception of the system usability is different 
between the users who had previous experience with MRP 
system and those who have not any experience. 

VI.  EXPERIMENT PROCEDURE  

In this study, we evaluate the interaction between pilot 
and the user interface (HCI). Before the experiment starts, 
all the participants received some training about the 
procedures and the tasks they had to do. Pilot users learned 
how to connect to the robot and drive it through different 
part of the scenarios. The tasks for pilot users included (1) 
Navigation in the environment; (2) Having a conversation 
with a local user; (3) Visiting the paintings in the museum 
and (4) Parking back the robot in the allocated point. 
Another person was assigned to play the role of the local 
user who was supposed to accompany the robot (pilot user) 
during the trial in the environment and talk and interact with 

 

 

 

 

Fig. 1. Snapshots from different scenarios of the experiment 

the pilot user through the MRP system. The hall path was 
marked by arrows on the wall to guide the user drivers to 
find their way to the simulated museum where the paintings 
were located. some key points in each part of the path were 
assigned: The MRP parking place (A), the point where the 
driver is supposed to meet the local user and start the 
conversation (B), The lab environment in which museum 
was simulated (C), and finally the second parking point 
which was in another place (D) but still very close to the lab 
door.  The experimenter that trained the pilot users in the 
first step asked each of them to start the robot application by 
logging into the server and connecting to the Double 
telepresence robot that was parked in the (A) point.  Once 
connected, the pilot user started to move the robot from 
point (A) through the hallway toward the point (B), where he 
had to meet the local visitor and start the conversation about 
a topic they were both interested (some topics for 
conversation have been proposed before they start) 
(S1).They continue the conversation while they were 
moving on toward point (C) (S2). Then they started to visit 
the paintings. They were asked to discuss about what they 
see in each painting for a few seconds (the purpose was to 
keep the simultaneous interaction between the pilot and the 
partner) (S3). After visiting the paintings, the pilot had to 
drive the robot to the (D) point and park the robot there (S4).  

 

VII. ANALYSIS AND FINDINGS 

A. Measurements, observations and user reports: 

In this part, the survey measurements and results 
obtained from the observations, and interviews conducted 
with the participants are briefly discussed. The numerical 
data was analyzed first for each group separately and then 
results compared between experienced and inexperienced 
users. Independent sample t tests were run between the 
experienced and inexperienced participants in order to see 
whether there were significant differences in how the 
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Double telepresence robot was perceived and accepted. A 
qualitative report of the interview has been conducted and 
the most relevant feedbacks are discussed in terms of 
positive and negative aspects of the MRP system. 
Cronbach’s Alphas were calculated on the set of items 
intended to measure each variable to evaluate the reliability 
of the indices. All indices were reliable.  

B. Usability of the system 

The participants were asked to state their opinions 
regarding the perceived usability of the Double telepresence 
robot. They had to give their answer on a 5 point likert scale 
from 1= strongly disagree to 5= strongly agree. 33.3% of the 
participants  agreed on this question, and 25% disagree and 
the rest of the participants had a neutral opinion; Moreover, 
some environment- related difficulties as well as some robot 
specific problems have been identified which would be more 
discussed in details in the following parts. The mean value 
for the overall perceived usefulness was M=3.08 with the 
standard deviation of SD= 0.79296.  

Independent sample t tests showed that there was a 
significant difference regarding perceived usability between 
the inexperienced group and the experienced group (TS= 
t10= 3.796, p=0.004<0.05). Comparing the means between 
the two groups illustrated that the experienced group 
perceived the system as being more usable. The reason 
might be because experienced users are able to get better use 
of the robot. 

TABLE1 
Mean differences 

Based on the information I have received, I think the 
system is usable for visiting a museum? 

Groups N M SD 

Experienced 6 3.66 .51640 

Inexperienced 6 2.50 .54772 

 
Users’ comments about perceived usability: The 

participants were asked to comment in free text on why they 
did or did not think the Double telepresence robot was 
usable for the assigned tasks. Although most of the 
comments about the usability were not actually directly 
relevant to the usability, however the comments could 
illustrate the participants’ concerns about the probable 
collisions in the remote environment. Some examples: 
Comment 1: “I didn’t feel comfortable to drive the robot. I 
could not see my back properly. Even when I shifted the 
camera to see my back, I still could not make a safe drive. I 
think I cannot use it in more populated places because I 
afraid to make accidents with people”. Comment2: “It was 
a problem when I stopped the robot, it still moves forward a 
little bit, so I guess I should stop the robot a few seconds 
sooner, before the actual place I want to be.” Some of the 
participant mentioned that the experience was not very real 
to them. Comment 3: “I guess this cannot replace a real 
museum visit tour. I couldn’t feel myself inside a museum.”  

 
C. Perceived ease of use 

Application of MRP systems should be easy to use for 
both remote and local users. The participants were asked to 
rank the ease of use of the system in every scenario starting 
from learning how to connect to the robot to how to park the 
robot back in the last scenario. All the participants declared 
that the system was in general easy to learn and easy to use, 
except they had difficulties in some parts such as entering 
the room and driving backwards as they found these tasks a 
bit challenging. They had to give their answer on a 5 point 
likert scale from 1= strongly disagree to 5= strongly agree. 
Overall ease of use was calculated by another statement (I 
think the overall application of the MRP system was easy to 
use). The mean value for the overall ease of use was 3.16 
with the standard deviation of 1.0298.  

There was a significant difference regarding perceived 
overall system ease of use between the inexperienced group 
and the experienced group based on the results obtained 
from independent sample t test TS= t10= 5.000, 
p=0.001<0.05. Comparing the means between the two 
groups illustrated that the experienced group perceived the 
system as being more easy to use.  

TABLE2 
Mean differences 

I think the overall application of the MRP system was easy to use  

Groups N M SD 

Experienced 6 4.00 .51640 

Inexperienced 6 2.500 .63246 

 
Evaluation of each single item for users’ perceived ease 

of use showed significant differences regarding perceived 
system ease of use between both groups except for some 
items including leaving the docking station TS= t10= .620, 
p=0.549>0.05, find the person you met TS= t10= 1.000, 
p=0.341>0.05, stopping the robot TS= t10= 51.342, 
p=0.209>0.05, hanging up the call TS= t10= 1.118, 
p=0.290>0.05, hearing the person you met TS= t10= 1.195, 
p=0.260>0.05 and seeing the person you met TS= t10= .368, 
p=0.721>0.05. 

Comments about Perceived ease of use: The participants 
were also asked to comment in free text about the difficulties 
that they had when performing the tasks through the MRP 
system. Most of the difficulties, especially for novice 
participants came from keeping the appropriate distance to 
the people or objects and driving backward. Another most 
frequent comment was regarding the simultaneous 
conversation and navigation, particularly for novice 
participants. The reason might be due to the amount of 
workload in performing both tasks at the same time; 
however this was less problematic for the experienced 
group. Comment 1: “It was difficult for me to roll the robot 
backward. It was worse when I wanted to park back because 
I needed to shift the camera 2 or 3 times.” Comment 2: “I 
wanted to focus on driving. When I was talking to another 
person, I sometimes got distracted. I didn’t want to make 
any accident.” 
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D. Satisfaction, enjoyment, likelihood to use MRP 
system in future   

In Human-Computer interaction research, usability is 
usually evaluated by some of the variables including 
effectiveness, efficiency, and satisfaction. The level of 
satisfaction of the user from interaction with the system was 
measured by asking participants the question of “How much 
of a sense of satisfaction or accomplishment did you feel 
after you finished the tasks using the system [1 = not at all 
satisfying to 5 = Very much satisfying]?” Moreover, the 
level of enjoyment was measured by asking participants the 
question of “How enjoying was your interaction with the 
system [1=not at all enjoying 5=very much enjoying]?” 
Eventually, the likelihood that the participants would use an 
MRP system to visit a museum in future was assessed by 
asking the question of “Would you like to use the robot in 
the future to visit a museum or exhibition? [1=not at, 2= 
likely, 3= very likely]?” This dependent variable assesses the 
behavioral intentions in users. 

Comparing the mean value between the two groups 
illustrated that experienced users (M= 4, SD= 0.63246) 
obtained more satisfaction from interaction with the user 
interface TS= t10= 4.000, p=0.003<0.05 in compare to 
inexperienced users (M=2.66, SD= 0.51640). Comparing the 
mean value between the groups for the level of enjoyment 
from application of MRP illustrated the same results TS= 
t10= 3.354, p=0.007<0.05 (M=4.66, SD=0.51640 for 
experience users and M=3.44, SD=0.51640 for 
inexperienced users). Moreover, experienced users were 
expected to report a higher probability to apply a MRP 
system to visit a museum and this was not the case TS= t10= 
1.861, p=0.0092>0.05(M=1.83, SD=0.40825 for experience 
users and M=1.33, SD=0.51640 for inexperienced users). 

E. Technical evaluations 

Many prior studies have assessed the technical features 
connected to the telepresence robots and the user interfaces. 
Some usability tests has been conducted by researchers in a 
variety of environments and user interface in MRP systems 
have been assessed in terms of effectiveness, security of 
application, navigation strategies, and mental workload. In 
this study, some particular technical aspects have been tested 
to evaluate if these technical aspects contribute to usability 
and to what extent is this contribution. 

F. Visual communication aspects 
Visual aspect was also evaluated by a subjective 

measure. In a part of the questionnaire, participants were 
asked to rank the following statement “ I think the live 
video was clear enough to use the MRP system to visit 
artworks in a real museum” to find out whether or not they 
think that the visual aspect of the system can generally 
support a clear visualization inside the environment. They 
had to give their answer on a 5 point likert scale from 1= 
strongly disagree to 5= strongly agree. The analysis of the 
results showed that 66.7% of the participants disagree with 
this statement and the rest of the participants answered 
strongly disagree or neutral. The mean value was M= 2. 16 

with the standard deviation of SD= 0.57735. Therefore, the 
overall visualization system of the MRP was not perceived 
as being qualified enough to support a clear visit of 
artworks inside a real museum. Interview has been 
conducted to discover the reasons for this result. Based on 
the feedbacks from participants, pilot users evaluated the 
visualization clear enough to allow for general navigation 
in the environment but not entirely acceptable to perform 
precise visual tasks, such as reading a text or identifying the 
state of some specific objects or visit the precise details of  
paintings or other artworks. The following comments are 
example of these types of problem.  

Comment1: “I tried to see more details of the paintings, 
but I couldn’t see some parts because there was a reflection 
of the ceiling light on some of the paintings. I tried to get 
closer; I could see better but the problem was still there.” 

Comment2: “I think the video was clear enough to see 
people and environment. I had problems with watching the 
paintings. I changed my position, moved forward and 
backward to see them better.”  

Most of the comments had the same perceptions. If, 
telepresence robots are supposed to be used inside museums, 
they should be accepted by people and these problems 
should be solved first by the designers. One solution would 
be to improve the quality of the camera and to provide a 
zoom feature. Many of these problems have been already 
solved in some types of MRP systems. 

G. Audio 

Participants were also asked to rank the statement of “I 
can see myself using MRP for communicating in more noisy 
and populated environments?” related to the audio aspect of 
the system. They had to give their answer on a 5 point likert 
scale from 1= strongly disagree to 5= strongly agree. 
According to the analysis result, 75% of the participants 
agreed with the statement. The rest of the participants (25%) 
were neutral. The mean value was M=3.75 and the standard 
deviation was SD=0.45227. 

Feedbacks from participants illustrated that the overall 
audio quality was acceptable; however in more noisy areas 
either in the local environment or in the remote location, 
hearing was difficult for both remote and the local users. So, 
they had to increase the volume and decrease it again in less 
noisy places.  

Comment: “I could hear him clearly when he was 
talking, but sometimes I turned the volume up to hear him 
better.” 

H. Navigation  

It might not be very much challenging to visit a place 
that one have already been by a MRP; however, it is much 
more complicated to navigate through an environment you 
have never been before. Therefore, the participants were also 
asked to rank the following statement: 

“I can see myself using the MRP for communicating as a 
possibility to visit a place I have never been before?” 
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Results showed that around 66.7% of the participants 
agreed with the statement and the rest of the participants 
reported a neutral answer. The mean value was M= 3.66 and 
the standard deviation was SD=0.49237. 

One of the situations in which most pilot users usually 
face difficulty is navigation. They have to find their path 
while they should avoid collisions with objects and local 
visitors in the environment. Some difficulties also happened 
in places where the robot had to move through narrow 
spaces, for instance, when they had to turn and pass through 
a door to enter a room. Despite all these issues, the 
navigation in the environment was rated as generally 
satisfactory. Although most of the participants agreed that 
they are able to navigate in a place they have not been 
before, feedbacks from participants again shows their 
concern about moving backwards. 

Comments:  “I needed to shift the camera several times 
to fix my position… otherwise I couldn’t see if a person was 
coming to pass from my back….” Prior studies suggested 
that collision avoidance might solve this problem to some 
extent. This could ease the navigation.  

 

VIII. ADVANTAGES AND DISADVANTAGES OF 
USING A MRP SYSTEM TO VISIT A MUSEUM 

Participants were also asked to think of some advantages 
and disadvantages of using a MRP to visit a museum. They 
described some advantages for application of the robot. 
Majority of the comments mentioned that cost reduction 
especially for traveling is one of the core advantages.  Some 
comments are as follow: “….It is wonderful that I can visit 
places that I might not be able to travel because it is 
expensive for me to travel there….” Another participant 
declared that: “…I think this works very well for people who 
are sick and cannot walk a long distance to go and visit 
museums and exhibitions”, one of them said “I think it is fun 
to sit and visit a museum from comfort of your home….” 

In addition to advantages, participants also mentioned 
some disadvantages for the system use. The primary concern 
was about the human health due to lack of body movement 
in this way. “… I afraid the new technologies make people 
more lazy….” One participant declared that “… I still 
cannot think of myself using a telepresence robot to visit a 
museum as I afraid to hurt somebody or break something…. 
When I drive the robot it is hard for me to judge the 
distances from an object… ”, another person said that “… I 
think it is fun but somehow boring… because the robot 
moves so slowly and I should concentrate to avoid any 
accident and this makes me a bit nervous”.  

 

IX. PROPOSE OF APPLICATION AREA 

In this part of the usability test, participants had to 
answer the following question by voting for some proposed 
application of a MRP system for a museum. Moreover, they 
were asked to give suggestions for more application 

possibilities. Which of the following applications do you 
think for telepresense robots? (1) a virtual visit of the 
museum without the need to go there (2) a preview of the 
museum before planning a visit(3) the possibility to visit 
places in the museum where the public is not allowed. The 
analysis of the results showed that 50% of the participants 
voted for the application of the system for a virtual visit of 
the museum without the need to go there, 33.3% voted for 
application of the system for a preview of the museum 
before planning a visit and the rest of the participants 
16.7% chose the application of a MRP system for the 
possibility to visit places in the museums where the public 
is not allowed. One of the participants proposed that the 
system can be used for less physically advantaged people. 

  

X. ACCEPTANCE 

Application of MRP systems in every different areas and 
environments depends highly on the users’ acceptance of the 
system.  In order to enhance the acceptance among users, 
physical components of the system should be able to support 
the requirements of the application. From a pilot users’ 
perspective, the system should allow the user to be 
immersed in the remote location with the least amount of 
cognitive disturbance and operational workload. The system 
should enable the users to concentrate more on the 
communication and the tasks rather than operating the 
system. Telepresence robot meant to be used inside a 
museum should be designed to assort a wide variety of users 
from kids to aged people even people with disabilities.  
Another important issue is the matter of safety that is 
important for both the pilot user and the bystanders in the 
remote location.  Application of the system should be safe 
inside the environment; particularly when the connectivity is 
distracted and the user loose the system control. 
Combination of physical components including audio and 
visualization should support the users sense of “being there 
in the remote location”. Visual devices of the MRP system 
inside museum should provide qualified visualization 
including clear video and zoom in/out camera to capture the 
details in the artworks. In addition to the system’s physical 
factors, environmental factors also play important roles in 
the users’ acceptance of the MRP system. Environment in 
which the robot is supposed to be used should support the 
application of the system and facilitate the use of the system. 
Minimum amount of obstacles in the remote environment 
can reduce the number of collisions and improve safety. 
Automatic doors can help the driver to navigate through the 
environment without difficulties. Minimizing the number of 
stairs and use of escalators can allow the pilot user to drive 
the robot freely between floors. Moreover, characteristics of 
the users are very important factors to accept the technology 
of telepresence robots. As it was also illustrated in the study 
results, the two groups of experienced and inexperienced 
users showed to have different perceptions regarding the 
application of the MRP. Experienced users perceived the 
system as being more usable in compare to the other group. 
They also reported a higher perception of system overall 
ease of use. These are mostly due to the difference in their 
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skills. People with a variety of skills and characteristics have 
different perceptions about the system and therefore their 
level of acceptance is also different. Attention to these 
differences can reduce the risk of future market failures. 

 

XI.  DISCUSSION OF FINDINGS FROM THE MRP 
USABILITY TEST 

The aim of this study was to predict the acceptability of 
MRP systems for visiting a museum.   The results obtained 
from surveys, interviews, and observations illustrated that 
the robotic telepresence system can be applied for a variety 
of tasks and social activities in a museum, however there are 
still plenty of issues to be solved. Generally, experienced 
users perceived the system as to be more usable in compare 
to novice users who were experiencing the interaction 
through a MRP system for the first time; therefore, such 
participants are most probable to be future customers of 
remote application of a robotic telepresence inside a 
museum. Experiencing more interaction with the system 
may partially influence the attitude of the users and the level 
of acceptance by them. However, if this is true and prior 
experience plays a critical role in acceptance of the MRP, it 
should be noticed that not all the people have prior 
experience of interaction with a telepresence robot; in fact 
this applies to a majority of people.  

 
XII. CONCLUSION 

 The motivation behind our experiment in this study was 
to locate objective metrics based on them to develop and 
improve the MRP systems proper to be used in museums. 
User evaluation studies mostly cover issues such as users’ 
attitude, acceptance, quality of interaction, societal and 
ethical topics and technical evaluations. The results of these 
evaluations in an application area with its specific challenges 
outline a set of design implications for developers of future 
MRP systems. This research work applied a mixed method 
approach to evaluate the usability of telepresence robot 
systems for museums; however it has been conducted inside 
the university lab. Therefore, this study as an initial research 
work provides guidelines for future user tests in real 
museums with natural settings with a variety of participants 
from young children to adult and aged people even 
physically less advantaged people as they might also be 
potential customers of telepresence robots. Although based 
on users’ experience and capabilities, performing some tasks 
might be to some extent challenging, some of these 
difficulties come from the technical limitations of the 
systems. Regardless of the technical difficulties, users could 
conceive the advantages in application of telepresence robots 
inside museums and view the positive aspects of it. Some 
other versions of MRP systems developed to overcome the 
technological challenges and difficulties experienced in 
another studies in a variety of application areas by the 
researchers. Therefore, concerning this matter, the results 
obtained from this study induce the requirement for a larger 
series of trials, for a longer period of time to test a variety of 

MRP systems with different features in addition to studies 
regarding cost analysis. 

 

XIII. LIMITATIONS AND FUTURE WORK 

Although participants of this exploratory trial were all 
employed from academic people, the results might be to 
some extend different if we repeat the experiment with 
participants with a wide variety of backgrounds. For 
example, if we include aged people into the sample set, we 
may get a variety of feedbacks and results different from 
what we’ve obtained in this study as aged people are 
normally more reluctant to new technologies. In addition to 
this matter, studies inside the lab includes some limitations 
as they do not duplicate a real natural environment, 
moreover, the situation and type of interactions in an innate 
setting is very different. Therefore, the current findings in 
our study offer scope for future research works in a real 
museum and in more natural settings in order to obtain more 
valuable results. 
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Abstract—Time-delays (dead time) are found in many processes in 
industrial practice. Time-delays are mainly caused by the time 
required to transport mass, energy or information, but they can also 
be caused by processing time or accumulation. This paper deals with 
a design of algorithms for digital control of the unstable and 
integrating time-delay processes using one suitable modification of 
the Smith Predictor (SP). This digital modification of the Smith 
Predictor is based on Linear Quadratic (LQ) method. A minimization 
of the quadratic criterion is realized using spectral factorization. The 
designed algorithms have universal usage; they are suitable for 
control of stable, non-minimum phase, unstable and integrative time-
delay processes. The main contribution of this paper is design and 
simulation verification of this Smith Predictor for control of the 
unstable and integrative processes, because classical continuous 
Smith Predictors are not suitable for control of such processes. Of 
course, some continuous-time modifications have been designed for 
control of like these processes. The designed algorithms for control 
of individual processes influenced by external disturbance were 
verified. The program system MATLAB/SIMULINK was used for 
simulation of designed algorithms. 

 
Keywords—Digital control, Integrating process, LQ control, 

Polynomial approach, Simulation of control loops, Smith predictor, 
Time-delay, Unstable process.  

I. INTRODUCTION 

IME-delay appear in many processes in industry and other 
fields, including economical and biological systems They 
are caused by some of the following phenomena [1]: 

• the time needed to transport mass, energy or information, 
• the accumulation of time lags in a great numbers of low 

order systems connected in series, 
• the required processing time for sensors, such as 

analyzers; controllers that need some time to implement a 
complicated control algorithms or process. 

Time- delay is very often encountered in various technical 
systems, such as electric, pneumatic and hydraulic networks, 
chemical processes, long transmission lines, robotics, etc. The 
existence of pure time lag, regardless if it is present in the 
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control or/and the state, may cause undesirable system 
transient response, or even instability. Consequently, the 
problem of controllability, observability, robustness, 
optimization, adaptive control, pole placement and 
particularly stability and robust stabilization for this class of 
systems, has been one of the main interests for many scientists 
and researchers during the last five decades. 

A part of time-delay systems can be unstable or have 
integrating properties. Typical examples of such processes are 
e.g. pumps, liquid storing tanks, distillation columns or some 
types of chemical reactors.  

Most authors are designing continuous-time algorithms for 
control of such processes. Integrating and unstable processes 
with a time-delay often cannot be controlled by usual 
controllers designed without consideration of the dead-time. 
There are various ways to control such systems. Several 
tuning rules for PI or PID controllers in the classical feedback 
closed-loop continuous-time structure have been presented in 
literature for these systems, see e.g. [2] – [7]. But when 
processes include long time-delay, the performances of these 
classical controllers become worsen [8]. In these cases, the use 
of a time-delay compensator in the structure of the closed-loop 
control system can be available [9]. 

The first time-delay compensation algorithm was proposed 
by Smith [10] in 1957. This time-delay compensator (TDC) 
known as the Smith predictor (SP) contained a dynamic model 
of the time-delay process and it can be considered as the first 
model predictive algorithm. Control results of a good quality 
can be achieved by modified Smith predictor methods, see e.g. 
in [11] – [17]. The control scheme 2DOF (Two Degrees Of 
Freedom) is used in [18] - [20]. The design of controllers 
using polynomial approach [21], [22] can be found in [23] and 
the control system structure with two feedback controllers is 
proposed in [24]. The idea of the IMC (Internal Model 
Control) is employed in [25]. 

The problems of continuous-time control of integrating or 
unstable time-delay systems including the robustness, 
disturbance rejection and the extension of suitable 
compensators have been analyzed in other articles, see e.g. 
[26] - [34]. 

Historically first modifications of time-delay algorithms 
were proposed for continuous-time (analog) controllers. In 
industrial practice the implementation of the time-delay 
compensators on analog technique was difficult. Therefore the 
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Smith Predictors and its modified versions can be 
implemented since 1980s together with the use of 
microprocessors in the industrial controllers. In spite of the 
fact that all these algorithms are implemented in digital 
platforms, most of the literature analyzes, as mentioned above, 
only the continuous-time version. 

The first digital time-delay compensators are presented e.g. 
in [35] – [38]. Some Self-tuning Controller (STC) 
modifications of the digital Smith Predictors (STCSP) are 
designed in [39] – [41]. Two versions of the STCSP were 
implemented into MATLAB/SIMULINK Toolbox [42], [43]. 
The scope of paper [44] is a design and an analysis of 2DOF 
discrete time-delay compensators for stable and integrating 
processes, the simple robust discrete time-delay compensator 
for unstable processes is proposed in [45]. 

It is well known that classical analog Smith Predictor is not 
suitable for control of unstable and integrating time-delay 
processes. The designed digital LQ Smith Predictor eliminates 
this drawback. 

The paper is organized in the following way. The general 
problem of a control of the time-delay systems is described in 
Section 1. The principle of the continuous-time Smith 
Predictor is introduced in Section 2 and digital version in 
Section 3. Three modifications of digital controllers that are 
used for self-tuning versions SPs are proposed in Section 4. 
Section 5 contains brief description of the recursive 
identification procedure. Simulation configuration is presented 
in Section 6. Results of simulation experiments are summed in 
Section 7.  

II. PROCESS MODELS 

Consider a continuous-time dynamical linear SISO (single 

input ( )u t  – single output ( )y t ) system with time-delay L. 

( ) ( ) Ls
LG s G s e−=  (1)   

where ( )G s  is an unstable or an integrating time-delay free 

part of the process and the transfer function of a pure 

transportation lag is Lse− , where s is complex variable. A 
more complete description of the process must include 
external disturbances, which are normally represented in the 
linear model as an additive signal at process output.  

This paper presents digital control of the unstable second 
order systems with time-delay which can be described by the 
following continuous-time transfer function: 
1) System with one unstable pole: 

( ) ( )( )1
1 21 1

LsKG s e
T s T s

−=
+ −

 (2) 

2) System with two unstable poles: 

( ) ( )( )2
1 21 1

LsKG s e
T s T s

−=
− −

 (3) 

3) Oscillatory unstable system:  

( )3 2 2
; 0 1

2 1
LsKG s e

T s Ts
ξ

ξ
−= 〈 〈

+ −
 (4) 

4) Non-minimum phase unstable system with one unstable 
pole: 

( ) ( )
( )( )

3
4

1 2

1

1 1
LsK T s

G s e
T s T s

−−
=

+ −
 (5) 

5) Non-minimum phase unstable system with two unstable 
poles: 

( ) ( )
( )( )

3
5

1 2

1

1 1
LsK T s

G s e
T s T s

−−
=

− −
 (6) 

6) Oscillatory non-minimum phase unstable system: 

( ) ( )3
6 2 2

1

2 1
LsK T s

G s e
T s Tsξ

−−
=

+ −
 (7) 

where K is static gain, T, T1, T2, T3 are time constants and ξ is 
damping factor. 
 The following integration systems were chosen for 
verification of the proposed digital SP algorithm: 
 
7) Integrating system with one stable pole: 

( ) ( )7
1 1

LsKG s e
s T s

−=
+

 (8) 

8) Integrating system with one unstable pole: 

( ) ( )8
1 1

LsKG s e
s T s

−=
−

 (9) 

9) Double integrating system: 

( )9 2
LsKG s e

s
−=  (10) 

III. DIGITAL SMITH PREDICTOR 

The discrete versions of the SP and its modifications are 
more suitable for time-delay compensation in industrial 
practice. The block diagram of a digital SP (see [39], [40]) is 
shown in Fig. 1. The function of the digital version is similar 
to the classical analog version. 

 
Fig. 1 Block diagram of a digital Smith Predictor 

Number of higher order industrial processes can be 
approximated by a reduced order model with a pure time-
delay. In this paper the following second-order linear model 
with a time-delay is considered 
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The term z-d represents the pure discrete time-delay. The 
time-delay is equal to 0dT  where 0T is the sampling period. 

The block Gm(z-1) represents process dynamics without the 
time-delay and is used to compute an open-loop prediction. 
The numerator in transfer function (11) is replaced by its static 
gain B(1), i.e. for z = 1. This is to avoid problem of controlling 
a model with a B(z-1), which has non-minimum phase zeros 
caused by a high sampling period or fractional delay. Since 
B(z-1) is not controllable as in the case of a time-delay, it is 
moved out of the prediction model Gm(z-1) and is treated 
together with the time-delay block, as shown in Fig. 1. The 
difference between the output of the process y and the model 
including time-delay ŷ is the predicted error êp as shown in 
Fig. 1, whereas e and v are the error and the measured 
disturbance, w is the reference signal. The primary (main) 
controller Gc(z-1) can be designed by different approaches (for 
example digital PID control or methods based on polynomial 
approach). The outward feedback-loop through the block in 
Fig. 1 is used to compensate load disturbances and modelling 
errors. 

For the second order model (11) first compensator has the 
form 

( ) ( ) 1 1
1 21

1 21 2 1 2
1 2 1 2

;
1 1

r
m r

b b z b z
G z b b b

a z a z a z a z

− −
−

− − − −

+
= = = +

+ + + +
(12) 

and second compensator is given by the transfer function 
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A. Design of Primary Polynomial 2DOF Controller  
 

  
 

Fig. 2 Block diagram of a closed loop 2DOF control system 
 
Polynomial control theory is based on the apparatus and 

methods of a linear algebra (see e.g. [21], [22], [46], [47]). 
The design of the controller algorithm is based on the general 
block scheme of a closed-loop with two degrees of freedom 
(2DOF) according to Fig. 2. 

The controlled process is given by the transfer function in 
the form 

1
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−
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where A and B are the second order polynomials. The 
controller contains the feedback part Gq and the feedforward 
part Gr. Then the digital controllers can be expressed in the 
form of a discrete transfer functions 

( ) ( )
( ) ( )( )

1

1 0

1 1 1
11 1

r

R z r
G z

P z p z z

−
−

− − −
= =

+ −
 (15) 

( ) ( )
( ) ( )( )

1 1 2
1 0 1 2

1 1 1
11 1

q

Q z q q z q z
G z

P z p z z

− − −
−

− − −

+ +
= =

+ −
 (16) 

According to the scheme presented in Fig. 2 and equations (11) and 
(14) – (16), it is possible to derive the characteristic polynomial  

1 1 1 1 1
4( ) ( ) ( ) ( ) ( )rA z P z B z Q z D z− − − − −+ =  (17)  

where Br(z-1) = brz-1 and 

( )1 1 2 3 4
4 1 2 3 41D z d z d z d z d z− − − − −= + + + +  (18) 

is the fourth degree characteristic polynomial. 
The procedure leading to determination of polynomials Q, 

R and P in (15) and (16) can be briefly described as follows 
(see [48]). A feedback part of the controller is given by a 
solution of the polynomial Diophantine equation (17). A 
feedback controller to control a second-order system with 
time-delay will be derived from equation (17). A system of 
linear equations can be obtained using the uncertain 
coefficients method 

0 1 1

1 1 2 1 2

2 1 2 3 2

2 1 4

0 0 1 1

0 0 1

0 0

0 0 0

r

r

r

b q d a
b a q d a a

b a a q d a
a p d

+ −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− +
⎢ ⎥ ⎢ ⎥ ⎢ ⎥

−⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (19)  

An asymptotic tracking is provided by a feedforward part 
of the controller given by a solution of the polynomial 
Diophantine equation 

( )1 1 1 1 1
4( ) ( ) ( ) ( )w rS z D z B z R z D z− − − − −+ =  (20) 

 For a step-changing reference signal value, polynomial 
Dw (z-1) = 1 - z-1 and S is an auxiliary polynomial which does 
not enter into controller design.  

For a step-changing reference signal value it is possible to 
solve Equation (23) by substituting z = 1 

1 2 3 4
0

1(1)

(1) r

d d d dDR r
B b

+ + + +
= = =  (21) 

The 2DOF controller output is given by 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

0 0 1 2

1 1

1 2

1 1 2

u k r w k q y k q y k q y k

p u k p u k

= − − − − − +

+ − − + −
 (22) 

B. Minimization of LQ Criterion 
The linear quadratic control methods try to minimize the 

quadratic criterion by penalization the controller output 

[ ] [ ]{ }2 2

0

( ) ( ) ( )u
k

J w k y k q u k
∞

=

= − +∑  (23) 

w 

u y Gp Gq 

Gr 

uq 

ur 

_ 

+ 
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where qu is the so-called penalization constant, which gives 
the rate of the controller output on the value of the criterion 
(where the constant at the first element of the criterion is 
considered equal to one). In this paper, criterion minimization 
will be realized through the spectral factorization for an input-
output description of the system.  

For the coefficients of the second order characteristic 
polynomial  

( )1 1 2
2 1 21D z d z d z− − −= + +  (24)  

of the closed loop the following expressions were derived [48]  

1 2
1 2

2

;
m md d

mδ δ
= =

+
 (25) 

The parameters m1, m2 and δ are computed as follows: 

22 2
2 20 0

2 2 1

2 2 2
0 1 2 1 1 1 2 2 2

4
;

2 2 2

(1 ) ; ( );u r u u

m m m
m m m

m q a a b m q a a a m q a

γ λ
δ γ

+ − ⎛ ⎞= = − + + −⎜ ⎟
⎝ ⎠

= + + + = + =

 (26) 

IV. PRIMARY LQ CONTROLLER OF DIGITAL SP  

From the previous paragraph, it is obvious that using 
analytical spectral factorization, only two parameters d1 and d2 
of the second degree polynomial D2(z-1) can be computed. 
This approach is applicable only for control of processes 
without time-delay (out of Smith Predictor). The primary 
controller in the digital Smith Predictor structure requires 
usage of the fourth degree polynomial D4(z-1) (18) in 
equations (17) and (20). The polynomial D2(z-1) has two 
different real poles α, β or one complex conjugated pole 

1,2z jα β= ± (in the case of oscillatory systems). These poles 

must be included into polynomial D4(z-1) (18). A suitable pole 
assignment was designed for both types of the processes:  
 
1st possibility: 

Polynomial (18) has two different real poles α, β (computed 
from (24)) and user-defined real poles γ, δ. Then it is possible 
to write polynomial (18) as a product root of factor 

( ) ( )( )( )( )4D z z z z zα β γ δ= − − − −   (27) 

and its individual parameters can be expressed as 

( )
( ) ( )

1

2

3

4

( )

( )

d
d

d

d

α β γ δ
αβ γδ α β γ δ

α β γδ γ δ αβ

αβγδ

= − + + +

= + + + +

= − + + +⎡ ⎤⎣ ⎦
=

 (28) 

 
2nd possibility: 

Polynomial (18) has the complex conjugate 
pole 1,2z jα β= ± (computed from (24)) and user-defined real 

poles γ, δ. Then polynomial (18) has the form 

( ) ( )( )( )( )4D z z j z j z zα β α β γ δ= − − − + − −  (29) 

and its individual parameters can be expressed as 

( )
( )( )

( )

1

2 2
2

2 2
3

2 2
4

(2 )

2

2

d

d

d

d

α γ δ

α γ δ α β γδ

αγδ α β γ δ

α β γδ

= − + +

= + + + +

⎡ ⎤= − + + +⎣ ⎦

= +

 (30) 

The control algorithm based on the LQ control method 
contains the following steps: 
• The parameters of the polynomial D2(z-1) are computed 

according to equations (25) and (26). 
• If the polynomial (24) has the real poles α, β, its 

parameters are computed according to equations (28), 
otherwise, they are computed according to equations (30). 

• The controller parameters are computed using matrix 
equation (19) and equation (21). 

• The controller output is given by equation (22). 
• Penalization of the controller output is performed by 

setting 0uq ≥ .  

With increased penalization constant, the amplitude of the 
controller output decreases and thereby, the flow of the 
process output is smoothened and any possible oscillations or 
instability are damped. 

V. SIMULATION VERIFICATION AND RESULTS  

Simulation is useful tool for the synthesis of control 
systems, allowing us not only to create mathematical models 
of a process but also to design virtual controllers in a 
computer. The mathematical models provided are sufficiently close 
to a real object that simulation can be used to verify the dynamic 
characteristics of control loops when the structure or parameters of 
the controller change. The models of the processes may also be 
excited by various random noise generators which can simulate the 
stochastic characteristics of the processes noise signals with similar 
properties to disturbance signals measured in the machinery.   A 
simulation verification of the designed predictive algorithm 
was performed in MATLAB/SIMULINK environment. It is 
possible to influence the output of the process with the non-
measurable disturbance d. The designed digital Smith 
Predictor has universal usage for control of a large group of 
processes with time-delay.  

Because the range of this paper is limited, only the 
following models with an exacting dynamic behavior were 
used for simulation experiments:  
System with two unstable poles – (3)  

( ) ( )( )
8

2

2

5 1 2 1
sG s e

s s
−=

− −
 (31) 

Oscillatory unstable non-minimum phase system – (7) 

( ) ( ) 8
6 2

2 4 1

4 2 1
ss

G s e
s s

−−
=

+ −
 (32) 

Integrating system with one unstable pole – (9) 

( ) ( )
8

8

2

5 1
sG s e

s s
−=

−
 (33) 
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Let us now discretize (31), (32) and (33) using a sampling 
period 0 2 sT = . The discrete forms of these transfer functions 

are (see (11))  

( )
1 2

1 4
2 1 2

0 6516 1 0386

1 4 2101 4 0552

. z . zG z z
. z . z

− −
− −

− −

+
=

− +
 (34) 

( )
1 2

1 4
6 1 2

2 1695 3 5409

1 2 06539 0 3679

. z . zG z z
. z . z

− −
− −

− −

+ −
=

− +
 (35) 

( )
1 2

1 4
8 1 2

0 9782 1 0491

1 2 4918 1 4918

. z . zG z z
. z . z

− −
− −

− −

+
=

− +
 (36) 

The processes which are described by the above mentioned 
transfer functions were used in the Simulink control scheme 
for the verification of the dynamical behavior of the individual 
closed control loops. In time 500 – 800 s an exponential 
external disturbance 

( ) ( )0.10.5 1 td t e−= −  (37) 

acted on the system output. The computed poles α, β and user-
defined real poles γ, δ are introduced for individual simulation 
experiments including characteristic polynomial (18). For all 
experiments, the penalization factor was chosen qu = 1. 

A. Simulation Control of Model ( )1
2G z−  

The poles: , 0.3912 0.1488 ; 0.1; 0.5iα β γ δ= ± = =  

The characteristic polynomial: 

( ) 4 3 2
4 1.3824 0.6947 0.1442 0.0088D z z z z z= − + − +  

The courses of the control variables are shown in Fig. 3, the 
quality of control is very good. 

0 200 400 600 800
-0.5

0

0.5

1

1.5

2

2.5

3

time [s]

w
 [-

], 
y 

[-]
, u

 [-
], 

d 
[-]

 

 

w
y
u
d

 
Fig. 3 Control of model ( )1

2G z−  

B. Simulation Control of Model ( )1
6G z−  

The poles: , 0.2188 0.11137 ; 0.1; 0.75iα β γ δ= ± = =  

The characteristic polynomial: 

( ) 4 3 2
4 1.2875 0.5077 0.0845 0.0046D z z z z z= − + − +  

The courses of the control variables are shown in Fig. 4, the 
quality of control is very good. 
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Fig. 4 Control of model ( )1

6G z−  

C. Simulation Control of Model ( )1
8G z−  

The poles: , 0.2652 0.2752 ; 0.1; 0.5iα β γ δ= ± = =  

The characteristic polynomial: 

( ) 4 3 2
4 1.1305 0.5144 0.1142 0.0073D z z z z z= − + − +  

The courses of the control variables are shown in Fig. 5, the 
quality of control is very good. 
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Fig. 5 Control of model ( )1

8G z−  

VI. CONCLUSION 

The paper presents a new unified approach for design of the 
digital LQ Smith Predictor for control unstable and integrating 
systems with time-delay. The primary controller is based on 
minimization of the linear quadratic criterion. Minimization of 
the criterion is realized through spectral factorization. This 
controller was derived purposely by analytical way (without 
utilization of numerical methods) to obtain algorithms with 
easy implementability in industrial practice. Three models 
(two unstable and one integrating with unstable pole) were 
used for simulation verification. Main contribution of 
designed method is the universal applicability of this Smith 
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Predictor for digital control of large spectrum processes 
(stable, unstable, non-minimum phase, integrating) with time-
delay.  
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RGBD sensors correction with Gaussian process
regression

Abdenour amamra, Nabil aouf

Abstract - In this work, we present a novel method to accurately
calibrate active depth sensors such as the Microsoft Kinect. Our
approach is based on the Gaussian Process Regression (GPR). It is
applied after the standard calibration and it is particularly useful for
the aging depth cameras. The latter, were proven to suffer from
inaccuracies that cannot be fixed with the standard pinhole camera
calibration procedure. Experimental results show the weaknesses of
this naïve calibration and the corrective of effect our algorithm. We
further justify the possibility to extend the same approach to any
other type of cameras with similar characteristics.

Keywords — RGBD; Gaussian process regression; camera
calibration; Kinect; depth map.

I. INTRODUCTION

NOWADAYS, RGBD cameras such as the Microsoft
Kinect become increasingly popular in many computer vision,
image processing and robotics applications [1]. Although the
widespread success these sensors achieved, their accuracy
issues were narrowly addressed. Prior studies from the
literature focused on ordinary monocular camera calibration
(the colour and the infrared cameras separately), and the
stereo calibration, where both the RGB and the IR cameras
are jointly characterised [2]. During our experimentation with
the Kinect, we noticed a significant drop in the accuracy of
the range measurements within the worn sensors. This
phenomenon happens even after performing a correct
standard calibration. Up to our knowledge, this fact about the
active depth sensors was not covered previously in any
research work. Such drawback negatively affects the
performance of all the subsequent stages relying on the raw
outputs of the camera.

The working principle of our correction module is
motivated by some finding the authors in [3] discovered. In
addition, a learning approach based on the Gaussian process
is applied to correct the drifty depth readings. The Gaussian
process has been chosen because it provides a probabilistic
framework to directly work with priors on a space of
functions. It also provides a more accurate prediction and
correction of the outputs. On the other hand, a major limiting
factor for the acceptance of the GPR in practice is the
computational effort associated to large training datasets.
However, the training phase in our specific case is applied
offline just like the normal calibration, which is required only
once for the sensor. More importantly, our algorithm needs a
maximum of 130 elements to work properly. This correction

applies on z coordinate (depth). The remaining x and y
components are computed based on the corrected z and the
ordinary camera parameters.

II. RELATED WORK

Few works from the literature discussed the issue of
accuracy when using a depth camera as a measuring tool. Zhu
et al. [4] combined a Time Of Flight camera (ToF) with a
stereo pair to correct the distribution of depth data. Chiu et al.
[5] combined the depth images captured from a range sensor
and the disparity map issued by the IR-RGB pair to improve
the accuracy of the 3D data. Xul et al. [6] used the same
technique to increase the accuracy of the depth image covering
the scene. Henry et al. [7] combined visual features from RGB
camera and the shape-based alignment from a range sensor to
build a reliable 3D geometry. Moreover, Matyunin et al. [8]
used a temporal filtering of the RGBD images to cope with 
occlusions and to improve the temporal stability of the 3D
data. In all of the above cited works, the authors either
compensate one sensor’s accuracy with others. Or they filter
the raw data streamed by the sensor itself. Nevertheless, our
solution corrects the active depth sensors that cannot be dealt
with the standard calibration. It uses a more accurate sensor’s
data. It also uses a set of characteristic properties of depth
cameras and a learning algorithm (GRP) to readjust the
measurements.

III. KINECT DEPTH MAP STRUCTURE

Kinect sensor is an RGBD camera which has the ability to
capture the depth map of the scene and its colour image
simultaneously. The camera works at a frame rate of 30Hz for
an image resolution of 640 × 480 pixels. It also computes the
depth map of the scene with a triangulation process [3].

To study the structure of the depth map, the authors in [3]
pointed the sensor parallel to a large flat wall. This experiment
allows them to capture a cloud of points from the whole
operating range of the camera (0.8m to 4.0m) Fig 1(a). The 3D
distribution of the different depth levels is illustrated in Fig
1(b). The point data within the capture lie in independent
parallel planes that the authors in [3] called Z-Levels. Each of
these planes ࢆ) … ࢆ ) has its own depth valueࢆ� , and
contains a set of pointsࡼ� (ࢆ,࢟�,࢞) . These points share the
same .ࢆ The number of Z-Levels determines the precision of
the depth computation. In other word, the denser the Z-Levels
become, the higher the precision will be. The discrete levels
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(a) Actual output of the wall (b) 3D structure of the Z-Levels
Fig 1. Kinect depth data

result from the quantisation of the real distance separating the
sensor from the scene. In addition, they are limited in number
)   ൎ ͵ Ͳ different depth values), and they are the same
for all the Kinects running the same driver. The gap between
two successive Z-Levels (ࢆ�ାെࢆ) increases proportionally
to the square distance separating the scene from the sensor [2].

IV. PROBLEM STATEMENT

In all the following sections, the Kinects have undergone a
good standard monocular calibration (࢟ࢉ�ǡ࢞ࢉ;࢟ࢌ�ǡ࢞ࢌ) for both
the RGB and the Depth cameras. In addition, a stereo
calibration is performed to issue the pose (R, T) of each
camera (IR and RGB) relative to the other. Let ࢎࡷ be a
healthy Kinect. This camera’s accuracy is the same as the
native resolution of the sensor within its operating range
(േǤ�  �at ૡࢉ� and േǤࢉ� at Ǥ� ). On the other
hand, ࢌࡷ is a faulty Kinect, for which the accuracy
(േǤૡ�  �at ૡࢉ� and േǤࢉ� atǤૢ � ) cannot be
recovered with the ordinary calibration procedure. Hence, the
problem becomes; given the trustworthy depth readings of ,ࢎࡷ
How could one correct the wrong disparity image issued by
.?ࢌࡷ

The phenomenon of drop in accuracy is well explained in
Fig 2. ࢎࡷ sensor covers all the operating range of the camera
(0.8m to 4.0m) at a good accuracy Fig 2(a). The error in depth
estimation is shown with the green intervals in Fig 2(a). On
the other hand, ࢌࡷ camera range is smaller (0.8m to 3.9m).
Moreover, the uncertainty in the depth estimation is larger
compared to ࢎࡷ (red intervals in (Fig 2(b)).

Throughout the experiments (object tracking and 3D
registration applications), we noticed that the drop of accuracy
appears only within the aging sensors. Up to the authors’
knowledge, the state of the art calibration and studies on
Kinect camera have not yet addressed neither this issue nor a
solution to fix it. Before raising this work, we attempted many
times to correct the shift of the normal depth values with
optical calibrations procedures. However, the erroneous range

(a) ࢎࡷ depth data structure (b) ࢌࡷ depth data structure
Fig 2. Accuracy difference between ࢎࡷ and ࢌࡷ

(a) Setup (3.90m) (b) ࢎࡷ output (3.89m) (c) ࢌࡷ output (unseen)

(d) Setup (3.70m) (e) ࢎࡷ output (3.70m) (f) ࢌࡷ output (3.95m)
Fig 3. Accuracy difference between ࢎࡷ and ࡷ

readings persist. In the technical specs of the sensor, we found
that the computation of the disparity map is based on a
triangulation algorithm applied on the pair IR projector/
camera. The projector is an output device. Thus incapable to
capture any kind of calibration patterns. The factory stereo
parameters of the IR projector/camera setup are embedded in
the sensor and inaccessible from the outside.

To illustrate this problem in a real scenario, we fix a flat
wooden panel parallel to the planes of two Kinects at a
distance of 3.90m Fig 3(a). The upper camera (ࢎࡷ) is working
properly, but the other one (ࢌࡷ) is drifty. In this experiment,
we read the range separating the panel from both sensors. The
disappearance of the panel from the image means that it was
not detected within the native operating range of the sensor
(0.8m to 4.0m). At 3.90m the depth map captured by the
healthiest camera shows that the panel is located at 3.89m Fig
3(b). However, the faulty camera is unable to see the object at
all Fig 3(c). Afterwards, we move the panel foreword to
3.70m so both Kinects can capture it Fig 3(d). ࢎࡷ indicates
that the object is at 3.70m Fig 3(e). Whereas ࢌࡷ locates it at
3.95m Fig 3 (f).

To fix this problem within the IR setup, we use a learning
algorithm that leverages the precise outputs of the healthy
camera to eliminate the shift that occurs in the depth data of
the drifty sensor.

V. GPR ON KINECT DEPTH DATA

The Gaussian Process Regression is a generic supervised
learning method primarily designed to solve regression
problems. The GPR has the advantages of being predictive; it
interpolates all the available training data. It is probabilistic;
one can compute empirical confidence intervals that may be
used to refit the prediction in some regions of interest. It is
versatile; different linear regression models can be specified
[9].

Given a set of ࡺ training pairs of points {ሺࢠǡࢠ)}, where ࢠ
denotes the erroneous depth measurements and refersࢠ to the
correct correspondents. The purpose of the GPR is to learn a
function .(ࢠሺࢌ The latter should be able to attribute to every
query depth element ∗ࢠ in the captured depth image, a unique
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accurate correspondent (∗ࢠሺࢌ . This correspondent better
represents the actual range seen from the query pixel. The
process is modelled by the function: ൌࢠ (ࢠ)ࢌ  Where.ࢿ�
ࢿ is a Gaussian white noise of variance .࣌ As a result, the
observed targets can also be described with a Gaussian
distribution �̱ࢠ (ࢆǡࢆ)ࡷሺǡࡺ�  ࣌

ࡵሻ where Z= {ࢠ} and
ሻࢆǡࢆሺࡷ is the covariance matrix computed using a known
covariance function. Gaussian kernels are the frequently used
covariance functions [4]. They are defined by:

݇൫ݔ,ݔ൯= ௦ߪ
ଶ݁ି

భ
మ

((௫ି௫) ௐ (௫ି௫) ) (1)

Where ࢙࣌ denotes the signal variance and ࢃ represents the
widths of the kernel. The joint distribution of the observed ࢠ
and predicted values ((∗ࢠሺࢌ) for a query point ∗ࢠ is given by:


ݖ̃

(∗ݖ݂)
൨~ܰ ൬0,

)ܭ ,ܼܼ) + ߪ
ଶܫ (݇ (∗ݖܼ,

(ܼ,∗ݖ݇) (∗ݖ,∗ݖ݇)
൨൰ (2)

The fact of conditioning the joint distribution yields the
predicted mean value (∗ࢠሺࢌ along with its variance :(∗ࢠሺࢂ

(∗ݖ݂) = ∗݇
ܭ)் + ߪ

ଶܫ)ିଵ̃ݖ= ∗݇
ߙ் (3)

(∗ݖ)ܸ = (∗ݖ,∗ݖ݇) − ∗݇
ܭ)் + ߪ

ଶܫ)ିଵ ∗݇ (4)

With ∗ ൌ ࡷǡ(∗ࢠǡࢆ) ൌ ሻࢆǡࢆሺࡷ and ࢻ denotes the
prediction vector. The hyper-parameters of a Gaussian process
with Gaussian kernel are given by ࣂ ൌ ࢃǡࢌ࣌ǡ࣌ൣ� ൧. The latter
are the only open parameters. Their optimal values for a
particular dataset can be automatically estimated by
maximizing the �ࢍ marginal likelihood using standard
optimisation methods [4].

The purpose of using the GPR in our work is to learn a
function (∗ࢠሺࢌ from the training data {ࢠǡࢠ} . This function
will serve to correct all the query points (∗ࢠǡ∗࢟ǡ∗࢞)∗ࡼ issued
by the faulty sensor. The correction applies only on the depth
variableࢠ�∗. Thereafter, the computation of the remaining two
others coordinates ∗ෝ࢟ෝ∗ǡ࢞) ) requires the corrected depth ∗ොࢠ� ,
and the beforehand computed calibration parameters
̴࢞ࢌ) ̴࢟ࢌ�ǡ࢘ ̴࢞ࢉ;࢘ ̴࢟ࢉ�ǡ࢘ (࢘ of the IR camera as shown below:

ቊ
∗ොݔ = /∗ݖ̂) ௫݂_)(ݑ∗ − ௫ܿೝ

)

∗ොݕ = /∗ݖ̂) ௬݂_)(ݒ∗ − ௬ܿೝ
)

(5)

(∗ݒǡ∗ݑ) are the 2D image coordinates of the target pixel where
the depth value ∗ࢠ was captured.

VI. DEPTH MAP CORRECTION APPROACH

To correct the drifty sensorࢌࡷ�, we propose the pipeline in
Fig 4. The latter starts with a training stage Fig 4(a) followed
by a correction stage (test) Fig 4(b). The pairs of
points ൛ሺࡼǡࡼ෩ሻൟ are necessary to extract the training
data {ሺࢠǡࢠ)} . These points are selected from a variety of
features covering the whole operating range of the camera. At
this level, both cameras ( ࢌࡷ , ࢎࡷ ) are supposed to be
accurately calibrated (mono calibration IR, RGB separately,
and stereo calibration IR/RGB jointly). More importantly, in
this experiment the ground truth camera ࢎࡷ was verified

(a) Training (b) Correction (test)
Fig 4. Faulty Kinect correction approach

against an accurate range measurement device1. We choose
the RGB pair of images ,�RGBࢌࡷ) (�RGBࢎࡷ� as a basis to
extract corresponding features because they are more reliable.
In addition, one can visually select different points from all the
existing depth levels, which is not possible to do with the
depth map. This image is noisier and less discriminative.
Hence, not suitable to extract good features.

The training stage begins with the matching of the extracted
2D features Fig 4(a). The 3D points ( (ࢠǡ࢟ǡ࢞)ࡼ ,
(ࢠǡ࢟ǡ࢞)෩ࡼ ) are then computed based on the ( ,࢛ (࢜
positions of their respective 2D counterparts ( (࢜ǡ࢛)ࡲ ,
((࢜ǡ࢛)෩ࡲ� Fig 4(b) and the calibration parameters of each
cameras. After computing the 3D points, we proceed through
the actual GPR, which produces the correction modelࢌ�. This
new entity will be associated to the faulty sensor as a new
calibration parameter.

The correction phase uses the outputs of the training
algorithm (ࢌ) to readjust the wrongly captured depth readings
Fig 4(b). The whole depth map {∗ࢠ} undergoes the correction
in the same way the ordinary calibration parameters are
applied. Subsequently, the corrected depth data ∗ොࢠ is used to
process the remaining two coordinates .{∗࢟ǡ∗࢞} As a result,
we get a more accurate 3D point cloudࡼ�(࢞ෝǡ࢟ෝǡࢠො).

VII. RESULTS AND DISCUSSIONS

To validate our findings about GPR-based RGBD sensors
correction, we conducted a series of experiments where a set
of 3D points were extracted from both the healthy camera (ࢎࡷ)
and the drifty one .(ࢌࡷ) After applying the ordinary camera
calibration, we plot the 3D points in the same graph Fig 5(a).
From the graph, we can clearly see the shift caused to the
range data of the faulty sensor (black arrows between the red
crosses and the blue circles). The length of these arrows
represents the magnitude of the error. The latter is the distance
between the correct points and their erroneous correspondent.

1 Bosch Laser Range Finder DLE40
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(a)ࢎࡷ� and ࢌࡷ 3D data after the ordinary calibration and before GPR correction (b)ࢎࡷ� and ࢌࡷ 3D data after applying our GPR correction

(c) Error in ࢄ coordinate before and after correction (d) Error inࢅ� coordinate before and after correction (e) Error in ࢆ coordinate before and after correction
Fig 5. The effect of our GPR based correction

This distance is proportional to the range separating the sensor
and the points.
After applying the correction, the error was significantly

reduced. The wrongly captured depth values were corrected
with the GPR. The improvements in the accuracy can be seen
in Fig 5 (b). The graphs in Fig 5 (c), (d), (e) illustrate the error
in points position before (red) and after the correction (green).
The error in ݖ is increasing with increasing depth. However,
the error in both ݔ and ݕ does not depend only on the depth,
but also on the position of the pixel according the centre of the
image. Table 1 further shows a comparison between the
RMSE before and after the correction.

TABLE 1. RMSE ERROR BEFORE AND AFTER THE GPR CORRECTION
X(m) Y(m) Z(m) Overall (m)

Before correction 0.0295 0.0102 0.0743 0.0809
After correction 0.0015 0.0051 0.0037 0.0065

VIII. CONCLUSIONS

We presented a novel phenomenon that appears within the
depth map of RGBD sensors. We demonstrated the weakness
of the classical mono and stereo calibration methods to solve
the lack of accuracy within the worn sensors. In addition, we
presented an innovative approach based on our findings and
the Gaussian Process Regression to overcome the lack of
precision. As future work, we will investigate the
effectiveness of the same method on other RGBD sensors like
Asus Xtion. Moreover, we will study the applicability of the
same approach to jointly correct a setup of multiple depth
cameras. This allows the sensors with less accuracy to
compensate with the more reliable ones.

REFERENCES
[1] J. Smisek, M. Jancosek, and T. Pajdla, “3D with Kinect,” in 2011 IEEE

International Conference on Computer Vision Workshops (ICCV
Workshops), 2011, pp. 1154–1160.

[2] K. Khoshelham and S. O. Elberink, “Accuracy and resolution of Kinect
depth data for indoor mapping applications.,” Sensors (Basel,
Switzerland), vol. 12, no. 2, pp. 1437–54, Jan. 2012.

[3] A. Amamra and N. Aouf, “Robust and Sparse RGBD Data Registration of
Scene Views,” in 2013 17th International Conference on Information
Visualisation, 2013, pp. 488–493.

[4] J. Davis, “Fusion of time-of-flight depth and stereo for high accuracy
depth maps,” in 2008 IEEE Conference on Computer Vision and Pattern
Recognition, 2008, pp. 1–8.

[5] W. Chiu, U. Blanke, and M. Fritz, “Improving the Kinect by Cross-Modal
Stereo.,” BMVC, 2011.

[6] K. Xu, L. Qin, and L. Yang, “RGB-D fusion toward accurate 3D
mapping,” in 2011 IEEE International Conference on Robotics and
Biomimetics, 2011, pp. 2618–2622.

[7] P. Henry, M. Krainin, E. Herbst, X. Ren, and D. Fox, “RGB-D mapping:
Using Kinect-style depth cameras for dense 3D modeling of indoor
environments,” The International Journal of Robotics Research, vol. 31,
no. 5, pp. 647–663, Feb. 2012.

[8] S. Matyunin, D. Vatolin, Y. Berdnikov, and M. Smirnov, “Temporal
filtering for depth maps generated by Kinect depth camera,” in 2011
3DTV Conference: The True Vision - Capture, Transmission and Display
of 3D Video (3DTV-CON), 2011, pp. 1–4.

[9] S. Seo, M. Wallat, T. Graepel, and K. Obermayer, “Gaussian process
regression: Active data selection and test point rejection,”
Mustererkennung 2000, 2000.

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 114



Network-on-Chip Application Mapping based on
Domain Knowledge Genetic Algorithm

Yin Zhen Tei∗, N. Shaikh-Husin∗, Yuan Wen Hau†, Eko Supriyanto† , M. N. Marsono∗
∗Department of Electronic and Computer Engineering, Faculty of Electrical Engineering

†IJN-UTM Cardiovascular Engineering Center, Faculty of Biosciences and Medical Engineering
Universiti Teknologi Malaysia

81310 Skudai, Johor, Malaysia
Email: yztei2@live.utm.my, nasirsh@fke.utm.my, {hauyuanwen, eko}@biomedical.utm.my, nadzir@fke.utm.my

Abstract—This paper addresses application mapping technique
targeted for large-scale Network-on-chip (NoC). The increasing
number of intellectual property (IP) cores in multi-processor
System-on-Chips (MPSoCs) makes NoC application mapping
more challenging to find optimum core-to-topology mapping.
The factorial increase in possible mappings space requires a
mapping algorithm to efficiently look for potential mapping
space. This paper proposes an application mapping technique
that incorporates domain knowledge into genetic algorithm (GA)
to minimize the energy consumption of NoC communication. The
GA is initialized with knowledge on network partition whereas
the genetic crossover operator is guided with communication
demands. The effects of domain knowledge GA on initial popu-
lation and genetic operator are analysed in terms of the solution
quality and convergence speed. Through simulation results on the
MCSL real application traffic traces, the knowledge-based genetic
operator gives 28% energy saving compared to application
mapping using conventional GA. By combining both domain
knowledge technique into GA, the solution quality can further
save energy by 5% and convergence speed by 86% compared
to knowledge-based crossover GA. Our experiment suggests that
domain knowledge in GA initialization and crossover operation
obtain low energy application mapping effectively for large-scale
NoC-based MPSoC .

Index Terms—Application mapping, domain knowledge, ge-
netic algorithm, Network-on-Chip, network partitioning

I. INTRODUCTION

Network-on-chip (NoC) has emerged as a promising on-
chip communication architecture providing modularity and
scalability for MPSoCs. Application mapping determines the
placement of IP cores to the routers on the Network-on-
Chip (NoC) tiles such that the performance or cost metrics
of interest are optimized [1]. It is an NP-hard problem that
exhaustive algorithm cannot be applied. Therefore, an effective
mapping algorithm to reduce the large search space and to
obtain optimum mapping is required. Optimization search
with refinement such as simulated annealing (SA) [2] and
genetic algorithm (GA) [3] have been used in application
mapping in NoC. GA could provide near optimum solution
with limited known information [4] but it relies on the ini-
tial population, genetic operators and selection mechanism.
Domain-knowledge has been used in crossover and mutation
to improve GA mapping and convergence [3] by checking
each gene’s communicating distances among cores. These

will cause computation time to increase drastically for highly
communicating applications and large-scale NoCs.

Large-scale MPSoCs are mostly combinations of few sub-
systems. One IP core may only communicate with several
cores in such a large system. Network partitioning (NP)
decomposes a large system into several smaller subsystems in
which highly communicating cores are grouped in the same
partition. Based on this knowledge, NP may be done prior
to the application mapping to narrow down the search space
and to reduce the core mapping complexity. A good initial
mapping can be loosely defined as one that increases the
probability to reach near optimum mapping [5]. It is important
to investigate the effect of domain knowledge GA for NoC
application mapping in terms of final solution quality and
convergence speed especially for large-scale NoCs.

This paper proposes an application mapping technique that
incorporates domain knowledge into genetic algorithm (NP-
DKGA) to minimize the energy consumption of NoC commu-
nication. The initial GA population is initialized with network
partitioning knowledge whereas the genetic operator crossover
is guided with the knowledge on cores communication de-
mands. NP-DKGA application mapping technique operates in
two phases: a k-way partitioning of application graph into
assigned partitions as initial population; and using knowledge-
based genetic algorithm (DKGA) to search for near optimum
mapping. The authors have tested the effectiveness of NP-
DKGA on several real benchmarks applications [6]. Based
on our simulation results, our proposed VOPD core mapping
obtained the best mapping identical to reference [7]. For large
applications, our technique show an overall improvement in
the final mapping quality and in term of convergence. All
results are compared with the mapping using conventional
genetic algorithm (CGA).

II. RELATED WORK

Many application mapping techniques have been proposed
for optimizing different costs and performance metrics. The
first mapping algorithm based on a modified bit energy
model [8] was proposed by Hu and Marculescu using branch
and bound technique such that energy consumption can be
minimized with bandwidth reservation [9]. Reference [5] com-
pares few application mapping algorithms using the bit energy
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model which is targeted for low energy systems. Simulated
annealing (SA) [2] and genetic algorithm (GA) [3] were
also proposed as application mapping techniques to optimize
energy consumption using bit energy model.

Multi-objective evolutionary algorithm with random-based
initial population mapping and crossover with hot spotremap
was proposed to optimize execution time and power con-
sumption [10]. The author claimed that more effective genetic
operators have a great impact on the final mapping [10]. In
reference [11], GA is initialized with a random initial mapping
and the crossover is based on swapping communicating cores
with neighbouring cores. There are few crossover techniques
such as remap hotspot [10], [12] and cycle crossover [13].
All of these crossover techniques do not include useful NoC
mapping knowledge. The convergence is slow especially for
large-scale NoC. In the domain-knowledge evolutionary al-
gorithm [3], mapping similarity crossover (MS) has been
proposed that maintains the common characteristic between
parents and the rest using greedy mapping. Mapping similarity
is able to handle symmetric problem in mesh topology but
the technique increases the computation time as the NoC size
increases.

As the NoC size increases, the complexity of communi-
cation ranking placement can hardly obtain good mappings.
Large SoC system can be divided into several clusters (par-
titions). Cluster-based application mapping techniques have
been proposed in [14], [15]. The author in [14] proposed a
cluster-based relaxation for integer linear programming formu-
lation for application mapping in order to reach the optimum
result within tolerable time limits. Authors in [13] proposed
a partition-based application mapping with near-convex core
placement for large NoC. However, these three techniques
map cores without improving cross partition movement. Al-
though they show shorter runtime, the final mapping quality
is affected [13]. A mapping algorithm based on Kernighan-
Lin (K-L) partitioning, called LMAP, has been proposed to
explore search space via flipping the partitions and cores in a
hierarchical fashion [16].

References [15] proposed a cluster-based initial mapping
for simulated annealing (CSA) to speed up the convergence to
near-optimal solutions. These work shows the runtime advan-
tage without compromising the quality of solution compared
to the pure SA approach. Given an random initial mapping,
optimized simulated annealing (OSA) [2] improves SA by
clustering communicating cores implicitly during swapping
process. OSA shows better mapping quality compared to CSA.
However, author in [3] has shown that evolutionary algorithm
perform better than OSA. Particle Swarm Optimization (PSO)
has been proposed with deterministic initial mapping to ex-
plore the search space [17]. The domain knowledge applied on
initial mapping using greedy-based approach where IP cores
are placed on the NoC topology based on the descending
ranking of total communication cost defined in APCG. This
initial mapping technique can hardly obtain good mapping as
the NoC size increases.

III. DOMAIN-KNOWLEDGE GENETIC ALGORITHM
APPLICATION MAPPING

This paper proposes an application mapping technique
that incorporates domain knowledge into genetic algorithm
(NP-DKGA) to minimize the energy consumption of NoC
communication. The initial population of GA is initialized
with network partitioning (NP) knowledge whereas the genetic
operator crossover is guided with communication demands
knowledge as shown in Fig. 1. The proposed two-phase
application mapping is targeted for low power large-scale
NoC. The first phase is shown in dashed-box in Fig. 1. All
cores are mapped onto the assigned partitions on the mesh-
based topology as the knowledge-based initial population. The
second phase involves the optimization of energy consumption
using domain-knowledge crossover genetic algorithm (DKGA)
to search for optimum mapping. Some definitions used in this
paper are listed next.

Network 
Partitioning

Island 
Placement

& 
Core 

Placement

DKGA
Optimization

G (V, E)
P (N,λ)

T (R, Ch)

Const(V)

Ω (V)
Optimal 
mapping

T (R, Ch)

Objective

Initial
population

Fig. 1: Overview of the proposed technique, NP-DKGA.

A. Problem Formulation
Definition 1: An application characteristic graph (APCG),

G = G(V,E) is a directed graph, where each vertex vi ∈ V
represents an IP core and each directed edge e(i,j) ∈ E
characterizes the total communication volume in bits from
vertex vi to vertex vj . Application tasks are assumed to be
assigned to all vertices, vi and scheduled to each IP core.

Definition 2: NoC mesh-based network, T (R,Ch) is a
labelled graph, where each ri ∈ R denotes a router and
each chi ∈ Ch denotes a channel. All routers can have a
maximum of 5 ports with 4 ports connected to neighbouring
routers via channels and one connection to the processing core.
T is placed on a grid in the XY plane with unit distances
between adjacent routers. x(ri) and y(ri) denote the x and y
coordinates for a router ri ∈ R.

Definition 3: Given an input APCG, network partitioning
decomposes APCG into smaller subsystems according to size
the mesh-based topology. APCG will be partitioned or divided
into m partitions, P1, P2, ..., Pm. Network partitioning is to
find P (N,λ) where N is number of cores in each partition and
λ is inter-partition traffic. The objective of network partitioning
is to reduce inter-partition traffic (min-cut partitioning), λ
subject to constraints, Const(V ) to obtain a balanced number
of cores for all partitions.

Definition 4: The placement for the partitioned APCG
involves partition placement and core placement. Assume a
partitioned graph P (N,λ) and topology T (R,Ch). Partition
placement, ω : P → T assigns certain regions on the mesh-
based topology, T to a particular partition, Pi. For core
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placement, ω : V → R where each core vi in each partition is
associated with the router ri in the assigned topology region.

B. Network partitioning as knowledge-based GA initial map-
ping

Network partitioning (NP) decomposes a large NoC system
into a few smaller partitions. In this proposed NoC application
mapping, NP is implemented in two stages: mesh topology
partitioning and application partitioning. In the first stage,
mesh topology is assigned into a few smaller regions where
each region represents one partition. The partitioning level will
depend to the size of the topology. For the cases where mesh
topology cannot be bipartitioned, such as 3 × 3 and 5 × 5,
k-way partitioning can be implemented. Mesh topology is
partitioned into k partitions with the same number of tiles
for each partition.

In the second stage, the multilevel-KL (Kernighan-Lin)
algorithm decomposes IP cores in APCG into halves and
refines the partitions at each subsequent level. This algorithm
is chosen due to its high-quality partitions and is scalable for
large network [18]. The application is partitioned according to
number of tiles available in each mesh partition. Each partition
must have at least four available tiles. If the partition size is
too small, the role of NP to group the highly communicating
cores will be insignificant. The objective of NP is to achieve
min-cut with the lowest inter-partition traffic. There is a single
constraint to core balance each partition. Fig. 2 shows an
example of 2-level partitioning on 4 × 4 mesh-topology and
the VOPD application [19]. The dashed lines show the first-
level partitioning while dashed-dot lines show the second-level
partitioning for the VOPD application.
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Fig. 2: VOPD application and 4 × 4 mesh-based topology
partitioning. Partition and core mapping of VOPD application
onto NP knowledge-based initial population and the associated
integer chromosomes.

The outcome of the two-stage NP is used to generate
an initial population for GA in the second phase. Thus,
instead of detail hierarchical mapping for all partitions and
cores, core placement are done randomly within the assigned
region of mesh topology. The min-cut partitioning technique
groups heavily communicating IP cores closer to each other
to reduce communication energy consumption. It results in a

better initial mapping compared to random-based mapping and
increases the probability for GA to converge and to reach near
optimum solution.

C. Knowledge-based genetic algorithm

Instead of utilizing conventional genetic algorithm (CGA),
we propose a domain-knowledge genetic algorithm that applies
NP as initial population and heuristic crossover (NP-DKGA).
The detail of each GA components are presented next.

1) Problem Representation: Permutation chromosome is
used to represent the application mapping problem. It consists
of a series of genes with each gene corresponds to a tile
in the mesh topology. Each gene is assigned an integer
which represents an IP core in APCG that is attached to
the corresponding router in each tile. Fig. 2 shows examples
of integer chromosome for a 4 × 4 mesh topology. A gene
associated to a router is assigned null value if no IP core
is assigned to the router. A valid permutation chromosome
cannot have two genes with the same integer because it would
represent a core connected to two routers.

2) Population: The population is the main element of a
genetic algorithm. Research has shown that the initial pop-
ulation may have effect on the best fitness function value
and these effects may last for several generations [4]. For
a large NoC, the possible mapping space is extremely large
which could slow down the convergence. Hence, a good initial
population may result in faster convergence. On the other
hand, the population size influence is also another parameter
to decide the coverage of mapping space. A population that
is too large takes time to evolve whereas a population that
is too small will lead to a local minima. Population size is
proportional to the application size.

In this paper, the NP initial mapping that groups commu-
nicating cores within the same partition provides a potential
low energy mapping. This enables GA to explore the reduced
search space for low energy mapping with faster convergence
instead of random exploration of the huge search space. Fig. 2
show NP initial population for 4× 4 VOPD application after
random island and core mapping.

3) Fitness Function: Fitness function represents the desired
optimization goal. For NoC application mapping, the fitness
function is closely related to the distance between the source
and destination cores. According to literature, energy optimiza-
tion is the primary goal for NoC. This paper targets energy
minimization where bit energy model is utilized. Ye at al. [8]
proposed a model to calculate power consumption in a switch
fabric that accounts for each data bit goes through the network
router. Then, Hu and Marculescu [9] modified the bit energy
model such that it is suited to mesh-based network. Based on
these previous works, this paper applies the bit energy model
to optimize, EvS ,vD

bit , the required energy for a bit of data from
source core to destination core.

EvS ,vD
bit = nhopsELbit

+ (nhops + 1)ERbit
(1)

where nhops is the number of hops for a path from the source
core to the destination core (i.e., one hop is the distance
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between two adjacent routers) with XY deterministic routing.
ELbit

is the energy consumption for a link between adjacent
router and ERbit

is the energy consumption for the router. The
ERbit

and ELbit
are set to 0.43pJ and 5.445pJ respectively

according to [8]. The overall energy consumption EA is the
summation of all energy bit consumed by all bit transmissions.

EA =
∑

all S,D

(EvS ,vD
bit × eS,D) (2)

where eS,D is the total communication traffic in bit from the
source core to the destination core.

4) Crossover: Crossover is used to produce offspring, and
fitter chromosomes are searched to form a new population.
In this paper, knowledge-based is proposed as described in
Algorithm 1. Crossover point are randomly set according
to the nature randomization behaviour of GA. Two children
chromosome are generated from two selected parents. After
the crossover between parents, if the same integer is assigned
to two genes, the latter gene in the resulting chromosome is la-
belled as InvalidGene. Cores that are not assigned to any gene
are labelled as UnmappedCores. In CGA, all InvalidGenes are
randomly remapped with UnmappedCores. However, in the
proposed DKGA, we applied a heuristic crossover technique.
The UnmappedCores will determine its communication with
the adjacent router of InvalidGene. The UnmappedCores will
be remapped to InvalidGene which has the highest communi-
cation with NeighborCore. This crossover algorithm is done
iteratively until the generated children chromosomes reach the
population size. This implicit clustering approach aids GA to
explore the mapping space efficiently for low power mapping.

Algorithm 1 Knowledge-based Crossover Algorithm
Population is the population size
TotalParent is total parent chromosomes
B is the length of chromosome
for i = TotalParent+ 1 to Population do

Select parent chromosome using roulette wheel, P1 and P2.
Select random crossover point, C ∈ B.
Child(i) ← Crossover between P1 and P2.
Check InvalidGene.
Check UnmappedCores.
NeighborCore = GetAdjacentCore(InvalidGene)
CommunicatingCore = GetCommCore(NeighborCore, Un-
mappedCores)
InvalidGene ← max(CommunicatingCore)

end for

5) Mutation: Mutation is the operation that uses only
one parent and creates one child by applying some kind of
randomized change to the chromosome [20]. Probability of
mutation is the probability for each gene in every chromosome
to undergo mutation [21]. Since NoC application mapping
consists of a large size chromosome, checking the probability
for each gene is time consuming. Thus, population-based
probability mutation is applied which refers to probability of
one chromosome to undergo mutation in a population. For the
selected chromosome, only two genes are randomly selected
and mutated. Otherwise, the gene remains in the chromosome.

IV. SIMULATION METHODOLOGY AND RESULT
DISCUSSION

This section discusses the benchmarks, parameter setting
and simulation results for NP-DKGA. A realistic traffic bench-
mark suite MCSL [6] that supports several NoC architectures
is used to generate real traffic traces in this experiment.
Six real applications were included in MSCL: FFT, FPPPP,
SPARSE, ROBOT, RSenc and RSdec. A 12 × 12 mesh-
based architecture is chosen for assessing the scalability of
the proposed algorithm and additionally, we also implement
VOPD (video object plane decoder) [19] for 4 × 4 mesh-
based network. This application mapping is evaluated on
mesh-based NoC and XY deterministic routing. All tasks in
each applications are scheduled and mapped into the IP cores
available on meshed network. For all the benchmarks, network
partitioning is implemented using Chaco [18] tool before the
application mapping stage. Chaco performs bisection parti-
tioning by grouping highly communicating cores in the same
partition and at the same time, performs the min-cut operation.

This paper studies the effectiveness knowledge-based
crossover and effectiveness network partitioning as initial
mapping for GA optimization in term of the solution quality
and convergence. Several parameters in GA are fixed with
probability for crossover of 0.8, population-based mutation
rate of 0.3, and population size of 100 for 12 × 12 network
size and 50 for the 4 × 4 network. This work does not
analyse the optimal parameters for DKGA but rather to assess
the effectiveness of the knowledge-based in initial population
and genetic operator. The termination of GA is set to 1000
generations for MCSL applications and 300 generations for
VOPD application. In order to obtain highly accurate results
for GA with random-based optimization method, statistical
analysis based on different energy level; the highest, the lowest
and the average energy consumption for each application
benchmarks.

TABLE I: Connectivity degree for all benchmarks.

Benchmark Range of connectivity degree
RSenc 0-14
ROBOT 0-15
FFT 60-116
RSdec 0-43
SPARSE 0-9
FPPPP 0-80
VOPD 1-4

TABLE I shows the connectivity degree for all benchmarks
used in the experiments. The connectivity degree is defined as
the total incoming and outgoing communication for each core
in the benchmark. The FFT has a high connectivity degree
between 60 and 116. On the other hand, other benchmarks
contain IP cores that are not communicating to other cores.
The relationship between the connectivity degree with the GA
convergence will be analysed next.

We analysed the convergence speed of GA with knowledge-
based crossover and NP initial mapping for all benchmarks
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compared to CGA. The convergence of GA is calculated by
Equation (3). GA is determined to have converged only if the
convergence is less than 1% last for 100 generations.

Convergence =
EA[i− 100]− EA[i]

EA[i− 100]
≤ 1% (3)

TABLE II: The convergence speed improvement for R-DKGA
and NP-DKGA compared to conventional GA (CGA).

Benchmarks Convergence speed improvement (%)
R-CCA NP-DKGA R-DKGA NP-DKGA

RSenc 65% 62%
ROBOT 56% 65%
FFT 14% 67%
RSdec 5% 86%
SPARSE 33% 44%
FPPPP 38% 47%
VOPD 69% 55%

TABLE II shows the percentage of convergence speed
improvement using knowledge-based crossover and NP
knowledge-based initial mapping with the speed convergence
defined in (3). The knowledge-based crossover (R-DKGA)
shows improvements in all benchmark applications. FFT is the
largest communicating application among all benchmarks. For
highly communicating applications: FFT, FPPPP and RSdec,
knowledge domain on initial mapping helps DKGA converges
faster. These applications show that advanced NP initial map-
ping helps highly communicating applications to converge
faster and assists the GA in obtaining high quality mapping.
The improvement in term of quality mapping solution will be
discussed in detail next.

TABLE III shows the percentage of energy minimiza-
tion after several simulation runs for the domain knowledge
crossover GA (R-DKGA) and the domain knowledge in initial
mapping (NP-DKGA) compared to conventional GA (CGA).
It is easily observed that all applications improve significantly
with domain knowledge applied GA compared to CGA. With
the knowledge-based crossover, energy saved up to 28% for
the highest communicating application (FFT). Besides, with
the NP knowledge-based initial mapping, all applications show
NoC communication energy saving up to 29%. TABLE III
shows that the NP initial population assists GA to obtains
better mapping quality. The NP-DKGA gives better energy
saving compared to R-DKGA. Furthermore, the VOPD appli-
cation optimized using R-DKGA and NP-DKGA achieved the
global minimum identical to reference [7].

Fig. 3 shows the energy consumption for 10 simulations
in comparison to R-CGA, R-DKGA, and NP-DKGA with
CGA used as the reference. The error-bar shows the lowest,
highest and average energy consumption of all 10 simulation
runs for R-CGA, R-DKGA, and NP-DKGA. The result shows
that knowledge-based crossover and initial mapping have
significantly improved the quality of the final mapping. In
term of convergence and quality mapping, NP knowledge-
based initial mapping and knowledge-based crossover need to

TABLE III: Percentage of energy minimization of the best case
with and without domain knowledge in crossover and domain
knowledge in initial mapping.

Benchmarks Energy improvement (%)
R-CCA R-DKGA R-CCA NP-DKGA

RSenc 2% 2%
ROBOT 14% 16%
FFT 28% 29%
RSdec 10% 10%
SPARSE 25% 27%
FPPPP 10% 15%
VOPD 1% 1%

be added into GA in order to obtain better mapping quality
and faster convergence speed. The knowledge-based crossover
gives better final mapping regardless if the NP initial mapping
is applied. The results show that NP could further facilitate
DKGA to improve the application mapping quality and speed
up the convergence when targeted for low power large-scale
NoC.

V. CONCLUSION

This paper presented the NP-DKGA technique that uses
network partitioning knowledge as initial mapping and
knowledge-based crossover in GA in order to optimize NoC
application mapping. This algorithm is targeted for large-scale
low energy NoC. We performed analysis on the effectiveness
of domain knowledge applied in initial population and genetic
operator of GA based on several real benchmarks. The NP
knowledge-based initial mapping shows significant energy
saving compared to random initial mapping. Moreover, the
convergence speed can be improved up to 86%. The effec-
tiveness of the knowledge-based crossover gives significant
effect in energy reduction compared to the NP initial mapping
GA. For less communicating application, knowledge-based
crossover GA (DKGA) could converged well. However, for
highly communicating application, our experiment shows that
the knowledge-based initial mapping in DKGA can improve
both the application mapping quality and speed up the conver-
gence. NoC is meant for heavy communication and large scale
MPSoC. Hence, domain knowledge GA in initial population
and crossover operation are needed in order to obtain low
energy large-scale NoC-based MPSoC.

In a future work, we plan to consider for multi-objective
environment. Thermal balanced in an issue to reduce faults in
NoC and increase reliability of NoC. For energy and thermal
balanced, network partitioning need to be done with balanced
load and min-cut. This work can be extended into more
accurate evaluation using cycle accurate NoC simulator.
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Abstract— The paper deals with cascade adaptive control of a 

continuous stirred tank reactor with an exothermic reaction. The 
control is performed in primary and secondary control-loops where 
the primary controlled output of the reactor is the concentration of 
the reaction product, and, the secondary output is the reactant 
temperataure. A common control input is the coolant flow rate.  The 
controller in the primary control-loop is a nonlinear P-controller, and, 
the controller in the secondary control-loop is an adaptive controller. 
The proposed method is verified by control simulations.  
 

Keywords—Adaptive control, cascade control, continuous stirred 
tank reactor, control simulation.  

I. INTRODUCTION 
ONTINUOUS stirred tank reactors (CSTRs) are  
 equipments widely used in chemical industry, 

biotechnologies, polymer manufacturing, and many others. 
From the system theory point of view, CSTRs belong to a 
class of nonlinear systems with mathematical models 
described by sets of nonlinear differential equations as it can 
be seen e.g. in [1] and [2].  

It is well known that the control of chemical reactors often 
represents very complex problem. The control problems are 
due to the process nonlinearity and high sensitivity of the state 
and output variables to input changes. One way to obtain an 
effective control is to use some methods of adaptive or 
nonlinear control. Such methods were described e.g. in  [3], 
[4] or [5]. 

Another alternative is the use of a cascade control, see, e.g. 
[6] –  [8] with combination with the adaptive control.  

In this paper, the CSTR control strategy is based on the fact 
that concentrations of components of reactions taking place in 
the reactor depend on the reactant temperature. Then, in the 
cascade control-loop, the concentration of a main product of 
the reaction is considered as the primary controlled variable, 
and, the reactant temperature as the secondary controlled 
variable. The coolant flow rate represents a common control 
input.  

The primary control variable is measured in discrete time 
intervals. The primary controller determining the set point for 
the secondary (inner)  control-loop  is derived as a discrete  
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nonlinear proportional controller using the steady state 

characteristics of the reactor. Since the controlled proces is 
nonlinear, a continuous-time adaptive controller is used as the 
secondary controller. The procedure for the adaptive control 
design in the inner control-loop is based on approximation of 
the nonlinear model of the CSTR by an continuous-time 
external linear model (CT ELM) with recursively estimated 
parameters. In the process of parameter estimation, an external 
delta model with the same structure as the CT model is used. 
The basics of delta models have been described e.g. in [9] –  
[12].  

The resulting adaptive CT controller in the 2DOF control 
system structure is derived using the polynomial approach and 
the pole placement method, see, e.g. [13] –  [16]. 

The cascade control is verified by simulations on the 
nonlinear model of the CSTR.    

II. NONLINEAR MODEL OF THE CSTR 
Consider a CSTR with the first order consecutive 

exothermic reaction according to the scheme 

A B Ck k1 2⎯ →⎯ ⎯ →⎯  and with a perfectly mixed cooling 
jacket. Using the usual simplifications, the model of the CSTR 
is described by four nonlinear differential equations 

 

1
A r r

A A f
r r

d c q q
k c c

dt V V
⎛ ⎞

= − + +⎜ ⎟⎜ ⎟
⎝ ⎠

 (1) 

2 1
B r r

B A B f
r r

d c q qk c k c c
dt V V

⎛ ⎞
= − + + +⎜ ⎟

⎝ ⎠
 (2) 

( ) ( )
( ) ( )

hr r r
rf r c r

p r r r p r

A UdT h q T T T T
dt c V V c

= + − + −
ρ ρ

 (3) 

( ) ( )
( )

c c h
cf c r c

c c p c

dT q A UT T T T
dt V V c

= − + −
ρ

 (4) 

 
with initial conditions (0) s

A Ac c= , (0) s
B Bc c= , 

(0) s
r rT T= and (0) s

c cT T= . Here, t stands for the time, c for 

concentrations, T for temperatures, V for volumes, ρ for 
densities, cp for specific heat capacities, q for volumetric flow 
rates, Ah is the heat exchange surface area and U is the heat 
transfer coefficient. Subscripts denoted r describe the reactant 
mixture, w the metal walls of tubes, c the coolant, f the inlet 
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values and the superscript s steady-state values. 
 The reaction rates and the reaction heat are expressed as 

2,1,exp0 =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
= j

TR
E

kk
r

j
jj  (5) 

BAr ckhckhh 2211 +=  (6) 

where k0 are pre-exponential factors, E are activation energies 
and h are reaction entalpies. The values of all parameters, feed 
values and steady-state values are given in Table 1.  

 
TABLE  I 

PARAMETERS, INLET VALUES AND INITIAL CONDITIONS 
Vr = 1.2 m3 
Vc = 0.64 m3 
ρr = 985 kg m-3 
ρc = 998 kg m-3 

cpr = 4.05 kJ kg-1K-1 
cpc = 4.18 kJ kg-1K-1 
Ah = 5.5 m2 
U = 43.5 kJ m-2min-1K-1 

k10 = 5.616 . 1016 min-1 
k20 = 1.128 . 1018 min-1 
h1 = 4.8 . 104 kJ kmol-1 

E1/ R = 13477 K 
E2/ R = 15290 K 
h2 = 2.2 . 104 kJ kmol-1 

s
Afc  = 2.85 kmol m-3 
s

rfT  = 323 K 

s
Bfc = 0 kmol m-3 
s

cfT = 293 K 
s
rq  = 0.08 m3min-1 

 
The desired reaction product is a concentration of the 

component B. 

III. THE CONTROL OBJECTIVE 
A basic scheme of the cascade control is in Fig. 1. 
 

qc 

- 

- cBw 

Tr

 cB Tr w CSTR NPC AC 

 
Fig. 1 Cascade control scheme. 

 
Here, NPC stands for the nonlinear proportional controller, 

AC for the adaptive controller and CSTR for the reactor. 
The control objective is to achieve a concentration of the 

component B as the primary controlled output near to its 
maximum. A dependence of the concentration of B on the 
reactant temperature is in Fig. 2. 

There, an operating area consists of two parts. In the first 
subarea, the concentration B increases with increasing reactant 
temperature, in the second subarea it again decreases. The 
endpoints of the intervals defining both subareas are given as 

min 0.9Bc =  , 1.675U
Bc = . It can be seen that the maximum 

value of the cB can be slightly higher then U
Bc . However, with 

respect to some following procedures, the maximum desired 
value of  cB will be limited just by U

Bc .  
 

320 325 330 335 340 345 350
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7

Operating
     area1

c B
 (k

m
ol

 / 
m

3 )

Tr (K)

Operating
     area2

Operating intervals

1 2

 
Fig. 2 Steady-state dependence of the product B concentration on 
           the reactant temperature. 

IV. THE NPC DESIGN 
The procedure in the design of the NPC appears from 

inverted steady-state characteristics and its subsequent 
polynomial approximation.  

The boundaries of operating intervals are determined as 
0.9 1.6Bc≤ ≤ , 320.9 331.6rT≤ ≤  

1.6 1.675Bc< ≤ ,  331.6 334.8rT< ≤  
in the first operating interval, and 

1.675 1.6Bc≥ > , 336.8 339.5rT≤ <  
1.6 0.9Bc≥ ≥ , 339.5 350.8rT≤ ≤  

in the second operating interval. 
For purposes of approximation, the temperature is 

transformed as  
L

r r
U L
r r

T T
T T

ξ −=
−

,  0,1ξ ∈  (7) 

where the approximation interval is chosen a little larger than 
the operating interval so that 319.6L

rT =  and 356.0U
rT = . 

Then, the polynomials approximating inverse characteristics 
and corresponding to above intervals  then take forms  

2 30.6479 1.3829 0.9588 0.2963B B Bc c cξ = − + − +  (8) 
221.9485 27.4096 8.686B Bc cξ = − +  (9) 

in the first operating interval, and,  
222.5685 29.2384 9.243B Bc cξ = − + −  (10) 

2 31.6587 1.6398 1.139 0.3405B B Bc c cξ = − + −  (11) 

in the second operating interval. 
Inverse characteristics together with approximations are in 
Figs. 3 and 4. 
Now, a difference of the desired value of the reactant 
temperature in the output of the NPC can be computed for 
each cB as 

( )
B

U L
r w w r r B w

B c

dT K T T c
d c

ξ⎛ ⎞
Δ = − Δ⎜ ⎟

⎝ ⎠
 (12) 
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Fig.3 Inverse steady-state characteristics in the interval 1. 
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Fig.4 Inverse steady-state characteristics in the interval 2. 
 
where Kw is a selectable gain coefficient. 

Formulas for computing of derivatives corresponding to (8) 
– (11) are 

21.3829 1.9176 0.8888B B
B

d c c
d c

ξ = − +  (13) 

27.4096 17.3714 B
B

d c
d c

ξ = − +  (14) 

in the first operating interval, and,  

29.2384 18.4859 B
B

d c
d c

ξ = −  (15) 

21.6398 2.2781 1.0216B B
B

d c c
d c

ξ = − + −  (16) 

in the second operating interval. 

V. ADAPTIVE CONTROL SYSTEM DESIGN 
The nonlinearity of the reactor is evident from the shape of 

the steady-state characteristics shown in Fig. 5. 

A. External Linear Model of the CSTR 
For the control purposes, the controlled output and the 

control input are defined as  

( ) ( ) ( ) , ( ) ( )s s
r r r c cy t T t T t T u t q t q= Δ = − = −  (17) 
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Fig. 5 Steady-state characteristics of the CSTR. 
 

The CT ELM is proposed in the time domain on the basis of 
simulated step responses shown in Fig. 6 in the form of the 
second order differential equation 

1 0 0( ) ( ) ( ) ( )y t a y t a y t b u t+ + =  (18) 

and, in the complex domain as the transfer function 

0
2

1 0

( )
b

G s
s a s a

=
+ +

 (19) 
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Fig. 6 Controlled output step responses. 

B. External Delta Model 
Establishing the δ operator 

0

1d
T
−δ =  (20) 

where d is the forward shift operator and T0 is the sampling 
period, the delta ELM corresponding to (18) takes the form 

2
1 0 0( ) ( ) ( ) ( )y t a y t a y t b u t′ ′ ′ ′ ′ ′ ′δ + δ + =  (21) 

where t′ is the discrete time. 
When the sampling period is shortened, the delta operator 

approaches the derivative operator, and, the estimated 
parameters ,a b′ ′  reach the parameters a, b of the CT model. 

C. Delta Model Parameter Estimation 
Substituting 2t k′ = − , equation (21) can be rewriten to the 

form 
2

1 0 0( 2) ( 2) ( 2) ( 2)y k a y k a y k b u kδ δ′ ′ ′− + − + − = − . (22) 
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Then, establishing the regression vector 

( )( 1) ( 2) ( 2) ( 2)T k y k y k u kδ δ− = − − − − −Φ  (23) 

where   

0

( 1) ( 2)( 2) y k y ky k
T

δ − − −− =  (24) 

the vector of delta model parameters 

( )1 0 0( )T k a a bδ ′ ′ ′=Θ  (25) 

is recursively estimated by the least squares method with 
exponential and directional forgetting  from the ARX model, 
e.g. [19].  

2 ( 2) ( ) ( 1) ( )Ty k k k kδ δδ ε− = − +Θ Φ  (26) 

where  

2
2

0

( ) 2 ( 1) ( 2)( 2) y k y k y ky k
T

δ − − + −− = . (27) 

D. Controller Design 
For the adaptive control purposes, the 2DOF controller is 

used. It is known that this type of the controller often provides 
smoother control actions then a standard feedback controller. 
The 2DOF controller consist of the feedback part Q and the 
feedforward part R as shown in Fig. 7. 

 

 

  v 

-   u   y 

  R 

  Q 

  w 

  y 
 

Fig. 7 The 2DOF controller. 
 

In the scheme, w is the reference signal s
r w rw T T= − , y is the 

controlled output and u the control input to the CSTR. The 
reference w and the disturbance v are taken into account as 
sequences of step functions with transforms  

0( ) k
k

wW s
s

= ,  0( ) k
k

vV s
s

=  (28) 

The transfer functions of both controller parts are in forms 
( ) ( )( ) , ( )
( ) ( )

r s q sR s Q s
p s p s

= =  (29) 

where q, r and p are coprime polynomials in s fulfilling the 
condition of properness  deg degr p≤  and  deg degq p≤ . 
For a step disturbance with the transform (28), the polynomial 
p takes the form ( ) ( )p s s p s= . 

The controller design described in this section follows from 
the polynomial approach. It is known that an admissible 

controller ensuring stability and internal properness of the 
control system, asymptotic tracking of the reference and 
disturbance attenuation results from a solution of the couple of 
polynomial equations 

( ) ( ) ( ) ( ) ( )a s s p s b s q s d s+ =  (30) 
)()()()( sdsrsbsst =+  (31) 

with a stable polynomial d on their right sides. The 
polynomial t(s) is an auxiliary polynomial which does not 
enter into the controller design but it is necessary for 
calculation of (31).  
For the transfer function (19) with deg a = 2, the controller 
transfer functions take forms 

2
2 1 0

0

0

0

( )( )
( ) ( )

( )( )
( ) ( )

q s q s qq sQ s
s p s s s p

rr sR s
s p s s s p

+ += =
+

= =
+

. (32) 

Moreover, the equality 00 qr =  can easily be obtained. 
The controller parameters then follow from solutions of 
polynomial equations (30) and (31) and depend upon 
coefficients of the polynomial d.  

In this paper, the polynomial d with roots determining the 
closed-loop poles is chosen as 

2( ) ( ) ( )d s n s s α= +  (33) 

where n is a stable polynomial obtained by spectral 
factorization 

( ) ( ) ( ) ( )a s a s n s n s∗ ∗=  (34) 

and α is the selectable parameter that can usually be chosen 
by way of simulation experiments. Note that a choice of d in 
the form (33) provides the control of a good quality for 
aperiodic controlled processes. The polynomial n has the form 

2
1 0( )n s s n s n= + +  (35) 

with coefficients 
2

0 0n a= ,  2
1 1 0 02 2n a n a= + − . (36) 

The controller parameters can be obtained from solution of the 
matrix equation 
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3 1

2 0

1

0

d a
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−⎛ ⎞
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 (37) 

where 
2

3 1 2 1 0
2 2

1 0 1 0 0

2 , 2

2 ,

d n d n n

d n n d n

α α α

α α α

= + = + +

= + =
. (38) 

Evidently, the controller parameters can be adjusted by the 
selectable parameter α.  

VI. SIMULATION RESULTS 
Consider the measurement of the concentration cB in 
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periods tB (min). The aim of simulations is to show an effect 
of this period and an effect of the parameter Kw on some 
control responses.   

The simulations started at the starting point 1.2s
Bc = , 

324.8s
rT =  and 0.08s

cq =  in the first operating area, and, at 

0.9s
Bc = , 350.8s

rT =  and 0.029s
cq =  in the second operating 

area. For the start (the adaptation phase), the P controller with 
a small gain was used in all simulations. 

For the δ-model parameter recursive identification, the 
sampling period T0 = 1 min has been chosen. The value of the 
selectable parameter α is stated under each figure. 

An effect of the parameter Kw on the control responses in 
the first operating area is evident from Figs. 8 – 10.  
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Fig. 8 Reference signal courses (tB = 10, α = 0.2). 
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Fig. 9 Reactant temperature responses (tB = 10, α = 0.2). 
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Fig. 10 Concentration cB responses (tB = 10, α = 0.2). 
 

An increasing Kw accelerates all signals in the control loop. 
However, its value is not unrestricted and its convenient value 
should be found experimentally. 

An effect of the period tB in the same operating interval can 
be seen in Figs. 11 – 13. Although shortening tB leads to faster 
control responses, its length is determined by possibilities of 
measurement. 
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Fig. 11 Reference signal courses (Kw = 0.15, α = 0.2). 
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Fig. 12 Reactant temperature responses (Kw = 0.15, α = 0.2). 
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Fig. 13 Concentration cB responses (Kw = 0.15, α = 0.2). 
 

The reference signal courses and the concentration cB 
responses simulated in the second operating area are shown in 
Figs. 14 and 15. Here, the same conclusions are valid as for 
results shown in Figs. 8 and 10 in the first operating area. 

The adaptive controller parameters depend upon a selection 
of the parameter α. An effect of this parameter on the control 
quality has been in detail presented in other publications, see, 
e.g. [17] and [18]. 

VII. CONCLUSIONS 
The subject of the article is the cascade control design of a 
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Fig. 14 Reference signal courses (tB = 10, α = 0.4). 
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Fig. 15 Concentration cB responses (tB = 10, α = 0.4).  

 
continuous stirred tank reactor. A necessary condition for the 
use of the presented method is measurement of a main product 
of the reaction taking place in the reactor. The control is 
performed in the external and inner closed-loop where the 
concentration of a main product is the primary and the 
reactant temperature the secondary controlled variable. A 
common control input is the coolant flow rate. 

The controller in the external control-loop is a discrete 
nonlinear P-controller derived on the basis of steady-state 
characteristics of the reactor. The controller in the inner 
control-loop is a 2DOF adaptive continuous-time controller. 
In its derivation, the recursive parameter estimation, the 
polynomial approach and the pole placement method are 
applied. 

The control is tested by simulations on the nonlinear model 
of the CSTR. 
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Abstract: - Solar inverters feeding a local grid have to fulfil some basic conditions. They must have a low 

output impedance to permit a stiff voltage, they should have low harmonic distortion, and they should have 

some storage device to buffer energy when no or low energy from the solar generator is available and to follow 

transients of the load. The UPS-function can be realized by an AC-battery and the harmonics can be reduced by 

a power factor device. These two devices (functionalities) can be connected in one device. Two concepts are 

explained and the small signal gain is described. 

 

 

Key-Words: AC-Battery, Active Harmonics Compensation, Solar Generator 

 

1-Introduction 
To realize an effective and efficient solar system to 

feed an island or a microgrid some basic conditions 

have to be fulfilled: 

• The output impedance has to be low to 

realize a stiff supply. 

• There must be some storage equipment to 

follow quick load changes. 

• There should be a constant energy flux out 

of the solar generator. 

• The voltage should have low harmonic 

distortion, or when feeding into the mains 

the current should have low harmonic 

distortion. 

• There should be an intelligent power 

management (e.g. to store energy when 

there is low load) 

 

In this paper we treat the first four points and show 

possible concepts. Fig. 1 shows the basic system. 

The block solar inverter represents the complete DC 

to AC transformation and the output impedance of 

this system. The block UPS/AC-Batt represents the 

storage device and the harmonics compensator and 

is especially treated in this paper. 

 

Fig.1. Solar inverter with active ripple compensation of the power-line interface and UPS function 
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In the concept shown in Fig. 1 the uninterruptible 

power supply function represented by the AC 

battery (a combination between a bidirectional 

AC/DC converter and a battery) and the harmonics 

compensator (symbolized by the block PFC) are 

independent. Fig. 2 shows now a combination of the 

battery back-up and the harmonics compensator in 

the block AC-Battery.  

 

2-System Analysis 
There are two storage mediums: the battery (Bm) for 

backup and for following large load transients and 

the capacitor (CF) for compensating the high 

frequency ripple. Both storage mediums are 

connected with a DC voltage link with the capacitor 

(CZK). This DC voltage link is connected by an 

AC/DC converter to the mains. Therefore, this 

converter has also to compensate the harmonics and 

must be very fast. Avoiding this can be done in two 

ways. The high frequency converter and the low 

frequency storage converter can be connected in 

series or in parallel between the mains wires (or the 

output of the solar generator). 

 

2.1-Parallel Concept: 
Fig. 3 shows the parallel concept. There is an 

(relative low frequent) inverter for energy storage 

and for helping the system at large transients and a 

high frequency inverter compensating the high 

frequency ripple.  

The solar generator consists of several DC/AC 

converters with their own maximum power point 

trackers feeding the mains. The storage section uses 

the HF-Filter block to compensate the harmonics. 

The block Ref GEN generates the actual value of the 

current or the voltage. This signal is fed to a high-

pass filter F2 to generate the high frequency 

component only.  

 

Fig. 3. Full parallel compensation: The storage cell 

and the filter stage use different inverter stages and 

are operated fully in parallel using different power 

inverters 

 

The nominal-actual value comparison is symbolized 

by S2. The controller is included in the converter of 

the HF-Filter. As shown, the high frequency 

component should be zero. The storage cell with the 

battery is controlled only by the low frequency 

component of the actual value.   

 
Fig. 2. Innovative solar inverter system with battery backup and active mains current ripple compensation 
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The compensator works at high frequency, but only 

a much lower supply voltage is necessary to 

generate the compensation signal. So the switching 

losses are reduced. The compensation signal is 

coupled to the mains by the capacitor CC. This 

capacitor creates an additional pole and leads to 

poor damping.  

The battery storage cell supports the mains in case 

of flicker, inrush currents, and fast transients. The 

power is taken from the mains and the charging 

efficiency has therefore to be taken into 

consideration. 

Fig. 4 shows the equivalent circuit of the parallel 

system. The inverters are depicted as voltage 

sources. ZM is the output impedance of the solar 

generator. ZL represents the mains impedance. Z1 is 

the output impedance of the compensator  

1 1 1

1

1
Z R j L

j C
ω

ω
= + + , (1) 

and Z2 is the output impedance of the storage 

inverter 

( )
2

2 2

2

2 2 2 21

R j L
Z

j R C L C

ω

ω ω

+
=

+ − . (2) 

 

The impedance which is connected in parallel 

between the mains and the output filter of the solar 

generator is  

2.2-Serial Concept 
Fig. 5 shows the serial concept. There is again a 

relative low frequent inverter for the energy storage 

and for helping the system at large transients and a 

high frequency inverter compensating the high 

frequency ripple. The two systems can be controlled 

separately.  

Again the block Ref GEN generates the actual value 

of the current or the voltage. This signal is fed to a 

high-pass filter F2 to generate the high frequency 

component only. The nominal-actual value 

comparison is symbolized by S2. The controller is 

included in the converter of the HF-Filter. As 

shown the high frequency component should be 

zero. The storage cell with the battery is controlled 

only by the low frequency component of the actual 

value. The impedance represented by the series 

connection of RI and LI emerges from the necessary 

feed cable. It can be omitted when the Storage 

Section is in the immediate vicinity of the main 

inverter (solar generator). 

It should be mentioned that the storage cell could 

have a DC/DC converter generating positive half-

waves instead of a DC/AC inverter. With an 

additional mains-commuted inverter the voltage of 

the series connection of the low frequency and the 

high frequency converters can be transformed into 

the AC voltage. 

 

 

Fig. 4. Equivalent circuit of the battery buffered solar inverter system with active harmonics compensation 

using a parallel operating compensator. (U1 powered by an energy storage capacitor, U2 powered from the 

battery.)  

( ) ( )

( ) ( ) ( )
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Fig. 5. Battery buffered solar inverter system with 

active harmonics compensation built up as serial 

compensator 

 

Fig. 6 shows the equivalent circuit of the series-

connected system. The inverters are depicted as 

voltage sources. ZM is the output impedance of the 

solar generator. ZL represents the mains impedance. 

Z1 is the output impedance of the compensator  

( )
2

1 1

1

1 1 1 11

R j L
Z

j RC LC

ω

ω ω

+
=

+ −
, 

and Z2 is the output impedance of the storage 

inverter 

( )
2

2 2

2

2 2 2 21

R j L
Z

j R C L C

ω

ω ω

+
=

+ −
. 

The impedance, which is connected in parallel 

between the mains and the output filter of the solar 

generator, is  

( ) ( )
2 2

1 1 2 2

1 1 1 1 2 2 2 21 1
B

I I

R j L R j L
Z

j RC LC j R C L C

R j L

ω ω

ω ω ω ω

ω

+ +
= +

+ − + −

+

. 

 

3-Simulation results 
The output impedance of the system is of main 

importance concerning the stiffness on the voltage 

and of the dynamics concerning transients. 

Figs. 7 and 8 show the output voltage (the voltage 

across the load) in dependence of the voltage across 

the main converter (G-P), the output voltage in 

dependence on the low frequency converter (G-C2), 

and the output voltage in dependence on the high 

frequency converter (G-C1) for the parallel or the 

series connection. 

 

 

 

Fig. 6. Equivalent circuit of the battery buffered solar inverter system with active harmonics compensation in 

series connection 
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Fig. 7. Battery converter with active harmonics compensation: G-P: Output of the AC-inverter’s power path, 

G-C1: influence of a conventional active harmonics filter operating in parallel, G-C2: improved filter stage 

with reduced output impedance, both operating in parallel compensation mode 

 
Fig. 8. Battery converter with compensator improvements: G-P: Output of the AC-inverter’s power path, G-

C: optimized compensator with common power path using serial compensation 
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4-Conclusion 
The approach discussed in this paper uses a 

combined structure of an active filter and a back-up 

battery system to realize a very stable and rugged 

isolated grid with a rather low mains impedance. 

Intelligent control of the battery system can also be 

used to minimize the input current ripple of the cells 

when a cooperation with the solar inverter is 

established. This can help to realize string-

optimized maximum power point tracking and 

optimal power quality of the supplying grid. The 

topology presented in this paper shows an 

improvement of the mains impedance and flicker 

behavior as well as an enhanced EMC. 

Consequently, it is well suited for solar power 

inverter applications. The topology presented in this 

paper is a simple and effective solution for small to 

medium power grid coupled applications and is well 

suited for wind-, solar- and renewable energy as 

well as for aerospace applications. The current 

ripple generated by the mains inverter can be kept 

under control and held below the limits. The 

proposed topology can be used as an alternative to 

multi-stage converters with a constant DC-link 

voltage and an active switching DC-to-AC inverter. 
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Abstract—Due to the high complexity of the actual Productive 

Systems, the current industrial standards, and the possible negative 
impacts on the human being, on the environment and on equipment in 
case of faults, the development of control solutions that are both 
secure and stable – as some systems have to operate nonstop – is 
much demanded.  In this context, the development of safety control 
systems which simultaneously present high reliability and availability 
is required. The concepts of SIS, according to experts, may be one 
solution to these problems. Due the complexity of these systems, 
project mistakes are expected during their development and thus, 
validation and verification processes became an imperative – as well 
as a normative requirement – before the actual deployment of the 
control software on site. One of the most outstanding system 
verification techniques is the Model Checking, which performs an 
exhaustive search on the state space of an event driven system and 
checks some specific properties written in temporal logic.  The 
GHENeSys environment will be used as computational tool, as it 
provides a complete solution for modelling and verifying systems 
based on the GHENeSys network. The proposed methodology will 
then be applied to the development of a SIS control system to be 
implemented on a flexible manufacture system, which simulates 
assembly and handling of parts. 
 

I. INTRODUCTION 
he growing demand on cost and quality of products and 
services, the highly competitive market with several 
players, the increasing hardware storage capacity, 

processing power and networks speeds, and above all, the 
concern with the environment, the foundation of all current 
suitability policies caused an implementation of more complex 
control systems in the most diverse areas, from the production 
of consumer products to services [1]. 

The increasing implementation of processes automation, 
mandatory for costs reductions and quality improvements, key 
factors to the survival of a company in a highly competitive 
market, induced an ever increasing complexity of the control 
systems required for these systems [2] [3] 
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Being the control software increasingly complex, and the 
quality requirements more and more severe, there is a demand 
for more detailed and concise specification as well as a better 
control of the development process. It is also required a deeper 
understanding of the system to be controlled, including details 
regarding all relevant sub-systems and furthermore, how 
several system interacts and communicates with each other 
and with the environment, as the behavior of an 
interconnected system depends not only of its internal 
variables, but also of external events originated from the 
surrounds of the system [4] [5]. 

Additionally, any industrial system, as modern and 
innovative as it can be, still may pose serious risks to 
equipment, to operators and to the environment, in the event 
of a fault failing to be diagnosed and treated correctly [6].  
Although many studies have been presented for diagnosis and 
treatment of faults, accidents still occur. The main problem is 
that there is no zero risk in process industries since: (i) 
physical devices do not have zero risk of fault, (ii) human 
operators do not have zero risk of error and (iii) there is no 
computational system that can predict all the reachable states 
by the system [7].  

According to experts, the concepts of safety instrumented 
systems (SIS), is one solution to these types of issues. They 
strongly recommend the implementation of layers of risk 
reduction based on control systems organized hierarchically in 
order to manage risks by either preventing or mitigating faults, 
bringing the process to a safe state. In this sense, some safety 
standards such as IEC 61508 [8], IEC 61511 [9] among others, 
guide different activities related with a SIS Safety Life Cycle 
(SLC), such as design, installation, operation, maintenance, 
tests and others [10][11]. 

On this context, the processes of understanding, specifying, 
modelling and validating these systems became a highly 
complex task, resulting in great hardships on their 
development. Due all this, project mistakes are associated with 
the development of these systems and thus, validation and 
verification processes became an imperative before the actual 
deployment of the control software on the actual plant [3] [4].  
Besides the obvious necessity of verifying and validating 
critical systems, these activities are required by the safety 
standard IEC 61511 [9] as part of the safety program 
development cycle, also known as “V-model. 

Model Checking is a verification technique for finite state 
concurrent systems, and thanks to this restriction, the 
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verification processes can be performed semi-automatically, 
being human interaction only needed for the analysis of the 
results. The basic procedure performs an exhaustive search of 
the space state of an event driven system, verifying properties 
specified from propositions described using some temporal 
logic.  Given enough time and computational power, the 
procedure will always finish with a positive or negative result, 
in case of a negative result; a counterexample is given by the 
system, helping the designer to find the source of error [12]. 

In this work we propose the first steps towards the 
development of a framework for the modelling and formal 
verification of SIS control programs based on the IEC 61511 
standard.  On the framework, we expect to propose methods, 
techniques and systematics to comply with all phases of the 
“V model” according to the IEC 51511 standard.  With the 
complete framework we expect to aid the control engineers to 
develop SIS control programs in a structured and well defined 
way as well as fulfilling the requirements of the IEC 51511 
standard.   

The GHENeSys environment will be used as computational 
tool modelling and verification processes, the environment is a 
proposal of the DesignLab from USP and was originally 
designed as unified approach to cover several types of Petri 
Nets as well as its extensions, support for timed nets was 
implemented later on.   

This paper is organized as follows: Section 2 presents the 
main concepts of Model Checking, GHENeSys nets and 
TCTL. Section 3 presents the SIS Control System Modelling 
proposal. Section 4, presents the application example. Section 
5 presents the conclusion. References are presented thereafter. 

II. MAIN CONCEPTS 

A. Model checking 
The Model Checking technique is composed by the 

following main tasks [12]: 
− Modelling: First the system is converted to a formalism 

accepted by the chosen verification tool. 
− Specification: Before the verification process, it is 

necessary to list the required system properties.  These 
specifications must also be supplied in some kind of 
formalism.  Usually temporal logic is used to specify the 
system behavior.   

− Verification – Usually the verification process is 
performed automatically by the tool, except by the results 
analysis – in case of errors being found.  In this case, the 
tool will supply counterexamples for the verified 
property, helping the designer finding the source of error 
on the system.   

Concurrent systems can frequently interact with their 
environments and usually are operating non-stop, therefore, 
these systems cannot be properly modelled by their input 
output behavior. The first feature of these systems that must be 
taken into account is the state.  A state can be defined as an 
instantaneous description of the system, containing the value 
of every system variable in a single instant.  Also it is 
important to understand how the states change as result of 

some action of the system.  This change can be described as 
the state of the system before and after the some action, this 
pair of states determines a transition of the system [12]. 

In order to represent the behavior of concurrent systems 
several types of used graphs might be used, among them we 
have Kripke structures [12], automata [13], Petri Nets [14] and 
its extensions, as the GHENeSys nets [15].   

There are many different types of concurrent systems 
(synchronous and asynchronous systems, sequential systems, 
parallel process, etc.) and due to this diversity, it is necessary 
to adopt unifying formalism in which these systems can be 
represented regardless of its type. For such representations 
will be used first order logic formulas, which are able to 
represent a great variety of systems [12]. 

In order to write specifications to describe the properties of 
a concurrent system it is necessary to define a set of atomic 
propositions .  Such propositions have the form  where 

 and , an atomic proposition  is said to be 
true in a state  if [12]. 

Temporal logic was proved to be very useful for specifying 
concurrent systems due to its capacity to describe the ordering 
of events without introducing time explicitly, and thanks to 
this feature, it was possible to develop completely automated 
verification algorithms. 

B. Timed Computation Tree Logic (TCTL) 
TCTL [16] was proposed as an extension of the CTL 

(Computation Tree Logic) proposed in [12], for the 
interpretation of temporal formulas over computational trees 
for systems modelled by temporized graphs. TCTL can be 
defined semantically related to a structure , 
where  is the set of states,  the labelling function 
which labels each state with the set of atomic prepositions that 
hold on this state and  the mapping that assigns for each  
a set of -paths through  that obey the closure properties 
[16].  

The formula  of TCTL can be inductively defined as [16]:  

, where  and 
. 

TCTL formulas are composed of path quantifiers and 
temporal operators.  There are two path quantifiers: 
−  (for all computation paths) 
−  (for some computation path) 

Quantifiers are used to specify if from some state, if all 
paths or just some paths must have some propriety.  Temporal 
operators are used to describe the properties of a path 
belonging to some computational tree and were defined by 
adding timing limitations to the classical CTL operators [16]: 
−  (  must hold eventually in some 

state of the computational path for  time units); 
−  (  must hold in all states of the computational 

path for   time units); 
−  (  must hold in some state and  must 

hod in all previous states of the computational path for 
 time units). 
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Where  may represent any of the following binary 
operators .  It is important to note that TCTL, as 
opposed to CTL, does not defines the temporal operator that 
requires that some property must hold on the next state, 
because as the time is considered dense, by definition, there is 
not only one next state [16]. 

Given a TCTL structure  and a state , a 
TCTL formula  holds  if [16]: 
−  if  
− ; 
−  if  or ; 
−  if for some , for some , 

, and for all , . 
−  if for each , for some , 

, and for all , . 

C. GHENeSys environment 
A SIS control system can be seen as an event driven system 

and presents functional characteristics as asynchronism, 
possibility of reset, parallelism, concurrence, etc., thus this 
class of system can be classified as a discrete event system 
(DES), and thus be modelled through Petri Nets [14] [17] and 
its extensions. 

The GHENeSys environment was developed as an extended 
Petri net with object orientation and abstraction mechanisms 
defined through hierarchy concepts, which are included as 
well as synthesis mechanisms that are implemented through a 
structured approach supported by the encapsulation introduced 
by the use of objects [15]. 

The GHENeSys environment is being developed with the 
goal of representing, in a unified way, classical Petri Nets, its 
extensions defined on the ISO/IEC 15909 standard, as well as 
High Level Petri Nets. The GHENeSys environment is 
composed of the following basic modules.  The GHENeSys 
nets, the Editor tool, the simulation module and the 
verification tool [18]. 

The GHENeSys environment implements also several 
concepts to aid the modeling process, such as: Pseudoboxes 
that allow the modelling of the exchange of information 
between different parts of the system; Hierarchy that allows 
the encapsulation of subnets without losing any properties by 
using macro elements; The representation of non-deterministic 
time durations, where a set of time intervals can be defined for 
each transition. 

The GHENeSys net is the tuple , 
where: 
−  is the set of places, which can be boxes or 

pseudoboxes; 
−  are the activities, or active elements; 
−  is the flux relation; 
−  is the capacity function; 
−  is the function that identify the 

macro elements or the hierarchy; 
−  is the set of initial 

marks; 
−  is the function that maps 

the dense time intervals for each element.  
The set of markings is the pair  with , defining 

which place each token can be found and  defining for how 
long this token will remain in place.  The time measurement is 
globally synced and updated after each transition. 

The GHENeSys verification tool performs the formal 
verification of real time concurrent systems modelled as 
GHENeSys net through Model Checking [12] techniques. The 
space state is constructed using the enumerative approach 
based on the state class [19] concept. The tool has options to 
build SCG, SSCG and CSCG state graph types.  Checked 
properties are specified through TCTL [20]. 

The GHENeSys environment will be used in this work due 
to several reasons: (i) Due characteristics of the SIS, the 
amount of checked properties can be very large, so it might be 
desirable that the space state is generated through the 
enumerative approach instead of being generated “on the fly” 
several times.  As the space state generation is done in 
exponential space and time, and the verification of a property 
is performed in polynomial time, if the space state is already 
constructed.  (ii) The use of the dense time approach, as 
several SIS properties are time dependent. (iii) PNML [21] is 
implemented as the default transfer format, thanks to that, the 
interchange of information between the GHENeSys tools is 
possible, as well as with external tools that support the 
standardized format.  (iv) The environment allows that all 
modelling and verification tanks to be performed without the 
need of external modules or tools. (v) The space state 
generation and the specification of the tested properties are 
done on the same tool. 

D. Requirements for safety control programs 
According to [9] and [22], safety control programs must be 

developed according to the development cycle proposed by 
the IEC 61511 standard as shown on Fig. 1and using 
modularity concepts. 

 
Fig. 1. Safety program development cycle or "V-model" 

The development cycle is the combination of several phases 
ranging from the requirements analysis to the formal 
verification of the entire control program. The development 
phases, located on the left, also include steps related with the 
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description of the operation of each SIS module, the choice of 
methods and tools to aid the development, the development of 
the control program and its modules integration and the 
control code development.  The verification phases, located on 
the right, include the formal verification of the modules and 
their integration and the final tests of the control program and 
hardware integration. 

III. SIS CONTROL PROGRAM MODELING 
The initial step towards the proposed framework has 

already been done on the previous section. There, the 
GHENeSys environment was chosen as the modelling and 
verification tool, as well as the choice was justified as required 
by the standard as part of the second phase of the development 
cycle. 

Through the concepts of modularity, we can break the SIS 
control program in two parts. The prevention module is 
responsible to detect dangerous events represented as critical 
faults and deploy the suitable treatment to degenerate the 
system leading it to a safe state.  The mitigation module is 
responsible to detect the effects of a fault not being treated 
correctly – or even not being detected by the prevention 
module – and deploy the suitable treatment to degenerate the 
system and to extinguish the effects before they disseminate to 
other parts of the plant.  The definition of the main control 
program modules and thus the high level control program 
architecture are the second part of the second phase of the 
development cycle. 

The development of the framework will be performed 
according to the Model Based Design (MbD) approach [3]. 
Although this approach is not referred in the IEC 61511 
standard, as according to the standard, all control programs are 
directly developed in an implementation language. The 
standard requires that a final validation shall be carried out by 
the end of the development cycle, and modeling is one of the 
recommended tools for validation.  Thus by adopting the 
MbD, the framework will be not only complying with the 
standard but also improving the modularity of the SIS control 
programs. 

The third and fourth phases of the development cycle are 
related with de control program development. On these phases 
must be chosen methodologies for the development of the 
prevention and mitigation modules.  These methodologies 
must be based on formal models and must have been proposed 
according the requirements of the IEC 61508 and IEC 61511 
standards.  

The prevention module development methodology must 
first be able to define which faults the SIS will treat.  This 
definition can be made through HAZOP reports, cause-effect 
matrix or other applicable technique.  With knowledge of the 
faults, formal methods to discover the causal relations leading 
to each fault, that is, how – by which sensors – each fault can 
be detected must be presented.  The methodology then must be 
able to propose actions to deal with each fault, through the 
actuation of some component – such as control valves – and/or 
the shutdown of an endangered component.  

Now a mitigation module development methodology must 

be chosen. The same methodology as used on prevention can 
be adopted; as well as other methodology can be adopted, as 
long as the same criteria – as described on the previous 
paragraph – are used.  

As opposite as the prevention activity, the mitigation 
activity does not need to define the treated faults through 
documents or reports. The mitigation activity shall treat the 
prevention activity faults, that is, the system will mitigate the 
consequences of the prevention system not being able to lead 
the plant or process to a safe state. 

The sixth and seventh phases of the development cycle are 
related with the formal verification of the models. Due to the 
Model Based approach, the verifications are performed on the 
control program models and not on the control code. All 
properties specified no natural language shall be translated to 
TCTL according to the patterns proposed in [23]. 

IV. APPLICATION EXAMPLE 
Now we will present a simple application example of the 

development of a prevention SIS control program according 
with the IEC 61511 phases already covered by the presented 
framework.  We will begin the application example by 
choosing the methodology to develop the prevention SIS 
module, then the methodology will be applied and the 
resulting control program model will be verified. 

The systematic proposed in [24] was chosen. Briefly, the 
faults that will be treated by the prevention SIS are extracted 
from the HAZOP report.  The detection models are generated 
from cause-effect matrixes, where those matrixes are 
converted on Bayesian Networks, which are finally converted 
on Petri Nets.  The treatment models, that is, the actuators 
related with each treated fault are generated from the HAZOP 
report.  

The systematic was then applied to a flexible manufacturing 
system prototype.  This prototype is composed by three 
manufacture cells: feeder, inspection and assembly.  The cells 
are connected by a conveyor belt transportation system. On 
this example, the prevention SIS control system was 
developed for the assembly cell. This cell is composed of a 
three axis manipulator robot [24]. 

 
Fig. 2. Cause-effect Matrix "X Axis Movement Fault" 
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The first step of the systematic was the construction of the 
cause-effect matrix together with the definition of which fault 
will be treated by the SIS.  On Fig. 2 is displayed the cause-
effect matrix for 15 cases of “X axis movement fault” on the 
manipulator robot.  For each case the combination of the four 
sensors that can detect this type of fault is presented. 

On the next step, the data Fig. 2was inputted into the proper 
algorithms for construction of the Bayesian Network.  The 
resulting Bayesian Network for the diagnostic model was then 
converted on the GHENeSys net presented on Fig. 4 .The 
grayed places displayed on the models are pseudo-boxes. 
These boxes carry the marking information of their master 
elements.  The master element can be identified by the name 
of each pseudo-box. 

 
Fig. 3. GHENeSys net coordination model (left) and treatment model 

(right) 

On the final step, the Safety Instrumented Function (SIF) 
for the manipulator robot “X” axis is determined based on the 
risk analysis HAZOP, and then the SIF treatment and 
coordination models were constructed as displayedFig. 3.The 
function of each transition and place used on the treatment and 
coordination models is explained on Fig. 5. 

 
Fig. 4. Diagnostic model for “X axis movement fault” 

A spurious events filter was implemented on the 
coordination model. This filter prevents the activation of the 
treatment model during a preset time, thus avoiding the 
degeneration of the plant and the costs associated with 
restating the plant in case of spurious readings from some 
sensor. 

 
Fig. 5. Models elements descriptions 

Currently there is no template or standard to determine a set 
of the system properties to be tested, thus, these properties 
usually are chosen by the control engineers based on previous 
knowledge and expertise [3] . 

Table I. Checked Properties 

1 

If any of the sensors B9.2, S9.1, S9.2 or 
X_Encoder_Fail are trigged for longer than the pre-set 

time the treatment model is called. 

 

2 

The motor remain turned off until no sensor is 
detecting the fault  anymore 

 

3 

Motors are not turned off until a fault is detected by the 
sensors 

 
 

Thus, we propose do extract the basic properties from the 
SIFs descriptions, through that we have the main properties 
that the system was designed to fulfil.  Besides the properties 
the system must fulfil, as we are working with safety systems, 
it is also imperative to check if the system reaches undesirable 
– or unsafe – states.  So we have the following natural 
language properties and their respective translated TCTL 
propositions onTable I. 

The verification tool displays the results in a colored square 
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besides the formula: (i) green if the formula holds, or (ii), red 
if the formula does not hold.  On Fig. 6all tested formulas are 
presented with their verification results on a extract of the 
verification tool output window.  All formulas were verified 
with satisfactory results. 

 
Fig. 6. TCTL Propositions and verification results 

V. CONCLUSIONS 
In this work, the first steps towards a framework for 

modeling and verifying SIS control programs were presented,  
the framework is based on the safety software development 
cycle from the IEC 61511 standard associated with the model 
based design approach. As demanded by the IEC 61511 
standard, tools and methodologies to comply with some 
phases of development cycle were chosen, the initial high 
level control architecture was proposed, guidelines to choose 
the methodologies for developing the prevention and 
mitigation activities were also proposed.  Also guidelines for 
TCTL propositions mapping from natural language properties 
– which we consider one of the most difficult tasks when 
using model checking techniques – were chosen.  

SIS control program, as the one developed on this work, are 
critical to the systems they protect, as they responsible for the 
identification and treatment of critical faults.  These faults, if 
not treated might lead to severe accidents and the loss of 
human lives. Frameworks as the one introduced on the present 
work, became crucial in order to enable these systems to be 
correctly interpreted and developed allowing the SIS to 
present a lesser probability of faults. 

The next steps on the development of the framework might  
include more detailed modules architecture and functionalities, 
as well as systematics for the refinement of the high level 
modules; Methodologies for automatic isomorphic 
transformation of the models in IEC 61131-3 code; 
Methodologies for the integration of the prevention and 
mitigation modules, as well as modules for the treatment of 
several faults; And finally, systematics to verify the integrated 
SIS models and the study the relation between its modules. 
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Cervix Position Recognition by Template Method using 

Linear Robot Ultrasound 
Rino Ferdian Surakusumah, Christina Pahl, Muhammad Akmal Ayob, Eko Supriyanto 

Abstract--Cervical cancer is the second-most common cause of 
death among womenworldwide. Ultrasound is the non-invassive, 
fastest and cheapest method for imagingcervical cancer. In order to 
improve comfort, reduce operator dependency andincrease image 
resolution, a new method for autonomous ultrasound cervixscanning 
has been developed. The platform consists of amechanical frame, 
which is attached to a patient bed, able to hold the ultrasound probe 
with five degrees of freedom (DOF) includingorthogonal coordinates 
in X, Y, Z direction, as well as rotation R and angleA. The 
developedautomatic cervix identification algorithm is able to detect 
cervix with accuracyof 98 %. Test results show that the system can 
be used to capture images inbigger areas, where a large field of view 
is required and simultaneously recordthe position of the probe. 
Consequently, this system will enable the future of 
autonomousultrasound cervix scanning and comfortable early cervix 
cancer detection. 

Keywords--Ultrasound, Cervix Recognition, Medical Robot 

I.  INTRODUCTION 
Referring to the most recent cancer statistics provided on the 

World Health Organisation (WHO) database, maintained by 
the International Agency of Research on Cancer (IARC), 
cervical cancer represents the second most common cancer in 
women worldwide. The international incidence rates of 
cervical cancer show that almost 80 % of cervix cancer cases 
occur in low-income countries [1]. Therefore, in developing 
countries like Malaysia, cervical cancer has become a serious 
problem and is currently part of discussions in health politics. 

 
Fig.1Development of Cervical Cancer 
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In 70 % of the cervical cancer cases, a HPV infection is 
regarded as its cause [2]. Fig.1 refers to the development of 
cervical cancer and was adapted from [3]. It shows that a HPV 
infection of a normal cervix can develop precancerous lesions, 
which can lead to cervical cancer, in the case, the infection 
remains persistent. Otherwise, the lesion regresses and the 
infected cervix is cleared when the infection is only transient. 
Actually, cervical cancer is the overgrowth of abnormal cells 
in the cervix. WHO, defines cancer a term used for the 
malignant, autonomous and uncontrolled growth of cells and 
tissues [1]. Those cells are forming tumors, which come with 
the risk to invade other parts of the body. The competition of 
the cells for nutrients and oxygen leads to the elimination of 
healthy cells [1]. It is the second leading cause of cancer 
deaths among women worldwide [4]. According to WHO 
projections, 99% of the cervical cancer cases are linked to 
genital infection with HPV. However, cervical cancer is 
reported with about 500 000 new cases and 260 000 deaths 
each year [1]. Almost 80% of cases occur in low-income 
countries, where cervical cancer occurs more often in women 
compared to developed countries.  

Ultrasound represents a technique with the lowest risk 
factors and costs. Although, ultrasonography is highly 
operator dependent and provides a lowcontrast resolution, it is 
used to evaluate the size and extent of cervical tumors [5]. 
Among the above mentioned imaging techniques, ultrasound 
is preferred to be used in the examination of the cervix. 
Ultrasonography is an affordable imaging technique compared 
to MRI, PET and CT, widely available, noninvasive, non-
ionizing and painless [6]. The diagnostic capability of 
ultrasonography is based on piezoelectric transducers 
generating sound waves. These waves are transmitted into the 
body and partially reflected by boundaries, where the density 
changes. The reflected acoustic echoes are then received by 
the transducer probe and generated into electrical signals, 
which are then processed by the ultrasound machine in order 
to display the scanned area as an image [7]. 

Table 1. Comparison of Cervix Abnormality Screening and 
Imaging Methods 

Modality Invasive Cost Time Sensitivity 

Biopsy Yes Medium Long High 

Cervicography Yes Medium Short High 

Colposcopy Yes Medium Medium High 

CT No High Medium Medium 

MRI No Very High Medium Medium 

Pap Test Yes Low Long  High 

Ultrasound No Low Short Low 
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Ultrasonography can provide information about a 
shortened cervix leading potentionally to preterm birth, 
neoplasms, several stages of cervical carcinoma according to 
the classification of International Federation of Gynecology 
and Obstetrics (FIGO) and other anatomical abnormalities. 
Ultrasonography for cervix examination purposes is either 
performed using transvaginal, transrectal or transabdominal 
transducer probes. Due to the discomfort caused by the usage 
of the first two mentioned probes, transabdominal ultrasound 
cervix examination represents the preferred method to detect 
abnormalities like cancer. 

However, the use of ultrasound in cervix examinations 
encompasses some limitations. A major drawback of 
ultrasonography is high operator dependency [8]. Since 
ultrasonic image acquisition is complex, diagnostic accuracy 
in ultrasound is directly related to skills, training and 
experience of the operator [9]. Those skills encompass the 
correct localization of the cervix and measurement according 
to knowledge. Moreover, experience is highly required in 
analyzing and interpreting the anatomical appearance of 
cervical structures. One and the same ultrasound image of the 
cervix may be interpreted by each operator differently. This 
may result in variations of measurements and thus varying 
diagnoses. In avoidance of this, an operator independent 
platform needs to be provided. 

One approach towards this represents the usage of a robot 
performing the abdominal cervix scan. Its high accuracy in 
moving the transducer probe, stability in keeping a desired 
position and coordination [10] allow highly comparable data. 
Automatic detection of the cervix may be another approach 
towards operator independence. Using such an algorithm in 
combination with an automatic machine may allow moving 
the transducer probe on the predefined abdominal surface until 
the cervix is detected. Since cervical structures are less clear 
on conventional 2D ultrasound images and require good 
experience in being detected, two applications will be shown 
inorder to improve the resolution and subsequently facilitate 
image processing. 

II.  DESIGN AND IMPLEMENTATION 

Concerning the limited capabilities of ultrasound in cervix 
imaging as mentioned above, it is important to develop 
alternative approaches to remove the current disadvantages in 
cervix ultrasound imaging. Autonomous systems, such as 
robots can help in minimizing operator dependency, to 
increase reproducibility and thus to increase comparability of 
image data for further diagnosis. Moreover, these autonomous 
cervix detection approaches allows a novel method in cervix 
imaging. Therefore, this study focuses on the development of 
a robot-based ultrasound transducer probe control system. 
This platform for automatic ultrasound scanning shall be cost-
effective, stable and provide a high movement resolution. An 
algorithm is developed and allows operator independent 
detection of the cervix in ultrasound images. 

The developed system is subsequently tested using three 
phantoms and 10 subjects. However, it should be noted that 
this research aims not at providing a ready to use device for 

clinical purposes since required safety modalities are out of 
focus. 

Ultrasonography is often the first choice for cervix 
imaging purposes because of its benefits being comfortable, 
safe, low-cost, portable and real-time capable. However, the 
role of ultrasonography in detecting cervical abnormalities is 
limited due to the given operator dependency, low-contrast 
resolution, noise impact and limited field of view. These 
restrictions prevent ultrasonography from taking a prominent 
role in abnormality detection of the human cervix. 

Since the classification of cervical abnormalities, such as 
shortened cervix and cervical cancer, is limited due to the 
above mentioned factors, alternative imaging procedures are 
often required. In avoidance of cost-intensive (MRI or PET) 
and ionizing radiation-based (CT) imaging techniques, the 
here pursued approach aims at counteracting the given 
disadvantages. Hence, this studyimproves the existing 
ultrasound-based imaging methods by providing a robotbased 
scanning system. Precise transducer probe movements allow 
accurate image capturing and best possible prerequisites for 
subsequent processing of acquired data. The detection of 
ultrasound images containing cervical structures allows a 
higher degree of operator independence.  
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Fig.2 Function Structure of Proposed Scanning System 

A.  System Function 

The system can be divided into mechanical and electrical 
parts. The scanning system can be divided into three discipline 
related parts: mechanics, electronics and computing. The 
mechanical part includes the frame of the scanning system, 
which is connected to the patient bed, supports the probe 
holder and restricts this unit in its maximum movement range. 
Furthermore the gear used to transmission the movement to 
the linear motion system and four motors, for the generation of 
motion proportional to the signal of the drivers. The electrical 
part consists of the drivers, which are providing the motors 
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electric current according to the data they receive from the 
controller. The last part involves computing. The processor of 
the PC should be at least 2.66 GHz for the processing of the 
video grabber device, the Operating System (OS) should be at 
least Windows 2000 or any other OS like OS X 10.3 or Linux 
2.6x. The hard disc should be able to store at least 5 GB, 
which represents 100 videos captured for a distance of 10 cm 
with a motion resolution of 10¹m. The RAM should have a 
capacity of at least 256 MB. 

 
Fig 3. Mechanical Construction of Ultrasound Probe Holder 

and orientation 

The function structure 3.1 includes the main parts of the 
autonomous scanning system. The system can be divided into 
three units, which enclose pulse control, central processing 
and imaging. This is because the system aims at using only 
those parts, which are needed to process autonomous scans 
and these parts can be classified by the means of their 
function. The controlling unit controls the movement of the 
probe holder. It obtains information about location, pressure 
and angle of the transducer probe. The processing unit 
performs algorithms for cervix detection and 3D 
reconstruction. The imaging unit obtains images of the cervix. 
Moreover, the patient is a part of the system. Since the cervix 
is the point of interest, the patient is female. Here, the 
computer plays a superior role. It acts as an interface between 
imaging and controlling. As the main processor, the computer 
receives data from the imaging unit, processes these data 
according the algorithms explained below and sends the 
results to the controlling unit. Imaging consists here of three 
subunits. The scan is performed using an ultrasound probe on 

the surface of the lower abdomen. While scanning, the cervix 
shall be differentiated from and adjacent organs, so that a 
detection can be done. The ultrasound machine performs the 
calculations and provides power supply for the probe. 
Furthermore, the ultrasound machine controls the changes of 
the transducer pulse in terms of amplitude, frequency and 
duration. In this setup the display, which is used for displaying 
processed data is not needed. The same is with the printer and 
the keyboard, which is used for taking measurement manually 
and recording patient details. These are parts of the machine 
but are not utilized here. A frame grabber physically interfaces 
the ultrasound machine with the computer. It accepts and 
processes raw video data and provides it to the computer. 
Here, the data will be further processed by the means of an 
image processing algorithm. The aim of this algorithm is to 
detect the cervix in the ultrasound image and by that influence 
the scan procedure of the robot. Furthermore, the computer 
processes personal data about the patient like height, weight 
and circumference for a personalized scanning procedure.  

B.  Cervix Recognition Algorithm 

To ensure the true positive detection of the cervix during 
autonomousultrasound examination an algorithm for its 
detection is required. The proceduredeveloped for this  
purpose is based on the comparison of the the histograms of 
apredefined template and a comparison image.First, a 
threshold needs to be defined in order to allocate the 
comparedimage to the image class related to cervical 
structures if the threshold is notexceeded. Otherwise it will be 
defined as an image not containing cervicalstructures.After 
both images are loaded into MATLAB, the true-color 
imagegets inverted to gray-scale by eliminating the hue and 
saturation informationwhile retaining the luminance. This step 
simplifies subsequent processingsince each pixel carries only 
intensity information. After this, the image isrectangular 
cropped in order to eliminate unnecessary information stored 
in theimages, which are taken from the imaging system after 
the processing chain. 

After cropping, the gray-scale image gets converted into 
binary image using athreshold of 0.4. In order to calculate the 
normalized histogram of the image atthis stage, a conversion 
into double-precision intensity image is required. Afterthe 
normalized histograms of each image are calculated, their 
values are usedto obtain the difference of the images by 
subtracting their squared error. In thecase the output is equals 
zero, it means there is no difference between the thetemplate 
image and the compared image. The higher the difference 
value is, themore difference exists in their histograms. 

Since this approach is based on thedistribution of 
intensities, the requirement for a successful recognition of 
cerviximages lies in the choice of an appropriate template 
image, which represents thesame orientation of the images 
captured for comparison purposes. This method isnot meant to 
find the exact location of the cervix but to identify those 
ultrasoundimages, which have a higher probability of a 
captured cervix. 
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Fig. 4Block Diagram of Cervix Recognition Algorithm 
 

III.  RESULTAND ANALYSIS 

A.  Subject Specifications 
Before subsequent system parameters can be defined, the 

scanning area,belonging to the uterine cervix, requires an 
analysis. This information definesthe minimum of action field 
and thus theoretical limits the probe movement.Therefore, ten 
subjects have been scanned for determining the scanning 
area.Here, table 4.1 gives an overview about measured 
individual characteristics. Thetable lists down each subject (S) 
with anumber. Age (A), circumference (C),height (H) as well 
as the distances between head and umbilicus (HU), 
umbilicusand pubic bone (UV) and umbilicus feet are 
measured respectively. Thecircumference refers to the 
abdomen on the height of the 
umbilicus.Furthermore,individual sensitivity against pressure 
on the lower abdomen was measuredmanually using a load 
cell based measurement device. The sensitivity is dividedinto 
four classes: soft pressure (SP), medium pressure (MP), hard 
pressure(HP) and painful pressure (PP) 

 

Table 2. Characteristics of Scanned Subjects 
Char S1 S2 S3 S4 S5 S6 S7 S8 S9 S1

0 
A[years
] 

36 29 28 26 24 23 23 22 21 21 

C[cm] 79 76 74 71 69 63 87 73 73 75 
H[cm] 15

4 
14
8 

15
2 

16
4 

15
4 

16
9 

15
8 

14
7 

15
8 

16
4 

W[kg] 59 49 61 57 52 58 54 50 58 65 
SP[N] 5 8 15 7 7 9 4 5 6 7 
MP[N] 27 11 24 14 12 15 11 8 9 11 
HP[N] 40 15 29 21 18 24 18 11 14 18 
PP[N] 50 18 35 27 25 29 22 18 19 25 
HU[cm] 61 61 62 65 63 71 65 62 62 67 
UV[cm] 18 20 19 26 23 26 19 21 21 23 
UF[cm] 93 87 90 95 91 98 93 86 96 97 
 

The device used for these means displays afirst impression 
about the individual pressure sensitivity. The Sundoo SN-
100force gauge with a resolution of 0.5 N was used here. 
Among the subjects threedifferent races can be found. The 
races enclosing Malay, Chinese, and Indianshow strong 
differences in physique. Thus, the subsequent test results in 
chaptercover a wide range of differences, which results in 
better average values of thesetests. 

B.  Cervix Recognition Testing 

Ultrasound cervix recognition is used to detect images 
containing thecervix for autonomous scanning purposes. Since 
the purpose of this method isto differentiate images with a 
high probability of containing cervical structuresfrom others, 
the detection rate does not reflect the visibility of the 
cervix.However, these images are performed using sagittal 
view (see 2.7 ). Figure 4.2displays the chosen template image. 
Neighboring structures like bladder, uterusand vagina are 
marked in this image. The bladder represents a dominant 
organin this view when filled. The uterus is located below the 
bladder and the cervixconnects the body of the uterus with the 
vagina. 

 
Fig. 5Ultrasound Template Image for Automatic Cervix 
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In order to differentiate cervix ultrasound images from 
others, thealgorithm 3.3.1 was developed. In table 4.2 
ultrasound images taken from tensubjects introduced in ?? 
were processed with reference to 4.2. Processing thedata in 
MATLAB requires approximately 1.2 seconds. It can be seen, 
thatthe difference rates for cervical structures range from 
0.0010 to 0.0050. Thesmaller the values are, the higher is the 
similarity between the compared images.The calculation of the 
rate is based on squared histogram differences between the 
images. In the case of subject 3, to whom the template image 
can beassigned to, the value is zero. This is because there is no 
difference between thehistogram of the template image and 
the image compared with. Furthermore,ultrasound image data 
from different tissues and organs have been acquiredmanually 
and processed in table 4.3. The data encloses different body 
parts. Thehighest difference rate exists between the ear and the 
cervix template, whereasintestines show the highest similarity. 
This due to the fact, that intestines andcervix are part of the 
abdomen and provide similar histograms respectively. 

Table 3. Quality measurement of image with different filters; 
MSE = Mean square error; PSNR= power signal to noise ratio 

Subject Diff. 
Rate 

X Y Z Image 

S1 0.0033 0.1 15.1 2.4 

 

S2 0.0031 1.4 13.5 3.7 

 

S3 0.0000 0.8 11.6 2.8 

 

S4 0.0029 -0.2 13.6 3.0 

 

S5 0.0010 0.4 15.1 2.3 

 

S6 0.0019 1.2 11.5 3.4 

 

S7 0.0041 0.2 13.25 4.8 

 

S8 0.0051 2.2 13.6 1.8 

 

S9 0.0021 -0.9 14.7 3.3 

 

S10 0.0031 1.5 11.2 2.9 

 

However, from table 4.3 it can be obtained that the 
differences betweenthe cervix template ultrasound image and 
ultrasound image data showing noncervicalstructures, is 
higher compared to the difference rates in table 4.2. This isdue 
to the histograms of those images being more different 
compared to those ofcervix ultrasound images. The images 
here were obtained from male and femalesubjects. This 
supports the difference of images, which are used to be 
compared.The highest difference, which could be obtained for 
the ear canal is not shown in4.3 due to demonstration 
purposes. 

Table 4. Processing Results for Non-Cervical Structures 

Structure Diff. Rate Image 

Ear 0.1869 

 

Fetus 0.0357 
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Heart 0.0294 

 

Intestines 0.0064 

 

Kidney 0.0078 

 

Prostate 0.0087 

 
The fact, that both data series, the cervix ultrasound 

imagesand theimages containing non-cervical structures, differ 
clearly from each other, can beused to insert a line dividing 
the data (see figure 4.3). Doing so, leads to one dataclass with 
a higher similarity according to the template image being 
separatedfrom the other class showing lower similarity rates. 
In this case, the dividingline has a value of 0.0057. This value 
may change for different data classesand template images 
used. This approach of automatic cervix ultrasound 
imagedetection can be used for future analysis of 3D 
ultrasoundimagedata consistingof 2D image slices. 
 

 
Fig 6. Differentiation of Data after Cervix Recognition 

IV.  CONCLUSION 
A novel method to enable autonomous ultrasound cervix 

scanning hasbeen successfully developed. The method 
combines a mechanical platform,electronics and a software for 
probe motion control purposes, manage safetybuttons, identify 

the umbilicus position, and localize the scanning start and 
endpoints. 

Test results show that the system is able to capture 
theultrasound images of phantoms and subjects with a 
scanning resolution of10¹. The captured ultrasound images and 
positions are planned to be usedfor the reconstruction of 2D 
panorama images in order to have a larger fieldof view as well 
3D images with excellent resolution. In order to have 
2Dpanoramic view with excellent resolution, it is 
recommended to use mergingalgorithms in combination with 
image registration and finite element modelling.The captured 
2D ultrasound images including position information can be 
usedfor 3D reconstruction using VTK software. This, however 
may need a highperformance computer for image processing 
and analysis. In order to obtainvolumetric information of the 
cervix, 3D reconstruction algorithms have beenapplied. In 
order to obtain volumes of a with better resolution, it is 
suggestedto use VR instead of MPR, for further post 
processing like 3D segmentation of127the cervix. With this 
system, it is possible to perform autonomous ultrasoundcervix 
scanning with high comfort, resolution and safety. This will 
nable futureoperator independent computed tomography (CT) 
ultrasound scanning, not onlyfor cervix scanning but also for 
other internal organ imaging. 
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Abstract— The problem of locating image features by template 

matching belongs to the area of digital image processing and is 
typical example of use of multiprocessor computer systems. The 
paper covers design principles, technical parameters and design 
features of a reconfigurable computer system RCS-7, specially 
created for such type of tasks and based on Xilinx Virtex-7 FPGAs. 
The distinctive features of RCS-7 are its high real performance, low 
power consumption during execution of application tasks and 
practically linear growth of the performance when hardware resource 
is growing. In the paper we describe the RCS-7 software suit for 
solving tasks of digital image processing. We also give current 
results, which show effectiveness of the suggested approach and the 
real performance during execution of the task of digital image 
processing. 
 

Keywords— reconfigurable architecture, programmable 
soft-architecture, FPGA, reconfigurable computer system, 
high performance, parallel processing, pipeline processing, 
computer-aided circuit design, high-level programming 
language for reconfigurable systems, architecture description 
language. 

I. INTRODUCTION 

ECONFIGURABLE computer systems (RCS) are widely 
used for solving of computationally laborious tasks of 

various domains of science and technology. In comparison 
with cluster multiprocessor computer systems RCSs have 
several significant advantages such as high real and specific 
performances during execution of tasks, high energy 
effectiveness, etc. Different Russian and foreign vendors 
produce both stand-alone accelerators with one or two FPGAs 
and computational complexes. Such vendors as Nallatech [2] 
and Pico Computing [3] produce a number of accelerators and 
carrier boards with few (less than 4) FPGAs, which are used 
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for design of servers and heterogeneous cluster systems by HP 
and IBM. The companies Convey [4] and Maxeler 
Technologies [5] design hybrid supercomputers on the base of 
their own heterogeneous cluster nodes that can contain 1-4 
FPGA chips and several general-purpose processors. The 
company SRC [6] uses a similar solution which produces 
nodes, also called MAP processors for 1U, 2U and 4U racks 
(MAPstation). The MAPstation 1U contains one MAP 
processor. The MAPstation 2U contains up to three MAP 
processors. The MAPstation 4U can contain up to 10 various 
modules such as a MAP processor, a module with a general-
purpose microperocessor, or a memory module. 

In contrast to the abovementioned companies, the scientific 
team of SRI MCS SFU design supercomputers which contain 
printed circuit boards, united into a single computational 
resource. Each printed circuit board contains a set of FPGA 
chips [1]. The principal computing element of such RCSs is 
hardware resource of FPGAs, united into a single 
computational field by high-speed data transfer channels. 

The methods of design and creation of such systems have 
been successfully developed in SRI MCS SFU (Taganrog, 
Russia). Owing to the concept of RCS design [7] we could 
create quite a number of quantity produced high-performance 
systems of various architectures and configurations based on 
Xilinx FPGAs of Virtex-4, Virtex-5 and Virtex-6 families. 
These RCS are successfully used in various organizations and 
enterprises of the Russian Federation for solving of 
computationally laborious tasks from various problem 
domains. One of our up-to-date systems is the reconfigurable 
computer system RCS-7 designed on the base of Xilinx 
Virtex-7 FPGAs. 

II. RCS-7 BASED ON XILINX VIRTEX-7 FPGAS 

The reconfigurable computer system RCS-7 on the base of 
Virtex-7 FPGAs contains a computational field of 576 Virtex-
7 XC7V585T-FFG1761 FPGAs (58 million equivalent gates 
each), united within a 47U computational rack with the peak 
performance 1015 fixed-point operations per second. 

The principal structural component of the RCS-7 is a 
computational module 24V7-750 (Pleiad), which can be 
placed into a standard 19" computational rack, and which 
consists of: 

- 4 printed circuit boards of the computational module 6V7-
180 (see Fig. 1);  

- a control module CM-7;  

Virtex-7 FPGA-based Reconfigurable Computer 
System RCS-7 for digital image processing 

Ilya I. Levin, Igor A. Kalyaev, Alexey I. Dordopulo, Liubov M. Slasten, Slava V. Gudkov 
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- a power supply subsystem; 
- a cooling subsystem, etc.  
Fig. 2 shows the computational module 24V7-750. 
The board of the computational module 6V7-180 contains:  

- a computational field, which consists of 6 Xilinx Virtex-7 
XC7V585T-1FFG1761 FPGAs, connected sequentially by 
144 LVDS differential lanes running at frequency of 800 
MHz; 

- a controller of the board of the computational module, 
based on Xilinx XC6V130T-1FFG1156C FPGAs; 

- 12 LVDS channels running at frequency of 800 MHz, 25 
differential pairs each (SS4 connectors), applied for 
connection with other computational modules; 

- blocks of general and reserve FPGA programming 
through the interfaces JTAG-1 and JTAG-2; 

- a synchronization subsystem (generators ECS-2033-250-
BN and clock buffers IDT5T9316NLI); 

- a distributed memory which consists of 12 DRAM chips 
(MT47H128M16HR-25E, 128 М*16 and with the read/write 
frequency up to 400 MHz). Each FPGA of the computational 
field and of the controller of the computational module’s 
board are connected to two DDR2 memory chips. The RAM 
size of the computational module’s board is 3 Gbyte; 

- 2 LVDS channels (20 differential pairs each) for 
connection with a personal computer and external devices; 

- a subsystem of FPGA loading; 
- a power supply subsystem, which includes DC-DC 

voltage converters, which provide the supply voltages: +1 V 
for FPGA cores; +2.5 V for the clock generator; +1.8 V for 
DDR2 memory chips, +3.3 V for FPGA buffer stages. 

The performance of the one board 6V7-180 is 645.9 GFlops 
for 32-digit floating point data, and the performance of the 
computational module 24V7-750 is 2.58 TFlops for 32-digit 
floating point data. The performance of the RCS-7 (see Fig. 
3), when it contains 24-36 computational modules 24V7-
750 is 62-93 TFlops for 32-digit floating point data and 
19.4–29.4 TFlops for 64-digit floating point data.  

The application area of the RCS-7 and computer 
complexes designed on its base is digital signal processing 
and multichannel digital filtration. 

III. RCS-7 SOFTWARE 

The majority of existing commercial CAD-systems such as 
Xilinx ISE, Altium Designer, etc. provide work with only one 
FPGA chip within one project. Therefore, if it is necessary to 
design a configuration for several interconnected FPGA chips, 
the circuit engineer has to distribute all components of the 
computing structure, which corresponds to the algorithm of 
the solving task, between different projects, which will 
correspond to certain FPGA chips of the multichip RCS. 
Besides, he has to take into account the RCS topology and 
connections between FPGA chips. A large number of features 
of RCS architecture, topology and components, which are to 
be taken into account by the circuit engineer, significantly 
complicates design of RCS configurations, required for the 
task which is solved on the multichip RCS, and practically 
rules out porting of the complete solution to some other RCS 
which has a different architecture or configuration. The RCS 
programming consists of two stages. At the first stage, the 
circuit engineer creates the computing structure for the task. 
At the second stage, the application programmer develops the 
parallel program, which determines data flows in the designed 
computing structure. That is why the time period, usually 
needed for creation of the RCS task solution, is rather long (4-

 

    
                        a)                                                  b) 
Fig. 1. The board of the computational module 6V7-180 (a – the board 
№0-2 of the module 24V7-750, b – the board №3 of the module 24V7-
750 with an optical connector for connection with other computational 

modules 24V7-750) 

 

  
                          a)              b) 
Fig. 2. The computational module 24V7-750 (a - open, b - closed)

 
Fig. 3. . RCS-7 
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9 months). 
To program RCSs, designed and implemented in Scientific 

Research Institute of multiprocessor computer systems at 
Southern Federal University (Taganrog, Russia), we use a 
software suit, developed by our team of scientists [1, 7, 9, 11]. 
The software suit is based on structural-procedural methods of 
organization of computations and determines both the 
structure of the computer system within the field of FPGA 
logical cells, and organization of parallel processes and data 
flows. Principles of RCS programming [7-10] are based on the 
principles of structural procedural organization of 
computations and are the same for all generations of RCSs 
designed in SRI MCS SFU. So, applications for the RCS-7 are 
developed with the help of the high-level programming 
language COLAMO [1, 11]. After translation of the program 
the configuration of the computer systems is created 
automatically, and it consists of bitstream files of all FPGAs 
(the structural component of the parallel application). The 
other part of translation result is the parallel program, which 
controls data flows and organization of computations in the 
RCS. The distinctive features of the software suit based on the 
programming language COLAMO in comparison with the 
development tools MitrionC [12] and CatapultC [13], are 
automatic mapping, synchronization and generation of 
configuration for multichip RCSs, 60-90% of used hardware 
resource of each FPGA chip and high frequencies (250 – 350 
MHz). 

The basic components of the software tools of application 
development with the help of the high-level programming 
language COLAMO:  

─ translator of the programming language COLAMO, 
which translates the source COLAMO-program into the 
information graph of the parallel application; 
─ synthesizer of multichip circuit solutions 

FireConstructor, which maps the information graph, 
generated by the translator of the programming language 
COLAMO, on the RCS architecture, places the mapped 
solution into the FPGA chips and automatically 
synchronizes all fragments of the information graph in 
different FPGA chips; 
─ library of IP-cores, which correspond to the COLAMO 

instructions and are all-in-one structurally implemented 
circuit solutions for various problem domains, and 
interfaces, applied for data processing speed matching and 
for connection into the single computing structure. 
The unique feature of the RCS-7 software suit is support of 

special-purpose soft-architectures, which are applied for 
creation and programming of macroobjects. A macroobject is 
a set of computational nodes which perform a certain set of 
operations, and which are united by some communication 
system. For each class of tasks, solved in RCS, we can select a 
certain set of optimal computing structures (macroobjects), 
which provide the most effective solution of the tasks of the 
given class. It is possible to change the number of functional 
nodes and parameters of any functional node (such as the 
operand capacity, the number of data channels, the instruction 

set, etc.) of any macroobject, but their functions cannot be 
changed. So, from the viewpoint of the RCS programmer the 
macroobject is a “pattern” which can be redefined by the RCS 
programmer during design of some engineering solution, and 
then it can be replicated in FPGAs of computational modules 
in the required quantity and be connected with similar or any 
other macroobjects into computing structures, which optimally 
correspond to the structure of the solving task.  

On the base of macroobjects we can create various RCS 
soft-architectures. An RCS soft-architecture is a computing 
structure, designed by the circuit engineer. It consists of 
macroobjects and allows modification of connections between 
its components only by program re-adjustment and without re-
programming of the FPGA chips of the computational field 
(no re-loading of FPGA bitstream files). So, we can create any 
computing structures, which are required for task solving.      

Owing to soft-architectures, fundamental programming 
principles and high-level RCS programming language it is 
possible to adapt very easily all software RCS development 
tools to any new RCS architectures and topologies of 
computational modules with no cardinal modifications of the 
source code of any component of the software suit and to 
reduce the time of task solution. 

IV. SOFT-ARCHITECTURE PROGRAMMING FOR PROBLEM 

DOMAINS 

For creation of soft-architectures we have developed a 
language SADL (Soft-Architecture Development Language) 
[14]. The SADL-description of the soft-architecture is 
translated into a virtual architecture of the computer system. 
Then the synthesizer FireConstructor maps the information 
graph of the task on the virtual architecture. 

Creation of any soft-architecture requires the following 
actions:  

- creation of a SADL-description of the soft-architecture; 
- translation of the soft-architecture description into an 

intermediate description with the help of the synthesizer 
FireConstructor; 

- mapping of all soft-architecture components on the 
hardware platform with the help of the synthesizer of scalable 
parallel-pipeline procedures SteamConstructor. 

The SADL-translator converts the program into an 
intermediate form, which is placed by the synthesizer 
FireConstructor on the RCS hardware platform. The result of 
placement is a modified file of the intermediate form and 
bitstream files of all FPGA chips, occupied during placement 
of the soft-architecture on the RCS hardware platform. After 
successful placement of the soft-architecture on the RCS 
hardware platform, it can be used for solving of various tasks 
of the certain problem domain.  

Development of any parallel application on the base of the 
RCS soft-architecture requires the following actions: 

- to develop a parallel application in the high-level language 
COLAMO; 

- to translate the parallel application and to generate 
structural and procedural components; 
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-  to map the structural component of the parallel 
application on the soft-architecture using the synthesizer 
SteamConstructor; 

- to translate the procedural component of the parallel 
application into assembler instructions of soft-architecture 
components; 

- to generate executable file of the parallel application (with 
instructions for the soft-architecture components) for loading 
into the RCS; 

- to load FPGA bitstream files, which were generated 
during placement of the soft-architecture components on the 
RCS hardware platform, into the RCS; 

- to load the executable file of the parallel application; 
- to load input data of the task into the RCS soft-

architecture; 
- to run the application and to save calculation results. 
Figure 4 shows interaction of application development 

software tools. 
Owing to the created software tools, development and 

modification of soft-architectures requires no highly qualified 
circuit engineer for modification of the computing structure. 
The time, which is usually needed for design or modification 
of the soft-architecture is significantly reduced, and the 
effectiveness of the generated multichip architectural solutions 
is comparable with solutions, implemented manually by 
circuit engineers. According to the basic principles of the 
language COLAMO parallel applications can be easily 
modified and adapted to the available computational resource. 
Owing to automatic mapping of information graphs on the 
RCS hardware resource, the application programmers can 
consider the RCS as a virtual FPGA with a huge number of 
logic cells, but not as a set of FPGA chips. Using the 
developed software suit, the RCS programmer can develop 
and debug RCS parallel applications, paying no attention to 
the features of the RCS architecture. 

V. SOLVING OF THE PROBLEM OF LOCATING IMAGE FEATURES 

WITH THE HELP OF SOFT-ARCHITECTURES 

As an example of the task for implementation on the RCS-
7, using soft-architectures, we have selected the task of 
locating image features. The solution of this task is based on 
the method of template matching. The template is moving 
along the image from left to right and from top to bottom and 
it is being compared with all features of the image. As an 
evaluation criterion we use cross correlation between the 
initial image and the template. The position of the correlation 
maximum corresponds to the position of the located feature. 
As the views of the target feature may be considerably 
different, it is necessary to define not only its position, but  
also to measure similarity between the target feature and each 
template, and only then the final decision can be made. The 
input image is partitioned into sections which are processed 
one by one with overlapping. If it is necessary, zero bits will 
be included into the last section to make its length proper. 

During implementation of the task of locating image 
features on the RCS-7 on the base of the method of template 
matching, we used the following basic parameters: 

- the size of the input image is 512×512 (or 544×544, if we 
take into account additional zeroes); 

- the size of the used templates is 32×32; 
- the size of the selected section is 64 (32 zeroes are added 

to the last section); 
- the number of sections within the image is 256; 
- the size of overlapping between sections is 32. 
The task was implemented on the RCS-7, which contained 

24 24V7-750 computational modules. The real performance 
which was reached during execution of the task was 41.8 
TFlops or 67.4% from the peak performance.  

VI. CONCLUSION 

Owing to the design solutions of the RCS-7 based on Xilinx 
Virtex-7 FPGA, we can obtain a high-performance 
computational resource within one 47U computational rack. 
Besides, the specific performance of the RCS-7 is comparable 
with the performance of the best cluster computer systems in 
the world. Therefore, it is possible to consider RCSs based on 
Xilinx Virtex-7 FPGAs as a basis for new generation high-
performance computer complexes, which provide highly 
effective computations and practically linear growth of 
performance for expanding computational resource. 

REFERENCES   
[1] A.V. Kalyaev, I.I. Levin, Modular-scalable multiprocessor systems with 

structural procedural organization of calculations. Moscow, Janus-K, 
2003. 380 pp. 

[2] http://www.nallatech.com 
[3] http://www.nallatech.com 
[4] http://picocomputing.com 
[5] http://www.conveycomputer.com 
[6] http://www.maxeler.com 
[7] http://www.srccomp.com 
[8] I.A. Kalyaev, I.I. Levin, E.A. Semernikov, V.I. Shmoilov, 

Reconfigurable multipipeline computing structures. Rostov-on-Don, 
SSC RAS Publishing, 2009. 344 pp. 

[9] I.A. Kalyaev, I.I. Levin, Family of high real performance reconfigurable 
computer systems. Papers of international scientific conference 
“Parallel computing technologies”. Nizhniy Novgorod, 2009, 186-196 
pp. 

[10] A.I. Dordopulo, I.A. Kalyaev, I.I. Levin, E.A. Semernikov, High-
performance reconfigurable computer systems of a new generation. 
Papers of International supercomputer conference and youth scientific 
school “Scientific service in the Internet: exaflop future”, Moscow, 
MSU Publishing, 2011, 42-49 pp. 

[11] I.A. Kalyaev, I.I. Levin, E.A. Semernikov, A.I. Dordopulo, 
Reconfigurable computer systems on the base of Virtex-6 FPGAs // 
Paper of International scientific conference “Parallel computer 
technologies 2011”, Chelyabinsk, 2011, 203–210 pp. 

[12] I.A. Kalyaev, I.I. Levin, E.A. Semernikov, V.I. Shmoilov, (2012). 
Reconfigurable multipipeline computing structures. Nova Science 
Publishers, New York. 

[13] http://www.mitrionics.com 
[14] http://calypto.com/en/products/catapult/overview 
[15] E.A. Semernikov, V.B. Kovalenko Organization of multilevel 

programming of reconfigurable computer systems Herald of computer 
and information technologies, Moscow, Mashinostroyenie, 2011, № 9, 
3-10 pp. 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 149



 

 

 

Keywords—dimming, LED driver, resonant converter, variable 
inductor 

 
Abstract—In this paper, a new LED (Light Emitting Diode) 

driver and dimming techniques are introduced. Half bridge current 
fed resonant LED driver is designed and implemented.  Rather than 
using tradities12onal dimming techniques, dimming is accomplished 
magnetically. The proposed driver is implemented on 33 LEDs. 
LEDs are dimmed from 33 W to 20 W. 
 

I. INTRODUCTION 
T5 and T8 florescent lamps have been used widely for in 

indoor and outdoor lightening.  Recently LEDs are also 
becoming very popular, because of their high efficacy (light 
output per watt), long life, no start up and striations problems 
and very low maintenance requirements [1]-[2]. 

 
Some of the grid connected AC applications result in 

harmonics because of conduction angle. To overcome this 
problem and provide isolation between the grid system and 
LEDs, high frequency resonant converters with transformers 
are implemented.  

 
Voltage fed high frequency converters such as LLC type 

resonant topologies are commonly utilized. For low current 
ripple and better starting transients, current fed circuits give 
better performance.   

 
Most of the high frequency LED drivers have two stages 

shown in (Fig. 1). In the first stage, 50/60 Hz AC power 
converted to DC with an IC which provides low THD and 
better power factor.  In the second stage, DC power is 
converted to high frequency AC.  In this stage, LEDs are 
connected to the circuit with rectifier having an electrolytic 
capacitor.   

 
In LEDs data sheets, it can be seen that led luminance is 

proportional to its forward led current. LED current is 
associated with LED illumination linearly. For energy saving 
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and luminous flux adjustment in a space, LED brightness 
dimming becomes important.  In addition to new generation IC 
solutions for dimming, voltage control and pulse width 
modulation (PWM) techniques are used to adjust led luminous 
flux [3]-[4]. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Two Stage LED Driver. 
 

Varying the LED voltage results in changes in the LED 
current .  The relation between them is not linear.  Because of 
that, controlling the LED current requires complex circuit 
structure [5]-[7].    

 
In PWM techniques, LEDs are turned on and off in a period 

and control scheme adjusts the duty ratio of LEDs [8]-[9].  In 
high frequency applications, that reduces LED life span [10]-
[11]. PWM technique may also cause electromagnetic 
interference (EMI) noise problems. 

 
In this paper, a new dimmable LED driver is introduced.  A 

half bridge current fed topology is used to drive LEDs and also 
galvanic isolation is provided.  A new LED dimming 
technique is accomplished by using variable inductor. The 
proposed technique is designed and implemented on 1 Watt 33 
power LEDs.   

II. LED AND LUMINANCE  
 
 
V-I characteristic of power LEDs is defined by an 

exponential function. Nonlinearity characteristics of LEDS 
make their driver circuits complicated. Current and voltage 
relationship is given by equation (1) and (Fig. 2) shows a 
typical V-I cure of a LED.     

 

Magnetically Dimmable Half Bridge Current 
Fed LED Driver 
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     (1) 
 

where  I  diode forward current 
   Is  reverse bias saturation current 
   VD diode forward voltage 
   n  diode ideality factor 
   VT thermal voltage 
   k  Boltzman’s constant 
   T  temperature 
   q  charge on an electron 
 
 

I V( )

V  
Fig. 2 V & I Characteristic of a LED. 

 
As seen in (Fig. 3), there are two operating states; on and 

off. Figure (a) and (b) show the equivalent circuit of LED for 
on and off states respectively. Capacitive and resistive effects 
of LEDs during on and off are illustrated in (Fig. 3) as Con, 
Coff, Ron and  Roff respectively.  In the figure, Von represents the 
forward bias voltage of a LED.  

 

    
RoffCoff

               Ideal diode

    Ron

  Von

Con

(a) (b)  
Fig. 3 Electrical Model of a LED. 

 
It is important that LED forward current determines the 

brightness of a LED. Figure 4 shows a typical relation between 
the forward current and relative luminous of a LED. LED 
luminous flux increases linearly with its current, while the 
voltage is almost constant.  Therefore, the efficacy of LEDs 
can be assumed to be constant.   

 
Fig. 4 Lamp Current versus LED Relative Luminous Flux. 

 
There are several topologies for LED drivers as mentioned. 

Commonly used ones have two stages as shown in (Fig.1).  In 
the first stage, AC grid is converted to DC.  ICs are utilized for 
better power factor correction, THD and DC voltage 
regulation. The function of the first stage is a DC power 
supply.   

In the second stage, a LED driver is designed such that LED 
current results in desired led brightness. Dimming feature can 
also be added in this stage. 

 

III. PROPOSED SOLUTION 
The second stage is the focus of this research.  A current fed 

half bridge converter shown in (Fig. 5) is implemented. In the 
circuit, two electrolytic capacitors Cdc are used to divide the 
DC voltage and two choke inductors Ldc takes place to 
regulate the current.  A snubber capacitor C is used across 
power switches.  There are two MOSFETs which are driven by 
IR2153.  Magnetization impedance of the transformer Lp and 
resonant capacitor Cr determines the resonant frequency of the 
converter. The secondary voltage of the transformer is 
rectified by diodes.  For the better output regulation, an 
electrolytic capacitor Co is placed in parallel with the LEDs.   
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_

S1
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Fig. 5 Proposed LED Driver. 

 
DC voltage, Vin, is applied to the half bridge current fed 

resonant converter. Primary and secondary voltages of the 
transformer are in sinusoidal shape.    The peak value of the 
primer voltage for the first harmonic is calculated as 

 
 

(2) 

Number of LEDs m and forward voltage of selected LEDs 
Vled are determined at the beginning of the design. Therefore, 
the peak value of the secondary voltage can be obtained from 
equation (3).  

 
 

(3) 

When the primary and secondary voltages are known, the turn 
ratio of the transformer can be calculated as  
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(4) 

 
For high frequency applications, ferrite cores can be used.   

The saturation of the ferrite core is around 0.3 T.  Better 
material can have higher saturation level. Selected frequency 
of the circuit, effective cross section area of the core, and the 
secondary voltage of the transformer determine the number of 
secondary turns as in equation (5). Multiplying the turn ratio 
with the number of secondary turns gives the number of 
primary turns. 

 

 
 

(5) 

 
Selected magnetic core has its own effective permeability 

µeff, cross section area Aeff and effective magnetic length 
Leff. From the number of primary turns and core information, 
primer reactance can be calculated by equation (6).  
   

 
 

(6) 

 
The relationship between primary and secondary currents of 

the transformer is given in equation (7).  Rp and Rs represent 
cupper losses for the primary and secondary respectively.  kps 
is the coupling coefficient between primary and secondary 
windings. Vp and Vs are primary voltage and secondary 
voltages and Ip and Is are primary and secondary currents 
respectively.  ω is the radian frequency of the circuit and RLed 
is the equivalent resistance of LEDs.  
 

 
 

(7) 

where, 
 

 ,     
 

 
 
To tune the resonant frequency, resonant capacitor Cr is 

selected from equation (6). 
   

 
 

(8) 

For dimming purpose, a current controlled inductor shown 
in (Fig. 6) is used.  When dc control current is increased, the 
value of the inductor decreases. Detailed analyses of 
magnetically control inductor design can be found in [12]. 

 
Fig. 6 Current Controlled Inductor. 

 
To dim LEDs, the inductor is integrated with the circuit 

given in (Fig. 5).  Figure 7 shows the magnetically dimmable 
half bridge current fed LED driver. The current controlled 
inductor acts as an additional impedance in the secondary of 
the transformer and functions as ballast. 

 

IV. EXPERIMENTAL AND SIMULATION RESULTS 
 
The proposed circuit shown in (Fig. 7) is implemented on 

33 LEDs.  Resonant frequency is tune to 22 800 Hz and 
Mosfets are driven by 23 500Hz by IR2153.   The circuit has 
400 Vdc input and 100 Vdc output.   Table I shows the 
components used in the implementation.   
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Fig. 7 Proposed LED Driver with dimming function. 

 
Table 1The List of components. 

Item Font 
 5mH 
 730uH 
 65uH 
 68nF 

33 x1W Power Led 350mA, 100 
lumen 

C 2nF 
 47uF 
 100uF 

Mosfets SK2605 
Lvrb 1470uH-175uH 

   

Lvrb 
  Idc   
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D3,D4,D5,D6 MUR160 
 400V 

 
To meet the desired LED current, the value of inductance of 

the variable inductor is tuned by the control current. Figure 8 
shows the relations between the control current and inductance 
value.  When the inductor value is high, LEDs’ current 
becomes low and vice versa. 
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Fig. 8 Inductance Variation with Control Current. 
 

With the proposed technique, lamp current is changed from 
215 mA to 350 mA.  The waveforms of 215mA and 350mA 
LED currents and their voltages are illustrated in (Figs 9 and 
10) respectively.  
 

 
Fig. 9 LED Current and Voltage for Low Power. 

 

 
Fig. 10 LED Current and Voltage for Nominal Power. 

 
The control current of the inductor is increased from 0 to 

1.6 A.  As a result of this, LEDs luminous flux is increased 
too. Led power versus dc control current is plotted in (Fig. 11). 

It can be seen that in the proposed approach, the switching 
frequency is kept constant and LEDs are not subjected to be on 
and off in a dimming period.  
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Fig. 11 LEDs Power vesus Control Current. 
 

Zero voltage switching is also accomplished with the 
proposed technique. While the body diode is in forward bias, 
MOSFET becomes on. As an example, 350 mA led current, 
drain current and drain source voltage of upper MOSFET are 
shown in (Fig. 12).  
 

 
 Fig. 12 LED current, Drain Current and Drain Source Voltage 

of MOSFET. 
 

V. CONCLUSION 
A unique dimmable current fed half bridge led driver is 

proposed in this study.  Dimming is accomplished 
magnetically to meet desired led luminous flux.   The proposed 
circuit is implemented on 33x1W LEDs.  LEDs are driven 
within 20 W to 33 W. That range may be increased by 
integrating pulse density modulation technique with the current 
controlled inductor.  
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Abstract—The paper deals with compensation residual spurious 

vibrations in the rest regions of displacement diagrams of electronic 
cam mechanisms. Specifically, it is a method of compensation of 
residual oscillations by superposing the displacement diagram with a 
harmonic pulse. The method has been previously validated by 
manually adjusting the pulse parameters. The article describes the 
automation of the process using the iterative method Nealder-Mead.  
A dual-mass system was used for testing which cause significant 
problems in the standard control system of electronic cam. The 
method was proven on the numerical model and real stand. 
 

I. INTRODUCTION 
lectronic cams have been significantly enforced only in the 
last several years. Rotary motion rockers of classical cam 

replace a rotary movement of the servomotor shaft. An integral 
part of this system is of course the controller, which in its 
memory (in the form of data) stores a desired shape of 
displacement diagram (0th, 1st and 2nd derivative) and is able to 
convert it to the appropriate electrical signals to a servomotor. 
This concept is the base of so-called flexible automation, for 
which a quick and cheap change is crucial in physical function 
according to current requirements. It can be utilized, especially 
in small batch production, which increases the modularity of 
production machines. 

Electronic cams have many unique properties thanks to 
electronic drive control actuators. This is combined with 
programming options of the PLC to control the position and 
the dynamics of motion functions. A very important feature of 
this servomotors control system in the mode of an electronic 
cam is a compensation of spurious residual vibration in the rest 
areas of displacement diagrams. Conventional cam 
mechanisms in this regard are very limited. 
 

This work was supported by Czech Ministry of Industry and Trade under 
Project FR-TI1/594 (Investigation of sophisticated methods for the design and 
development of single-purpose machines, components and peripheries of 
processing machines). 

Pavel Dostrašil is with the Department of Mechatronic, VÚTS Liberec, 
a.s., Liberec, Czech Republic (phone: +420 485 302 701, e-mail: 
pavel.dostrasil@vuts.cz).  

Particular methods are most commonly divided into two 
groups. The first group are the so-called feedback methods 
using immediate knowledge of output (or state) variables of 
the system. These methods are usually more difficult to 
implement and require intensive interventions to standard PLC 
regulatory structures. In extreme cases are made entirely 
outside the PLC in special digital signal processors. The 
second group are the methods that act in the direct way of the 
control loop, so-called the feedforward control. Their practical 
implementation is quite difficult even in sophisticated PLC. 
Typical representatives are methods using inverse dynamics 
and methods using a signal shaper, or "Input shaping". Work 
[1] deals in detail with implementation and problems that are 
associated with it. Work [2] deal in detail with analysis and 
comparison of methods using the shaping of the input signal.  

Besides the above mentioned methods, there are others that 
are not so easily classified. For example, the method of 
wave-based control [3] or the method of compensation 
residual vibration superposition of displacement diagram to 
the harmonic pulse. The second method was first mentioned in 
[4] and subsequently extended in [5] and [6]. The main 
condition for the proper function of the algorithm is to find the 
correct parameters of the compensation pulse. This can be 
achieved by a numerical calculation on the exact model of the 
controlled system or through manual adjustment on the real 
system. It is very difficult to obtain an exact model of a real 
system in practice. Supervision of a qualified operator can be 
expensive. The logical consequence was to automate this 
process. The following paragraphs deal with the selection, 
implementation and testing of the iterative algorithm for the 
automatic finding of suitable parameters of the compensation 
pulse. 

II. ELECTRONIC CAM 
The electronic cam mechanism can be viewed in terms of 

kinematics, similarly to a conventional cam mechanism. The 
rotary motion of the rocker is replaced by a rotary movement 
of the servomotor shaft. This paper focuses on electronic cam 
systems produced by the Japanese company Yaskawa. It is a 
servomotor SGMGV 30D (2.9 kW), servopack SGDA-A3-AE. 

Finding the parameters of the compensation 
pulse with the use of iterative Nelder-Mead 

method for suppressing residual vibrations of 
electronic cam 
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The low voltage section includes a controller MP2300 with a 
communication module LIO-02, providing processing data 
from the external encoder. 

The electronic cam is used on an experimental physical 
model, which is equipped with a gearbox with reduced 
backlash Spinea TS 170-33-P24, flexible shaft (stiffness 
859.7 N·m/rad, damping 0.235 N·m·s/rad), flywheel (moment 
of inertia 0,103 kg·m2) and an external encoder as shown in 
Fig.  1. 

 
Fig.  1 – The physical model of electronic cam 

 
Electronic cam Yaskawa, as well as the most similar drives 

from other manufacturers, uses cascading control circuit [7] 
Fig.  2. There are three hierarchically arranged feedback: 
current, speed and position. Proper function is provided by two 
PI controllers for current and speed loop and a P controller for 
position loop. To increase the position accuracy a controller is 
equipped with two feedforwards. 

 
Fig.  2 – Cascade control structure, including speed feedforward and current 

feedforward 
 

Although this controller design provides high robustness, a 
dual-mass system oscillating at a relatively low frequency, this 
is a significant problem. The physical model is designed 
similarly to a real system and the controller has only 
information about the position of the motor shaft from the 
internal encoder. External encoder on the load is used only for 
the purpose of measuring and evaluating the quality of 
regulation. 

III. COMPENSATION METHOD 
Currently there are many different methods to suppress 

residual vibrations of electronic cams. Logically, it follows 
that all algorithms must work fundamentally the same. Either 
manipulated variable is adjusted that the controlled system 
does not oscillate, or it actively responds to oscillation and 

adjust manipulated variable to suppress them. The paper deals 
with a compensation algorithm of residual oscillations by 
superposing the displacement diagram with harmonic pulse. 
The algorithm excels with the minimum requirements for the 
control circuit. 

The principle of the algorithm is illustrated in Fig.  3. 
Displacement has a length of 180° and is based on a parabolic 
displacement diagram (shape was chosen for better 
understanding, leap in second derivative may cause problems 
in practice and therefore are normally used displacement 
diagrams based on higher order polynomials or other functions 
without discontinuities in the second derivative). In the point 
of virtual master rotation 120° is displacement diagram 
superposed with a harmonic pulse, which suppresses all 
oscillations incurred on the load. Thus ensuring almost 
complete suppression of the oscillation in rest of the 
displacement diagram as illustrated in Fig.  4. From another 
point of view, we can actually say that the compensation pulse 
itself at the end of the working displacement diagram excite 
oscillations of the same amplitude as the original displacement 
diagram, only the phase-shifted so that both oscillations cancel 
each other completely. The method focuses exclusively on the 
suppression of oscillations at the end of the displacement, the 
beginning of the rest part displacement diagram. This area is 
the most important in practice, because the technological 
process is usually carried out here. 

 
Fig.  3 - Example of creating modified displacement diagram 

 
Although the amplitude of the compensation pulse is usually 

much smaller it needs to modify the original displacement 
diagram so as not to change the overall displacement. It results 
in a slight deformation of the shape of the displacement 
diagram. However, this slight deformation in the working part 
of the displacement diagram is irrelevant in practice. 

 
Fig.  4 - Output characteristics measured on a physical model 
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IV. AUTOMATIC SEARCH THE PARAMETERS OF THE 
COMPENSATION PULSE USING THE METHOD NEALDER-MEAD 
The compensation pulse is essentially only a scaled unit 

displacement diagram placed in the correct position. This type 
of function is selected at first. In all the graphs in this article 
the 5th degree polynomial function is used. Other functions 
have been tested such as parabola or cycloidal function, but in 
general they achieve similar results. For a precise definition of 
the pulse it requires only three parameters: length, amplitude 
and position as illustrated in Fig.  5. The length and position 
are given in degrees relative to the rotation of the virtual 
master. 

 
Fig.  5 – Pulse parameters 

 
If we consider the connection of the flywheel through an 

elastic shaft, which can be replaced as elasticity and damping 
(where each real system contains the element with nonzero 
damping) we can assume that each pulse of any length excites 
an oscillation. Of course, there are limits. Too short pulse 
requires high acceleration that can exceed the possibilities of 
the servomotor. Too long pulses requires high amplitude, and 
it could cause excessive deformation of the original 
displacement diagram. A good starting point is the natural 
frequency of load, the rough estimate is usually not a problem 
to obtain by a simplified model or measurement. 

It remains to determine the position and amplitude of the 
pulse. For their exact calculation it is necessary to know the 
precise model of the controlled system. The following Fig.  6 
shows the size distribution of the residual oscillations 
depending on the position and size of the pulse at a constant 
length of 35°. It is obvious that there are more minimums, 
positive and negative polarity pulses. Their mutual distance is 
determined by the natural frequency of the controlled system. 
The graph also shows a slight shift of the minimums to 
horizontal axis with an increasing pulse position. This 
phenomenon is dependent on the size of damping of the 
flexible shaft so that is increasing with the damping. The 
earlier pulse is located, the larger amplitude has to be to 
generated desired size oscillation on the end of the working 
part of displacement. 

 
Fig.  6 – The influence of the pulse position and amplitude to the size of 

residual oscillations 
 

Data in the previous figure was obtained from a numerical 
model of the system. But the model is usually not available in 
practice, so the algorithm uses a different approach. The 
algorithm created in the first step an estimate of the position 
and amplitude, which improves the subsequent steps based on 
the information about quality control. It is not a classical 
feedback that requires precise knowledge of the output 
position in real time. It can be an indirect measurement, with 
considerable delay. This process of adjustment is relatively 
easy for an experienced technician. However, the goal was to 
achieve a fully automated process, without human 
intervention. A data flow diagram of the algorithm cooperating 
with physical model is shown in Fig.  7. 

 
Fig.  7 – Data flow diagram of the test stand 

 
First there was a tested bisection method and its 

modifications (particularly for one and then for the second 
axis). This way of finding a minimum was very sensitive to the 
initial conditions. Also, it was adversely affected by the 
measurement errors. In a practical use on a test stand, this 
iterative method became unusable, so it was decided to test the 
sophisticated iterative method Nealder-Mead [8]. 

This method is one of the comparative methods. It searches 
for the minimum of the cost function comparing their values in 
specific selected points in Rn and does not require knowledge 
of their derivation. The method is generally n-dimensional, but 
in this case it is used a two-dimensional variation. The first 
step is the selection of the initial simplex (points L, S and H), 
where H (high) represents the worst point and L (Low), the 
best point. The following steps of iterative algorithm are trying 
to replace the point with the highest value of cost function H 
with better. It uses several different transformations. In this 
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case, is used four basic transformations mentioned in Fig.  8. 
Detailed descriptions of the algorithm can be found in [8]. 

Fig.  8 – Transformation of simplex 

V. THE MEASUREMENT OF THE ITERATION PROCESS 
The next few graphs demonstrate the iteration process in the 

search for the compensating pulse. The original displacement 
diagram is based on a 5th order polynomial function this time. 
As you can see in the Fig.  9 displacement was 20° and length 
of the working part of the displacement diagram was 120°. 
Virtual master speed was set to 130 min-1. 

 
Fig.  9 – 1st measurement – original displacement diagram 

 
Fig.  10 already demonstrate the displacement diagram at 

the end of the iteration process after the superposition with the 
compensation pulse. In this case the pulse is positive, it is 
located approximately in the middle of the working part of the 
displacement diagram. It causes only very small changes in the 
critical values of the acceleration that is important for the 
design of the drive. 

 
Fig.  10 – 1st measurement – modified displacement diagram 

 
The following Fig.  11 shows several specific measurements 

of the rest part of displacement diagram during the iterative 
process compared with measurements without any 
compensation pulse. 

 
Fig.  11 – 1st measurement - selected curves of the iterative process in the rest 

part of displacement diagram 
 

The second measurement is based on the same displacement 
diagram and the same speed of virtual master axis, but the 
initial simplex of the iterative process is located elsewhere. 
Fig.  12 shows that iterative process finished with a different 
result than in Fig.  10. In this case pulse is in negative and is 
located in the second half of the working part of the 
displacement diagram. This will lead to a more significant shift 
of the maximum negative acceleration values compared to the 
first measurement. 

 
Fig.  12 – 2nd measurement – modified displacement diagram 

 
Fig.  13 shows selected curves of the iterative process and 

compared them with the first measurement in Fig.  11, there is 
obviously a different behavior. For example 4th iteration brings 
only minimal improvement and 8th iteration causes a very good 
damping of vibrations. The convergence process of the first 
measurement was entirely different. 

 
Fig.  13 – 2nd measurement - selected curves of the iterative process in the rest 

part of displacement diagram 
 

The iterative process is based on the transformation of the 
initial simplex in the best possible shape. Simplex is formed by 
three points H, S and L, where H is the point with the highest 
error S with a mean error and L with the least error. The 
following two figures focus on comparing of iterative 
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processes in the first and second measurements. Fig.  14 and 
Fig.  15 compares the process of minimizing errors simplexes 
for all points. 

A different speed is clearly seen of the convergence in 
different parts of the iterative process. It is important that in 
both cases demonstrated iterative process reach the state with 
very low oscillations after about 15 steps. Further iterations are 
not important, because of big measurement errors. Similar 
results were also observed in other measurements, but there is 
not enough space for their publication. 

 
Fig.  14 – Minimizing simplex errors during iteration process for the 1st 

measurement 
 

 
Fig.  15 – Minimizing simplex errors during iteration process for the 2nd 

measurement 
 

During simplex minimizing, there are the adjusting of two 
parameters of the pulse (position and amplitude) and it is 
therefore possible draw the process into graph as shown in Fig.  
16 (only the motion of point L is showing, because the points 
are replaced with each other and when plotting all points of the 
simplex image became confusing). Both initial simplexes have 
a same shape and size and differ only by shifting the position 
of the pulse. 

 
Fig.  16 – Transformation of minimums simplexes for 1st and 2nd 

measurements 

VI. CONCLUSION 
 The method of compensation of residual oscillations by 

superposing the displacement diagram with harmonic pulse 
does not try to replace existing methods, it only fills the empty 
space between the other methods. Extending its 
implementation for automatic adjustment further improves its 
position, thus reducing the requirements for qualification of 
operators and thus reduces costs. 

 Tens of testing adjustments have been carried out and most 
of them achieves similar results. Problems occur only with 
very poorly chosen initial simplexes. Iterative method 
Nealder-Mead is characterized by a relatively fast and reliable 
convergence to the minimum value unlike other simple a 
methods. Its implementation is not too complicated, so it can 
be implemented as a subroutine directly into the PLC control 
program. This subroutine can be easily triggered by operators 
at any time or it can be triggered automatically when the  
quality of regulation is deteriorated. 

Further extensions of this method could result in a 
modification length of the compensation pulse during an 
iteration process and expanding the criteria of minimizing the 
total acceleration of the servomotor. 
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Abstract—This paper describes cell injection process and 
mechanical deformation over the cell contour. The main purpose is to 
be developed an algorithm that determines the value and direction of 
operator force interaction on the cell. This force information is 
calculated using the visual deformation of the cell contour. After 
evaluation of the force vector it is feed back to the operator through 
human-machine interface tool with force feedback unit. Several 
subtasks for this process are described and short presentations of the 
used environments are given in the paper. 

  

I. INTRODUCTION 
HE ability to inject various organic and inorganic 
substances at the cellular level allows scientists in biology 
and biochemistry to study the reactions and changes that 

occur. Work issues in the micro and nano world are largely 
related to the fact that the operator has no sense and complete 
control over the studied objects and thus realistic sense of 
environment should be simulated virtually. 
The purpose of this article is to develop an approach for force 
sensing of human operator at tele operated robotic cell 
injection based on the method to determine the reaction forces 
of the object of study - the cell at external manipulation on it. 
By visually monitoring the deformation of the shape of the cell 
while its injection by a pipette and using a theoretical model 
for determining the elasticity of the cell membrane to 
determine the force with which the cell membrane react to the 
tool. Magnitude of this force and its direction are used to form 
a force feedback to the operator. Thus, the operator would 
receive a sense of force with which the investigated object has 
been affected. This will facilitate his ability to control the 
injection process . 
Another objective of this work is to synthesize an approach 
and algorithm for separating the object from the generated 
image of the microscope and isolate any noise environment. 
Must be individual cells - the subject of research of the tools 
by which research is carried out.  
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II. MODEL OF THE INJECTION PROCESS OF A CELL 
To achieve the objective the study of the cells and their 
chemical interaction with the injected therein organic or 
synthetic materials need to be carried out, and mechanical 
action on them. Such attachments are of micro and nano 
research object on the work staging is injected with a glass 
pipette, and the like . In this article we will discuss the process 
of injection. It is associated with disruption of the cell 
membrane and the positioning of the needle inside the cell . 
The piercing of the membrane of the cell is a mechanical 
process , and is coupled with the mechanical rupture of the 
wall . For this purpose you should take into account the forces 
acting on the cell at the time of breaking deformation that 
causes the pressure of the instrument . 
Let us consider the setting for the study and manipulation of 
objects in the micro and nano world. In general, the scene 
consists of the object you are studying two instruments pipettes 
and devices interface between the operator and the nanoworld 
- microscope and manipulator functionality feedback forces . 
One dropper is used to position the cell in the field of 
operation while manipulating it. The other pipette is used for 
injection. These components determine the type of 
deformation at the time of injection . Also to be taken into 
account when determining the forces of interaction and 
intracellular forces. 
Figure 1 is a schematic model of the forces of reaction during 
the injection process. Of course the composition of the cell is 
not uniform, as well as a surface coating is not uniform and 
Compression cannot be uniform. To examine non-uniform 
deformation of the cell surface, the cell is represented as a 
two-dimensional model in three-dimensional environment and 
is examined in deformation 2-D surface. [1] OZ is a symmetry 
axis of the cell. C L denotes a length of the entire 2-D surface 
of the cell. 
Ca strain curve is described by the following formula:  

 
 
With note S the arc length of the surface of the cell at any 
point. T is the angle of deflection, i.e., at a point tangent to the 
contour of the deformed cell axis o OR.  
The objective is to determine the magnitude and direction of 
the force Fl, which is to return such information to the 
operator. Magnitude of Fl have to determine visually examine 
deformation of the surface of the object. 
 

Force sensing of teleoperated robotized cell 
injection 
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Fig. 1. Deflection of the cell membrane in injecting it with a glass 

pipette. 

III. ALGORITHM FOR VISUAL SEPARATION OF THE 
OBJECT FROM THE ENVIRONMENT 

Before we can conduct research on the visual deformation of 
the surface of the object must be given useful information is 
not useful . For useful information not consider that which 
does not belong to the object's surface - ie Contour . These are 
any additional dust or others who are affected by fields of 
research. We also need to separate the two pipettes - research 
tools, because visual information from us is necessary for the 
evaluation of the deformation of the object. 
To start with we will look at the process of isolating the 
instruments - dropper . This is an easy task, because their 
shape is well known and does not change. For detection and 
isolation of the instruments we use algorithm patterned line 
(pattern matching algorithm). 
The first step of the algorithm (Fig. 2. ) Is to define a rectangle 
that most accurately describes the tools . We start with the 
eyedropper, which holds the object field of research because 
its position is determined. Having defined the template begin 
to move around the stage , as every step we determine the 
extent of differences between the template and the current 
station. 

 
I, T and R are respectively studied part of the scene , the 
pattern and outcome . The minimum of this function 
determines the best match between the template and the study 
of the scene and it means that we have found the sought object 
- ie eyedropper holder . here: 

 
As the color sample holder is always one half of the test 
formulation, may be optimized by the process: 

 
W and h are respectively the width and height of the stage.  
When we find a matching rectangular pattern defined by the 
pipette, filling, surrounded by him of the scene in color. So 
remove the pipette from the scene.  

 

 
Fig . 2 Algorithm for visual separation of the object 

from the environment. 
 

By the same algorithm and remove the image of the injection 
pipette lights . This difference is admissible set the width of 
the scene: 

 
The next step is to separate the elements of the scene that are 
not the subject of study and pollutants play. Such are the dust 
particles from the environment or supporting cell micro and 
nano particles and noise of the picture microscope caused by 
compression of the image and the loss of quality associated 
with it . Use sobelova filtration (Sobel Filter) [2] . The method 
is characterized in that the contour is emphasized in the image 
of the objects are cleaned and those parts which are of too 
small a difference in the relative values of the function of the 
intensity of the image. 
For administration of sobel filter used and a plurality of 
thresholds, the function describing the intensity of the image. 
For each point of the picture apply:  
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Where thresholds are predefined thresholds. Thus part of 

the image that have small relative differences will unify and 
merge with the background. Thus there is a clear outline of the 
study site. Deformation of this loop is the purpose of our 
research and study. 

IV. ALGORITHM TO ACCOUNT FOR THE 
DEFORMATION OF THE CELL AFTER EXTERNAL 

INFLUENCE ON IT. 
After we isolated the object of the study - the cell is to be 
applied the algorithm to track the deformation upon injection . 
There are many methods razlli1ni video tracking deformations 
, but we use the so-called . Cell Snake algorithm. The idea of 
this algorithm is dynamically generated curve that describes 
the edges of the research object, while its influence on the 
walls , ie change the energy balance. Therefore, the task for 
the description of the deformation of the cell walls is reduced 
to the task of minimizing the energy of the surface of the 
object [2] . 
The curve of the contour of the cell wall can be described by 
the following formula : 

 
Where s and t are respectively the spatial and temporal 
parameters.  
The full power of the cell surface during the pressure of the 
needle comprises the internal and external energies. The 
internal energy is in turn composed of the elastic energy and 
the strain energy . So we get the formula: 

 
Elastic energy and deformation are internal energies of the 
contour of the object and do not depend on the generated 
image. To generate smoother distortion deformation must find 
the minimum of their functions : 

 

 
Where    and   . 
Climate Energy and the cause of the deformation of the 
contour , the result of the action of external force . To describe 
how to realize this , we present the resulting deformed image 
as a result of the original image and described by the formula: 

  
Where  describe the original image. Thus, the image 
represented by the relative variations of intensity (gradient 
image) has the highest intensity values of the boundary contour 
of the object. 
The discrete form of Cell Snake contour can be represented as 
a vector of n elements u [3]. These points of the contour can 
be described by the formula: 
 

, where i=0…n and h=1/n-1. 
So discrete formulas for the energies can be represented in the 
form: 

 

 
 

In the formulas above u describes the position of 
the node i in the digitized contour. 

V. PATTERNS AND CHARACTERISTICS OF TOOLS 
FOR THE MANIPULATION OF OBJECTS AND THEIR 

VISUAL REPRESENTATION 
Many scientific and applied problems in micro and nano 
technology, [4], [5] using force sensors in the range μN / nN. 
Such sensors need to be integrated in the executive arm of the 
robot in the field in which you run the operations, [6]. The 
reaction forces of the cell membrane is in the range of 1-30 
μN. On Fig.3 is shown power sensor [7] developed to respond 
to the forces of less than 1 μN, in order to provide a power 
management system processor nN resolution . 
One of the important parameters of the MEMS sensor is 
developed to establish the maximum limit of sensitivity. It is 
the magnitude of the force to which the sensor is broken. 
Developed optical system [8] help to determine the breaking 
point of the sensor tip. With incremental load on top, which is 
attached to a static console , recognize its deformation . Find 
that point his strength is offset between 160 μm and 164 μm ( 
Fig. 4) . This means that from the point of view of safety the 
operating threshold of the sensor should be at an offset of 
about 140 μm. 

 
Fig.3 Force sensor 

 
Фиг.  4 The breaking point 
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The next important step is the calibration of the actuator , 
which will drive the robot. For this purpose, we assign a 
capacitance already calibrated power sensor (Femtotools 
GmbH) to the top of the piezo actuator . In increments of 1 μm 
tip strain sensor and the power of parallel reporting shift Fig. 5 
Find that the difference is about 50 μm, it is distributed 
linearly. Output voltages Uc and Um of capacity and power 
MEMS sensors are distributed as shown in the following 
figure 6: 
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Fig.5. Capacitive sensor and MEMS 
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Fig. 6 Output voltages Uc and Um 

 
Capacitive sensor has found respect 414.4 μm/V, which is 

predetermined in its construction . Therefore , the developed 
power sensor [4] has been calibrated , e ustanoveno that 
corresponds to one volt 125.8 μN. 

So its established parameters are: 
¬ Sensitivity 2.32 mV / μm.V; 
¬ Offset 10 nm; 
¬ 215.18 μm / V power factor. 
The largest force that can be read with the developed 

sensor is about 82 mN. 

VI. CONCLUSION 
The result of the experimental design is a vector of force 

that is used to deliver feedback to the device for interaction 
between man and machine - a joystick. This vector must be 
able to be a signal that generates the appropriate resistance 
management joystick, so to recreate the most realistic feel to 
the operator.   

The magnitude of this vector should be sufficiently large to 
allow the pipette to penetrate through the cell membrane. It 
must also be sufficiently measured to not break the integrity of 
the research object. 

The proposed approach for force sensing can be used 
except for the injection of cells, but also to determine turgor of 
cells for various applications. 
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Abstract—The computer aided for design, analysis, control, 

visualization and simulation of robotized workcells is very 
interesting in this time. Computer Aided Robot Control 
(CARC) is a subsystem of the system CIM including the 
computer aided systems of all activities connected with 
visualization and working of robotized workcells. There are 
three basic ideas: current CAD/CAM/CAE systems for design 
and 3D visualization, special PC based control and simulation 
systems and Augmented Reality Aided Manufacturing 
(ARAM) systems. This paper describes example of Open 
Source software application that can to be utilized at planning 
of the robotized workcells, visualization and off-line 
programming the automated processes realized by authors. 
 

Keywords—Augmented Reality, visualization, robot 
workcell, off-line programming.  

I. INTRODUCTION 
omputer Aided Robot Control (CARC) started as an off-
line-programming tool for robotized manufacturing 
workcells. Its prime purpose was to program robots off 

the shop floor, thereby providing the operators with a safer 
working environment, an efficient tool to perform trial-and-
error routines, a reduction in maintenance and troubleshooting 
efforts, and better use of the production equipment for real 
manufacturing purposes rather than preparation work. Last 
development in area of robot workcell simulation and 
visualization is application of virtual and augmented reality in 
this area with out in new scientific branch titled Augmented 
Reality Aided Manufacturing (ARAM). 

Soon the benefits of using CARC tools upstream became 
clear. Why use Computer Aided only for programming 
equipment, why not use it up-front, for designing the whole 
workcell? ARAM tools enabled manufacturing engineers to 
design the complete workcell in a faster, optimized and error-
free fashion. The ability to view the equipment working in a 
manufacturing environment allowed for much tighter designs 
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with less error margins, as well as more accurate time and 
flow calculations.  

Thus, ARAM took a significant step forward. Although 
savings resulting from off-line programming were significant, 
they were only in the initial phase of production. 
Computerized process design provided benefits not only in the 
launch phase, but throughout the product life cycle, as 
optimized cell layouts and tools paths resulted in reduced 
capital investment and lower variable manufacturing costs [1].  

This paper deals with concrete idea of simple but effective 
form of augmented reality application in today's very 
important area of mechanical manufacturing technologies 
oriented to area of robot and automated devices control. It 
brings the information on present time of augmented reality 
technologies development. It describes proposed algorithm of 
AR application and example of AR utilization in design and 
control process of robot workcell. In the main part it also deals 
with utilization of Open Source Application for programs 
realization, realization of the position sensors device and 
algorithm of Open Source application realization in laboratory 
of Faculty of Manufacturing Technologies. It considers 
further improvements and reserves in area of developing the 
applicability of programs in preparation phase for robot 
workcell visualization and control.  

II. DEVELOPMENT OF AUGMENTED REALITY 
Augmented Reality (AR) is a growing area in virtual reality 

research. The world environment around us provides a wealth 
of information that is difficult to duplicate in a computer. This 
is evidenced by the worlds used in virtual environments. 
Either these worlds are very simplistic such as the 
environments created for immersive entertainment and games, 
or the system that can create a more realistic environment has 
a million dollar price tag such as flight simulators. AR system 
generates a composite view for the user. It is a combination of 
the real scene viewed by the user and a virtual scene generated 
by the computer that augments the scene with additional 
information. The application domains reveal that the 
augmentation can take on a number of different forms. In all 
those applications the AR presented to the user enhances that 
person's performance in and perception of the world. The 
ultimate goal is to create a system such that the user can not 
tell the difference between the real world and the virtual 
augmentation of it. To the user of this ultimate system it 
would appear that he is looking at a single real scene [2]. 

Simulation of robot workcell operation by 
augmented reality technology application 

Jozef Novak-Marcincin, Miroslav Janak and Ludmila Novakova-Marcincinova 
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The discussion above highlights the similarities and 
differences between virtual reality and augmented reality 
systems. A very visible difference between these two types of 
systems is the immersiveness of the system. Virtual reality 
strives for a totally immersive environment. The visual, and in 
some systems aural and proprioceptive, senses are under 
control of the system. In contrast, an augmented reality system 
is augmenting the real world scene necessitating that the user 
maintains a sense of presence in that world. The virtual 
images are merged with the real view to create the augmented 
display. There must be a mechanism to combine the real and 
virtual that is not present in other virtual reality work. 
Developing the technology for merging the real and virtual 
image streams is an active research topic. 

The computer generated virtual objects must be accurately 
registered with the real world in all dimensions. Errors in this 
registration will prevent the user from seeing the real and 
virtual images as fused. The correct registration must also be 
maintained while the user moves about within the real 
environment. Discrepancies or changes in the apparent 
registration will range from distracting which makes working 
with the augmented view more difficult, to physically 
disturbing for the user making the system completely 
unusable. An immersive virtual reality system must maintain 
registration so that changes in the rendered scene match with 
the perceptions of the user. Any errors here are conflicts 
between the visual system and the kinesthetic or 
proprioceptive systems. The phenomenon of visual capture 
gives the vision system a stronger influence in our perception. 
This will allow a user to accept or adjust to a visual stimulus 
overriding the discrepancies with input from sensory systems. 
In contrast, errors of misregistration in an AR system are 
between two visual stimuli which we are trying to fuse to see 
as one scene. We are more sensitive to these errors [3]. 

Milgram describes a taxonomy that identifies how 
augmented reality and virtual reality work are related. He 
defines the Reality-Virtuality continuum shown as Fig. 1. 
 
 
 
 
 
 

Fig. 1 Milgram's Reality-Virtuality Continuum 
 

The real world and a totally virtual environment are at the 
two ends of this continuum with the middle region called 
Mixed Reality. Augmented reality lies near the real world end 
of the line with the predominate perception being the real 
world augmented by computer generated data. Augmented 
virtuality is a term created by Milgram to identify systems 
which are mostly synthetic with some real world imagery 
added such as texture mapping video onto virtual objects. This 
is a distinction that will fade as the technology improves and 
the virtual elements in the scene become less distinguishable 
from the real ones. 

Milgram further defines a taxonomy for the Mixed Reality 
displays. The three axes he suggests for categorizing these 
systems are: Reproduction Fidelity, Extent of Presence 
Metaphor and Extent of World Knowledge. Reproduction 
Fidelity relates to the quality of the computer generated 
imagery ranging from simple wireframe approximations to 
complete photorealistic renderings. The real-time constraint 
on augmented reality systems forces them to be toward the 
low end on the Reproduction Fidelity spectrum. The current 
graphics hardware capabilities can not produce real-time 
photorealistic renderings of the virtual scene. Milgram also 
places augmented reality systems on the low end of the Extent 
of Presence Metaphor. This axis measures the level of 
immersion of the user within the displayed scene. This 
categorization is closely related to the display technology used 
by the system. Each of these gives a different sense of 
immersion in the display. In an augmented reality system, this 
can be misleading because with some display technologies 
part of the "display" is the user's direct view of the real world. 
Immersion in that display comes from simply having your 
eyes open. It is contrasted to systems where the merged view 
is presented to the user on a separate monitor for what is 
sometimes called a "Window on the World" view. 

The third, and final, dimension that Milgram uses to 
categorize Mixed Reality displays is Extent of World 
Knowledge. Augmented reality does not simply mean the 
superimposition of a graphic object over a real world scene. 
This is technically an easy task. One difficulty in augmenting 
reality, as defined here, is the need to maintain accurate 
registration of the virtual objects with the real world image. 
This often requires detailed knowledge of the relationship 
between the frames of reference for the real world, the camera 
viewing it and the user. In some domains these relationships 
are well known which makes the task of augmenting reality 
easier or might lead the system designer to use a completely 
virtual environment. The contribution of this thesis will be to 
minimize the calibration and world knowledge necessary to 
create an augmented view of the real environment [4]. 

III. THEORY OF AUGMENTED REALITY 
As mentioned in introduction, an AR system generates a 

complex view where the virtual areas are covered by real 
environment and offers the basic working place for the user. It 
is a reciprocal combination of the real scene observed by the 
camera and a virtual scene generated by the computer logical 
core that mixtures the both scenes. Based on the previous 
information it is easy to say that possibilities of AR find the 
utilization in many industrial spheres like as aeronautics, 
automobile industry, manufacturing etc. [5]. 

The entire structure of this part of paper is focused on basic 
steps and advances which are necessary and needy to know 
for the engineer in the processes of creation of the robot 
workcell structure. During the realization of this process the 
engineer can be surprised by many obstacles which are 
suitable for next examining. Whereupon, it is easy to say that 

Mixed Reality (MR) 
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Augmented 
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the correct result has a main impact on final workcell 
structure. The main task of creating an AR scene is to get an 
understanding of the position and orientation of the 
implemented devices. 

In the first point of this mentioned process the single 3D 
objects (entries from workcell plan) need to be created and 
defined by tools of CAD system. These applications are using 
special modules which are implemented in the logical core of 
high CA systems. The 3D model comprises necessary 
information about its own properties (geometrical value and 
shape of 3D objects, orientation and position of all 3D objects, 
mass properties and other characteristics). These data packets 
are continually sending in the special comparing section of the 
programming core. By means of it the 3D CAD model will be 
filled with necessary information about geometry and 
structural condition [6]. 

The result of these processes, the data packet is ready to 
exports on entry area of systems of AR. The single virtual 3D 
objects needs to obtain information about its own position and 
orientation value which is used for fixing process on the 
particular place of the auxiliary model in the real environment. 
The result of all mentioned steps is logical algorithm which 
allows seeing a data flow between single blocks. These blocks 
are collected and presented on the Fig. 2. 

 
Fig. 2 Logical algorithm of AR application 

Nowadays application allows the engineer to use different 
methods where the characteristic feature lies in a technology 
of displaying of the collecting positioning point. This group of 
the displaying process technology includes general methods 
such as laser visualization method of displaying the final 
model boundary edge and collection augmented and virtual 
reality process (Fig. 3). 

 
Fig. 3 Visualization by virtual reality technologies 

IV. AR ROBOT WORKPLACE SIMULATION AND 
PROGRAMMING SYSTEM 

Augmented reality, as a sub-area of the virtual reality, 
utilizes hardware and software tools for creation of the mixed 
environment that combines real scene usually present in the 
form of video sequence with augmented scene consisting of 
virtual models of additional objects. There are several 
techniques among those commonly used in augmented reality 
that are tried to implement into the system of robot 
programming. The central object of newly created 
environment was robotic device from Swedish producer ABB 
- compact robot IRB 140 (Fig. 4). 

 
Fig. 4 Industrial robot ABB IRB 140 
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When creating the environment of augmented reality that 
would be suitable for realization of real-time tasks (for 
example the programming of the robotic device) we have to 
consider the matter of continual space calibration in order to 
keep the real and virtual scenes spatially aligned in the final 
form of one consistent working place. For this purpose we use 
well known 3D digitization device Kinect in combination with 
a specialized software tool called Skanect. Kinect firstly 
allows us to obtain the 3D scan of the real environment and to 
use this real data while creating the virtual one. Entities from 
the scan serve as the references for generation of spatial links 
between computer models and real things, such as machines, 
tables, robot base. Secondly, the ability of sensing the 
workplace with depth sensors in real time provides us with 
direct calibration of the environment and all included devices. 
This generation of mixed space and co-calibration of its both 
parts is realized in the software environment of Blender 
application. This powerful and widely complex graphical 
solution offers many useful tools, libraries and sub-routines 
for object programming with excellent level of graphical 
overview, everything based on the principles of Open Source 
software philosophy (Fig. 5).  

 
Fig. 5 Real robot workcell in the Blender software 

A. Application of the color tracking 

For real-time detection of position of important objects we 
use the technique of color markers. Thin paper stripes of 
different colors are stick on the surfaces of the robot and other 
devices (table, milling machine). They are either easily 
locatable by the camera and also suitable from the viewpoint 
of robot motion description. Color stripes are monitored in 
pairs, while each pair consists of two stripes which are one to 
other in upright direction. This way the stripes of equal color 
create a graphical marker which can be used for monitoring of 
exact position of each robot axis. Next the relevant command 
line called in the Blender environment activates the procedure 
of color tracking checking the position of real robot and 
recalculating the coordinates of individual motion axis in 
software environment. Position and orientation of robot model 
can be then adjusted or proposed (programmed) on the base of 
the real one. This means that the programmer can create the 
sequences of a new program also while proceeding from the 

positions used in old one or from actual robot position 
(possible program creation in mixed online/offline mode).  

Other possibility to apply the color tracking is to use it for 
detection of workplace objects and also the task objectives. 
With a camera suitably located near the end of robot reach 
zone we can monitor the working area and achieve the 
location of bodies that are supposed to be handled. Blender 
integrates the ARToolkit features so it can perform even 
upgraded level of color tracking - shape detection. With this 
technique some parts of the programming sequences (basic 
moves of the robot to desired position) are written 
automatically, as the virtual model can be led to the objective 
while avoiding the obstacles detected in its working zone. 
Accurate finishing of there motions has to be programmed 
additionally. on the Fig. 6 is presented model of a robot 
inserted into the live video sequence on the base of the data 
acquired from combination of Kinect sensing and color 
tracking [7]. 

 
Fig. 6 Virtual model of robot in real environment 

B. AR displaying of the robotized workcell through the 
special glass 

New perspective possibility of displaying the environment 
of augmented reality is using of special visualization unit 
created on the Faculty of Manufacturing Technologies, which 
utilizes the principle of combined glass-mirror medium [8].  

The surface of the glass is either half-silvered or there is a 
half-leaky foil stick on it that creates a reflection and at the 
same time allows a view to the working environment with no 
obstacle or decrease of view quality. This commonly available 
kind of mirror is often used in gaming, medicine or business 
presentations. By optical connection of two seemingly 
different views it creates an ideal platform for the creation of a 
realistic spatial effect. Displaying is a reversed emission of the 
view to the reflex surface. It can be provided by computer 
monitor or classical projector placed over the working area 
[9]. 

With a development of the projectors and their displaying 
technologies we are able to use the advantages of LED 
projecting. In comparison to the classical light projector the 
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LED technology does not generate the luminous cone that 
would reflect in the form of light spot on the displaying glass. 
The setting up of whole scene becomes easier as you can 
mount the devices in the necessary displaying angles without 
the need to prevent the direct light reflection. On the Fig. 7 is 
presented use of the half-silvered mirror for presentation of 
virtual model of industrial robot activity in comparison with 
real robot workcell activity [10]. 

 
Fig. 7 Displaying of AR using the half-silvered mirror 

C. Augmented Programming 

Programming of the robot with use of above mentioned 
elements and techniques of AR is possible thanks to the 
programming character of Blender software. User can control 
the real robotic device and its virtual model in the same 
environment using the half-silvered glass (semi-online mode) 
or the interface of PC monitor or eventually special displaying 
glasses for VR (offline mode). Either way he controls the 
virtual robot in the AR environment, while all the key 
positions and motions desired between them are stored in the 
graphical form of 3D Blender data. This data are then using 
the simple scripts of objects programming translated into the 
syntax code of robot control system. 

V. CONCLUSION 
This article describes the solutions on using the 

environment of virtual/augmented reality in area of industrial 
robot programming. In the beginning it describes the current 
state of mentioned problems with respect to the online and 
offline programming regimes and brings the information of 
utilization of AR for robot programming realized by other 
research teams. Main part of this work describes the proposal 
of new system for augmented programming, which does not 
utilize commonly used system of the markers. It consists of 
several techniques widely exploited in many applications of 
augmented reality, grouping them into one software interface 
with single purpose - to provide the user with the possibility 
of easy and comfortable method of program creation in the 
environment that copies real workcell in best possible way.  

This new system for augmented programming is already in 
operation and still developed and improved at the Faculty of 
Manufacturing technologies with a seat in Presov, Slovakia. 
Further research will be focused to the improvements in the 
area of audio implementation and text information generation. 
Main difficulty will remain present in interconnection between 
used software environment and robot control unit. 
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Abstract—In this paper adaptive neural network control system is 

considered. Structure of discrete neural network proportional-

integral-differential (PID) controller is proposed. The intelligent PID 

controller is 3-layers neural network. Training of the neural network 

is based on quadratic quality functional and the steepest descent 

method. Designed intelligent PID controller is tested in control 

system of electrical motor and control system of small size helicopter. 

Modeling and experiment results are presented. 

 

Keywords—Intelligent control, vehicles, neural networks. 

I. INTRODUCTION 

DAPTIVE control design is the most urgent problem of the 

modern control theory [1] – [4]. Also this is actual 

problem for vehicle control systems and robots. The problem 

of adaptive control for nonlinear systems is complex problem. 

Therefore intelligent approaches are applied to design control 

for complex nonlinear systems [5] – [8]. This paper is devoted 

to control of SISO nonlinear systems by neural network PID-

regulator. 

There are two conventional control approaches using neural 

networks [9]. At the first approach the plant is controlled by 

conventional regulator. Neural network tunes the conventional 

regulator coefficients. At the second approach neural network 

and conventional regulator are operating together. But the 

neural network is the reference model of the adaptive control 

system. 

In these approaches abilities of neural network is limited by 

abilities of the conventional controller. In addition 

conventional controller is simple regulator usually. For 

example conventional controller is PID-regulator. 

In this paper we develop PID-controller designed in terms of 

neural network structure. 

II. NEURAL NETWORK PID-CONTROLLER 

Structure of the designed neural network PID-controller is 
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presented in fig. 1. 

 
Fig. 1 Structure of the designed neural network PID-controller 

The controller has 4 inputs. They are: r – reference signal; u 

– output of controller; y – output of the controlled plant; e – 

control system error. 

Every element of the input layer is single input multi output 

rectifier. There are not activation functions in the input layer. 

The second layer is based on nonlinear neurons with tangent 

activation functions. This type of neurons is fit for input data 

processing and clustering. The third layer calculates 

components of PID controller on base of training algorithm. 

PID-controller in discrete time domain is described by 

equation 
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where      e t r t y t  ; , ,p i dk k k  are gains of PID-

controller. 

Quality functional is 

 20.5 1J e t   (2) 

Outputs of the linear neurons layer are gains , ,p i dk k k . Let 

us note these outputs as O1, O2, O3. Training algorithm of 

linear neurons layer is based on the steepest descent method 

[10]. Weight coefficients for the linear neurons layer are 
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Weight coefficients for the nonlinear neurons layer are 
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Parameters  and  determine the speed of training and 

weight of previous values. 

Let us introduce the following notations: 

Neural network position-path adaptive regulator 

for vehicles 
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From the chain rule of complex function differentiation we 

have for the linear neurons layer 
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From (3) – (9) we have 
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Similarly for the nonlinear neurons layer we have 
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From (13) and (8) we obtain 

   1ji j j jjw t O w t      (14) 
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On base of (3) – (15) we obtain the neural controller 

algorithm. This algorithm consists of the following items. 

1. Initial tuning of neural emulator. 

2. Specification of initial values of coefficients ,kj jiw w , 

limits ,j i  , and coefficients ,  . 

3. The input to the neural network training sample served. 

Variables  u t ,  y t , and 
k  are calculated. 

4. Weight coefficients of the linear neurons layer are 

calculated in according with (11). 

5. Variable 
j  is calculated in according with (15). 

6. Weight coefficients of the nonlinear neurons layer are 

calculated in according with (14). 

7. If increments of the weight coefficient (11), (14) are not 

small then we go to item 3. 

III. MODELING RESULTS 

Check the efficiency of the neural network PID-controller is 

implemented in Matlab. Model of controlled plant is black 

box. The controlled plant is an induction motor. 

In simulation code the following mathematical model of 

induction motor is used: 
0 0
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where x1 is motor shaft rotation speed, x2 and x3 are projection 

of the stator current for the rotating dq-axis, x4 is the rotor flux 

linkage, b and 0 , 1,7ia i   are parameters of the motor, u1 and 

u2 are controls, and ms is load. 

Modeling results of the intelligent control system for 

induction motor on base of neural network PID-controller are 

presented in fig. 2 and fig. 3. 

 
Fig. 2 Transient in the control system without load 

 
Fig. 3 Transient in the control system with dynamic load 

In fig. 2 we can see transient of the control system with 

nominal load. In fig. 3 we can see transient of the control 

system with dynamic load. The dynamic load consists of two 

components. The first component is constant load. The second 

component is linear function of time. In addition parameters of 

the motor are interval ones. 

If the load is dynamic the dynamic error of control system is 
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present. 

IV. EXPERIMENTAL RESULTS 

On the base of designed intelligent PID-regulator control 

system for vehicle is developed. Vehicle is helicopter model 

Silverlit Picozzz. This model is presented in fig. 4. This model 

is based on design Sikorsky. 

 
Fig. 4 Helicopter model Silverlit Picozzz 

In the design of the rotor missing swashplate and no system 

of pitch changing. Therefor full control of this model is not 

able. But it is possible to stabilize the helicopter model in the 

vertical plane. 

Control system is based on information from video camera. 

Structure of the control system is presented in fig. 5. 

 
Fig. 5 Structure of the control system 

Position of the helicopter is measured by video camera 

Genius GF112. Camera is operating in continuous video mode. 

Video from the camera is recorded in format JPG_24 by code 

of MatLab. Further color frames is converted into the 

grayscale format. 

Thereafter the grayscale image is converted into the binary 

format and inverted by the following MatLab code: 

level = graythresh(I); 

    bw = im2bw(I,level); 

    wb = ~ bw; 

Further the image is filtering by MatLab function 

imclearborder. The result is matrix матрица of dimension [x, 

y]. This matrix allows to calculate the helicopter position. 

Results of computer vision system operating are presented 

in fig. 6 and fig. 7. 

Calculated coordinates of the helicopter are transmitted to 

the neural network PID-controller implemented by MatLab. 

 
Fig. 6 The image from video camera  

 
Fig. 7 The processed image 

Control is transmitted to the helicopter by wi-fi port. 

Actuator of the helicopter is DC motor controlled by PWM 

signal. 

The features of the helicopter are: 

– non-stationary characteristics of propeller thrusts 

determined by fast discharge of accumulator; 

– PWM control of DC motor has 4 level, therefore the 

control is discrete one; 

– the used model of the helicopter is black box; 

– refresh rate of the control is 2 Hz. 

Experimental results are presented in fig. 8. The control 

errors in steady-state mode is decreasing with time because of 

the neural network controller training. Reference altitude of 

the helicopter is 15 pixels. 

It should be noted that despite the preliminary training the 

neural network controller the final training is carried out with 

real helicopter. Therefore it is necessary to ensure the 

helicopter safety while the neural network controller is 

training. 

V. CONCLUSION 

In this paper method of intelligent control for SISO plant is 

proposed. The mathematical model of a plant is black box. 

Controller is designed on base of neural network. The 

intelligent controller implements PID regulator. Both 

integration as well as differentiation is implemented by the 
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neural networks. 

 
Fig. 8 Experimental results 

Applying neural networks to calculate signal time 

derivatives ensures the following problems solution: 

– neural network does not require mathematical model to 

calculate time derivative of signal; 

– neural network differentiator implements signal filtering; 

– neural network can be trained on base of harmonic signals 

of the given frequency range. 

In the presented intelligent controller the neural network of 

2 layers is used. Training is based on the back propagation 

method. The first layer consists of 2 neuron with activation 

function tangent sigmoid. The second layer consists of 5 

neurons with linear activation function. 

Differentiated signal and its third time derivative are 

presented in fig. 9 and fig. 10. 

 
Fig. 9 Differentiated signal with noise 

 
Fig. 10 The third time derivative of differentiated signal  

It is clear that neural network differentiator ensures high 

performance. The most complex problem of the neural 

network differentiator is problem of conversion network. In 

addition it is necessary to determine optimal number of the 

differentiator neurons. 

The described approach can be used for control of other 

vehicles types [10] – [15]. 
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Abstract—Rapid growing of user in mobile communication and 

limited of spectrum created many frequency band used by operator. 
This letter propose a new antenna design with slots that covered 
multiple bands common used in mobile communication and long-
term evolutions (LTE) system. A single patch antenna operating at 
2.6 GHz for LTE band was first designed and then optimization by 
introducing slots on antenna patch has been done to improve the 
antenna’s bandwidth (BW). As a transmitter antenna requires high 
gain for effective transmission, air gap and aluminum plate are used 
as ground element in order to achieve high gain performance. The 
reflection coefficient of initially designed single patch antenna gives 
a single band response.  However some slots and array elements are 
introduced into the antenna to obtain multi band response, which 
covers a few bands. The results obtained from reflection coefficient 
have shown that the proposed patch antenna is suitable in such 
telecommunication system applications as GSM, UMTS, LTE, 
WLAN and WiMAX. The result of simulation reflection coefficient 
is -34 dB at centre frequency 2.6 GHz and antenna gain is 8.21 dBi.. 
 

I. INTRODUCTION 
INCE introduced of wireless technology a few decades ago, 
wireless devices are now commonly used in 

communication systems, medical and industrial applications, 
games console, to mention a few. In telecommunication 
systems, wireless technology is commonly used especially in 
mobile communication. Nowadays a mobile phone is not only 
used for voice communication but also often used for 
transferring data, images and videos. Third generation (3G) 
technology attempts to use a mobile phone for video call and 
now LTE; while the fourth generation (4G) technology is 
expected use mobile phone as broadband media, that support 
high speed data rate. In order to achieve these requirements, 
several methods have been proposed; and one of such methods  
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is antenna diversity and spatial multiplexing. A new high-gain 
antenna design for transmitter, operating at LTE band 2.6 
GHz, is proposed in this letter. 
 
 

In most of the previous researches, it was found that the 
LTE antenna was mostly used for mobile devices, such as 
installation in laptop, mobile phone and gadget [1-3]. A design 
of an antenna with spiral technique mentioned in [4] then in 
this proposed antenna design introduce some slots to obtain 
multiple bands antenna. LTE antenna techniques especially for 
transmitter, have been highlighted in [5]; however, the antenna 
gains are generally low and their radiation pattern is omni 
directional [6]. Wide band antenna is one of the objectives in 
this proposed antenna design, several method and technique to 
achieve wideband reflection coefficient such as mention in [7]. 
The proposed antenna in this study operates at LTE band and 
has directional radiation pattern. Directional radiation pattern 
and multiple bands have been introduced in order to obtain a 
high gain antenna. 
 

II. ANTENNA DESIGN 
Typically a transmitter or base station (BS) has multiple 

antennas for a few sectors of coverage area and high gain 
antennas are used for efficiency of transceiver. Thus, with the 
current trends in setting up base transceiver system (BTS), the 
microstrip antenna technique is usually employed to design a 
directional antenna[8]. The design of microstrip antenna was 
started by calculating the basic size of patch.  A centre 
frequency of 2.6 GHz LTE band has been chosen in this 
design. The material used is FR4 board with following 
specifications: relative permittivity = 4.7, height h = 1.6 mm 
and tan δ= 0.019. The basic equation of microstrip antenna 
was used to calculate width (W) and length (L) of patch[8]. 
Figure 1 shows basic design of microstrip antenna with length 
and width of patch. 
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Fig. 1. Basic microstrip antenna. 
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where: 
 

    (3) 
 

    (4) 

 
The size of antenna patch has been optimized done to meet 

reflection coefficient in LTE band 2.6 GHz. Next step is to 
optimize response in wideband or multiple bands that cover 
others frequency bands in telecommunication such as GSM, 
UMTS, WLAN and WiMAX. The single patch antenna design 
is shown in Figure 2in which slots have been introduced to 
achieve wideband and multiple frequency response. Note that 
all dimensions are in millimetre (mm). 
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Fig. 2. Single patch antenna design with slots. 
 

As previously mentioned, a BS requires a high gain antenna 
for efficient transceiver. In this design, an antenna is proposed 
with array patch to increase gain and which used air gap[9]. 
The number of patches is 4 x 4; then they are arranged and 
optimized to achieve optimum reflection coefficient 

andmultiple bands response. Figure 3 shows the complete 
diagram of proposed antenna with array 4x4. Some 
transmission lines are introduced as feeding to the port at the 
back of antenna.  
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Fig. 3. Proposed high gain array antenna. 
(NB: All dimensions are in mm) 

 
The proposed antenna structure is presented in Figure 4, 

where Figures 4 (a) and (b) represent the feeding line of the 
patch’s bottom layer and the used air gap between ground and 
antenna patch, respectively. Aluminum of 1 mm thickness was 
used for antenna ground, while the air gap is 10 mm to the 
patch antenna. The SMA bulkhead socket of 50 Ohms 
impedance was used for the antenna port. The typical 
connector was drawn and simulated by using 3D CST 
simulation software. 

 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 174



 

 

 
a  b  

Fig. 4. Proposed antenna structure (a) FR4 back view  
(b) Side view. 

III. MEASUREMENT SETUP 
 The measurement setup is aimed at testing the antenna E-
field and H-field radiation patterns. Graphs are then plotted to 
analyze the performances. A centre frequency of 2.6 GHz was 
used for testing the antenna, which complies with the LTE 
standards. The test results obtained from the measurement 
would be compared with the standard requirements to 
ascertain the acceptability of the proposed antenna. The 
fabricated array antenna is shown in Figure 5 (a), while a 
SMA connector bulkhead type is shown in Figure5 (b). As 
earlier mentioned, the connector is attached at the ground 
element of antenna for feeding line connection. The radiation 
patterns of E-field and H-field, as well as antenna gain will be 
performed in these measurements. 
 

 
(a) (b)  

Fig. 5. Fabrications of (a) array antenna  
(b) ground element. 

 
Figure 6 shows a block diagram of measurement setup of 

test antenna in anechoic chamber, a transmitter antenna used 

to send radio power to be receiving by test antenna and system 
will record every signal strength values. In this antenna 
testing, system able to perform automatically to rotate test 
antenna as represent angle, record and plot a radiation pattern 
graph in a computer. 

 
 

 
 

Fig. 6. Block diagram of measurement setup.  
 
 

Figure7 shows the test antenna being installed at test gauge 
in an anechoic chamber room. The test antenna is able to 
rotate in all directions. Referring to the common measurement 
setup, a transmitting antenna was used to transmit power to the 
proposed antenna, and sensitivity of the transmitted signal was 
recorded by the computer. The antenna performances were 
measured and tested in terms of both vertical and horizontal 
radiation patterns. Beside the radiation patterns, other antenna 
parameters such as gain, efficiency and impedance matching 
were also measured. 

 

 
 

Fig. 7. Test antenna installed at test gauge in anechoic 
chamber room. 

IV. RESULTS AND DISCUSSION 
Figure8 shows basic simulation of single patch antenna 

and the results of minimum reflection coefficient. By 
introducing slots and air gap, a better response was obtained in 
terms of reflection coefficient and antenna gain.  Besides, 
multiband response was also obtained. Some optimization 
exercises were performed to achieve acceptable response in 
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reflection coefficient as required and standardized. The air gap 
was adjusted from 5 mm to 15 mm.  5 samples were run in the 
parametric study, and the optimal value of air gap (10 mm) 
was chosen. The slot dimensions (width and length) were also 
adjusted, by optimization process, and again the optimal 
values were obtained (slot size is 2 mm by 16 mm). 
Arrangement of slots location is crucial, because poor results, 
as in reflection coefficient and radiation pattern, would be 
obtained if the slots are misplaced. 

 

 
 

Fig. 8. The antenna array reflection coefficient. 
 
Referring to optimization results presented in Figure8, 

slots were introduced in antenna design, and the air gap 
between patch and ground element was 10 mm. The 
simulation and measurement results of the final stage of the 
proposed LTE transmitter antenna are shown in Figure9. It is 
observed that both simulated and measured reflection 
coefficients are in good agreement.  

 

 
 

Fig. 9.Proposed array antenna reflection coefficient. 
 

Both the simulation and measurement results have multiple 
responses, as shown in Figure9. The most crucial response 
was observed at 2.6 GHz with maximum reflection coefficient 
being -34 dB.  Other responses are at 900 MHz, 1.7 GHz to 
2.7 GHz and 3.5 GHz. The response at 2.0 GHz is wideband, 
which covers both GSM 1800 and UMTS 2000 bands. The 2.4 
GHz band can also be included for Wi-Fi application and the 
last one, 3.5 GHz covers the WiMAX band and measured 
results are highlighted in Figure 9. According to the 
measurement results, the maximum value of reflection 
coefficient is -26 dB. Note that the main response is also at 2.6 

GHz, which is the same as simulation results. Other responses 
are scattered to some frequencies starting from 900 MHz until 
3.5 GHz as shows in Figure9.  Overall, the proposed antenna 
has a wideband response of reflection coefficient, which 
makes it suitable for a variety of wireless technology 
applications. 
 

 
 

Fig. 10. Array LTE antenna radiation pattern in 3D. 
 
The simulation results of radiation pattern in 3D are shown 

in Figure 10, where the beamwidth is 44º at -3 dB. The 
proposed antenna gain, as shown in Figure10, is 8.21 dBi 
(maximum); which implies that it is applicable to use in BS 
due to its narrow beamwidth and high gain. 
 

Measurements of radiation pattern have been done at the 
center frequency of 2.6 GHz as main response in reflection 
coefficient. The antenna polar radiation patterns of E-Field 
and H-Field are shown in Figures 11 (a) and (b) respectively. 
A directional beam is generated for the E-field at the antenna 
front, while a minor radiation was generated at the back. Both 
simulation and measurement results are in good agreement, 
though with minor shifting in the radiations. The proposed 
LTE antenna is able to radiate narrow beams forward with 
narrow beam and minor side lobe on left and right hand sides 
respectively. 
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(b) 
Fig. 11. Proposed antenna radiation patterns  

(a) E-field (b) H-field. 
 
 
 

 

V. CONCLUSION 
 

A high gain antenna has been designed and measured in 
multiple bands for wireless communication system, especially 
for telecommunication in LTE band. The proposed antenna 
was simulated and fabricated using the standard FR4 material. 
The main response was observed at 2.6 GHz LTE band, with 
the maximum response being -34 dB. Other responses were 
also observed at GSM, UMTS, WLAN and WiMAXbands. 
The antenna also gives a wideband response from 1.7 GHz to 
2.7 GHz while the reference of reflection coefficient is -6 dB.  
The antenna’s radiation pattern has been measured in anechoic 
chamber, and both the simulation and measurement results are 
in good agreement. Overall, the proposed antenna is suitable 
for a transmitter due to its narrow beamwidth and high gain 
antenna. 
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Abstract - An fm-stereo generator device uses a complex 

modulation system, according to F.C.C standards, to achieve a 

compatible mono/stereo system of broadcasting. There are 

several approaches for building an FM-Stereo generator. In the 

current implementation, we present an hybrid FM-stereo 

generator which uses both digital and analog techniques. We use 

Direct Digital Synthesis (DDS) module for carrier and pilot tone 

generation which gives unlimited control over phase shift and the 

ability to produce clean (purely sinusoids) signals with great 

frequency accuracy and stability. Reference clock frequency (or 

crystal choice) is not very critical in a high resolution DDS and 

signal generation becomes simple, robust and completely 

accurate. Finally using DDS also diminishes the necessity of using 

complex (high order) filtering. 

 

Keywords – direct digital synthesis (DDS) , fm stereo generator, 

pilot signal, carrier, balanced modulator, fm stereo spectrum 

I.  INTRODUCTION  

FM stereo broadcasting was introduced during the early 
1960s. The fm stereo system which approved for use by the 
F.C.C in the U.S and later was adopted worldwide uses a 
complex modulation system to achieve a compatible 
mono/stereo system of broadcasting. Essentially, the system 
performs the multiplexing of two audio signals and further 
combines them into a complex baseband signal that modulates 
the FM carrier. 

The system works by broadcasting a sum of the left (L) and 
right (R) audio channels, a pilot tone of 19 kHz and a double 
sideband suppressed carrier (DSBSC) sub-channel that 
contains the difference of the  two audio channels (see fig. 1).  

 

 

 

 

 

 

 

 
 

 

   In a simple monaural system, the FM channel is frequency 

modulated ±75KHz with the audio information and the 

monaural audio signal occupies the 0-15KHz spectrum of the 

transmitted frequency spectrum (see figure 1). When stereo is 

transmitted, the same monaural signal (left plus right channel 

combined) remains in the 0-15KHz spectrum of the FM stereo 

signal and an additional sub – channel, centered at 38 KHz, 

which is a double sideband suppressed carrier signal (DSBSC) 

is additionally transmitted (see figure 1). This subcarrier is a 

left-subtracted-from-right (L-R) signal, which, when fed threw 

a matrix with the monaural main channel on the receiver, 

forms the individual left and right channels. An additional 

pilot career signal at 19 KHz is also transmitted. The pilot 

signal is phase-cohered (synchronized), to the suppressed 38 

KHz carrier. 
In an FM-stereo system, the monaural signal is modulated 

about 45%, the sub channel and the pilot tone are modulated 
45% and 10%, respectively, so that the total modulation for a 
stereo FM- station is 100%. In modern stations where some 
SCA or RDS/RBDS subcarriers are also used, the modulation 
of the main and the sub channel are furthermore reduced in 
order to the total modulation  being kept less than 100% 
(±75KHz deviation). 

  In an FM-stereo receiver the 19 KHz pilot signal indicates 
that the transmission is stereo. The receiver regenerates the 38 
KHz carrier and then uses coherent detection for the sub-
channel. Cohered detection only works when the carrier is 
present at the receiver. Off course, the receiver can not obtain 
the 38 KHz carrier from the baseband signal directly (because 
the carrier is suppressed during transmission). The carrier is 
actually obtained in the receiver from the 19 KHz pilot signal. 

        The composite FM-stereo signal that modulates the FM 
carrier in any FM-station is generated from a device which is 
often called as an “FM-Stereo Generator” or as an “FM-Stereo 
encoder”. The typical theoretical diagram of an FM-stereo 
generator is shown on fig. 2 
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With respect to figure 2, both the left and the right audio 
channels are pre-emphasized, just as normal monaural signal 
would be. Then, the left and the right signals are both added 
and subtracted on a matrix. The audio signals added (L+R), 
form the monaural signal which is the main channel. The 
subtracted signals (L-R) are modulated on a 38 KHz carrier, to 
form the sub-channel. A balanced modulator is used; because 
the system requires that the carrier at 38 KHz will be 
suppressed, leaving only the modulated audio information. The 
38 KHz oscillator is divided by 2 to produce the cohered 19 
KHz pilot signal. Both the carrier and the pilot signal should be 
purely harmonics (sinusoidal), otherwise some undesirable 
(spurious - noise) signals may appear in the composite 
spectrum.    

The three components of the stereo signal, i.e. the main 
channel, the sub channel and the pilot tone, are combined at the 
proper ratios (45%, 45%, 10%), forming the composite output. 

II. THE HARDWARE – GENERATION OF CARRIER AND 

PILOT SIGNALS 

Before the DDS era, producing “clean” carrier and pilot 
signals at 38 and 19 KHz respectively, considered to be a 
difficult task. An oscillator based on a crystal or a ceramic 
resonator, was often used. Since there are not many 38 KHz 
resonators available in the market, carrier and pilot signals 
often produced after some divisions (usually by 12 and 24) 
from a 455-456 KHz ceramic resonator. The dividers were 
digital circuits based on flip-flops and modulo-x counters and 
they produced pulsed signals rather than “clean” sinusoids. 
Some filters had to be used for suppressing the harmonics and 
producing the sinusoids. Unfortunately, the filters could not 
fully suppress harmonics and they also produced some phase 
shift (pilot tone was phase sifted in respect to the carrier). 
Harmonics induced undesirable noise (indermodulation 
products) and significantly degraded the composite stereo 
signal. The phase shifts also, made carrier regeneration and 
coherent detection of the sub-channel problematic at the 
receiver. 

After 90s decade, many designers preferred to use an 
alternative approach for carrier and pilot generation. That 
approach based on using a microcontroller for producing the 
carrier rather using an ordinary oscillator. The pilot tone was 
still derived by using division by 2. That approach gives some 
flexibility on choosing the reference crystal, but 
microcontrollers and dividers produce pulsed (digital) signals 
and strict filtering was yet essential.   

Fortunately, now (in 2014) we have DDS, which gives 
unlimited control over phase shift and the ability to produce 
clean (purely sinusoids) signals with great frequency accuracy 
and stability. Reference clock frequency (or crystal choice) is 
not very critical in a high resolution DDS and signal generation 
becomes simple, robust and completely accurate. Using a DDS 
also diminishes the necessity of using complex (high order) 
filtering. 

Here’s a breakdown of the internal circuitry of a DDS 
device: its main components are a phase accumulator, a means 
of phase-to-amplitude conversion (often a sine look-up table), 
and a DAC. These blocks are represented in Figure 3. 

 

 

 

 

 

 

 

 

Fig. 3. Components of a direct digital synthesizer. 

     A DDS produces a sine wave at a given frequency. The 

frequency depends on two variables, the reference-clock 

frequency and the binary number programmed into the 

frequency register (tuning word). 

     The binary number in the frequency register provides the 

main input to the phase accumulator. If a sine look-up table is 

used, the phase accumulator computes a phase (angle) address 

for the look-up table, which outputs the digital value of 

amplitude—corresponding to the sine of that phase angle—to 

the DAC. The DAC, in turn, converts that number to a 

corresponding value of analog voltage or current. To generate 

a fixed-frequency sine wave, a constant value (the phase 

increment—which is determined by the binary number) is 

added to the phase accumulator with each clock cycle. If the 

phase increment is large, the phase accumulator will step 

quickly through the sine look-up table and thus generate a 

high frequency sine wave. If the phase increment is small, the 

phase accumulator will take many more steps, accordingly 

generating a slower waveform. 

    A phase-to-amplitude lookup table is used to convert the 

phase-accumulator’s instantaneous output value with 

unneeded less-significant bits eliminated by truncation into the 

sine-wave amplitude information that is presented to the (10-

bit) D/A converter. The DDS architecture exploits the 

symmetrical nature of a sine wave and utilizes mapping logic 

to synthesize a complete sine wave from one-quarter-cycle of 

data from the phase accumulator. The phase-to- amplitude 

lookup table generates the remaining data by reading forward 

then back through the lookup table. This is shown pictorially 

in Figure 4. 

 

 
 

 

 

 

 

 

 

 

 
 

Fig.4 Signal flow through the DDS architecture. 
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A.  The DDS Generator 

In this fm-stereo encoder, we use Direct Digital Synthesis 

(DDS) for carrier and pilot tone generation. Referring to the 

DDS generator circuit section, the carrier and the pilot signal 

are generated from two AD9834 DDS ICs. Every AD9834 is 

used to generate a pure sinusoid signal. Both DDS IC’s are 

kept synchronized by using the same reference clock, and their 

phase relationship can be digitally controlled. An 18F1220 

PIC microcontroller is used to control the DDS generators 

threw I2C signalling interface. The I2C interface is 

implemented as “bit-banging” on normal I/O. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Photo 1. The DDS generator. The carrier and the pilot signal are 
generated  from two AD9834 DDS  IC’s. An 18F1220 PIC microcontroller (at 
the center of the photo) is used to control the DDS generators. Both DDS ICs 
are kept synchronized by the same reference clock (seen at the left side of the 
photo). 

 – Fig. 6. Functional Block Diagram AD9834 IC – Fig.7 . Pin 
Configuration AD9834 IC. 

 

 

 

 

 

 

 

  

 
Fig.8 Multiple DDS AD9834s IC’s Synchronous Mode Setup of DDS 

generation with the same reset pin and master reference clock 

 

 

       A reset, after power-up and prior to transferring any data 

to the DDS, sets the DDS output to a known phase, which 

serves as the common reference point that allows 

synchronization of multiple DDS devices. When new data is 

sent simultaneously to multiple DDS units, a coherent phase 

relationship can be maintained, and their relative phase offset 

can be predictably shifted by means of the phase-offset 

register. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. DDS Section – Carrier and Pilot Tone Generation 

The microcontroller is used to initiate the generators with 
the proper frequency and initial phase during start-up. It is also 
used to turn off or turn-on any generator at any moment, 
according to users will. User’s commands are triggered from 2 
external switches (J1 and J2). The AD9834 offers 28bits 
resolution over frequency and 12bits over phase control. By 
using a 10 MHz reference clock, we achieve frequency and 
phase accuracy of about 0.037 Hz (10MHz/2^28) and 0.09 
degrees (360/2^12), respectively. The reference clock 
frequency is intentionally chosen to be high enough in order to 
can be easily filtered out from the carrier and the pilot signals, 
using only some simple R-C filters. 

The source code is very simple. The microcontroller is used 
to initialize the DDS generators and then periodically checks J1 
and J2, running on an infinitive loop. J1 and J2 are used to turn 
on or off the carrier and (or) the pilot signal, thus enabling or 
disabling the stereo broadcasting. 

Besides main, there are only very few other routines in the 
code.  These routines are responsible for initializing and 
turning on or off the carrier and (or) the pilot signal according 
to user will and also implementing the I2C interface, for the 
DDS chips, as “bit-banging” on normal I/O. Finally, there is 
also another essential parameter, regarding the correct phase 
relationship between the carrier and the pilot signal. The 
correct phase relationship between those signals is essential for 
achieving maximum “stereo-separation”. The optimum phase 
relationship has been adjusted once threw code, and the stereo 
encoder was initially calibrated. Initial calibration constants are 
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kept on some code lines (marked by the “Phase shift value” 
comment). These code lines are located in the void Pilot_on 
(void) routine and are used to set the initial phase parameter on 
the pilot tone DDS generator (please, refer to the AD9834’s 
datasheet for more details about the phase parameter).  

B. The Balanced Modulator 

Modern approach on building a low frequency balanced 
modulator tends to be the use of DSP. However, traditional 
analogue techniques are still used due to simplicity. After all, 
the composite fm-stereo signal is a completely analogue signal. 
We may live in the digital era, but we still using the old and 
good analogue fm-stereo.     

Following the tradition, we use an analogue balanced 
modulator for the generation of the 38 KHz sub-channel. The 
modulator is based on the well known MC1496 IC, which is 
able to suppress the carrier for more than 60dbs. 

 

 

 

 

 

 

 

Photo 2. The modulator is based on the well known MC1496 IC, which is 
able to suppress the carrier for more than 60dbs 

Carrier suppression is defined as the ratio of each sideband 
output to carrier output for the carrier and signal voltage levels 
specified. The carrier suppression for the MC1496, is very 
dependent on the carrier input level. A low value of the carrier 
results in lower signal gain, hence lower carrier suppression. A 
higher than optimum carrier level results in unnecessary device 
and circuit carrier feed through, which again degrades the 
suppression figure. The optimum carrier level for optimum 
carrier suppression at carrier frequencies in the vicinity of 50 
kHz, is about 60mVrms (170 mVp-p). This Optimum value is 
achieved threw R47 adjustment. 

Besides the carrier input, there is also another input for the 
L-R audio channel. The balanced modulator accepts both 
signals and performs the multiplication (L-R)*carrier in the 
time domain. A multiplication in the time domain is equivalent 
to frequency shifting in the frequency domain i.e. the L-R 
audio signal bandwidth is frequency shifted by the carrier 
frequency. This operation is better known as frequency 
mixing or shifting and the product of mixing is a DSB (Double 
Sided Band) signal. 

There is a simple R-C filter at the carrier input of the 
modulator. This filter consists of the R56 and C48 and it is 
used to suppress the reference clock frequency (10 MHz). The 
DDS generates the carrier signal by using a 10bit DAC and the 
reference clock frequency is actually the sampling-frequency of 
the generated carrier signal. Since the reference clock 
frequency is much higher than the carrier frequency, it can be 
easily removed from the carrier signal by using a very simple 

low-pass (1st order) filter. The simple low-pass filter produces 
some phase shift, which is cancelled, threw appropriate phase 
shifting of the DDS generator. (see Fig. 8) 

While the R47 is used to adjust carrier level at the input of 
the modulator, the R51 potentiometer is used to adjust the 
carrier suppression level. Carrier suppression better than 60db, 
can be easily achieved threw the appropriate adjustment of 
R51. For best performance, the modulator is powered from two 
independent voltage sources; +12 and -8V, respectively. These 
are the recommended supply voltages, as described in the 
MC1496 datasheet. 

 

 

 

 

 

 

 

 

 

  

Fig. 9. Balanced Modulator Section 

C. The Op-Amp Matrix 

 
The heart of the fm-stereo generator is the matrix circuit. 

This circuit accepts the left and the right audio signals, the pilot 
tone and the DSBSC signal from the modulator, and performs 
the appropriate additions and subtractions, in order to produce 
the composite FM–stereo signal. The circuit also pre-
emphasizes the left and right audio channel, just as normal 
monaural signal would be. The matrix circuit is based on 
operational amplifiers.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10.  The matrix circuit is based on operational amplifiers 
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Referring to the matrix electronic schematic, U5A and U5B 
are used to pre-emphasize the left and right audio channel. 
U5A, R14-16,R20, R22,C49, C19, C21 and U5B, R28-29, 
R33, R38, R40, C23, C27, C50 form pre-emphasis networks 
for the pre-emphasis of the left and the right audio channel, 
respectively. A pre-emphasis network is actually a high pass 
filter and pre-emphasis refers to a process designed to increase 
the magnitude of some higher frequencies with respect to the 
magnitude of lower frequencies. The pre-emphasis network 
characteristics are shown on figure 11. 

In Europe, fm broadcasters use 50μς pre-emphasis, while it 
is 75μs in the U.S. Our FM-stereo generator prototype uses 
50us pre-emphasis, because it was built and tested in Europe 
(Greece). However, it can be easily changed to 75μs by simply 
changing C17and C23 to 2.7nF.  

 

 

 

 

 

 

 

 

 
Fig. 11. Pre-emphasis network response curve. 

Pre- emphasis on the transmitter and the minor operation 
(de-emphasis) on the receiver, are used to improve the overall 
signal-to-noise ratio by minimizing the adverse effects of the 
noise which is louder at higher frequencies. While the mirror 
operation is called de-emphasis, the system as a whole is called 
emphasis. 

Fm channel is inherently very noisy and this makes 
emphasis very essential. Emphasis is also used in monaural 
broadcasting but it is even more important for FM-stereo. This 
is due to the fact that the fm-stereo signal carries most of its 
information in high frequencies located between 22 and 54 
KHz and noise tends to be louder on those high frequencies. In 
the receiver side, decoding the stereo channel into left and right  
means that the noise is shifted down into the audible range. 

Referring to the electronic schematic of the matrix again, 
U6A is used as a subtracter and produces the L-R signal, and 
U6B is used as an adder which produces the L+R sum. U7 is 
the final adder which accepts the pilot tone, the main channel 
and the sub-channel and produces the composite output. At this 
final stage, an additional input (P8) is providing for adding any 
SCA or RDS/RBDS subcarriers. 

R12, R31 and R37 are used to adjust the proper ratios for 
combining the three components of the stereo signal, i.e. the 
pilot tone level, the sub channel level and the main channel 
level, respectively. Proper adjustment of these potentiometers 
is essential for the optimum operation of the stereo-encoder.  

R55 and C47 are forming a low -pass filter for the pilot 
tone. This filter is used to eliminate the reference clock 
frequency (10 MHz), from the pilot signal. Besides the final 
output, which is P5, there are two other outputs. Those are the 
P3 and P6 outputs that are used to provide the left and the right 
audio signal, respectively, to an external VU-meter. 

D. The Power Supply Unit 

 
The fm-stereo generator uses a simple linear power supply 

unit which is based on 78XX and 79XX linear regulators.  

Referring to the power supply electronic schematic, U9, 
U10, U11 and U12 are used to provide +5V, +12V, -12V and -
8V respectively. The DDS generator section is powered from 
+5V only, while the modulator uses both +12V and -8V. The 
matrix section uses ±12V of symmetrical power supply. 

III. ASSEMBLY DETAILS  

The prototype uses a double-sided printed circuit board 
with metal-plated holes. Excluding the AD9834 ICs, the PIC 
microcontroller and the clock generator, all other components 
are of through-hole type and they are placed on the top-side of 
the board. The microcontroller, the DDS ICs and the clock 
generator are placed on the bottom surface of the PCB. All 
resistors, except for those used on the matrix, are of 1/4W -5% 
type. In the matrix, I use low-tolerance 1% resistors and low 
tolerance (5%) capacitors.    

The PIC microcontroller was programmed on board, using 
a MPLAB ICD 3 programmer from Microchip . 

IV. CALIBRATING THE FM-STEREO ENCODER 

The FM-generator, needs to be calibrated before use. The 
calibration process includes 5 steps as described below: 

 Adjust the carrier level at the input of the 
modulator. Connect your oscilloscope on R47’s 
tap. You should measure a 38 KHz sinus 
waveform, which is the carrier. Adjust R47, in 
order to get about 160mVp-p on its tap, in respect 
to ground. 

 Achieve carrier null by means of the bias trim 
potentiometer R51. Turn R19 and R36 at zero 
scale (fully anticlockwise). Connect the 
oscilloscope on any pin of C30. Normally, you 
will get a 38 KHz sinus waveform on your 
oscilloscope.  Adjust R51 in order to get 0Vp-p 
(null the carrier).  Well, you will never get the 
absolute zero, but just some mVp-p (around 
5mVp-p or less).   

 Combine main-channel and sub-channel at the 
proper ratio. Set R36 at full-scale and R19 at 
zero-scale. Connect an audio signal generator on R 
audio input and apply a 1 KHz audio tone of about 
0.6Vp-p. Short-circuit J2 to turn off the pilot tone. 
Measure the output of the generator using an 
oscilloscope. Adjust R37 and R31 in order to get a 
3Vp-p signal, like the one shown on figure 12. 
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       Fig. 12. Right Channel only: Used to Balance Bain and Sub-channel 

 Adjust the pilot level. Set R19 and R36 at zero 
scale (full anticlockwise). Open J2 to turn on the 
pilot tone. Measure the output of the generator 
using an oscilloscope. You should measure a 19 
KHz sine wave. Adjust R12 trimmer, in order to 
get about a 320mVp-p signal. 

 Adjust the VU-meter. Set the left and right 
channel of the VU meter at full scale for 1Vp-p 
input. Adjust by using the trim potentiometers on 
VU-meter’s board. 

V. CONCLUSION   

In this hybrid FM-stereo generator we use mixed digital 
and analog techniques in order to achieve optimum 
performance. We use Direct Digital Synthesis (DDS) to 
produce clean (purely sinusoids) signals with great frequency 
accuracy and stability for carrier and pilot tone generation . 
Reference clock frequency (or crystal choice) is not very 
critical in a high resolution DDS and signal generation 
becomes simple, robust and completely accurate. Using a DDS 
also diminishes the necessity of using complex (high order) 
filtering and we use very simple low-pass, 1st order filtering. 
The simple low-pass filter produces some phase shift, which is 
cancelled, threw appropriate phase shifting of the DDS 
generators. The correct phase relationship between the carrier 
(38khz) and the pilot (19khz) tone is essential for achieving 
maximum stereo-separation, and the optimum phase 
relationship has been adjusted once, threw code, according to 
trial and error method.  

 

ACKNOWLEDGMENT 

      This project is a part of the production line of a new “Start 

– Up” small Business, “CircuitLib – Electronics”. CircuitLib – 

Electronics was awarded with the First Prise at the “Secondary 

Student Contest on Business Plans and Innovative Ideas”. The 

Student Contest on Business Plans and Innovative Ideas was 

organised from TEI of Crete, started on June of 2013 and 

ended on March of 2014. 

 

 

 

 

 

REFERENCES 

[1] Clifford B. Schrock, “FM Broadcast Measurements Using the Spectrum 
Analyzer”Application Note 26AX-3582-3 ,Techtronix 1981 

[2] Eva Murphy,Colm Slattery "Direct Digital Synthesis (DDS) Controls 
Waveforms in Test, Measurement, and Communications"Analog 
Dialogue39-08,August(2005) 

[3] PIC18F1220/1320 Data Sheet 18/20/28-Pin High-Performance, 
Enhanced Flash Microcontrollers with 10-Bit A/D and nanoWatt 
Technology 2007 Microchip Technology Inc. 

[4] MC1496,MC1496B Balanced Modulators/Demodulators Datasheet On 
Semiconductor Components Industries, LLC,October2006 ,− Rev. 10 

[5] Eva Murphy, Colm Slattery "All About Direct Digital Synthesis" 
Analog Dialogue 38-08, August (2004) 
http://www.analog.com/library/analogDialogue /  

[6] Data Sheet AD9834 - 20 mW Power, 2.3 V to 5.5 V,75 MHz Complete 
DDS, Analog Devices www.analog.com 

[7] CircuitLib – The Electronics Circuit Library www.circuitlib.com  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
        Photo3. The electronic board of the hybrid Fm Stereo Encoder  

 
        Manolis G. Tambouratzis was born in 1986 at Heraklion ,Crete Greece. 

In 2011 he graduated from the Department of Electronic Engineering, Faculty 
of Applied Sciences , TEI of Crete with grade " Very Good" 7.32 / 10 drawing 

up his internship at the Technical Department of the Hellenic 

Telecommunications Organisation ( OTE ). He holds a professional License 
“Radioelectronics Cat B” and a degree in Electronic Communications - Radio-

Amateurs ' Cat 1 ' with the distinctive code “SV9RGJ” from 2012. His 

interests are focus on Electronic Circuits Technology for Telecommunication 

Applications (RF Systems Design), Wireless Telecommunications Systems 

Technology and Electromagnetic Fields Measurements from Base Stations 

Transmitters . He is a member of scientific societies IEEE (Student Branch - 
TEIoC), FITCE and EETEM and has attended numerous training seminars in 

the fields of Communications & Information Technology in recent years. 

 
George A. Adamidis - Physicist and Electronic Engineer. 

Studies: Physics (2000), MSc in Electronic Physics (2002), from Aristotle 

University of Thessaloniki, Greece. 
Current occupation: High – School teacher in Physics & Electronics, Assistant 

Researcher in the Centre of Technological Research of Crete. 

Research interests: Embedded Systems, RF technology, Smart Antennas, 
Antenna design and Electromagnetic Compatibility. 

 

 
 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 183

http://www.circuitlib.com/index.php/tutorials/product/42-how-to-build-an-fm-stereo-generator#DDS_Generator
http://www.analog.com/library/analogDialogue
http://www.analog.com/
http://www.circuitlib.com/


 

 

 

Keywords—Electro-optic modulation, bias driver, Mach-Zehnder 
modulator, modulator drift, harmonic analysis  

 
Abstract—An adjustment of operating point significantly affects 

performance of the analog intensity modulator of Mach-Zehnder 
type. Especially, the harmonic distortion figure induced by the 
modulator itself must be kept at minimum by the set-up. The 
requirement is vital for a successful optical link design. The paper 
deals with design and implementation of a specialized circuit - the 
bias driver for extremely precise and swift retrieval of desired 
operating point of the modulator. The bias driver works on principle 
of suppression of second harmonic component detected at the 
modulator output while the modulator is excited with a low-
frequency harmonic signal. 
 

I. INTRODUCTION 
HE integrated intensity Mach-Zehnder modulator (MZM) 
represents a powerful mean of external modulation of 

optical signal. By the MZM an intensity of steady laser beam 
can be modulated from DC up to GHz range. The device can 
be described as a two-arm interferometer integrated in LiNbO3 
substrate. It consists of two waveguides linked together with 
input and output optical Y junctions. The system of electrodes 
is positioned in tight proximity to the waveguides and arranged 
in an appropriate configuration to ensure effective generation 
of electrical field in waveguides region.  

 
Fig.1 Configuration of integrated intensity MZM 
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Commercially available modulators are usually equipped 
with separated radiofrequency (RF) port and bias port (Fig.1). 
The RF port works as balanced  50      Ω input for broadband 
modulating signal. The bias port serves as an input of driving 
voltage for the desired operating point set-up. 

A voltage applied to the electrical input (either the bias one 
or the modulating one) modifies the refractive index of the 
LiNbO3 substrate. It leads to the phase shift between the light 
waves moving through the particular waveguides. A zero 
phase shift between the waves yields constructive 
recombination and thus maximum intensity at the output 
pigtail. In case the phase opposition is induced, the 
recombination is destructive. Minimum of radiation leaves the 
modulator output pigtail then. Gradual transition between 
these two extremes allows smooth change of output optical 
power. Considering excitation of only one electrical port of the 
MZM at the time (the bias port for instance), the idealized 
transfer chart can be described by cosine function (1). 
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where Po and Pin is output and input optical power 

respectively, Vin is input voltage of bias port, Vπ is half-wave 
voltage of bias port and α is insertion loss of the modulator. 
The corresponding transfer chart is depicted by black curve in 
Fig.2. 

       
Fig.2 MZM transfer chart and inner PD chart 

Bias driver of the Mach-Zehnder intensity 
electro-optic modulator, based on harmonic 

analysis 
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Some manufacturers equip their modulators with auxiliary - 
in the substrate buried photodiode (PD). The PD is positioned 
just behind the output Y junction. Advantageously, the PD 
signal can be used to monitor the modulator output excluding 
necessity to use an external tap-coupler. In case of the 
PowerLogTM FA20 type modulator (Fig.3) by Avanex Inc. [1] 
that has been used in the presented application the PD works 
in radiating mode. That means the PD current (dotted curve in 
Fig.2) is inversely proportional to the output optical power. 

 
Fig.3 PowerLogTM FA20 analog intensity modulator 

  

II. THE ISSUE SPECIFICATION 
One of the major problems linked with practical application 

of Mach-Zehnder intensity modulators is drift of the operating 
point. It is caused by pyro-electric, photorefractive and 
photoconductive phenomena that take action simultaneously in 
the LiNbO3 substrate. The movement of the transfer charts due 
to the drift (gray curves in Fig.4) produces bias error and cause 
the modulator performance deterioration. That is why the 
operating point can not be fixed by steady set-up. To achieve 
desired performance of the device the operating point set-up 
must be adjustable and well controlled. 

 
Fig.4 Bias error arise due to the drift 

 
In case of long-period working systems the operating point 

is preferably stabilized with some kind of automatic feedback 
controller. There are lots of various techniques to control the 
operating point [2], [3]. Unfortunately, all the automatic 
feedback control techniques bring some drawbacks and 
limitations. Usually, the operating point is stabilized on 
expense of disturbance of transmitted signal.  The stabilization 
precision and level of disturbance induced by an auxiliary 
signal or signals have to be well balanced and are subjects of 
compromise then. On the other hand, in case of short-period 

working analog optical links (i.e. when the measurement or 
transmission process is expected to be finished within several 
minutes after the set-up), the initial set-up precision seems to 
be more important. The automatic feedback control is not 
necessary then. Alternatively, it can be substituted by a from 
time to time manual adjustment [4]. Nevertheless, the MZM 
operating point adjustment must be adequately swift, effective 
and precise. 

III. METHOD 
In analog optical links the harmonic distortion figure is the 

major criterion for the design evaluation. Naturally, the lowest 
possible harmonic distortion of the link is usually desired. The 
modulator operating point should be set in accordance with 
this requirement.  

Let us suppose the modulator excited by the bias port only. 
Simultaneously, the RF port is left open.  Provided the input 
bias voltage is formed by DC component VDC and superposed 
AC harmonic component with VAC amplitude (2), the equation 
(1) can be rewritten to form (3). 
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The equation (3) can be rearranged by means of formulas 

(4) and (5). 
 

( ) ( ) ( ) ( )∑
∞

=

+=
1

20 2cos2sincos
k

k kyxJxJyx ,      (4) 

( ) ( ) ( )[ ]∑
∞

=
− −=

1
12 12sin2sinsin

k
k ykxJyx ,     (5) 

 
where Jk(x) is a kth order Bessel function. Using the Bessel 

functions the output optical power (3) can be rewritten to 
reveal particular harmonics (6). 
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Similar result can be found in [5] for instance. From the 
equation (6) formulas for computing the amplitude level of 
particular nth harmonic component (7), (8) can be extracted. 
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Presence of higher harmonic components in the spectrum of 

the output optical power reveals level of harmonic distortion. 
Total harmonic distortion is defined as a ratio of sum of higher 
harmonic components Pon to the fundamental Po1 (9). 
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Using the equation (9) the figure of harmonic distortion for 

given operating point set-up (VDC voltage) and amplitude of 
modulating voltage (VAC) can be calculated. 

 

 
Fig.5 The MZM total harmonic distortion as a function of 
bias voltage VDC (amplitude VAC is a curve parameter) 

Particular curves (1..5) in Fig.5 refer to fixed modulating 
voltages VAC ranging from 100 mV up to 1700 mV with 400 
mV steps. In spite of magnitude of VAC the lowest harmonic 
distortion is evidently achieved at quadrature operating point 
VDC = Vπ/2 (see Fig.5) and integral multiples of Vπ/2 (due to 
periodicity of transfer function (1)).  Using (7) and (8) the 
dependency of the particular harmonic components as function 
of DC bias voltage can be depicted as well. The amplitudes of 
the first and second harmonics were depicted in Fig.6. 
 

 
Fig.6 Dependency of 1st (dotted curve) and 2nd (solid curve) 

harmonics on DC bias VDC 
 

The dependency of amplitudes of higher odd harmonics 
would demonstrate the shame shape as the fundamental but 
with higher attenuation. Similarly, all the higher even 
harmonics would copy the shape of the 2nd harmonic 
component but with diminished amplitude. Fig.6 was depicted 
for input optical power Pin = 21.68 mW, the modulator 
insertion loss α = 0.5 and modulating voltage VAC = 500 mV. 

 
Fig.7 The system for the MZM operating point adjustment 

built-up of laboratory instrumentation 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 186



 

 

 
 

Fig.8 Block diagram of the designed bias driver 
 

Magnitude of 2nd harmonic component reaches its minimum 
just at the desired quadrature point. If the quadrature point is 
reached the second harmonic virtually fades out. At the same 
time the total harmonic distortion reaches its minimum as well. 
Moreover, the second harmonic reflects the position of the 
operating point around the quadrature region with an 
extraordinary sensitivity. It brings the possibility to use the 
minimum of the 2nd harmonic component as an indicator of 
proper set-up. The proposed concept can be implemented 
using regular laboratory instrumentation (Fig.7).  

Unfortunately, whole set of special purpose and fine 
laboratory instruments have to be used to build the system for 
operating point set-up. To generate pure enough harmonic 
signal a low THD function generator (AC GEN) is essential. 
DC power supply (DC SUPP) generating the bias voltage must 
be well stabilized and equipped with fine voltage regulation. 
Low frequency bias-tee (BT) must be used to couple DC and 
AC signals in front of the modulator bias input port. At the 
receiving side a trans-impedance amplifier (TIA) have to be 
used to convert the inner PD current to measurable voltage. 
Finally a spectrum analyzer (SA) to discover magnitude of 2nd 
harmonic component is necessary. 

IV. THE BIAS DRIVER DESIGN 
The 2nd harmonic component is the only part of the output 

spectrum that has to be tracked in order to achieve desired 
operating point. That is why, the rather clumsy and over-
equipped concept proposed in Fig.7 can be reduced to single 
circuit based on proper filtration and amplification of input 
and output signals.  The block diagram of proposed bias driver 
is depicted in Fig.8. 

The bias input port of the modulator is excited by manually 
adjustable DC level and superimposed harmonic signal. The 
harmonic signal should have steady amplitude and frequency 
as well. Simultaneously, the inner PD of the MZM detects 
output signal of the modulator. Following circuitry analyses 

presence of 2nd harmonic component in the spectrum of 
detected signal. 

The DC level is generated by a voltage reference (VREF) 
and is manually adjustable by a block equipped with a precise 
10-turns potentiometer (DC Bias). The AC part generates 1 
kHz sinus signal with amplitude of 500 mV. Purity of the AC 
signal and especially absence of the 2nd harmonic component 
is important. That is why there was used method based on 
filtration of square wave signal. The crystal oscillator (XO) 
generates 4.096 MHz digital signal that is divided and shaped 
by a binary 12-stage ripple counter 74HC4040 (DIV). By the 
theory the spectrum of the generated square wave consists of 
odd harmonics only (Fig.9) and the problem of absence of 
second harmonic is resolved spontaneously then. 

 
Fig.9 Spectrum of signal at the output of DIV block 

 
The higher odd harmonics cut-off is done by narrow band-

pass filter BPF1 with center frequency of 1 kHz. Various types 
of filters were tested there. Finally, there was chosen two-stage 
solution of 4th order filter using Butterworth approximation, 
Fig.10. To build-up the filter prototype a low distortion 
LMC6484 operational amplifiers were used. 
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Fig.10 BPF1 filter tuned to 1 kHz 

 
The filter demonstrates sufficient performance on expense 

of two operational amplifiers only. Suppression of more than 
53 dB for 3rd harmonic (the nearest higher harmonic) and 65 
dB for 5th harmonic is guaranteed by the filter (Fig.11). 

 
Fig.11 Frequency response of BPF1 filter tuned to 1 kHz 

 
Spectrum of the AC signal at the output of BPF1 proves 

sufficient purity of the signal. The 3rd harmonic is suppressed 
to 65 dB below the fundamental. The 5th harmonic is 
suppressed to 81 dB below the fundamental. Nevertheless, for 
the needs of application the suppression of 2nd harmonic is 
most important.  The 2nd harmonic is 84 dB below the 
fundamental. 

 
Fig.12 Spectrum of the generated AC signal delivered to the 

bias port input 

 
The signal form BPF1 block is mixed with DC level from 

the DC Bias block by means of summing amplifier Σ1. The 
following stage gives a 180° phase shift to the signal which is 
important for analysis of the signal detected by the inner 
photodiode PD. 

The measuring chain starting with PD up to the deflective 
instrument was designed in order to analyze presence of 2nd 
harmonic in the output spectrum and visualize its magnitude. 
The inner PD of the MZM generates current that is inversely 
proportional to the output optical power of the modulator. This 
signal is converted to the voltage by means of trans-impedance 
amplifier (TIA). Gain of the TIA was experimentally set to -
470 V/mA. The DC level of the TIA output signal is excluded 
by amplifier with integrating feedback (AC couple stage). To 
derive 2nd harmonic from the spectrum there is necessary to 
eliminate fundamental in received spectrum at first. This is 
carried out by summing amplifier Σ2. Due to overall phase 
shift of the received signal the summing amplifier Σ2 works as 
a difference amplifier. At the output of the Σ2 the difference 
between the received AC signal and by the A2 stage attenuated 
exciting signal can be found. Actually, there have to be set-up 
level of attenuation of exciting signal leading to substantial 
decimation of fundamental at the output of Σ2 block. The point 
is clearly indicated by noticeable decrease of deflection of the 
measuring instrument. The signal is amplified by the A3 
amplifier and filtered by BPF2 filter then. The BPF2 stage 
forms a band-pass filter tuned to 2nd harmonic regard to the 
exciting signal. The filter was designed similarly to BPF1 (4th 
order filter using Butterworth approximation implemented by 
LMC6484 operational amplifiers). 

 
Fig.13 Frequency response of BPF2 filter tuned to 2 kHz 
 
After an additional amplification in A4 block the signal is 

detected by a peak detector (Peak) and sent to the deflective 
measuring instrument. 

V. THE DRIVER CONTROL 
Operation of the bias driver is controlled by five front-panel 

elements (two 10-turns potentiometers P1, P2 plus 3 switches 
SW1, SW2, SW3) and single needle indicator only. For set-up 
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regime the SW1 and SW2 have to be in position 1. The 
oscillator generates 1 kHz signal and the indicator measures 
magnitude of 2nd harmonic of PD signal. In case of 
considerable displacement of operating point (the indicator is 
saturated) the SW3 has to be switched to position 1 to allow 
coarse tuning at first. By adjustment of P1 element the 
fundamental rejection in received signal has to be achieved. 
The state is indicated by drop of the deflection of the indicator. 
In the next step the deflection has to be minimized again using 
P2 element. Subsequently, the gain of the A3 amplifier has to 
be increased (SW3 to position 2) to allow fine tuning and both 
of the previous steps should be repeated. Finally, the generator 
should be switched off (SW1 to position 2) to leave the 
adjustment regime and let the modulator bias port to be driven 
by the found DC level only. Simultaneously the indicator is 
automatically switched over to visualize the DC residuum. 

VI. RESULTS 
The designed bias driver was implemented to the FA20 

modulator forming a vital part of the specialized electro-optic 
modulating unit [6]. The operation correctness of the circuit 
was tested and verified by a spectrum analyzer. The modulator 
was excited by thermally stabilized laser source [7] and 
adjusted to the quad-point by the designed bias driver. 
Subsequently, the spectrum of the signal at the BUFF stage 
output (PD Monitor Out) was measured. The measurements 
revealed -100.4 dBV magnitude of 2nd harmonic (i.e. -83.7 dB 
below the fundamental).  By the driver found point is 
represented by minimum in Fig.14. By deliberate displacement 
of DC bias using gradual steps of ±10 mV (P2) the rest of 
dependency depicted in Fig.14 was measured. 

 
Fig.14 Dependency of 2nd harmonic measured at the PD 
Monitor Out in the proximity of detected operating point 

 
The measured values were extracted from spectrums 

measured for particular DC voltages. The measurements of 
spectrums were carried out by means of low-frequency B&K 
PulseTM analyzer working under the following set-up: DC-25.6 
kHz span, 4 Hz step, averaging 200, Hanning window. Fig.14 
proves that the bias driver is able to set-up the quadrature point 
with resolution of several mV. 

VII. CONCLUSION 
The design of the bias driver and its verification confirmed 

the theoretical hypothesis. Harmonics performance of the 
MZM can be used as useful indicator of proper adjustment of 
the modulator operating point. The designed circuit represents 
a compact and effective alternative to rather clumsy and over-
equipped concept based on conventional and costly laboratory 
instrumentation. Moreover, in comparison to the laboratory 
instrumentation based solution the designed bias voltage driver 
allows operative, safe and extremely precise adjustment of the 
operating point at the same time. 
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Abstract — The main purpose of the present investigation is to 

propose a new memristor application in a frequency convertor for a 
radio-receiving set. A modified memristor model with nonlinear ionic 
drift is presented and an appropriate PSpice library element is 
created. Then the present memristor model is used for constructing a 
frequency mixer. For avoiding nonlinear distortions the memristor 
element works in a soft-switching mode. A computer simulation of 
the memristor frequency converter is realized with the use of 
amplitude-modulated testing signal. For producing a voltage needed 
for the operation of the intermediate frequency amplifier a 
heterodyne is also applied in the circuit. The results obtained confirm 
the efficiency of the memristor frequency-converting circuit. 
 

I. INTRODUCTION 
INCE 2008 many investigations of the memristor have 
been realized [1], [2]. The principle of operation and the 

basic phenomena are investigated. On the main property of the 
memristor – memorizing the amount of charge passed through 
it a several applications are presented [3], [4], [5]. A several 
different models are proposed [2], [3], [5]. The lack of data for 
the possibility for applying the memristor in frequency 
converters was a precondition for the present analysis [4]. 

In Section 2 a simple modified memristor model with 
Joglekar window function is presented and an appropriate 
PSpice library element is constructed. The memristor 
frequency converting circuit is synthesized and described in 
Section 3 using the PSpice memristor model mentioned above. 
The analysis of the memristor circuit proposed is presented in 
Section 4. In Section 5 the concluding remarks are given. 

II. CREATION OF A MODIFIED NONLINEAR MEMRISTOR 
MODEL AND A SIMPLE PSPICE LIBRARY ELEMENT 

The structure of the memristor is given in Fig. 1. The length 
of the doped region is w and the length of the element is D [2]. 
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Fig. 1. Structure scheme of the Williams’ memristor 

 
The state variable x is equal to the ratio between the length 

of the doped region w and the length of the memristor D [2]: 
 
                           (1) 
 

The minimal value of the state variable according to [2] and 
[3] could be xmin = 0. This announcement is mathematically 
true when the length of doped region is w = 0. One of the new 
ideas in the present paper is based on physical considerations 
[6], [7]. Really when we apply a voltage in reverse direction 
for a long time then the doped region will shrink but the 
oxygen vacancies will remain in this section. The oxygen 
vacancies are generated in the initial process of electroforming 
of the memristor and they cannot vanish. Because of that the 
length of the doped region can have a very small length but 
this length cannot be zero. So the minimal value of the state 
variable is very near but not equal to zero. The maximal value 
of the state variable is equal to unity. It is physically possible 
because the oxygen vacancies can distribute to the right 
boundary of the memristor. According to this logic we have: 

 The derivative of the state variable x with 
respect to the time t is [3]: 
 

                     (2) 
 

The coefficient η shows the polarity of the memristor and is 
determined as follows: 
 

         (3) 

The quantity x0 ≈ 0.05 is the initial value of the state 
variable before applying the voltage across the memristor. It is 
obvious that the polarity of the memristor is determined in 
accordance to the difference between the present value of the 
state variable and its initial value. The coefficient k is 
dependent on the memristor parameters and it is [2]: 
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                       (4) 
 

The quantity RON = 100 Ω is the resistance of the memristor 
in a fully closed state. The quantity µ = 10-9 m2/(V.s) is the 
average value of the ion mobility. The window function used 
in (2) is [3]: 
 
                 (5) 

The Joglekar window function in the nonlinear ionic drift 
memristor model is used for presenting the nonlinear 
relationship between the velocity of the oxygen vacancies and 
the memristor current. The exponent in present case is p = 1. 
The basic current-voltage relation of the memristor is [2]: 
 

( )[ ]1ON OFFu R x R x i= + −          (6) 

The number ROFF = 16 kΩ is the resistance of the element in 
a fully open state. Follows the approximation used for (6) [2]: 
 
                   (7) 

After expressing the current i from (2) and substituting in 
(6) we obtain the basic differential equation of the 
semiconductor memristor element: 
 

                    (8) 

The solution of (8) with respect to the state variable x is: 
 

              (9) 

It is very important to denote that formula (9) is valid for 
soft-switching mode. Then the state variable x does not reach 
its limit values – . A simple PSpice model is 
created using (6) and (9) [8], [9]. Its circuit is given in Fig. 2. 
 

 
Fig. 2. Modified PSpice memristor model with nonlinear drift 

The basic element in the PSpice model is the nonlinear 
resistor which is obtained by the voltage controlled current 
source G1. Its current-voltage relation is obtained using (6) 
and (9). The limiting element is used for high level signals. 

III. SYNTHESIS OF A MEMRISTOR FREQUENCY CONVERTER 
For creating frequency converter the nonlinearity of the 

memristor element is used [2], [3]. The frequency converter is 
presented in Fig. 3. An amplitude-modulated signal source 
with a frequency of 768 kHz is connected in series with a 
heterodyne with a frequency of 300 kHz [10]. In the circuit 

presented are connected also a memristor element M and a 
parallel resonant circuit containing the elements R, L and C. 
The resonant frequency of the parallel resonant circuit is 
chosen to be equal to the intermediate frequency of the radio 
receiving set and it has a value of 468 kHz. 
 

 
Fig. 3. A memristor frequency converter for intermediate frequency 

IV. ANALYSIS OF THE MEMRISTOR FREQUENCY CONVERTER 
IN OR CAD PSPICE ENVIRONMENT 

A PSpice model of the radio frequency converter is given in 
Fig. 4. It is based on the circuit presented in Fig. 3. The source 
V1 is producing an audio signal with a magnitude of 70 mV 
and a frequency of 10 kHz. The source V2 generates a signal 
with a carrier frequency of 768 kHz and a magnitude of 1 V. 
The modulator in the transmitter is realized with the diode D1 
and the parallel resonant circuit consisting of the elements C1, 
L1 and R1. The time diagram of the amplitude modulated radio 
signal is given in Fig. 5. Its spectrum is given in Fig. 6. It is 
obvious that the spectrum contains the signal with a carrying 
frequency and also side spectral components. The source V3 
represents the heterodyne. Its signal has a frequency of 300 
kHz and a magnitude of 50 mV. This signal is summed with 
the amplitude-modulated signal described above and after that 
the signal mixture obtained is applied to the amplifier E1. 
After amplifying the signal mixture is applied to the circuit 
realized with the memristor element M and the parallel 
resonant circuit containing elements C2, L2 and R2. The 
resonant frequency of the resonant circuit is fixed to be equal 
to the intermediate radio frequency with a value of 468 kHz. 
The time diagram of the amplitude-modulated signal with 
intermediate frequency is presented in Fig. 7. 
 

 
Fig. 4. PSpice model of the memristor frequency converter 
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Fig. 5. Time diagram of the input amplitude-modulated radio signal 

The spectrum of the signal presented in Fig. 7 is given in 
Fig. 8. The spectrum consists of a carrier component, lateral 
components and several additional harmonics with low 
magnitudes. The existence of these higher harmonics is due to 
the non-ideal amplitude-frequency characteristic of the 
respective resonant circuit. The state-flux characteristic of the 
memristor element is given in Fig. 9. It is interesting to denote 
that the state variable almost reaches its upper limit. But the 
state variable does not reach the left limit so the memristor 
element operates in a soft-switching mode. The current-
voltage characteristic of the memristor element for the 
operating mode is presented in Fig. 10. The operating point of 
the memristor element depicts a strange trajectory. 
 

 
Fig. 6. Spectrum structure of the input amplitude-modulated signal 

 

 
Fig. 7. Diagram of the output AM signal with intermediate frequency 
 

 
Fig. 8. Spectrum of the output signal with intermediate frequency 

 

 
Fig. 9. State-flux characteristic of the memristor element 

 

 
Fig. 10. Current-voltage characteristic of the memristor 

One of the reasons for obtaining the bizarre form of the 
current-voltage characteristic is that the mixture of signals 
applied to the input of the memristor mixer has variable in 
time amplitude and frequency. 

V. CONCLUSION 
The results from the PSpice simulation confirm the 

possibility of using the memristor as a nonlinear element in 
frequency convertor circuits. Practically the capacitances of 
the capacitors in the resonant circuits in the input circuit of the 
receiving set and in the heterodyne modify simultaneously, so 
that the intermediate frequency remains constant. 

From the experiments realized it is determined that for 
producing frequency conversion of an amplitude-modulated 
radio-signal with retaining the relations between the 
components in the frequency spectrum the memristor have to 
operate in the soft-switching region of the state-flux 
characteristic. Then we can avoid to some extent the nonlinear 
distortions. 

The computer simulations confirm that the memristor 
element is appropriate for a frequency converting circuits 
when it operates in a soft-switching mode.  

The basic advantages of the memristor frequency convertor 
with respect to the classical diode convertors are the 
possibility for miniaturization of the integrated memristor 
circuits. It is also possible to implement the inductive elements 
as electronic gyrators with capacitive load using the same 
technology.  

A disadvantage of the new circuit proposed is obtaining 
nonlinear distortions due to the operation of the memristor 
element very near to the hard-switching mode. 
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Abstract—The paper is devoted to neural network method of 

intellectual planning of mobile robotic object movement in the 

conditions of uncertainty. An option of using an intellectual planner 

in a trajectory-positional control system in a mobile robotic object is 

described in the paper. Theoretical basics of building a bionic neural 

network planner of movements are given. The results of experimental 

research of the neural network planner of movements in different 

environments are given. 

 

Keywords—Bionic method, neural network planner, intellectual 

algorithm, uncertainty conditions.  

I. INTRODUCTION 

HE task of building control systems for mobile robotic 

objects (MRO) is currently becoming more and more 

topical. MROs have become widely spread in organization of 

rescue and research operations in emergencies, in a military 

area and in deep underwater researches. The human presence 

in a hostile environment is completely removed in all the 

listed scenarios.  

Several main methods for building control systems for 

MRO exist. One of the promising is a method of building a 

trajectory-positional control system [1] – [3]. Control systems 

for MROs, which are built according to this principle, support 

its movement according to the given trajectory in an 

environment with static and dynamic obstacles [4] – [6]. The 

trajectory may be approximated by the pieces of lines, circles, 

ellipses or parabola.  
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This method ensures a high-quality implementation of 

tactical level of control, which leads to rather precise 

following the MROs trajectory while solving different types of 

tasks [7] – [11]. 

However, in order to successfully apply this method, setting 

the trajectory of MROs movement by human operator 

according to data of obstacles positions in object’s functioning 

area is necessary. Unfortunately, such information is often 

unavailable in real tasks. This leads to a necessity of MRO’s 

functioning in conditions of uncertainty. Thus, the task of 

building a system of run-time planning of movement, which 

supports such functioning of an object, is topical. In authors’ 

opinion, exactly applying MRO’s movement intellectual 

planner, which building principles are based on the neural 

network method of intellectual planning, on tactical level of 

control system, allows to successfully solve the task of MRO’s 

movement in an a priori non-formalized environment with 

static and dynamic obstacles. 

II. METHOD 

One of the promising trends of building intellectual 

movement planning systems for MROs is applying bionic 

approach. It consists in technical imitation of biological 

systems, providing “intelligent” behavior in a difficult and, a 

priori, non-formalized environment. This approach is based on 

exposure and usage of biological analogies, in particular on 

using results of neurophysiological and neurocybernetic 

experiments, devoted to studying human and animal neural 

system. At the same time another point is taken into account – 

that direct applying of know neurophysiological data for 

modeling human’s psyche does not yet produce useful results 

due to extreme complexity of simulation object – human 

brain. 

As is well known, human’s psyche is a system property of 

highly evolved matter, manifestations of which on the 

conscious level can’t always be explained by the results of 

subtle neurophysiological experiments. The problems of 

creating artificial intelligence in general and intellectual 

movement planning systems in particular are related to this. 

At the same time it should be considered, that different 

behavioral acts are implemented mostly not on conscious, but 

rather on subconscious level, and are typical not just for 

human brain, but also for a brain of simpler organisms, such as 
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mammals and event insects. It leads to the fact, that the 

creation of intellectual movement planning systems may be 

started from the synthesis of devices, which model not all 

functions of natural highly developed intellect, but only those, 

which are related to performing of purposeful activities and 

supporting intellectual behavior in a natural environment. In 

other words, it is meaningful to start from the modeling of 

reflex behavior not on a difficult psychological level, but on a 

simpler neurophysiological one.  

Let’s analyze a simplified algorithm of functioning of 

control system of MRO with intellectual movement planner 

(IMP). Let’s assume that MRO functions in some environment 

and follows a trajectory, previously defined by operator. At 

this tactical level of control system works. As soon as sensor 

subsystem of MRO sees unknown and previously undefined 

obstacle, IMP is invoked. This planner allows safe bypass of 

an obstacle, until sensor system sees it no more. This planner 

forms values of angle increments to a current movement 

course of MRO, which is automatically exploited by the 

regulator of MRO’s control system.  

After the bypass of the obstacle planner stops functioning 

and control is again fully performed by regulator level of 

control system, returning MRO to the initial trajectory. In 

general the task of intellectual planning may be represented in 

the following way (Fig. 1). 

S

SO

T

MRO

MO OLD PATH

NEW PATH

SO

SO

 
Fig. 1 General problem statement of intellectual movement 

planning of MRO  
 

MRO from the starting position (S) should reach the target 

(T), bypassing static obstacles (SO) and moving obstacles 

(MO) using optimal trajectory (OT). Optimal trajectory may 

be calculated using the following criteria: minimal distance, 

minimal time, minimal expenditure of energy and so on. 

Currently some understanding about the structure and 

functions of neural networks, which serve as the basis even for 

simple behavioral reactions, already exist. In particular, it is 

known that neural networks consist of separate neural cells – 

neurons, which function in parallel in time. This allows neural 

system to compute big amounts of data, which are received 

from multiple receptors, and to form control actions for 

actuating mechanisms in real-time. According to bionic 

approach, neurophysiological data about neural system 

functioning and, primary, data about functional system of 

P.K. Anokhin [12] are used as a theoretical processes model in 

intellectual movement planning systems.  

Taking into consideration that afferent synthesis and 

regulation according to the result are the base of principal 

generality of control on different levels of biological 

organization, it may be assumed that, closing the feedback in 

the simplest homeostatic through the environment, we will 

receive theoretical model of the simplest intellectual 

movement planning system. The implementation of such a 

functional system by an artificial neural network movement 

planning system is shown in Fig. 2. 

 

Environment

Sensor system
Mobile robotic 

object

Neural network Decision block
Onboard control 

system

Bionic planning

 system 

 
Fig. 2 Implementation of function system by a neural network 

movement planning system 

 

As we can see on Fig. 2, afferent synthesis is performed by 

neural network structure of afferent synthesis, decision 

making is performed by a special decision-making structure 

(DMS), and actions are implemented by actuate part of on-

board MRO’s control system. Besides, the structure of MRO 

includes sensor subsystem (SS), which performs receiving and 

conversion of information about environment.  

If at this point MRO has a limited class of tasks, then 

according to the principle of perception selectivity in a 

functional system it is quite enough, that sensors allow to 

detect only obstacles and target and will be able to treat 

environment as a set of sectors of three types: free, forbidden 

and targeted.   

Let’s further assume that sensor subsystem is able not just 

to perceive information about environment, not just to classify 

its’ sectors, but also special connections to the subsystem of 

afferent synthesis, with which a one-to-one mapping between 

sections of environment and state-driven elements of neural 

network of afferent synthesis is performed. Since sensor 

subsystem is stiffly tied to the body of MRO, it is only natural 

to assume that origin of coordinated environment model, 

which is displayed in SAS, is also tied to the body of MRO. 

Thus, using listed concepts, it is possible to formulate 

neural network bionic method for intellectual movement 

planning of MRO [13] – [16]. 

The idea of the method consists in the following. During the 

process of active interaction with a priori non-formalized 

environment, the plan of an environment, which is formed in 

sensor subsystems and reflects relative positions of target, 

obstacles and MRO, is reproduced periodically, before each 

movement step of MRO, in a neural network, consisting of 
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artificial neurons. Then the gradient of functional is searched 

in neural network. This gradient determines a set of possible 

trajectories for reaching the target. 

Then the element of the trajectory is formed and exploited. 

This element is directed along the anti-gradient of the 

functional, defined in neural network. The difference of the 

method under inspection is that the trajectory is formed not by 

sequential deleting of unsuccessful heuristics, but by physical 

modeling of afferent synthesis process on a neural network. 

 The information about the position of the target and 

obstacles relative to MRO and to each other may be 

interpreted as environmental afferentation, and the fact of 

catching the target by the sensor subsystem or setting this 

target on environment’s plan by any other means, for example 

by human operator through communication channel, may 

serve as a model of launch afferentation. At this it is important 

that fixing a program step of the future action is directly 

connected with its implementation and is performed not in the 

environment’s plan, but in the states of MRO itself. In this 

approach the plan of functioning and the environment, so to 

speak, merge. At this rather high performance of neural 

network allows to efficiently consider changes in an 

environment, which happen at much greater rates.  

According to bionic method of intellectual movement 

planning let’s build a system of afferent synthesis (SAS), 

basing on a neural network, reflecting the space of MRO’s 

functioning. At this we will use the fact, that this work space 

is a plane S, which includes free and forbidden for passage 

sectors, and also a sector, which represents target. Let’s use a 

representation of a model of this space as a planar regular 

graph G(Q, F), where Q is a set of vertices qj, which represent 

discrete sectors ∆Sj, F is a set of branches, which connect 

these vertices. Let each vertex qj in G(Q, F) correspond to a 

neural-like processor element  NEj. Let’s also connect separate 

elements with informational bonds as branches of the graph 

are connected.  

This way we get a neural network, which architecture for 

the case of dividing environment to squares has a form, 

represented in Fig. 3. 

 

NEj

1 2
38

6 5
47

 
Fig. 3 Neural network for an environment, divided into 

squares 

It may be concluded from bionic method of intellectual 

movement planning of MRO that in order to reproduce this 

method in this neural network it is necessary, that each neural 

element performs the following operations. 

1. If element NEj represents a free sector in environment, 

then it should carry the driving signal between its neighboring 

elements on different size.  

2. If element NEj represents an occupied sector in the 

environment, it should block the driving signal transmission 

from the neighboring elements.  

3. If element NEj represents the sector in the environment, 

where the target resides, it should generate driving signals, 

which can be carried through other, non-blocked elements.  

Element NE0 is selected, because in any given moment of 

discrete time ti it represents the sector of environment, where 

MRO resides. That is why it should perform the functions of 

decision-making subsystem, i.e. should be able to determine 

and fix the directions of the first driving signal. 

It is easy to see, that formal neurons may be used as 

processor elements, implementing functions of the neural 

network described above. These neurons have unit-driving 

input and unit-threshold, and also two inhibitory inputs, 

receiving signals Pj and d.    

Conventional graphical representation of such formal 

neuron is in Fig. 4 (a). 
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Fig. 4 Conventional graphical representation of formal neuron 

 

Fig. 4 (b) shows the connection between inputs and outputs 

of formal neuron (FN) when it is used as processor element 

NEj. Connecting NEj according to scheme (Fig. 3), we get 

neural network, which models afferent synthesis (inputs, 

which represent targets Ti, obstacles Oi and signal d, are not 

shown in this net). 

It is interesting that the functions of special processor 

element NE0 may also be implemented by using a group of n 

formal neurons, united into an ensemble, which is shown in 

Fig. 5. 

As can be seen in this figure, every NEj (j = 1,2,...,n) is 

connected to other neurons of ensemble. These neurons forbid 

lateral (side) connections. It allows such an ensemble to 

implement function of decision-making structure, i.e. detect 

and fix which formal neuron is driven by the signal before 

others. 
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Fig. 5 Neural ensemble, implementing element NE0 

 

Indeed, in the default state when the signal d=1 is fed to the 

afferent synthesis net, inputs yj(ti) are fed with zero signals. 

Since thresholds of all NE in ensemble are defaulted to n, all 

outputs Zj(ti) will also have zero value. Zero signals from 

outputs Zj(ti) in the inversed format are fed to correspondent 

inputs of NE and drive them. That is why all NE in ensemble 

hit the state, in which every first j input unit signal yj(ti) drives 

output NE and, being received from output to forbidding 

inputs of other NE in ensemble, will inhibit them. That is why 

other input signals y(ti) from other NE will not drive them. 

Thus, SAS and DMS may indeed be implement on the basis 

of formal neurons. 

By uniting formal neurons of environment model 

subsystem, systems of afferent synthesis and decision-making 

systems, we get neural network module, which handles the 

task of intellectual movement planning of MRO in a priory 

non-formalized environment. Its structure is shown in Fig. 6. 
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Fig. 6 Neural network implementation of movement planning 

module  

 

It can be seen in the picture, that information about 

environment is perceived by receptors of sensor subsystem of 

MRO and then is sent to the outputs of correspondent FN of 

the subsystem of forming environment model (SFEM). 

Information about the target and obstacles in the form of 

signal sets Tj  {0,1} and Oj  {0,1}   from outputs of this 

subsystem is sent to correspondent inputs of processor 

elements of system of afferent synthesis SAS. 

Elements of SAS implemented by FN are connected as 

shown in Fig. 3. FN outputs of the rightest range of SAS are 

connected not only to other neurons in the structure, but also 

to driving inputs of DMS’s formal neurons. DMS output 

signals are sent to inputs of actuator subsystem of MRO via 

on-board control system, which supports MRO’s movement in 

the environment and forms feedback signal d. 

Neural network module functions in the following way. 

After completing MRO’s movement step in the environment, 

actuator subsystem (AS) of MRO forms short signal d=1, 

which inhibits all driving signals of all FNs in SAS. 

Information about target’s and obstacles’ position is sent 

from SFEM to processor elements of non-driven SAS. Formal 

neurons, correspondent to busy sectors of ∆Sj in environment, 

are blocked and FN, defining targeting sector, is driven by 

input signal T=1. This FN becomes the source for driving 

SAS. Unit signals from its output are spread in SAS only 

through open FN and this way reflect all possible trajectories, 

leading from target to DMS, i.e. ensemble, which models 

MRO’s position in environment. 

It is obvious that the signal coming with the shortest path 

will reach DMS earlier, than the others. DMS fixes on its 

output the direction of necessary movement, recalculating it to 

angle increments. Thus the new trajectory element is formed, 

which is sent then to control system of MRO. Actuator system 

of MRO performs defined element of trajectory.  

After the movement step the position in the environment 

relatively to obstacles and target will change. But the 

information from the output of SFEM again will be sent to 

SAS. It will initiate all listed actions once more. They will be 

performed in a loop until MRO reaches the target. 

At the same time we should take into consideration the fact 

that reaching the target and optimality of MRO depend a lot 

on the characteristics of environment and configuration, 

representing it for SAS. In particular, due to fixed connection 

of SS with the body of MRO, it is more reasonable to use not 

rectangular, but polar (radial) coordinate system, and to build 

SAS accordingly (Fig. 7). 
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Fig. 7 DMS position 

 

One-to-one correlation between the parts between sectors 

∆Sj in such model and processor elements of the correspondent 

neural network (NN) is shown in Fig. 7. It should be noted 

that radial-concentric architecture of NN has several 

advantages in comparison to orthogonal option. 

First of all, such NN allows to reflect environment with a 
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variable step of its discretization, i.e. sectors close to MRO’s 

body may be of small size and distant sectors will have 

considerably bigger sizes and will be modeled with lesser 

precision. It is well-correlated with the possibilities of known 

sensor systems, for example ultrasonic sonars, which 

resolution decreases with the increase of distance. It is 

important that it allows to considerably reduce the number of 

NN processor elements without the decrease in the precision 

of modeling in the direct closeness to MRO. In turn, reducing 

the number of processors leads to reducing the size of radial-

concentric neural network in comparison to equivalent 

orthogonal structure, increasing its reliability and reducing 

required power, which is very important for on-board systems. 

Radial-concentric configuration of NN has one more 

advantage: its usage leads to lesser movement planning error 

of MRO in comparison to orthogonal configuration. 

The targeted object is not physical in many tasks and can’t 

be detected by sensor system, but rather is just a direction or 

some check point with the given coordinates. In this case extra 

layer of neural elements is added to neural network. Imaginary 

targeted object is then projected to this layer (Fig. 8 a). At this 

the process of decision-making and forming an angle of 

deviation from current trajectory during sending command to 

on-board control system of MRO is shown in Fig. 8 b. 

The structure of neural network with the decision-making 

net for 3D case is shown in Fig. 9. 

 

 

       (a)                     (b) 

Fig. 8 Neural network with extra layer and decision-making 

block 
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Fig. 9 Complete archtitecture of neural network of afferent 

synthesis and decision-making for the case of 3D environment 

III. EXPERIMENTS AND RESULTS 

Described neural network bionic method for building 

intellectual movement planner of MRO was researched on the 

basis of several robotic platforms [18] – [20] and showed high 

results in performance and precision (Fig. 10, Fig. 11). 

 
Fig. 10 Researching the neural network movement planner of 

MRO on the basis of Hemisson robotic platform  

 

 
Fig. 11 Researching the neural network movement planner of 

MRO on the basis of independently self-developed  robotic 

platform 
 

During the experiments the main task for MRO was 

reaching target sector with autonomus movement of the object 

from the starting point, bypassing detected obstacles. The 

targeted sector (object) was visible for sensor subsystem of 

MRO and was represented by color or light marker. Obstacles 

were represented by planar rectangules of dark color. 

In order to test neural network bionic method of planning 

on a wider range of tasks, special complex of virtual 

modelling NAME was developed [17]. This complex allows to 

model neural network planner both in artificially created 

simplified environments (Fig. 12, Fig. 13) and environments, 

which are relatively closer to real ones (Fig. 14 - Fig. 17), 

where 1 is a model of MRO; 2 is a model of sensor subsystem 

(camera); 3 – model of environment; 4 – targeted object; 5 – 

obstacles; 6 – picture from a virtual camera: 7 – model of 

environment, adapted for neural network. 
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Fig. 12 Simplified environment in a form of a labirynth 

 

 

 
Fig. 13 Simplified environment with partially passable sectors 

 

The main advantage of the offered neural network 

movement planner of MRO is its invariance relative to 

environment of functioning. The researches were held for 

overwater environment (Fig. 14), underwater environment 

(Fig. 15), land environment (Fig. 16) and aerial environment 

(Fig. 17).  

During these researches appropriate sensor subsystems were 

selected. According to the selected subsystem different 

methods of modeling environment were adopted. 

In Fig. 14 model of MRO in the form of autonomous boat is 

shown. It is functioning in the conditions of complex relief 

with artificial obstacles [21][20] – [23].  

In Fig. 15 model of MRO in the form of autonomous 

unmanned underwater apparatus (AUUA) [24] is shown. It is 

functioning in the conditions of complex bottom relief with 

artificial obstacles,  

where 1 – model of MRO in the form of AUUA; 2 – model 

of sensor subsystem of MRO (sonar); 3 – landscape; 4 – mine-

obstacle; 5 – barrel-obstacle; 6 – current targeted object; 7 – 

zero point of scene coordinates. 

 
Fig. 14 Model of MRO in overwater environment 

 

 
Fig. 15 MRO model in underwater environment 

 

 
Fig. 16 MRO model in land environment 

 

In Fig. 16 model of MRO in the form of autonomous 

wheeled robot is shown. It is functioning in the conditions of 

complex relief with artificial obstacles, where 1 – model of 

MRO; 2 – artificial obstacle; 3 – natural obstacle (ravine); 4 – 

targeted object; 5 – sensor model of the type “facet eye”; 6 – 

sensor model of the type “laser range finder”; 7 – model of 

environment adopted for neural network. 
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Fig. 17 MRO model in aerial environment 

 

In Fig. 17 model of MRO in the form of autonomous 

aircraft is shown. It functions in the city conditions with 

artificial obstacles in the form of buildings. 

IV. CONCLUSION 

Applying bionic approach for building intellectual system 

of movement planning of MRO, based on neural network of 

formal-logical type, allows to provide MRO’s functioning in a 

difficult, a priori non-formalized environment, without the 

necessity of preliminary detailed checking of a region and 

robot’s functioning environment. Also applying neural 

network planner provides safe functioning of MRO in an 

environment with both static and moving obstacles. The 

results of experimental researches of neural network 

movement planner allow to use it as a subsystem on tactical 

level of planning for trajectory-position control system of 

MRO. 
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Abstract— Article deals with the description of an 

automatic rehabilitation devices, which one part is focuses on 
the field of machine vision and second one on motion control 
of an industrial robot utilizing for the patient rehabilitation 
activities. And their subsequent implementation into the 
control software. For the control of autonomous movement 
and navigate an industrial robot we need to solve a number of 
significant tasks (load change, direction, speed and trajectory 
of movement, object detection, exact position, safety circuit, 
etc.). Another part is Hardware and Software Support of 
navigation an industrial robot for rehabilitation activities and 
other systems to detect the object, determining the correct 
position and robot control, without it wouldn’t be possible to 
create control applications using machine vision. 
 

I. INTRODUCTION 
utomated rehabilitation devices as a whole has the task 
make easier, more efficient and in some cases may even 

completely replace the work of rehabilitation workers. With 
the increase in human population at retirement age is 
continuously increasing the number of patients. One solution 
to this situation is the automated rehabilitation devices, to 
facilitate the work of rehabilitation therapist, or eventually 
replace them altogether. Automated rehabilitation devices has 
the task to use the latest knowledge in the field of the 
automation, robotics and actual rehabilitation activities. 

II. THE BASIC STRUCTURE OF THE REHABILITATION SYSTEM 
The basic structure of the rehabilitation system consists of a 

pointing device, which is a robot. Rehabilitation of a patient is 
provided by robot by executing the movement of the upper 
limb according to the desired task exercises. Rehabilitation is 
done either passively or actively. Passive rehabilitation is done 
in the case that the patient has impaired motor function so that 
it is not able to spontaneously move with the upper limb. In 
this case, the robot moves with the hand of a patient who does 
not expend almost no energy to carry out a training exercise. 
Active Rehabilitation is the case if the patient is already at a 
stage that can move an arm, at least to some extent. Then his 
robot, depending on the patient's ability to perform certain 

 
 

movements helps guidance, or delivering the necessary power 
to achieve target point movement ie before moving from one 
(starting) position to the second (final) position. For this type 
of active rehabilitation is specially designed device called. 
active mechanical effector. It is a device through which the 
patient has the fixed arm to the end point of robot. This 
effector is equipped with a scanning device that records the 
movement of the patient hand. Robot moves along the limb of 
the patient and, if deviation from the specified direction of 
movement the robot hits and corrected the movement. Robot 
helps the patient even if they do not own "power" to achieve a 
defined objective. The system is also equipped with a camera 
system that consists of a web camera and cognitive 
application. The role of cognitive application is monitoring the 
course of rehabilitation and its partial control and evaluation. 
Rehabilitation exercise consists in collecting objects in space. 
Grasping each subject by the patient is monitored by a camera 
and guided the help of robot. Current position will be 
determined on the basis of cognitive applications according to 
the position of the object. 

 

 
Fig. 3 Scheme of connection 

III. CONTROL APPLICATION 
The control system application for an automated 

rehabilitation device based on industrial robot using machine 
vision. It is a way to control the robot using machine vision, 
which is to control the robot using an external application. 

Control software will consist of two basic parts: 
a) of processes of image processing such as recognition, 

Automatic rehabilitation device based on robot 
and machine vision 
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detection of object and the following processes associated with 
b) the processes connected with the control of pointing 

device and his movement. 
The control application is developed in C # programming 

language. To recognition is used graphics library Aforge.net. 
Using it is possible to recognize individual objects by color. In 
real time you can change the color palette, and track objects 
under them. For the image sensing is used commercially 
available webcam LifeCam HD-6000 (fig.2). It is capable of 
working in high definition 720p (HD). For simple tasks of 
recognizing and determining the position may suit their 
functional parameters (Sensor: CMOS Video: 1280 x 720 
pixels, frequency: 30 frames / second, auto focus). Another 
advantage is that it has a USB (Universal Serial Bus) interface, 
which is readily available and driver installation is simple. 
Using a camera we obtain information about the location of 
objects, whitch patient should to grab and also we can track 
the movement of the patient. To verify the accuracy of the 
position in which the robot is we can get this information 
directly from the control unit. 

 
Fig. 2 webcam LifeCam HD-6000[8] 

 
The second part of the control applications, was created to 
control the movement of the robot. For software testing was 
used industrial manipulator Mitsubishi RV-2AJ (Fig. 3). The 
robot weighs 17 kg, has 5 degrees of freedom and is capable 
of working radius of 410 mm effectively manipulate weights 
up to 2 kg. Top speed handling is 2153 mm / s and a 
positioning accuracy of + / - 0.02 mm. Programming of the 
robot control unit is based on a 64-bit processor. For 
communication PC with the robot controller is used standard 
interface RS-232C. Controlling the robot is based on sending 
the internal commands for managing and checking the control 
unit of robot and commands to control the robot for a 
particular programming language. Software solution used for 
communication MELFA BASIC language and therefore it is 
possible to use the same control program for other types of 
robots and other applications where it is necessary to 
externally regulate industrial robots. Robot motion is ensured 
by sending individual commands. To obtain information about 
the current state of the robot is sent the request in repeated 
intervals. In figure 3 is a sample of application to control the 
robot with external recognition, by which we can control its 
movement.  

 
 

Fig. 3 Mitsubishi RV-2AJ Robot [9] 
 
Fig. 4 Application to control industrial robot using image 

recognition 

IV. ACTIVE MECHANICAL EFFECTOR 
The robot is only move when the commands are sending to 

the control unit. Otherwise, it is static and it is impossible to 
move with it. Hand of the patient is fixed to the end point of 
the robot. Therefore, to achieve an active rehabilitation needs, 
but also to any other manipulation, control the movement of 
the robot in dependence on the movement of the patient. 
Otherwise it was not possible to make any movement. In some 
special cases, it may merely be an indication of movement. It 
is necessary to monitor the speed and direction of movement, 
in which the patient is moved so that it can be copied. 

Active mechanical effector whose scheme is shown in 
Figure 5, is formed by mechanical transmission and scanner 
electronics, which the robot is able to replicate patient motion. 
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It works on the principle of joystick control If the patient 
moves the hand moves the joystick in the same direction. Then 
effector control unit detects moving the joystick, evaluate the 
direction and range of motion and sends this information to 
control applications on a PC. Control application then sends a 
command to the robot controller for robot motion in specific 
axes, in which the movement was recorded. The command to 
move is sent repeatedly until it reached the zero position of the 
joystick. This enables copying of patient motion. 

If the patient is unable to achieve the desired goal, the robot 
can reach the guidance movement. Then control application 
does not take into takes into consideration the location 
information of the joystick, but is governed by the co-ordinates 
in the planned trajectory. Sends the command to move the 
robot until it returns to the tolerance interval field coordinates 
of the nearest point of the trajectory. This cycle is repeated 
until the patient reaches the specified target. In figure 6 is the 
control unit of the active mechanical effector which 
communicates with a PC. 

 
Fig.5 Scheme of active mechanical effector 

 

 
Fig. 6 controller for active mechanical effector 

V. CONCLUSION 
Article deals with the use of a robot and machine vision 

rehabilitation. Describes the system structure for automated 
rehabilitation device and its basic parts such as image 
processing and motion control of the robot. The first part is a 
camera system, which consists of a web camera and 
recognition application that image processing using graphics 
library Aforge.net. The second part is intended for external 

control of the robot, which provides the movement of a 
pointing device. 

The next step in solution this task which strongly 
emphasizes is the draft security warning circuit, design of the 
algorithm for generating motion trajectories and other tasks 
with which we can achieve an autonomous rehabilitation 
device. 
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Abstract— In this study, a new design technique for high-Q current-
mode bandpass filter using non-inverting lossy integrator 
 is presented. The proposed new CMOS bandpass filter is designed 
by this new method. The most important advantage of the method 
uses only non-inverting lossy integrator structure for designing 
bandpass filters. MOSFETs square-law based non-inverting lossy 
integrator structure is used for realizing CMOS bandpass filter. At 
the same time, the proposed CMOS bandpass filter is a companding 
filter, since companding CMOS non-inverting lossy integrators are 
employed for realizing the filter circuit. The designed filter has a very 
simple structure, since it uses only MOSFETs and two grounded 
capacitors. All transistor aspect ratios (W/L)s are of the same value 
except for three transistors. The center frequency, the quality factor, 
and gain of the filter can be adjusted electronically. High-order 
bandpass filters can be designed using this method  due to ability to   
tune all parameters. The bandpass is tunable in the center frequency 
range from 1Hz to 150MHz, with a Q quality factor that can be 
tuned from  to 100 , )60( dBDR >  dynamic range with THD 
(%)<2 total harmonic distortion, and operated with a single supply 
voltage of 2.5V. The proposed filter can be applied for low 
voltage/power applications because of companding circuit. The 
designed circuit has been simulated in PSPICE using TSMC 0.35 μm 
CMOS process parameters. 

 
Keywords—current-mode circuits, CMOS, bandpass filter, 

companding circuit, non-inverting lossy integrator, electronically 
tunable.  

I. INTRODUCTION 
HE current-mode filters have been receiving considerable 
attention due to their potential advantages such as 

inherently wide bandwidth, higher slew rate, wider dynamic 
range, simple configuration, high frequency operation, low 
voltage operation, and low power consumption [1-4]. An 
important number of elementary mathematical functions can 
be obtained easier from current signals rather than from 
voltage. Mathematical operations of adding, subtracting or 
multiplying signals represented by currents are simpler to 
perform than when they are represented by voltages. For this 
reason, integrated current-mode system realizations are closer 
to the transistor level than the conventional voltage-mode 
realizations and therefore simpler circuits and systems should 
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result [1-6]. On the other hand the high order filters can be 
implemented by using two or more filter blocks in cascade. 
Many techniques have been proposed in the literature to 
design the bandpass filter. 

The block diagram consisting of lossless and lossy 
integrators and feedback is commonly used to realize filter 
circuits by designers [7-13]. The novelty of this study is an 
application of block diagram based on first-order lowpass or 
only non-inverting lossy integrator block method to realize 
high-Q, second-order current-mode bandpass responses. The 
proposed filter has advantages with respect to other filter 
structures that minimum components are used to realize a filter 
function. Then, the feedback is applied to the filter through the 
filter structure, in order to obtain high quality factor values 
than 1/2. The quality factor of second-order bandpass filter can 
be increased by using a feedback circuit that is provides a 
current gain. The input and output signals are currents, and 
proposed filter can be described completely in terms of 
current-mode. It has very simple structure, and can give 
bandpass responses for a single input. For high-Q filter design, 
the new approach design method  can be widely used due to its 
simple structure and tunable capability. Also, the filter circuit 
is very simple, can readily  be  integrated, are suitable for 
high-frequency applications, and can operate with a power 
supply as low  as 2.5 V.   

Up to now, several second-order bandpass filters have been 
presented in the literature [14-20]. In this study, the proposed 
filter has advantages with respect to other bandpass filters that 
only transistors and grounded capacitors are required to realize 
the filter circuit. It provides large dynamic range and lower 
total harmonic distortion. It has a high-Q and the center 
frequency of the filter can be electronically tuned by changing 
external current. The quality factor, and gain can be adjusted. 
It is suitable for low voltage/power applications.  
 In Section II, the new design method is presented. The 
proposed of the bandpass filter is discussed in Section III. 
Simulation results are presented in Section IV. 

II. THE PROPOSED HIGH-Q CMOS BANDPASS TUNABLE FILTER 
The proposed second-order CMOS bandpass filter is 

realized by a block diagram. The block-diagram realization 
can be obtained by combining the non-inverting lossy 
integrator blocks, k  gain block with the three arithmetic 
blocks as shown in Fig. 1 [12], [13]. The arithmetic block 
represents a node where the currents are being summed or 
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substracted depending on the direction of current flow at that 
node [12], [13]. Then, the feedback is applied to the filter 
through the current amplifier circuit, in order to obtain high 
quality factor values than 1/2. The quality factor of second 
order bandpass filter can be increased by using a feedback 
circuit that is provides a current gain [12], [20]. 
 

 
 

Fig.1. Block diagram of current-mode bandpass filter. 
 
 The second-order bandpass filter transfer function can be 
written from Fig. 1 as follows, 
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where A  is gain, 0ω  is the center frequency and )2/(1 kQ −=  
is quality factor of the filter. 
 The realization of the proposed filter in Fig. 1 will be 
achieved by employing the topology of non-inverting lossy 
integrator, which is  given in Fig. 2. The non-inverting lossy 
integrator was proposed by Mulder [21-23]: 
 

 
Fig.2. The non-inverting lossy integrator. 

 
 The square-law characteristic of an MOS transistor is    

 20 )(
2 thGS

ox
DS VV

L
WCI −=

µ                                          (2) 

 
where LWCox /0µβ = ,  IDS, VGS, and Vth  are the device 
transconductance parameter,  the drain source current, the 
gate-to-source voltage and the threshold voltage, respectively. 
Small-signal transconductance gm of the MOS transistor in the 
strong inversion region, given by [21]:  
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From Fig.2, the KCL, and KVL equations can be written [21], 
[23]: 
  
 CAPdcinDS IIII −+=1                                                   (4)
 dcoutDS III +=2                                                           (5)
 21 GSGSCAP VVV ==                                                       (6) 
 
The capacitor current can be given by 
 
  2GSCAPCAP VCVCI  ==                                                 (7) 
 
The output current is the drain current of a M2 transistor and 
derivative of the output current is     
 
 222 )( GSthGSoutDS VVVII  −== β                                    (8) 
 
combining (4) with (8) and we obtain  
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When the amplitude of inI  is small with respect to Idc, the 
transconductance gm of the output transistor is approximately 
constant [21]. Therefore, the relation between the capacitor 
voltage and the output current outI  is almost linear. The 
transfer function of the filter core can be described by a linear 
differential equation [21]:     
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Using the Laplace transform, the topology in Fig. 2 is a non-
inverting lossy integrator with the following transfer function: 
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which represents the transfer function of lowpass filter or non-
inverting lossy integrator.  

The cut-off frequency of the integrator: 
C

Idcβ
ω

2
0 =  

The realization of the CMOS bandpass filter circuit using 
Fig.1 and Fig.2 is shown in Fig. 3.  
 
The proposed filter parameters, 0ω , A , Q  were obtained from 
Fig.1, Fig. 2, and Fig.3 as follows, 
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The center frequency of filter: 
C

Idcβ
ω

2
0 =  , 

The gain of filter: A ,  

The quality factor of filter: )2/(1 kQ −=  

III. SIMULATION RESULTS 
If you are using Word, use either the Microsoft Equation 

Editor or the MathType add-on (http://www.mathtype.com) for 
equations in your paper (Insert | Object | Create New | 
Microsoft Equation or MathType Equation). “Float over text” 
should not be selected.  
The proposed filter was simulated by using TSMC 0.35 μm 
Level 3 CMOS process parameters. The transistors M1-M22, 
M25 aspect ratios are: (W/L)n=(W/L)p=6μ/1μ, and the 
transistors M23, M24 and M26 aspect ratios depend on quality 
factor and gain. The circuit parameters are chosen as; 
VDD=2.5V, Idc=80μA, C=5pF. The natural frequency of the 
filter is f0≈10MHz, Quality Factor of filter is 1=Q , and gain 
is 1=A . The gain response of the bandpass filter is shown in 
Fig. 4. The phase response of the bandpass is shown in Fig. 5. 
          

 
Fig.3.  High-Q CMOS Bandpass Tunable Filter 
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Fig.4. The gain response of the proposed filter. 
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Fig.5. The phase response of the proposed filter. 

 
The center frequency was observed by changing the external 
current Idc as shown in Fig. 6. For this property, the external 
currents were changed from uA1 to uA80 and the filter center 
frequency was tuned from MHz2.1  to MHz10 . Q-tuning 
characteristics were observed by changing the external 
current as shown in Fig. 7. For this purpose, k was changed 
with varying the values and the Q was tuned from 1  to 100 . 
The gain A tuning values can be controlled by changing M26 
aspect ratios. 
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Fig.6. The tuning center frequency of the filter by changing the external 

current Idc 
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Fig.7. Q-tuning characteristics of the filter by changing k. 

 
 Fig.8 depicts center frequency of the filter as function of 
control Idc for six different  integrable capacitor values 0.1pF, 
1pF, 10pF,100pF, 1nF and 10nF. The filter can be controlled 
over a very wide frequency range of 1Hz to 150MHz. 
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Fig.8. Simulated center frequency as a function of control dcI  for six 

different capacitor values. 
 
 The output signal’s THD (Total harmonic distortion (%)) 
was measured with different input current value. The filter was 
set to MHz10 center frequency with uAIdc 80= and the input 
frequency was also set to the same value. Then, a sinusoidal 
signal was applied to the filter with different input currents, 

uA1.0 , uA1 , uA5 , uA10 , uA20 , uA40 and uA100 . The results 
of total harmonic distortion THD (%)<2. At the same time, the 
proposed filter provides large dynamic range )60( dBDR > . 
The performances and properties of the proposed filter are 
summarized in Table I. The design is based on block diagram 
and non-inverting lossy integrator. Tolerable differences are 
observed that realization of this filter in simulation has 
provided. 
 
 
 

TABLE 1.PERFORMANCES AND PROPERTIES OF THE PROPOSED FILTER 
 Proposed Filter 

Synthesis method Non-inverting lossy 
integrator 

Responses Bandpass 

Center frequency Tunable 

Gain Tunable 

Quality factor Tunable 

Supply voltage 2.5 V 

Configuration CMOS 

THD (%) <2 

Dynamic range >60 dB 

Total power dissipation <1 mW 

 

IV. CONCLUSIONS 
In this work, a new current-mode CMOS bandpass filter 

structure is presented. A systematic synthesis procedure to 
derive the filter circuit is also given. PSPICE simulations are 
provided to confirm the theoretical analysis. The proposed 
filter has the following advantages: i) based CMOS and 
current-mode, ii) has a very simple structure, and employs 
only MOSFETs and capacitors, iii) provides high-Q bandpass 
responses simultaneously for a single input signal, iv) 
suitable for low voltage/power applications, v) can be 
electronically tuned, vi) has a wide bandwidth, vii) suitable 
for VLSI (very large-scale integration) technologies.    
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Abstract—The existence and implementation of wireless 

technology within the medical area and its clinical application do not 
only improve the quality of the patients life, but also the efficiency of 
medical staff. This paper proposes a state-of-the-art and low cost 
remote positioning control unit. A new concept of the remote control 
was designed and after implementation in its medical target 
equipment tested. With this proposed idea, the Transesophageal 
Echocardiography (TEE) is able to be controlled remotely. The TEE 
movements and position were adjusted using wireless technology, 
Radio Frequency (RF). It is possible to monitor Patients’ condition 
from a room, which is separated from the surgical theater. 
Furthermore, it is shown that the developed system enables 
archieving data collected during real-time remote monitoring. 
 

 

Keywords—Transesophageal Echogardiography, remote control, 
radio frequency, clinical application.  

I. INTRODUCTION 
RANSESOPHAGEAL echocardiography or TEE, is an 
alternative procedure for further cardiac examination like 

transthoracic echocardiogram. It is used to evaluate, diagnose 
the cardiac condition and to monitor patients during the peri–
operative period of cardiac surgeries as well as 
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hemodynamically unstable patients [1]. The cardiac data 
provided by the TEE provide clearer images compared to 
Transthoracic Echocardiography (TTE) data and are also less 
affected by interference originating from ribs, lungs and 

 

Fig.1 conventional TEE probe used for surgical procedures 
 

subcutaneous tissue. The low degree of invasiveness of TEE 
and its capability to visualize and assimilate the dynamic 
information are helpful in changing the course of patient 
management [2]. As for TEE, there is a specialized probe, of 
an approximately one meter long flexible instrument, 
containing an ultrasound transducer at the tip which is passed 
into the esophagus of patients. Fig. 1 shows the physical of the 
TEE probe. The cardiac images are obtained by manually 
adjusting the transducer tip. The transducer at the tip of the 
probe is usually positioned within the esophagus right before 
the stomach and directly behind the heart.  
 The tip is rotated and moved towards some specific angles 
and directions in order to acquire images of the heart at several 
different coordinates. The position and orientation of the TEE 
probe can be altered by several standard manipulations, for 
example, advancement into or withdrawal from the esophagus, 
turning rightward or leftward, rotating forward or backward, 
and anteflex or retroflex [3]-[5]. These maneuvers have to be 
adjusted manually by turning the probe shaft and adjusting the 
knobs as well as electronic switch of the probe control unit 
using both hands simultaneously. The need of this manual 
probe adjustment to any specific position will therefore create 
an uncomfortable condition during diagnosis and surgery 
monitoring. Furthermore it is important to acquire precise 
coordinates of the probe position [6].  It is often inconvenient 
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for the sonographer to operate the control unit of the 
ultrasound maschine while performing the TEE procedure [7]. 
 The aim of developing this remote positioning control unit 
is to remote control and adjust position as well as orientation 
of the TEE probe tip towards specific angles and directions via 
RF wireless technology. This is used in order to acquire 
cardiac images. This system will eventually help doctors or 
surgeons to remotely monitor the condition of cardiac patients. 
RF was used here due to its low cost attitude. The application 
of TEE within clinical procedures can be traced back for more 
than a decade. It was first applied in 1976, where the 
instrument was a rigid, mechanical sector, a scanning device 
that may cause discomfort during intubation [8]–[10].  
 TEE was then improved with the application of phased array 
technology [11]. Later, TEE has been improved by using an 
electrically powered motor that was coupled to the flexible 
endoscope shaft as well as to the articulation section including 
the probe [12], [13]. The application of the motor to the shaft 
was used in order to minimize overtorque situations, whereas 
the articulation section was used for the locking mechanism in 
a given bent position of the probe. 

In this study, a state-of-the-art remote positioning control 
unit forseen to adjust the position of the TEE probe tip via RF 
wireless technology is presented. In section II, the proposed 
hardware is explained. Section III presents the software 
architecture, and the last section presents the discussion and 
conclusion.  

II. PROPOSED HARDWARE SYSTEM 

A. Proposed System 
The proposed system acquires a position command or any 

position signal data from a particular source. Then it can 
transfer command data to the TEE probe by the use of RF. 
Subsequently the TEE probe tip will move and can be adjusted 
according to the received signals. With the developed system, 

 

         
Fig. 2 basic diagram of the proposed system 

 
real-time remote monitoring data or diagnosis information of 

the patinets' heart are achieved. In this way, doctors will be 
supported in monitoring more patients out of different surgical 
theatres with increased efficiency. The general diagram of the 
proposed approach is given in Fig. 2.  

B. Remote Positioning Control Setup 
For the setup of the wireless communication system, a pair 

of RF wireless transmitter and receiver module were used. 
Signals were generated in order to be transfered by the 
transmitter. These include position signal data which is 
received by the corresponding receiver. A parallax joystick is 
used to provide position signals at the transmitter part. A 
prototyped TEE probe can be connected to the receiver side 
and so that it can move simultaneous to the movement of the 
joystick. The prototyped probe consisted of two units of servo 
motors. The servo motor will be remotely controlled by the 
joystick and was interfaced with Arduino Uno. The block 
diagram of the setup is given in Fig. 3.  

 

 
Fig. 3 block diagram of the remote positioning control unit 

C. Sequence of Signal Detection Algorithm  
In the following the steps of the proposed position signal 

detection algorithm are given:  
1) From the transmitter side, microcontroller reads any 

value from the analog pin if available. The value is 
range within and include 0 and 1023. 

2) If there is a value, map the value to degree, which 
will be from 0 to 180. 

3) Write the mapped value to serial data. 
4) Display the value onto serial monitor. 
5) Send the corresponding value to the receiver. 
6) Any data from receiver will then be sent to the 

microcontroller and write to the servo motors. 
7) Servo motors will be triggered to move in 

accordance to the degree received.  
8) The degree of movement of the motor will be 

displayed on a new serial monitor.  
Fig. 4 shows the flowchart in developing the algorithm of 

the remote positioning control system. 
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Fig. 4 flowchart of the algorithm 

III. SOFTWARE ARCHITECTURE 
The whole operation of the proposed remote positioning 

control system is software controllable, thus the software can 
be reprogrammed several times without any major changes on 
the hardware designed. RF 433 MHz transmitter-receiver 
module was used in this study. Basically, this module is a one-
way communication that sends signals or data without 
feedback from the receiver.  

During the remote positioning control runtime, a connection 
between the transmitter and receiver is established when the 
baud rate and bit rate of the signal transmission was configured 
at the same value. After connection is established, transmitter 
will keep updating the receiver with the latest position signal 
data. Fig.5 shown the design framework of the proposed 
system.  

The software architecture design includes programming 
Arduino Uno to read data from its analog input pin and move 
the motors as an end results. Arduino Uno is programmed 
using Arduino IDE ver.1.0.5-r2.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 design framework of the proposed system 

IV. RESULTS AND DISCUSSION 
For the preliminary testing, five LEDs were used to indicate 

the position of the joystick. The preliminary test is done in 
order to validate if the RF wireless technology is able to send 
signals within a range of distance and also to test its resistance 
to obstacles indoor. The LEDs are arranged in a circle on the 
breadboard. The LED in the middle represents the joystick in 
rest. This test was done in a range of distance of 48 meters, 
separated by a transparent wall in between. The LEDs test 
results are given in Fig. 5(a) until Fig. 5(i). 

 
 

 
 
 
 
 

Fig. 5(a) joystick in still position, no movement 
 
 
 
 
 

 
 

Fig. 5(b) joystick on positive x-axis 
 
 
 
 
 
 
 

Fig. 5(c) joystick in first quadrant position 
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Fig. 5(d) joystick on positive y-axis 
 
 
 
 
 

 
Fig. 5(e) joystick in second quadrant position 

 
 
 
 
 

 
Fig. 5(f) joystick on negative x-axis 

 
 
 
 
 

 
Fig. 5(g) joystick in third quadrant position 

 
 
 

 
 
 

Fig. 6(h) joystick on negative y-axis 
 
 
 
 

 
 

Fig. 5(i) joystick in forth quadrant position 
 
From the preliminary results, it can be seen that the LEDs 

are blinked in accordance to which quadrant the joystick is in 
at that particular moment. RF wireless technology can be used 
to transmit signals through obstacles such as walls. 

Testing was proceeded with controlling of the servo motors. 
In the results given in Fig. 6(a) until Fig. 6(i) shown that servo 
motors were able to be controlled by the parallax joystick. 
This test was also done within distance of 48 meters, separated 
by a transparent wall in between. Therefore, RF wireless 
technology has validate its ability to transmit position signals 
from joystick to control servo motors. 

 

 
 
 
 
 

Fig. 6(a) joystick in still position, no movement 
 
 
 
 
 

Fig. 6(b) joystick on positive x-axis 
 
 
 
 
 

Fig. 6(c) joystick in first quadrant position 
 
 
 
 
 

Fig. 6(d) joystick on positive y-axis 
 
 
 
 
 

Fig. 6(e) joystick in second quadrant position 
 
 
 
 
 

Fig. 6(f) joystick on negative x-axis 
 
 
 
 
 

Fig. 6(g) joystick in third quadrant position 
 
 
 
 
 

Fig. 6(h) joystick on negative y-axis 
 
 
 
 

 
Fig. 5(i) joystick in forth quadrant position 
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V. CONCLUSION 
This study has presented preliminary testing on wireless 

remote control of the TEE probe tip position and orientation 
using RF wireless technology. The position signals are 
acquired from a parallax joystick and sent to LEDs and servo 
motors via RF wireless technology. The preliminary results has 
proven that signals transmission using RF are able to transmit 
through obstacles, which proven can be used between two 
separate rooms. The whole concept constitutes a distributed 
architecture and helps to increase patients’ cardiac monitoring. 
With this system, it can be used to monitor patients remotely 
from different surgical theaters. 
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Abstract— This paper presents development of the light-weight 

manipulator with series elastic actuation for medical telediagnostics 

(USG examination). General structure of realized impedance control 

algorithm was shown. It was described how to perform force 

measurements based mainly on elasticity of manipulator links 

 

Keywords— telediagnostics, elastic manipulator, impedance 

control, force measurement.  

I. INTRODUCTION 

Modern society increasingly requires specialized medical 

care. Unfortunately, in most countries there is a lack of 

physicians. This situation is steadily deteriorating and this is 

particularly evident in a limited number of specialists who are 

not always available to the medical unit due to geographical 

(e.g. provincial hospitals), time (after regular working hours) 

or other logistic constraints. This circumstance provides an 

incentive for the development of  many types of medicine-

related services performed remotely ranging from 

Telepsychiatry, Telerehabilitation, Teledentistry, etc. to 

Telesurgery. 

Usually a successful medical treatment depends on a timely 

and correct diagnosis which is crucial in typical emergency 

situations. Specialist (a doctor) needs some time to get to 

patient from home or from another hospital. If doctor could 

perform the diagnostics remotely, and e.g. make a decision 

about a surgical intervention, the hospital staff could use the 

time during which the doctor is travelling and prepare the 

patient. Currently there exist no devices enabling complete 

remote medical examination and diagnostics based on 

contemporary medical standards [1]. 

Presented work is a part of the project which addresses 

telediagnostics in clinical environments. Multifuntional robotic 

system, which will allow performing a real remote physical 

and ultrasonographic (USG) examination was designed. The 

system, see Fig. 1, consists of a mobile robot operating in a 

hospital, and a remote interface placed at the doctor’s location. 

The role of the mobile robot is twofold: firstly- it acts as a full 
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embodiment of the doctor; secondly it is an intelligent robot 

system equipped with advanced perception, reasoning, and 

learning abilities. 

One of the most important elements of the system (i.e. 

mobile robot part) is manipulator with palpation and USG 

effector. Cable-driven 6DoF manipulator to form wrist, elbow 

and shoulder was developed. The drives are based on series 

elastic actuation principles and form a lightweight and safe 

solution. To achieve semi-autonomous functionality of the 

manipulator, a special control system PC-based real-time 

operating system and hardware security controller were 

designed.  

II. DESIGN OF ELASTIC MANIPULATOR 

A. Manipulator Requirements 

In industrial or laboratory settings the safety of the human 

operators/users can be guaranteed through barriers. The safety 

requirements increase drastically when robots physically 

interact with humans, as in our case, since a single malfunction 

can endanger the life or health of the patient. Therefore it is 

extremely important to take safety into account during each 

phase of the design and development. Unfortunately, there 

exist no industry-standard approach to designing safety-critical 

robots for physical human-robot interaction. De Santis et al. 

formulated an atlas of physical human robot interaction with 

special focus on safety and dependability [2]. 

Based on the above information, the following guidance 

should be taken into account during the design of a robot arm: 

1) the inertia of the moving parts should be kept as low as 

possible by means of lightweight design by locating the 

drives in the robot base and transmitting the mechanical 

power to the joints using cable actuation - reduction of the 

potentially catastrophic consequences of the robot hitting 

a human, 

2) robot surface should be covered with soft material; no 

sharp elements should be on the robot surface [3], 

3) safe limits for the maximum moving weight and velocities 

of the arm have to be found by simulation and ensured on 

the robotic system [4], 

4) the drives should be torque limited and backdrivable so 

that the user may change the robot position just by 

touching and moving it with bare hands, 

5) human body parts (ie.  fingers, hands) and clothing parts 

should be protected against clamp in between joints, 

cables or any other protruding elements, 
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Fig. 1 Diagnostic system overview 

TABLE I.  MANIPULATORS AND THEIR PARAMETERS 

 

6) user should be protected against electric shock -ideally, no 

voltage higher than 48 V DC should be present in the 

robot, 

7) robot should recognize the interaction forces exerted by 

the surrounding humans or objects not only at the end 

effector or at the joints - adequate force sensors and 

manipulator workspace should be comparable to that of a 

human arm, 

8) overall weight should be maximum 5kg and payload of 3 

kg. 

The above requirements are not acceptable in the industrial 

robotic design, where the accuracy, speed and durability in 

long term operation are the predominant, so the industrial 

manipulators couldn't be used. Accordingly to [5] our robot 

has to sacrifice high accuracy and performance in favor of 

safety so the search area of possible existing and suitable 

manipulator  was rehabilitation and care robotics. The 

following robot arms were investigated: DLR-III Lightweight 

Robot [6], Barrett WAM-Arm [7], Kinova JACO [8], 

Assistive Robotic Manipulator iARM [9], BioRob-Arm [10], 

Meka A2 Compliant Arm [11], Robotnik modular arm and 

ACCREA arms [12]. Their parameters are summarized in 

Table I. However, all these arms do not meet the requirements 

as mentioned above, e.g. due to too high weight or size, too 

small workspace, or they are not available.  

B. Mechanical Design 

Given the above design requirements, 6DOF cable-driven 

manipulator was designed. The links of the manipulator are 

actuated using actuators with serial elasticity. Overview of this 

manipulator presents Fig. 2. All heavy motors are placed in the 

manipulator base. Compliant transmission mechanically 

decouples the lower link inertia from the heavy motors, which 

leads to even less apparent inertia during impacts. The joints 

are multi-actuated using differential kinematic structures, so 

that an uncontrolled behavior of one motor will not be able to 

produce dangerous motion of the link. Second joint (shoulder) 

of manipulator is passively gravity compensated. Gear 

reduction ratios were reduced as much as possible to ensure 

backdrivability of the actuators. In order to realize force 

control algorithms, there are linear springs (two per each joint) 

mounted in series with cables, in similar way presented in 

work [10]. It requires use of two encoders at each joint, one 

mounted on the motor shaft and the second (more precise) 

directly on the joint. This solution makes it possible to 

eliminate expensive force sensor JR3mounted at the end of the 

manipulator or to support results of his measurements in the 

control algorithm. 

 The Denavit-Hartenberg parameters for the manipulator are 

listed in Table II, the corresponding set of frames is shown in 

joints q (vector of angular positions or velocities in joint space 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 215



 

 

 

Fig. 2 Design of the 6 DoF elastic manipulator 

TABLE II.  MANIPULATOR DENAVIT-HARTENBERG PARAMETERS 

Joint 

no 

Link offset  

ai (mm) 

Link twist 

αi (rad) 

Link length 

li (mm) 

1 195.0 π/2 0 

2 0 -π/2 293.3 

3 0 0 312.0 

4 0 π/2 0 

5 0 π/2 0 

6 194.0 0 0 

 

 

Fig. 3 Design of the 6 DoF elastic manipulator 

and the motors shafts Θ (vector of angular positions or 

velocities in motor space) was described in (1) 

 

q =G * Θ (1) 

 

where G is a gear ratio and coupling matrix as in (2) 

 

 (2) 

where Gi is gear ratio of i-th joint. 

III. MANIPULATOR CONTROL SYSTEM 

The main task of the control system is the implementation of 

telediagnostics task (USG), i.e., movement of the end-effector 

through the patient body, according to the position, orientation 

and force desired by the operator (doctor). In that case the 

most suitable is use of impedance control algorithm [12]. In 

order to realize above task, real time control with sampling 

period 1ms (or less) and accurate manipulator dynamic model 

should be implemented [12]. 

A. Control System Structure 

General structure of designed control system presents Fig. 4. 

This structure consists of three main elements:  

1) controlled object - elastic manipulator, 

2) controller - PC computer with real time operation system 

(RT Preempt or Xenomai), two multifunctional 

analog/digital I/O cards, force sensor JR3 card and 

implemented control algorithm, 

3) hardware safety system and motor current controllers 

(servoamplifiers). 

 

  

Fig. 4 Structure of manipulator control system 

The main task of the safety system is to protect the user in 

case of emergency, mainly caused by different types of device 

malfunctions in the control system, as failure of: encoders (eg 

open or short circuit), servoamplifiers (overload or 
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overvoltage), PC controller (hang or crash) and the detection 

and response to other irregularities as such as joint overspeed. 

The basic components of control algorithm, which was 

developed using Matlab-Simulink software, are impedance 

control algorithm and state machine. The state machine defines 

all kinds of situations in which the manipulator can be found 

starting from initialization of the security system and joints 

homing, through mode and task selection adequately to the 

demands of the operator or assistant and ending at the 

appropriate reaction in failure situation. The impedance 

control algorithm strategy presents Fig. 5. As mentioned in 

[12] the goal of the impedance control is to make the end-

effector behave as an linear and decoupled mechanical 

impedance characterized by a virtual mass Mp, damping Dp 

and stiffness Kp matrices with regard to measured contact 

Cartesian force F. This can be written as follows: 

 

Mp*p"+Dp*p'+Kp*p =F (3) 

 

where p denotes the difference between desired pd and 

compliance pc frames (position and orientation). The 

compliant frame describes the end-effector position and 

orientation when it is in contact with the environment (patient) 

and then impedance controller modifies desired frame 

according to measured forces. When there is no contact pc is 

identical with pd. This algorithm requires a valid measurement 

of the force exerted on the end-effector. To achieve this 

without force sensor JR3 (based on elasticity of each joint 

drive cables with springs) accurate manipulator dynamic 

model is required. 

 
Fig. 4 Impedance control strategy 

B. Manipulator Dynamic Model and Force Measurement 

The general dynamical model of rigid manipulator can be 

written in the form: 

 

M(q)*q"+C(q,q')*q'+D*q'+g(q)=ττττ - J
T
*F (4) 

 

where q is the vector of joint positions (angles), M is the 

inertia matrix, C(q,q')*q' is the vector of Coriolis and 

centrifugal torques, D is diagonal friction matrix, g is a vector 

of gravitational torques, ττττ is the vector of driving torques, J is 

the Jacobian matrix relating joint velocities q' to the vector of 

end-effector Cartesian velocities x'. Because of relatively slow 

motion of manipulator parts vector C(q,q')*q' can be assumed 

as negligible and then (4) will be in form: 

 

M(q)*q"+D*q'+g(q)=ττττ - J
T
*F (5) 

 

According to [10], in case of elastic actuator, driving 

torques ττττ can be calculated as: 

 

ττττ = ke*(qm - q) (6) 

 

where ke is the vector of elasticity factors, qm is the vector of 

drive shaft positions. 

Every driving-cable in our elastic manipulator has one 

spring mounted in series (two identical springs per joint) as it 

was shown on Fig. 6.  

x
o
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Fig. 6 Force measurement principle on the base on manipulator 

elasticity 

Every spring is pretensioned which causes spring elongation 

x0. According to situation presented on Fig 6 torque τ is 

calculated as: 

 

τ = r*(F1- F2) (7) 

 

where r is the radius of joint pulley, F1, F2 are upper side and 

lower side forces. The difference between the values of both 

forces F1- F2 depends on spring elongation ∆x and it is 

calculated in two cases: first when |∆x| ≤ x0 

 

(F1- F2) =2*k*∆x (8) 

 

and second when |∆x| > x0 

 

(F1- F2) =k*(∆x± xo) (9) 

 

where k is the spring constant and sign before x0 depends on 

the spring which is stretched the more. Spring elongation ∆x is 

obtained as: 

 

∆x = rm*qm - r*q (10) 

 

where rm is the radius of motor shaft pulley. 

Cartesian force F, at the end-effector, can be calculated 

through equation obtained from (5): 

 

F = (J
T
)

-1
* (ττττ - Me(q)*q" - De*q' - ge(q)) (11) 

 

where Me, De and ge are the same matrices and vectors as in 

(5) but with the exclusion of the impact of this part which 

relates to the drive (i.e. the engines and gearboxes). 

Series of experiments were carried out in which were 

compared the measured forces obtained using described above 
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method and the measurements obtained from force sensor. 

These experiments were made in different conditions i.e. 

different position and orientation of end-effector and different 

force direction. These experiments were performed under 

different conditions, i.e. different positions and orientations of 

the end-effector and for different directions of impacts. Fig. 7 

presents force measurements in case of force acting parallel to 

the direction x0 (Fig 7a) and in case of force acting parallel to 

the direction y0 (Fig 7b). 
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Fig. 7 Experimental results: a) force waveforms in case of force 

acting parallel to the direction x0, b) force waveforms in case of force 

acting parallel to the direction y0 

IV. CONCLUSION 

This paper presented the development of elastic manipulator 

for medical telediagnostics. We pointed out how desired is to 

design new type of manipulator in case of lack commercially 

available manipulator. The control system with impedance 

control algorithm was designed for this manipulator. In order 

to performe force measurements, method which utilizes the 

flexibility of links was developed. Experiments confirmed the 

correct operation of the system, especially in steady state. The 

differences in the waveforms of forces under dynamic 

conditions is mainly caused due to inaccuracies of the model 

parameters. In order to use this type of measurement in the 

control algorithm, the model accuracy should be improved. 

 

. 
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(a)                                                        (b) 

Fig.  1. Eye diagram of (a) data-based DFE and (b) edge-based DFE 

 

Abstract—The paper presents a 5-tap half-rate DFE receiver for 

data-edge simultaneous equalization. The proposed DFE receiver can 

cancel ISIs at data transition edges as well as at data sampling points 

by employing a novel equalization method based on received 

waveform shaping. The proposed DFE receiver is designed in a 45-nm 

LP CMOS process. The evaluation results indicate that edge ISI is 

reduced by 30% with no degradation on data ISI cancellation. It also 

indicates that the output jitter of a CDR designed with the proposed 

DFE is reduced by 19% compared to the conventional data-based 

DFE. 

 

Keywords—Decision feedback equalizer, data-based DFE, 

edge-based DFE 

I. INTRODUCTION 

S the data rate of an electric channel increases, 

inter-symbol interference (ISI) is getting larger due to 

limited bandwidth of the channel. The decision feedback 

equalization (DFE) is commonly used to solve this problem [1]. 

A traditional DFE approach that is called the data-based DFE 

(D-DFE) [2], [3] cancels post-cursor ISIs without amplifying 

noise. Fig. 1(a) shows the eye diagram of a D-DFE, in which we 

can recognize that the voltage margin at the center of a data eye 

is extended. But, unfortunately, the timing margin at data 

transition edges is still not enough due to a large amount of edge 

ISI. 

CDR used for clock and data recovery usually takes 

advantage of timing information derived from zero-crossing 

points or transition edges of received signals. To get the timing 

information, CDR often uses an edge sampler that samples 

signal values at transition edges. Thus, if the equalized signal 

has a large amount of ISI at transition edges, the recovered clock 

may not have transitions at required timing points, resulting in 

an unreliable sampling of the channel data. Hence, minimizing 
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the edge ISI at CDR input is very important for reducing the 

deterministic jitter at CDR output [4] and for improving the 

jitter tolerance of a CDR. Recently, edge-based DFEs (E-DFEs) 

[5], [6] are proposed to minimize the amount of ISI at data edges. 

The eye diagram of an E-DFE is depicted in Fig. 1(b), which 

indicates that the E-DFE have reduced the edge ISI substantially. 

But, as can be seen by the figure, there is an incomplete 

mitigation of ISI at data centers, resulting in an eye height 

reduction. A recent DFE receiver [7], [8] tries to reduce timing 

jitter without the degradation of eye height. The receiver uses a 

D-DFE for input data equalization and an E-DFE for edge data 

equalization. But, in this implementation, separate D-DFE and 

E-DFE with the same architecture have been employed. So, the 

approach is considered to be a bulky and power-hungry solution 

due to doubled area and power dissipation. 

This paper introduces a novel DFE architecture to eliminate 

ISIs at data edges and centers simultaneously using a single 

equalizer. The proposed DFE equalizes the entire shape of the 

response to eliminate both the edge and data ISIs 

simultaneously. The remaining sections are as follows. Section 

II describes the proposed DFE concept and implementation 

details of a 5-tap half-rate DFE receiver embedding the 

proposed scheme. The performance comparison is presented in 

Section III. Section IV concludes the paper. 

II. PROPOSED 5-TAP HALF-RATE DFE 

A. Equalization Concept 

The conceptual comparison between the conventional 

D-DFE and the proposed waveform-shaping DFE (WS-DFE) to 

equalize received signal are represented in Fig. 2. Limited 

bandwidth of the channel attenuates received signal for a 

single-bit pulse (Fig. 2(a) and (d)). The shaded region in these 

figures represents the area eliminated by each DFE. As for the 
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(a)                                                                                                                (d) 

                
(b)                                                                                                                (e) 

                                           
(c)                                                                                                                (f)  

Fig.  2. Single-bit pulse response (a) before equalization, (b) after equalization, and (c) eye diagram for conventional data-only DFE. Single-bit 

pulse response (d) before equalization, (e) after equalization, and (f) eye diagram for proposed waveform-shaping DFE. 

 

(a) 

 

(b)                                               (c) 

 

(d)                                               (e) 

Fig.  3. Waveform reshaping for eliminating edge and data ISIs. 

conventional approach, tap coefficients for equalization are 

basically constant, and set only to eliminate ISIs at data centers. 

So, they are not able to thoroughly eliminate ISIs at transition 

edges (Fig. 2(b)). The resulting residual ISIs at edge samples 

reduce the horizontal eye opening of received data (Fig. 2(c)), 

and make more jitter of recovered clock as explained previously. 

Reduced horizontal eye opening and larger clock jitter cannot 

ensure a reliable operation of the receiver. 

Meanwhile, as for the proposed approach, tap coefficient 

values do not remain constant, but are made to be variable and 

adjusted to properly tailor or cancel the whole shape of ISIs in a 

single-bit pulse response. More specifically, for providing 

accurate timing information to CDR and stable data information 

to slicers, the magnitude of ISI at the first post-edge point is set 

equal to that at the pre-edge point [6], and the remaining ISIs at 

following data and edge sampling points are all eliminated (Fig. 

2(e)). The resulting substantial reduction of edge ISIs extends 

the horizontal eye opening (Fig. 2(f)), and allows jitter 

reduction of recovered clock. Wider horizontal eye opening and 

reduced jitter will foster a reliable operation of the receiver. 

Detailed diagrams to show how the proposed WS-DFE can 

reshape the single-bit pulse response in Fig. 2(d) into the desired 

form in Fig. 2(e) are illustrated in Fig. 3. Fig. 3(a) highlights by 

slash lines the area to be cancelled by the first tap. To eliminate 

this area, the proposed DFE tailors three ISI sub-areas (area A, 

B, and C), as shown in Fig. 3(b)-(e). Areas A and B are first 

subtracted from the received waveform (Fig. 3(b)), resulting in a 

tailored waveform (Fig. 3(c)) where zero ISI at the first 

post-edge and post-data cursors. A DFE tap with a constant 

current can be used to cover area A, and another DFE tap with a 

variable current can cover area B. At the same time, area C is 

added to match the magnitude of the first post-edge with that of 

the pre-edge, resulting in the waveform shown in Fig. 3(d). A 

DFE tap with another variable current can cover area C. Then, 
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Fig.  4. Overall architecture of proposed WS-DFE 

 

(a) 

 

(b) 

Fig. 5. Variable current generation: (a) circuit diagram, (b) current 

vs. resistance 

as shown in Fig. 3(e), the first post-edge and the pre-edge will 

have the same magnitude, and ISI at the first post-cursor point 

will be zero. For the other taps, a tap with a constant current and 

another tap with a variable current are used to eliminate ISIs at 

edge and data sampling points like Fig. 3(b) and (c). 

B. Equalizer Implementation 

The overall architecture of the proposed 5-tap half-rate 

WS-DFE is depicted in Fig. 4. It adopts the current-summing 

amplifier with resistive load, and is operated by half-rate 

differential clock. The summing nodes of the DFE are driven to 

slicers for data sampling, and the sampled data are fed into CDR 

for clock and data recovery. In the proposed DFE, as mentioned 

earlier, one constant-current tap and two variable-current taps 

are used for the first tap, whereas one constant-current tap and 

one variable-current tap are used for all the other taps in the 

receiver. 

The structure of the constant-current tap in the proposed 

WS-DFE is the same as that of the tap in the conventional 

D-DFE. The structure of the variable current generator for the 

variable-current tap is shown in Fig. 5(a). The opposite side of 

the generator is complementary to the circuit shown here. A 

high-pass filter is used for generating the required variable 

current. After the clock passes through the RC high-pass filter, 

the pulse described in Fig. 5(a) is generated at the high-pass 

filter output, which turns the switch transistor on and turns it off 

gradually. To adjust the shape and magnitude of the tap 

coefficient, the value of R and the current of I-DAC are tuned. 

The shape of the current is controlled by changing the value of R. 

The peak value of the current is determined by the amount of the 

I-DAC current. Adjustment of the variable current according to 

the change of R is shown in Fig. 5(b). As the resistor value 

increases, the slope of the current becomes gradual. A proper 

value of R can be used to adjust tap coefficient values to cancel 

the overall shape of the ISI for a single-bit pulse response. 

III. SIMULATION RESULTS 

The proposed 5-tap half-rate DFE receiver was designed in a 

45-nm LP CMOS process. A 40” FR4 trace with 16dB loss at 

2.5GHz including receiver package loss was used as the channel. 

Transmit swing is set to 200mVpp. The proposed DFE receiver 
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(a)                                                  (b) 

Fig. 6. Simulated eye diagram; (a) conventional D-DFE, (b) 

proposed WS-DFE 

 

(a)                                                    (b) 

Fig. 7. CDR output jitter with (a) conventional D-DFE and (b) 

proposed WS-DFE 

TABLE I 

COMPARISON BETWEEN CONVENTIONAL AND PROPOSED DFE 

 Conventional Proposed Improvement 

Number of 
Taps 

5 5 - 

Vertical Eye 
Opening 

(mV) 
61.8 61.1 -1% 

Horizontal 
Eye Opening 

(ps) 

158.2 
(0.78UI) 

170.7 
(0.85UI) 

8% 

Edge ISI (ps) 
41.8 

(0.22UI) 
29.3 

(0.15UI) 
30% 

CDR Jitter 
(ps) 

20.5 
(0.1UI) 

16.6 
(0.08UI) 

19% 

 

is clocked by 2.5GHz differential clock to operate at 5Gb/s or 

200ps UI at 1.1 V. Fig. 6 shows simulated eye-diagram for the 

conventional D-DFE and proposed WS-DFE receivers. As 

shown by the figure, the proposed DFE has a reduced ISI at 

edges without degrading the eye height. The amount of edge ISI 

of the conventional DFE is 41.8ps, whereas that of the proposed 

DFE is 29.3ps, indicating 30% improvement. 

The reduction of edge ISI of the proposed WS-DFE will lead 

to an improvement on jitter performance of CDR. To verify this 

aspect, a CDR with bang-bang phase detector (BBPD) [9] is 

implemented. The CDR uses a half-rate phase-locked loop 

(PLL) for clock recovery, consisting of BBPD, loop filter, VCO 

and clock buffers. The comparison between the jitter 

performance of CDRs with the conventional D-DFE and with 

proposed WS-DFE is shown in Fig. 7. It indicates that the jitter 

of the CDR with the proposed DFE is reduced from 20.5ps to 

16.6ps, resulting in 19% improvement. Table I summarizes the 

performance of DFEs, such as the number of taps, vertical and 

horizontal eye-opening, edge ISI, and CDR jitter. The 

conventional D-DFE and proposed WS-DFE use the same 

number of taps to allow the same capacity to cancel ISIs at data 

sampling points. The proposed WS-DFE reduces edge ISI by 

30% resulting in 8% improvement on the horizontal 

eye-opening while providing almost the same eye height. It also 

improves CDR jitter performance by 19%. 

IV. CONCLUSION 

In this paper, a novel 5-tap half-rate DFE is proposed. The 

proposed DFE cancels ISIs at both data center and edge 

simultaneously without using multiple equalizers. Due to 

efficient reduction of edge ISI, the proposed DFE can help 

improve the jitter performance of a CDR. 
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Abstract—The paper is devoted to the principles of structural 

organization of the intellectual movement planning system (IMPS) 

for mobile robotic object (MRO). This system is intended for use as a 

part of a position-trajectory control system (PTCS). The functional 

tasks of such system at different levels of PTCS’s hierarchy are 

shown here. IMPS defines the presence of multisensor lookout 

subsystem, supports correlated space-time processing of data flow, 

uses of a high-speed method of environment modeling space 

formation, supports the method of probabilistic finding of obstacles 

using adaptive thresholds of detection, defines the safe route of 

object movement within the active zone of the locator. Also IMPS 

supports tools of the test-monitor control with the capability of 

remote visual monitoring of the experiments. The paper also presents 

the results of practical implementation and the prospects for further 

research. 

 

Keywords—Intellectual movement planning system, robotic 

mobile object, position-trajectory control system.  

I. INTRODUCTION 

ODERN position-trajectory control systems of platform 

type’s MRO, as a rule, based on the hierarchical 

principle and include three logical levels of control: strategic, 

tactical and executive [1] – [3]. It should be noted that the 

strategic level of PTCS includes base and local components 

[2]. If the base component of PTCS is allocated out of the 

MRO then the local one is always embedded within the object. 

The intellectual movement planning system for MRO is 

integrated into a position-trajectory control system at all three 

levels. This system has a distributed nature of the components 

placement. The topicality of such subject matter is dictated by 

presence of exigency for creation of a new type MRO, solving 
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tasks of inspection and monitoring of emergency technological 

objects in hard-to-rich places, as a rule, dangerous to the 

person, and possessing a high degree of autonomy in decision-

making in conditions of non-stationary, in advance uncertain 

surrounding conditions.  

II. FUNCTIONAL PROBLEMS SOLVED BY THE IMPS 

Further in this paper, functional tasks performed at each 

level of IMPS will be discussed separately. Thus, at the 

strategic level, IMPS should solve the following problems: 

- interactive mission preparation for MRO with setting time 

and cost requirements, taking into account the need for 

safe movements using the map of given area; 

- strategic planning of the object mission with 

consideration of limitations on decision making. That is 

knowing the constraints of the autonomous power 

supply, time limits (arrival times to checkpoints), and a 

map of the required area of earth surface, the system 

operator can create the MRO route, using classic 

navigation algorithms; 

- load of mission data into onboard movement planning 

system of MRO; 

- carrying out of prestarting and procedural checks, the 

functional background control over a status of 

subsystems of the subordinated control level; 

- IMPS operating modes controls, including regular, test-

monitor and functional diagnostics modes; 

- mission execution monitoring; 

- conflicts resolution, which cannot be solved at 

subordinated levels of system, for example, decision 

making on other direction of movement in connection 

with that the tactical level on a course of moving finds 

out an impassable site; 

- automatic adjustment of the parameters values in case of 

unattainable mission checkpoints in accordance with 

predetermined criteria (replanning of their allocation, 

recalculation of targeted times of MRO arrival to the 

relevant checkpoints, taking into consideration the 

energy reserves and based on previously obtained 

statistical information). 

Moreover, the strategic level of IMPS should be integrated 

as appropriate instrumental and resident software in the 

general software environment of mobile robotic object PTCS, 
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providing analysis of an emergency situation and a decision-

making on how to get out of it; formation of coordinating 

control actions on subsystems of subordinate levels depending 

on the state of the current situation, support for high level 

protocols of command and information interaction. 

IMPS should function at the tactical and executive levels 

with a binding to the time of data acquisition from the 

combined sensor subsystem (CSS). This subsystem, as usual, 

represents a set of sensors for measuring environment 

parameters [9] – [12]. Its structure includes multibeam forward 

looking locator (MFLL), which provides scanning of the 

environment with the purpose of detection and localization of 

obstacles. 

Let MRO moves along some path specified in mission by 

the strategic level of planning system. 

According to [1] – [11] the motion path consists of line 

segments, parabola or arcs of different radius where the object 

velocity is permanent. 

Junction points of such adjacent segments will be 

considered as control points (checkpoints). Then for the 

correct decision about the movement direction with reference 

to the current trajectory, in the general case, IMPS should have 

information about: 

- coordinates of the current and the next checkpoint in the 

coordinate system the same with the IMPS; 

- current position of the object as it moves along the 

trajectory between the control points with a binding to 

uniform onboard time; 

- current course of the object in two-, and, if necessary, in 

three-dimensional space; 

- angular beamwidth of MFLL and the values of the 

measured parameters of a current environment; 

- type of movement (moving to horizon on a straight line, 

on an arch, moving on a vertical, on an inclined plane); 

- current values of linear velocities and accelerations of 

MRO in all three coordinate axes, and the restrictions 

on the maximum allowable value; 

- probable directions of applied external influences and 

about expected values of their sizes in the nearest 

checkpoints of an operating trajectory. 

All these data should be received from the on-board 

computer (OBC) of PTCS and used by IMPS to calculate 

bearing on the next checkpoints of operating trajectory. In the 

case of a detection and localization of obstacles by the system 

in the active zone of locator the values of current azimuthally 

angles of the trajectory deviation should be calculated also. 

Fig. 1 shows a functional modular structure of IMPS, 

reflecting data processing and conversion from MFLL to 

calculate and issue course angles to OBC. 

This processing includes: 

- reception from OBC and execution of commands, 

including information about current and strategic 
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Fig.1 – Functional-modular streaming structure of IMPS 
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objectives; 

- reception and execution of control commands on working 

modes; 

- reception from MFLL and performing spatio-temporal 

correlation processing of "raw" images to suppress 

noise and determination the current threshold detection 

of obstacles; 

- obstacle detection probability in the current environment; 

- definition the sizes of obstacles within the area of MFLL 

detection; 

- determination of the distance to the nearest obstacle, 

detected in the trajectory of the MRO; 

- determination of the movement direction to a target 

within the area of MFLL detection in accordance with 

commands received from the OBC; 

- calculation of the possible safe movement trajectory for 

the MRO with regards to its weight, size and kinematic 

features using of neural network algorithms; 

- calculation of values of angular parameters of demanded 

change of a direction of safe movement to in advance 

set purpose in case of detection of obstacles in a current 

route of moving MRO; 

- timely sending to OBC of values of settlement parameters 

according to the agreed protocols of command and 

information interaction; 

- self-control of hardware and software condition of IMPS, 

when it's switched on, and timely notification to PTCS 

if fault is detected; 

- support of test-monitor control mode based on the 

principles of the client-server architecture with 

possibility of remote visual control over the course of 

experiments using wireless channel. 

So, it should be noted that in response to the commands 

from PTCS in case of detected obstacles, IMPS determines 

new trajectory for safe moving and calculates the parameters 

of detected obstacles, the new angular parameters for the 

desired direction of future movement (Fig. 2). 

Zero values of angular parameters indicate that there is no 

need to change the direction of movement: "Obstacle free 

path" (see Fig. 2 d). 

Values exceeding certain maximum value and limited by the 

capacity of the locator considered in-correct and indicate that 

tactical level of IMPS is incapable of making an appropriate 

decision at the moment, due to lack of reliable data on the safe 

passing of an obstacle. 

In this case, the decision about the further direction of 

movement is made by the upper strategic planning level of 

IMPS on the basis of a priori data about the current area of 

navigation, on motion and obstacle parameters of the object, 

including its possible spatial coordinate. 

III. PRINCIPLES OF STRUCTURAL ORGANIZATION OF THE IMPS 

As have shown researches carried out by authors [13][19], 

the IMPS, focused on solving the above sequence of functional 

tasks, should be based on the principles of multimode, 

intellectualization of strategic and tactical levels of planning 

on the basis of  the bionic approach, parallel-pipeline data 

processing in real time, polymodular client-server architecture, 

standardization and unification of intermodular interfaces, 

reconfigurability, supporting of mechanisms of background 

debugging with application of the management removed the 

test-monitor. 

The structure of the tactical and executive levels of the 

onboard IMPS developed according to the listed above 

principles is shown in Fig. 3. 

Moreover, multi-layered neural network (N-dimensional 

neural network) is included in the structure for the general 

case. 

The number of the neural network layers is directly 

dependent on the capacity of the MFLL, used as part of the 

executive level of the IMPS [20]. 

Truncated multidimensional view of a neural network is 

assumed to apply when the MFLL with two mutually 

perpendicular located antennas of sector reception is used, for 

example, 2D forward looking platform such, as Blueview 

FLS450-X. This neural network contains two mutually 

perpendicular intersecting neural network planes. 

In case if flat-directional diagram locator will be used as 

MFLL, for example, Blueview P900-X, then a neural network 

will consist of a single neural network plane. 

The proposed structure has several advantages such as: 

 

a)     b)     c)    d)  

 

Fig. 2 – The frame of contrast image from MLL in gray shades (a). Model representation of the frame and trajectory of MRO (b, c, d) 
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- sensing the surrounding space at the rate of MRO 

movement; 

- operative search and probabilistic obstacle detection of 

static and dynamic types. On the minimum size of 

detectable obstacles affect the parameters of the 

established type of MFLL, used digital filtering 

algorithms, the current level of noise pollution useful 

signal; 

- determination of the direction of further movement taking 

into account the current state of the environment and 

pre-known location of the target; 

- support of remote configuration of IMPS's internal 

architecture to the required level of processing 

complexity; 

- the resilience to system failures and malfunctions; 

- expandability of functionality and modernization of the 

individual modules of the system without altering the 

rest and without disrupting already-established 

command and information flows both within the IMPS 

and PTCS. 

IV. THE OBTAINED RESULTS AND FURTHER RESEARCH 

The principles considered above have been successfully 

tested within prototype of IMPS, which has been created 

special for use in MFLL of hydroacoustic type (Fig. 4). 

This system prototype uses BlueView P900-45 sonar and 

provides: 

- effective detection range is 0.6 to 60.0 m; 

- typical angular horizontal resolution – 1o; 

- error of determining the distance is not more than 1% of 

the established working range; 

- angle of horizontal review relative to the longitudinal axis 

of the MRO -22.5o to +22.5o; 

- vertically width of the beam – 20o (+-10o up/down to the 

horizon); 
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Fig.3 – The structure of the intellectual movement planning system for MRO 

 

 
Fig. 4 – The general view of demonstration prototype of IMPS 

with application of hydroacoustic type MLL 
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- speed of delivery of the decision results to OBC, PTCS – 

depending on the distance, but at least 90 measurements 

per minute. The sample rate of issuance of treated data 

equal approximately 180 measurements per minute, if 

the sonar is working on the effective distance. 

- sonar interface – Fast-Ethernet; 

- OBC’s interface – Fast-/Gigabit Ethernet; 

- supply voltage to the sonar is supplied through PoE-

connector. The range is 12-32V.  

Some successful results of the prototype working are shown 

on the Fig.5.  This results have been obtained from neural 

network in the process of MRO performing the automatic safe 

passing of an obstacle with signal filtration (orange line) and 

without  it's (blue line).   The method of adaptive 

exponential moving average has been used in this filter.  

Further research, on the basis of the developed IMPS 

integrated into PTCS, assumes creation of the onboard real 

time intelligent management system with high level of 

independence and self-sufficiency, which will be able [21]:  

- to achieve targets in a highly dynamic environment with  

high levels of heterogeneous uncertainties;  

- to adjust targets, as well as create new targets and 

complexes of the targets, on the basis of evaluative and 

normative installations, downloaded into the system; 

- to extract new knowledge, gain experience in solving 

variety of problems;  

- to support self-learning using this experience, to modify 

own behavior (reaction to change of a situations) based 

on obtained knowledge and experience.  
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Fig. 5 – Results of the neural network working 
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Abstract—This paper presents a new 60 GHz amplifier design 

method using TSMC 90 nm CMOS technology. The proposed design 
scheme is based on the way of the distributed amplifier design with 
open gate & open drain. The proposed architecture is analyzed and we 
define the upper limit to adopt proposed method in designing 60 GHz 
amplifier. To verify the effectiveness of the proposed scheme, the 60 
GHz power amplifier with three cascade structure is designed and 
measured. Thanks to the proposed design structure, the fabricated 
power amplifier shows 29 dB peak gain, 25 dB gain over the 56~65 
GHz, 11.5 dBm OP1dB, 13 dBm saturation power and peak 18.8 % 
PAE(Power Added Efficiency) under 2V supply voltage. Judging from 
the measurement results, the suggested architecture is a promising way 
for the future millimeter wave CMOS amplifier. 
 

I. INTRODUCTION 
HE unlicensed bandwidth between 57 ~ 66 GHz is licensed 
for high speed short range wireless communication such as 

WPAN (Wireless Personal Area Network). Current standards 
governing 60 GHz communication require almost 10m 
communication range for robust communications. For a 60 GHz 
SoC solution, a low cost CMOS PA(Power Amplifier) which 
enables to produce 10 dBm OP1dB(Output P1dB) is inevitable. 
Like the ISM communication device, the PA is the most power 
hungry device in 60 GHz system therefore the gain and 
efficiency of the PA are designed as high as possible. These 
requirements in designing millimeter PA are very challenging 
especially when a silicon process is adopted. 
Recently designed CMOS PAs [1,2] showed more than 10 dBm 
output power. However the reported gain was not sufficient to 
boost signal from mixer because OP1dB of the millimeter wave 
up mixer was around -10 dBm[3]. Therefore additional buffer is 
needed before PA which requires additional power. As the 
operating frequency goes up, the trans-conductance of the 
CMOS device decreases quickly which results in low efficiency.  
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Fig 1. Small signal model of the transistor and the calculated Fmax 
result with respect to the unit width of the transistor(Wunit). 
 
That’s why the PAEs(Power Added Efficiency) of the previous 
studies are considerably low (<10%). Thus the high efficiency 
PA is the key enabler in designing low power millimeter wave 
communication systems. The recent study demonstrated 25 % 
PAE by using SOI technology(Silicon on Insulator)[4].  

In this paper, we present a new power amplifier design method 
using OGDPA(Open Gate & Drain Power Amplifier) structure. 
To verify the effectiveness of the OGDPA, a CMOS PA with 
high gain, high efficiency, and high output power 
simultaneously using 90 nm CMOS technology is designed and 
fabricated. This paper is organized as follows: In section 2, the 
structure of the OGDPA is introduced and analyzed. As a result 
of section II, the upper limit to apply proposed architecture is 
illustrated. The following section describes the proposed PA 
circuit implementation in detail. In section IV, the simulated and 
measured results are explained. Finally, conclusion is 
summarized in section V.  

II. PROPOSED POWER AMPLIFIER ARCHITECTURE 
In designing CMOS millimeter-wave PA, RFIC designers 

inevitably confront trade-off relation among output power, gain 
and efficiency. In this section, we briefly comment the transistor 
geometry and research the reason of the above-mentioned 
trade-off relationship and finally suggest a new concept to break 
the trade-off.  

CMOS 60 GHz Power Amplifier Using Simple 
Open Drain and Source Architecture 

Ki-Jin Kim, Sanghoon Park, Suk-hui LEE, and K.H. Ahn 
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Fig 2. Small signal model of the differential amplifier with Cm 

capacitor 
 

A. Physical Geometry Optimization 

The Fmax(maximum oscillation frequency) is an indicator of 
the device operating frequency as an amplifier. Fig 1 shows 
small signal model of the millimeter wave transistor and these 
parameters are calculated from Y-parameter extraction. Then 
the geometry related Fmax equation is    

( ) ( )
max 2

' ' ' ' '2 2
12(3)

=

+ + +

t

s unit
ds t gd ds i s

fF
R W g f C g R R

l

 (1) 

where ft is unit current gain frequency, Wunit is unit width of the 
transistor, an gds

’ is drain source conductance at an  unit width. 
In equation (1), the relation between Fmax and the physical 
transistor geometry Wunit is revealed and the relation is depicted 
in Fig 1. As a conclusion, this paper chooses 2μm unit width 
geometry thought design process to maximize device operating 
frequency. 

 

B. Trade-offs in Designing Millimeter Wave Amplifier 

Fig 2 illustrates small signal model of differential amplifier 
with capacitor Cm. A voltage gain, the optimum value of Cm and 
large signal Gm are  
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The equations (2~4) explains that the gain is inversely 
proportional to the transistor size(Cgs + Cgd) and operating 
frequency and inserting Cm compensates a size dependent  
Fig 3. Gain and phase distortion enhancement by manipulating Cm 
value 
 

Fig 3. Gain and phase distortion enhancement by manipulating Cm 
value 

Fig 4. Amplifier’s saturation power and PAE vs. transistor total 
size(Wtot) 
 
gain reduction effect. Also, a size dependent phase distortion 
which is severe at 60 GHz is equated below: 
 

2( ) (1 )
2
ω α+ −

≅ g i gs m sR R C C V
Phase Distortion  (5) 

According to the equation the phase distortion is proportional to 
signal dependent value of Cgs and operating frequency. The 
distortion is also mitigated by inserting Cm. In the 60 GHz where 
the operating frequency is almost 30 times comparing to the 
normal ISM communication systems, the gain reduction and 
phase distortion become serious and cause gain, efficiency and 
linearity problems even though those effects are almost ignored 
in ISM applications. A 6 dB gain improvement and 2 degree 
phase distortion reduction produce contrary evidence to the 
seriousness of abovementioned problems(Fig 3).  Therefore 
inserting Cm is very effective way of designing millimeter wave 
amplifier. However, it requires differential structure and 
in-output baluns. 

To produce high output power, a size of a transistor’s total 
width(Wtot) increases accordingly. However the large Wtot 
causes more gain reduction and more phase distortion which 
resulting in low PAE. Fig 4. explains this phenomenon well. To 
generate 13 dBm output power, the Wtot of 120 μm is needed. In 
this transistor size, the PAE drops from 32 % to 18%. On the 
other hand, the Wtot of below 40 μm shows almost the same PAE 
as the PAE of ISM band PAs. Therefore the problems can be 
ignored when below the critical transistor size is adopted.  
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Fig 5. The structure of the common source amplifier’s open gate 
termination  

 
Baluns which are needed in differential circuits, consume lage 
area and produce insertion loss. So it is desirable to parallelize 
small sized transistors without baluns. 
 

B. Analysis of the OGDPA structure 

Recent study showed that 13.5 dBm OP1dB and 6.6% PAE 
PA with combining 8 small sized transistors by complex 
transformer networks[5]. By using small sized transistor, it 
demonstrated excellent gain while producing high power 
however the reported efficiency is quite low due to the complex 
power combining scheme.  

Propagation wave power combination is generally used in 
DA(Distributed Amplifier). The delay elements used in DA 
combine forward output waves and absorbed reflected waves at 
the termination load. This is a good candidate for a power 
combining method; however it isn’t used for PA structure 
because the half of the total output power is delivered to the 
termination load.  

Fig 5 shows proposed wave domain power combining scheme. 
Instead of using termination at gate and drain, the proposed 
structure leaves the gate and the drain open. So this paper calls 
this structure OGDPA(Open Gate & Drain Power Amplifier).  
The propagation wave constants of gates and drains are: 
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and the propagated gate and drain voltages are 
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Fig 6. 1dB output power drop point vs. total length(N*l ; N:number of 
delay elements, l: length of the delay element) 

 
 
Fig 7. Gain(MAG) and efficiency(PAE) characteristics of the OGDPA 
structure at the total 60 μm total delay length.  
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Then the output power is 
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For simplicity this paper applies below condition 
 
β β β= =g g d dl l l  (13) 

 
The output characteristic versus length of the total delay is 
plotted in Fig 6. Like the definition of P1dB point, this paper 
defines OP1dBD(Output Power 1dB Drop Point) and calculates 
corresponding total delay length. As depicted in Fig 6, OP1dBD 
occurs when the total length reaches λ/10. On the contrary,  
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Fig 8. Proposed CMOS PA structure with cascode OGDPA 
 
 
 
 
 
 
Fig 9. The positive effect of the gate inductors(L1, L2) to boost 
effective Vgs 
 
small transistor’s voltage waves connected by under λ/10 
transmission lines produce high output power without 
combining losses. Thus this paper defines total delay length 
λ/10 as an upper limit to adopt proposed OGDPA. 

Fig 7 shows the simulation comparison between cell 1: single 
120 μm transistor and cell 2: OGDPA transistor with 60 μm 
total delay length(60um is enough length to connect 4 small 
transistors in layout perspective). In cell 1, the gain and PAE of 
40 μm Wtot drop from 9 dB and 32 % to 5dB and 20 % at 120 μm 
Wtot. The reason is already explained before. On the other hand 
in cell 2, the gain and PAE remain constant even the Wtot 
reaches 120 μm. Therefore, it is possible to design to have high 
gain, high output power and high efficiency at the same time in 
designing millimeter wave amplifier by using OGDPA 
architecture. 

III. IMPLEMENTED CIRCUITS 
Fig 8. is a proposed CMOS PA architecture which is 

fabricated to verify the OGDPA concept. The PA consists of 
three parts, input matching amplifier, driver amplifier and 
power amplifier. Input amplifier provide 50Ω impedance and 
ESD(Electrostatic Shock Discharge) protection by using 
transmission lines[7]. The transmission lines are also used as 
inter-stage matching components for maximizing power transfer. 
The gate inductors L1 and L2 are inserted to boost gain called 

 
GB(Gain Boosting). An inductor at the gate of the Common 

Gate structure provides positive feedback which increases the 
effective Vgs voltage. Fig 9 explains this phenomenon. This 
paper adopts two GB inductors in matching and driver amplifier 
to enhance gain. 

 

Fig 10. The chip photo of the proposed PA with die size of 0.14 
mm x 0.5 mm 
 

 
Fig 11. The simulated and measured small signal S-parameter 
data for 2-V supply 
 

The 20 μm and the 60 μm cascode OGDPA are used as driver 
amplifier and power amplifier. To apply 2-V supply voltage, a 
cascode structure is chosen in this paper. According to the Fig 4, 
all of the transistor core sizes are fixed to 30 μm in which 
degradation of gain and efficiency is negligible. 

In addition, a novel bias circuit called DL(Diode Linearizer) 
is used in this paper. As shown in Fig 8, the DL consists the 
resister divider and diode connected transistor which is applied 
at the power amplifier stage. As explained in section 2, signal 
dependent Cgs generates phase distortion which reduces OP1dB 
and efficiency[8]. By properly sizing the R1, R2, and transistor 
the DL circuit generates harmonics that compensate the effect of 
the non-linear Cgs. So the output characteristics of OP1dB and 
efficiency can be improved. 

IV. SIMULATED AND MEASURED RESULTS 
The whole circuit of the PA is simulated with Cadence 

Spectre.  The die photo is shown in Fig 10. The chip size with all 
test pad is 0.14 mm x 0.5 mm. The PA was measured using on 
wafer probing. Fig 11 plots the small signal S-parameters from 
55 ~ 65 GHz and shows good fit between simulated and 
measured data for 2-V supply. The simulation result of inserting 
two GB circuits shows 10.2 dB gain boosting in millimeter  
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Fig 12. The simulated and measured power gain and PAE vs Pout 
 
wave frequency. The 5 dB gain drop is caused by layout 
resistive loss of GB circuit which is good for stability and 
bandwidth. The 3-dB bandwidth range is 56 ~ 65 GHz. 
The measured power gain and PAE versus Pout characteristics at 
60 GHz are plotted in Fig 12. Due to the DL circuit OP1dB is 
enhanced from 7.5 dBm to 11.5 dBm. As shown in Fig 12, the 
gain positive harmonics generated by the DL circuit causes gain 
expansion which compensates gain compression caused by 
non-linear Cgs. At 13 dBm output power, the measured PAE is 
18.3 % also the measured PAE at OP1dB is 14.5 %. These 
numbers are quite well matched with simulation results. Table I 
summarized the reported state-of-art performances of the 
CMOS PA. As can be seen, the PA with OGDPA achieves 
excellent power gain, best PAE and output power considering 
90nm technology. These results indicate that the proposed 
design method is very promising for 60 GHz CMOS amplifier 
topology. 

 
Table I. Performance Comparison 
ref Technology Data rate Power 

Consumption 
Sensit-ivit
y 

2 CMOS 90nm 3 Gbps 103 mW -16 dBm 
5 CMOS 90nm 3.5 Gbps 108 mW -40 dBm 
10 SiGe 0.25μm 4 Gbps 27.5 mW -22 dBm 
11 CMOS 90nm 1.2 Gbps 51 mW -47 dBm 
12 CMOS 90nm 3 Gbps 36 mW -44 dBm 
This 
Work 

CMOS 65 nm 3 Gbps 21.5mW -50 dBm 

 

V. CONCLUSIONS 
In this paper, we report a new structure of the millimeter wave 

amplifier for the future 60 GHz communication systems using 
90 nm CMOS process. By introducing PGDPA structure, 
propagation wave can be combined easily without complex 
transformer networks. The small signal peak gain of 29 dB, the 
peak PAE of 18.3 %, and the saturated output power of 13 dBm 
are measured at 60 GHz. These results demonstrate the 

suggested architecture is an attractive design solution for next 
generation high speed communications. 
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Abstract—The wave-based control of flexible mechanical 

systems is based on the idea of sending waves into the mechanical 

system, measuring the incoming waves and avoiding the resending 

these waves back into the system. Many simulations were formerly 

performed. The stability was proven too. This paper describes the 

possible implementation of wave-based control to the real motor 

which moves the lumped-mass flexible mechanical chain. The paper 

deals with the impact of the external disturbance forces which can be 

either harmonic forces or forces caused by the passive resistances. 

The organization of the paper is following. After introduction in I, 

the wave-based control is briefly described in II. The cascade wave-

based control is established. The chapter III deals with the simulation 

results and IV and V deal with the experiment.  

 

Keywords— Wave-based control, WBC, Wave-based 

control implementation, cascade wave-based control, residual 

vibrations, vibration suppression 

I. INTRODUCTION 

HE wave-based control of flexible mechanical systems is 

based on the idea of sending waves into the mechanical 

system, measuring the incoming waves and avoiding the 

resending of these waves into the continuum again. It is 

described in many already existing papers. Many simulations 

were formerly performed [1][3][4][5]. The stability of wave-

based method applied to the lumped-mass chain was proven 

too [6]. This paper describes the implementation of enhanced 

wave-based control to the real motor which moves the flexible 

mechanical system. In the section II the wave-based control is 

briefly described. The cascade wave-based control is 

introduced and explained. The simulation experiment in which 

the cascade wave-based control was applied is described in the 

section III. The simulation deals mostly with the vibration 

suppression caused by the external forces. The advantages of 

the cascade wave-based control are shown. The section IV 

briefly repeats how to implement the wave-based control to 

real servomotor control. In the section V the experimental 

results are shown when the position command was set and 

passive resistances were apparently occurring. The comparison 

between classical wave-based control and cascade wave-based 

control is presented. 

 
O. Marek works at VUTS Liberec, Czech Republic (e-mail: 

ondrej.marek@vuts.cz).  

II. WAVE-BASED CONTROL 

A. Wave-based Control – classical approach 

Wave-based control (WBC) is the relatively new and 

breakthrough control method [1]. It allows controlling the 

mechanical system without the full knowledge of the system 

mathematical model. It requires only the partial knowledge of 

the system instead of input shaping method [9][10]. The 

system description for the wave-based control is the same as 

for the simple systems so for the complex systems if the 

number of actuators is equal. The number of required 

measured signals for feedback is the same too. The basic idea 

of WBC is shown in Fig. 1.  

 

 
Fig. 1 Wave model of lumped mass system 

 

The dynamics of the system from Fig. 1 can be modeled by 

classical approach, i.e. by n differential equations of motion, 

or alternatively by the wave model. The mechanical system in 

Fig. 1 is artificially considered as a block diagram shown 

below (in Fig. 1). The positions of particular masses xi consist 

of two components ai and bi. The equation (1) shows the basic 

formula of the wave model where Ai respectively Bi are the 

variables between the blocks Gi respectively Hi.  

( ) ( ) ( )sBsAsX iii +=  (1) 

( ) ( ) 1-= iii AsGsA  (2) 

( ) ( ) 11 ++= iii BsHsB  (3) 

The values ai(t) and bi(t) physically do not exist. Only the 

sum ai(t)+bi(t) that equals the certain position xi(t) of the 

certain mass mi exists. The transfer functions Fij between the 

positions particular masses mi and mj are given by the nature of 

the mechanical system. 

If G1(s) = H1(s) = G(s) is considered then the formulas (4)-

(6) are valid. 
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( ) ( ) ( )sAsGsA 01 =  (4) 

( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )sAsGsXsGsAsXsGsBsGsB 011110 -=-== (5) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )sAsGsXsGsAsBsAsX 010000 -+=+=  (6) 

The wave-based algorithm and the number of measured 

signals do not depend on the number of masses in the chain 

[1][2]. 

 
Fig. 2 Wave-based Control 

 

In the control algorithm only a0(t) and b0(t) waves are used. 

The launch wave a0(t) is the input variable in the control 

algorithm. The reflected wave b0(t) is computed from the 

signals a0 and measured x1. The most important value is x0 

which is the controlled position of the actuator. The speed 

limits of the actuator have to be taken into account too and 

therefore the required displacement value goes through the 

shaper first. The shaper builds the shape of a0 in time. The 

control algorithm shows the Fig. 2. The final value of a0 equals 

the half of the desired displacement and remains constant. The 

reflected wave b0 reaches the same value as a0 after some time 

and using formula (1) it becomes obvious. This comes from 

the theory in [1], [2] and [3]. Fig. 3 shows the scheme of the 

control algorithm which needs the block representing G(s) 

only. The transfer function G(s) can be arbitrary chosen using 

proposed formula (7). 

( )
kx

k

++
=

ss
sG

2

 (7) 

The parameters κ, ξ are positive. 

 

 
Fig. 3 Wave propagation during the repositioning the n-mass chain 

 

The wave-based control is stable when applied to the 

lumped-mass system, this was proven. The disadvantage is the 

inability to suppress the disturbance forces. The external 

forces cause the position error of the final position after the 

repositioning. This is quite limiting property because the 

friction or the other passive resistances behave like the 

external forces. When the wave-based control is used in the 

real device, the passive resistances occur everywhere. 

B. Cascade Wave-based Control 

The “Cascade Wave-based Control” means in fact the PID 

regulator in front of the classic wave-based control (Fig. 4). 

These two regulators are in cascade therefore this combination 

is called cascade wave-based control (CWBC). The PID 

regulation controls mainly the final value of a0 in order to 

reach the desired position xfinal. This helps to perform the exact 

positioning to the desired position. The cascade wave-based 

control can suppress the vibration caused by harmonic 

excitation too. 

 
Fig. 4 Cascade Wave-based Control 

III. SIMULATION RESULTS 

For the simulation purpose the three-mass mechanical 

system is considered as the simulation model. The stiffness 

k1 = k2 = k3 = 100 N/m and masses m1 = m2 = m3 = 1kg. The 

natural frequencies of this system are f1 = 0.71Hz; f2 = 1.98Hz; 

f3 = 2.87Hz. The disturbance force acts on the mass m2. 

The transfer function G(s) was set as in (8). 

( )
1

1

2
,,

22

2

m

ks
p

pp
sG ==

++
= w

w
 (8) 

 

A. Disturbance response – the force pulses 

The disturbance force F2d shape is defined as in Fig. 5. It 

consists of periodic rectangular pulses which are 5N high and 

0.25s long. The response of the system without any control is 

displayed in Fig. 6. 

If the wave-based control (no cascade) is applied to the 

system the oscillation of the system is suppressed and system 

occurs in a static position periodically. Because no 

repositioning is required, the signal a0 equals zero throughout. 

The wave-based control is stable but the system obviously 

moves step by step. The external forces cause that effect which 

was mentioned before. The wave-based control suppresses the 

wave b0 which appeared because of the force F2d. 

 
Fig. 5 The disturbing force F2d(t) 
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Fig. 6 The response of the system with no control 

 

 
Fig. 7 The response of the system with wave-based control 

 

To ensure the constant position of the system the cascade 

wave-based control is needed. It uses the simple PID regulator 

in front of WBC. The PID regulation affect the a0 value in 

order the x0 remains the desired value (in this case x0=0). The 

Fig. 8 shows the behaving of the system with the cascade 

wave-based control. The wave a0 is not constant and it is 

varying using formula (9). The tendency of x0 and x3 to remain 

zero is obvious. The constants KP=1 a KI=1 are used. 

( ) ( ) ( ) ( )ò ++=
t

errerrIerrP xdttxKtxKta
0

0 0  (9) 

 
Fig. 8 The response of the system with cascade wave-based control 

 

B. Disturbance response – the harmonic force 

If the force F2d is harmonic with the particular frequency the 

response of the three-mass system can be derived or measured. 

The amplitude characteristics can be obtained too (Fig. 9).  

Let us consider the force F2d is prescribed using formula 

(10). 

( ) ( )ftAtF Fd p2sin22 =  (10) 

The cascade wave-based method suppresses the amplitudes 

in the whole frequency range 0.5Hz-10Hz. The high damping 

effect is observable when the disturbing force has the 

resonance frequency (f1=0.71Hz; f2=1.98Hz; f3=2.87Hz). 

 

 
Fig. 9 The amplitude characteristics Xi/F2d 

IV. WAVE-BASED CONTROL IMPLEMENTATION 

In general the servomotors use encoders which measure the 

position of the rotor. The encoders are already very exact 

devices in this time. The necessary feedback used by wave-

based control is supposed to use the signal from this device in 

order to avoid installing extra sensors. The control strategy is 

following. Firstly the regulation in the torque mode is set. In 

the section II the wave-based control is described for the mass-

spring chain case. The analogy of this chain has been used 

(Fig. 10). Apparently the simple P regulation is analogical to 

the repositioning through the spring. The gain of P regulation 

K1 represents the first stiffness in the mass-spring chain 

actually. The torque T(t) applied on the rotor is than computed 

using formula (11) [7][8]. 

( ) ( ) ( )( )txtxKtT 011 -=  (11) 

The strategy is the same when cascade wave-based control 

or simple wave-based control is used. The required position 

x0(t) is always transferred to the torque T(t) using (11).  

 
 

Fig. 10 The lumped-mass chain analogy 

V. EXPERIMENT 

A. The experiment description 

The two degrees of freedom system was chosen. The 

servomotor drives two flywheels coupled with relatively thin 

shafts in the series. This system has the first natural frequency 

below 10Hz. Both flywheels have the momentum of inertia 0.1 

kgm
2
. The values of the shafts stiffness were not particularly 

measured, but they were approximately calculated. It is not 

needed to know the exact values when using wave-based 

control. 
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Tab. 1 Devices in the chain 

Motor Yaskawa  SGMG-V  

nrated = 3000 rpm, Trated = 15.8 Nm,  

rotor inertia Irot = 0.00123 kgm
2
 

Gearbox Neugard, gear ratio i=5 

Shaft 1 Æd = 10mm, length l =260mm 

Flywheel 1 I1=0.1 kgm2 

Position sensor Renishaw Signum - RSM20 

Shaft 2 Æd = 12mm, length l =270mm 

Flywheel 2 I2=0.1 kgm2 

Sensor 2 Larm 305/6000 PB 

 

 

 
Fig. 11 The experiment – motor drives two flywheels in series 

 

B. Wave-based control implementation 

The implementation was performed in the same way like it 

is described in the session IV. The servomotor works in the 

torque mode and the whole regulation is performed in the 

controller. The calculation time is 0.001s which is sufficient 

time to control systems with the natural frequencies around 

10Hz. The Fig. 12 recapitulates the wave-based control 

implementation and Fig. 13 shows the implementation of the 

cascade wave-based control. The difference (x1−x0) is 

multiplied by arbitrary chosen constant K1 and the torque T is 

computed. 

 

 
Fig. 12 The experiment – two flywheels in series and WBC 

 

 
Fig. 13 The experiment – two flywheels in series and CWBC 

 

C. Results 

Firstly it is good to show how the system behaves when 

wave-based control is not used. The classical cascade control 

(position – velocity – torque – current) is performed. The 

system can be even unstable which shows the Fig. 14. It 

describes the response of the system when servo works in the 

position mode and the position command of 0.6 rad was 

performed. The system is oscillating after the repositioning 

and the amplitudes are even growing. 

 

 
Fig. 14 The response of the system (servo in the position mode) 

 

Secondly the basic wave-based control was performed. The 

request is to rotate the rotor of 36 rad. The flywheels have five 

times lower angular displacement because of the gearbox. The 

Fig. 15 shows the results. All positions and torques are 

recomputed to the motor side, also the positions of the 

flywheels. The mechanical system is stable but the rotor turned 

of 28 rad approximately. The request to turn of 36 rad is not 

satisfied. This is caused by the presence of the passive 

resistances. 

 
Fig. 15 The experiment – wave-based control 

 

Thirdly the cascade wave-based control was implemented in 

the experiment. The request is to rotate the rotor of 10π rad.  

 
Fig. 16 The experiment – cascade wave-based control 
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The Fig. 16 shows the perfect result. The desired position 

was obtained using cascade wave-based control. The passive 

resistances caused that a0(t>1s) is not the half of the desired 

position, the PID regulator has increased this value, but it does 

not have any negative effect.  

VI. CONCLUSIONS 

The paper describes the cascade wave-based control that is 

in fact PID and WBC in series. It shows the advantages and 

the benefits. One of the benefits is the ability to suppress the 

external vibrations and the influence of external forces. The 

paper describes also the possibility of wave-based control 

implementation in the real servomotor. The only needed sensor 

is the encoder which measures the position of the rotor. No 

other expensive additional sensor is needed. The paper shows 

also the effect of the passive resistances. The resistances can 

negatively affect the strength of the wave-based control 

because the resistances cause the system does not reach the 

required position. The cascade wave-based control can solve 

that problem. The particular experimental results are shown in 

the section V. 
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Abstract—Histidine is a type of amino acid contained in fish 

muscle tissue that is capable to produce histamine, a toxin, in the 
presence of decarboxylazed enzyme. Consumption of histamine 
exceeding the safety limit of 100ppm legislated by FDA leads to 
allergic reaction that incurs symptoms such as diarrhea, vomiting, 
headache, low blood pressure and facial swelling, known as 
Scrombroid poisoning. Current methods for histamine detection such 
as HPLC and TLC are more expensive, more skill dependent, more 
laborious and more time consuming, relative to ISFET, which gives 
ISFET the advantage of miniaturization enabling and in-situ 
monitoring  enabling. Majority of literature on ISFET has been 
reporting on its application for pH detection, the H+ ions. However, 
ISFET can be adapted to detect other ion type, such as histamine in 
our research. This has been the first attempt in adapting ISFET to be 
sensitive to histamine. We have developed a PVC based membrane 
plasticized with dioctyl phthalate, dissolved in tetrahydrofuran, 
enhanced with ionophore Mn(TPP)Cl and polyHEMA layer on the 
insulator gate of ISFET, for this purpose. Our work here is to 
examine the effect of deposition volume on the performance of 
adapted ISFET at a conditioning time of 3hours, for concentration of 
histamine ranging from 10-6 molar to 10-1 molar. The histamine 
sensitivity tests on five functionally tested blank ISFET, S4B, S4C, 
S4H, S4I and S4J, show that volume of membrane deposited has an 
effect on the Nerstian response to histamine. Even though the 
Nerstian slope differs for concentration range between 10-2 to 10-1 
and 10-4 to 10-2 molar of histamine solution, the adapted ISFET S4H 
and S4I yields the highest slope consistently, indicating deposition 
volume of 15-20 µL of membrane solution is optimal for sensitivity 
to histamine. 
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I. INTRODUCTION 
ISTAMINE is a toxin produced by the reaction of amino 
acid, histidine, in the presence of decarboxylased enzyme. 

It reproduces rapidly over a wide temperature range, any 
above 40⁰C, but not below freezing condition, less than -20⁰C. 
Histamine that is starting to reproduce right after thawing does 
not change the appearance, color and odour of the fish. 
Freezing after only slows down the production of histamine 
with no change to the histamine content already contained in 
the fish muscle tissue. Once produced, histamine cannot be 
destroyed with canning, heating or cooking, making it a 
looming danger. 

Scombroid poisoning occurs if consumption of histamine 
exceeds 100ppm, the safety level designated by the Food and 
Drug Administration (FDA) of USA[1-2]. Scombroid 
poisoning is a reaction to being allergic to histamine. This 
allergic reaction distinct itself from other allergic reactions as 
follows: the inflicted subject has no previous allergy to the 
food in question, the outbreak and the presence of histamine in 
the implicated food [3]. Symptoms of scombroid poisoning 
include headache, vomiting, diarrhea, facial swelling, thirst, 
skin rash and low blood pressure [4]. Severity of this symptom 
depends on the immunoglobulin, which varies from person to 
person. Normally, the symptoms become apparent one hour 
after digesting seafood containing high level of histamine. In 
the extreme case, this allergic reaction could cause death. 

A variety of methods have been developed for histamine 
detection such as high performance liquid chromatography 
(HPLC), thin layer chromatography (TLC), gas 
chromatography, amperometric, chronopotentiometry and 
capillary zone electrophoresis [5-7]. However, the detection 
limit of capillary analysis is high. The colorimetric method 
compares the difference in color intensity visually. Only TLC 
and HPLC employs direct measurement of the primary 
variable, histamine. However, these chromatography methods 
employ expensive equipment [9]. 

Sensor technology brings about the ion-selective electrodes 
(ISE). It is simple, durable, inexpensive and capable of reliable 
response over a wide range of concentration. Their fast 
response time, low detection limit and good selectivity make 
potentiometric detection suitable for direct and rapid detection 
of chemically and biologically compounds [10-11]. An 
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offshoot of this development is the Ion-Sensitive Field Effect 
Transistor (ISFET), a chemical field effect transistor 
introduced by Bergveld in the 1970’s [12].  

ISFET is a potentiometric sensor that accommodates a wide 
range of chemical and biochemical measurements. Unlike the 
ISE, the manufacturing of ISFETs is based on semiconductor 
IC technology. Sensing, pre-processing and computation can 
be encapsulated on the same chip with interface for 
information processing and data storage. This makes 
development of new ISFET based devices and sensors small, 
simple and cost effective, an advantage over the ISE. In 
comparison to current techniques such as TLC, HPLC, ISFET 
also has advantage over size, sensitivity, cost and power 
consumption. In addition, ISFET is dispensable of wet 
chemistry laboratory analysis. All the above attributes favors 
ISFET for miniaturization and portability.  

The purpose of our work is to research into designing 
ISFET for detection of histamine, for quality control over fish 
freshness and minimizing occurrences of Scombroid 
poisoning. For FET to be sensitive to histamine, it needs to be 
adapted with a membrane, of which deposition volume of 
membrane solution is an important factor. Here, we aim to 
study the effect of deposition volume of membrane solution on 
the Nerstian slope of sensitivity for ISFET, in tandem with 
concentration of histamine. Fundamental theory on adapted 
ISFET is introduced in Section II. Methods to select functional 
blank ISFET, prepare and deposit membrane are explained in 
Section III.  Findings from pH and histamine sensitivity test to 
determine the optimal deposition volume of membrane is 
discussed in Section IV.  

II. THEORY ON ISFET  
Being a potentiometric type sensor, ISFET is used to 

measure electrical potential difference at the interface of ionic 
solution. The ISFET have the basic structure of an electronic 
analogue MOSFET, except that its metal gate is replaced with 
reference electrode of ISFET and an open contact for ion 
detection. The reference electrode produces a charge when the 
ionic solution makes contact with the bare gate insulator.  

With reference to the site binding theory, the presence of 
hydroxyl (Si-OH) group at the surface of metal oxide accepts 
or donates a proton (H+ -ion), giving a negative or positive 
charge in the solution, until equilibrium is achieved. A current 
flows through ISFET as the number of Si-OH and the H+ -ions 
is being balanced.  

For ISFET of our design as shown in Figure 1, the gate For 
ISFET of our design as shown in Figure 1, the gate insulator 
layer (silicon nitrate, Si3N4) generates an interface potential 
on the gate once it detects H+ -ions. The potential developed 
across the insulator layer depends on the number of H+ -ions 
in contact with it, which can be related to the pH value of the 
electrolyte. The gate potential modulates the current flow from 
source to drain, as ISFET is switched on. 

 
Figure 1.  Structure of ISFET with PolyHEMA and PVC 

Membrane  
 
ISFET can be adapted to detect ions besides H+ -ions. In 

our research, histamine is the target ion. An ion selective 
plasticized PVC membrane concocted with a membrane 
cocktail recipe, uniquely for histamine, makes the adaptation 
[13]. The membrane cocktail recipe that enables selectivity of 
the histamine ion is constituted of the following. 

Membrane Support made of synthetic PolyVinyl Chloride 
(PVC (C2H3Cl)n) is the holding material. PVC is the third 
most widely produced plastic, after polyethylene and 
polypropylene. Pure PVC is a white, brittle solid. Mixed with 
plasticizer such as DiOctyl Phthalate (DOP, C6H4 
(C8H17COO)2), the flexibility and durability of PVC 
membrane is improved as it softens the membrane. DOP is an 
organic compound. It is the most common in the class of 
phthalate plasticizers. It is colorless, viscous and soluble in oil 
but insoluble in water. Its lipophilic and hydrophobic nature 
restricts diffusion of membrane components to the external 
solution and improves membrane adhesion to the gate area. 
Solvent, TetraHydroFuran (THF, (CH2)4O)), dissolves the 
solid membrane. THF is a moderately polar, aprotic solvent 
for PVC with dielectric constant of 7.6 and is water miscible. 
Ionophore, 5-,10-,15-,20-TetraPhenyl Porphyrinato 
Manganese (III) Chloride (Mn (TPP) Cl), exhibits high affinity 
for histamine ions and acts as an ion carrier that recognizes 
and transports histamine ions across the membrane. Its 
efficiency determines the sensitivity of ISFET sensor. 

III. METHODOLOGY 
A blank p-type ISFET with n-channel and Si3N4 as an 

insulator layer is selected for detection of histamine. As shown 
in Figure 2, the ISFET chip was electrically bonded onto a 
printed circuit board and encapsulated meanwhile the sensitive 
gate area is left opened for contact with the electrolyte. It is 
here that membrane enabling ISFET for histamine detection is 
deposited. 
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Figure 2. Blank P-Type ISFET with n-Channel and Si3N4 as 

Insulator Layer 

A. ISFET Selection   
Functional ISFET is selected using pH sensitivity test. The 

purpose of this process is to separate the functional ISFETs 
from defective ones, from the fabrication process. The 
sensitivity test ensures insulator of ISFET will be sensitive to 
H+ ion. The threshold for acceptable sensitivity is 45mV/dec, 
recognized by MIMOS, the Malaysia National Research & 
Development Centre in Information & Communication 
Technology under purview of the Malaysian Ministry of 
Science, Technology and Innovation. 

Figure 3 shows the experimental setup for the pH 
sensitivity test. The blank ISFET is dipped into three sets of 
pH buffer solution, differing in their level of pH: pH4 for 
acidic, pH7 for neutral and pH10 for alkaline.  At temperature 
25⁰C, the gate voltage (VG) are recorded at constant drain 
current (ID) of 100µA for every sweep.  

 
Figure 3. Experimental Setup for ISFET pH Sensitivity Test 

B. Membrane preparation 
Here, a PVC membrane technology based n-channel Si3N4 

ISFET is prepared. Recipe for the membrane solution is 
concocted by dissolving Mn(TPP)Cl, DOP and PVC synthetic 
membrane, in proportion as tabulated in Table 1, to give a 
total mass of 50mg in 500µl of THF. All the chemicals were 

used as received from Sigma. It is important to ensure that all 
the solid particles must be thoroughly dissolved. 

TABLE 1: RECIPE OF MEMBRANE COCKTAIL 

 Chemicals Amount 
Membrane 
Support 

PolyVinyl Chloride (PVC) 15mg (30%) 

Plasticizer DiOctyl Phthalate (DOP) 30mg (60%) 
Solvent TetraHydroFuran (THF) 500µL 
Ionophore 5-, 10-, 15-, 20-TetraPhenyl 

Porphyrinato Manganese 
(III) Chloride (Mn(TPP)Cl) 

5mg (10%) 

C. Membrane deposition 
After the selection for functional ISFETs and preparation 

of membrane solution, the membrane was then deposited on 
the gate insulator layer, in accordance to steps depicted in 
Figure 4.  

 

Figure 4. Procedural Flow of Membrane Deposition 

Firstly, 0.1µl of our HEMA cocktail is dispensed on the 
ISFET. PolyHEMA layer (see Figure 1) is introduced before 
the membrane to absorb the aqueous buffer solution of salts at 
the membrane/gate oxide interface. This helps to overcome the 
ill-defined phase boundary between the membrane and gate 
oxide and reduces the influence of CO2 as acidic agent, thus 
stabilizes potential developed in the membrane [14-15]. Then 
it is photo-cured in a N2 room for 180 seconds. After that, it is 
conditioned in 10-1 mol/L of histamine for 30 minutes before a 
total of 20µl of our membrane cocktail as prescribed in Table 
1 is dispensed on the ISFET with a micro-pipette, 5µl at a 
time. Then, the ISFET is left dried overnight at ambient room 
condition. Finally, the membrane deposition process is 
completed with conditioning of the ISFET in 10-1 mol/L of 
histamine for 60 minutes. 

D. Sensitivity test for histamine 
Five ISFETs which pass the pH sensitivity test from 

Section IIIA are deposited with PVC-based membrane as in 
Section IIIC before they are used for sensitivity test for 
histamine.  

The experiment is performed in the dark box to avoid 
interference from other sources such as temperature, light. All 
the leads from drain, source and reference junction in the dark 
box are then connected to Agilent Technology Semiconductor 
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Device Analyzer (B1 500A), as in Figure 3. Each ISFET was 
deposited with different volumes of membrane solution and 
the gate voltage (VG) are recorded at constant drain current 
(ID) of 100µA for every sweep, at temperature 25⁰C. 
Measurement at each volume of the membrane solution is 
repeated six time, as the volume is varied from 5µL to 25µL, 
at an increment of 5µL, while the range of histamine 
concentration from 10-6 molar to 10-1 molar. The pH value of 
solution is kept controlled at pH7.  

IV. RESULTS & DISCUSSION 
Result from the pH sensitivity test is shown first in Section 

A for selection of functional ISFET. Result from histamine 
sensitivity test is shown in Section B to observe the effect from 
deposition volume of membrane.   

 
A.  pH Sensitivity Test 
Figure 5 displays the pH sensitivity of the five blank 

ISFETs, S4B, S4C, S4H, S4I and S4J. All the blank ISFETs 
show linear range from pH4 – pH10, with regression 
coefficient of 0.9999. They also exhibit good Nerstian slope 
between 47-48mV per unit change in pH, excelling the 
sensitivity threshold set by MIMOS, 45mV/pH. Hence, all the 
ISFETs can then be deposited with membrane for histamine 
detection.     

 
Figure 5. pH Sensitivity Test of ISFET 

B.  Histamine sensitivity test 
Figure 6 shows the sensitivity graph of adapted ISFET in 

response to different volumes of membrane solution, as 
histamine concentration is varied from 10-6 to 10-1 molar, at 
conditioning time of 3 hours.  

It can be observed that volume of membrane solution has an 
effect on the Nerstian response of the adapted ISFETs. For 
concentration range between 10-2 to 10-1 molar of histamine 
solution, adapted ISFET S4H (green) and S4I (purple) with 
15µL and 20 µL of membrane solution yields highest Nerstian 
slope 97.5mV/dec and 85mV/dec respectively. Meanwhile, for 
concentration range between 10-4 to 10-2 molar of histamine 
solution, adapted ISFET S4H (green) and S4I (purple) again 
gives the highest Nerstian slope of 16.25mV/dec and 
13.75mV/dec respectively.  Adapted ISFET S4B depicts 

moderate sensitivity of 52.5mV/dec and 11.25mV/dec for 
histamine concentration of 10-2 to 10-1 molar and 10-4 to 10-2 
molar. Adapted ISFET S4C and S4J with 10µL and 25 µL of 
membrane solution are not responsive to histamine solution 
over the entire concentration range.   

 

 
Figure 6.  Sensitivity of Histamine in Response to Different 

Volumes of Membrane Solution with 3 hour of conditioning 

V. CONCLUSION 
This study intends to examine the effect of deposition 

volume of membrane solution on the Nerstian slope of 
sensitivity of ISFET with PVC-based membrane, Polyhema 
and Manganese tetraphenylporphyrin as ionophores. From the 
pH sensitivity test, all the five blank ISFETs, S4B, S4C, S4H, 
S4I and S4J produces good linear Nerstian slope between 47-
48mV per unit change in pH, from pH4 – pH10. They meet the 
sensitivity threshold of 45mV/pH by MIMOS and hence 
verified functional. The histamine sensitivity test shows that 
volume of membrane solution has an effect on the Nerstian 
response of the adapted ISFETs. For concentration range 
between 10-2 to 10-1 molar of histamine solution, adapted 
ISFET S4H and S4I with 15-20 µL of membrane solution 
yields the highest Nerstian slope 97.5mV/dec and 85mV/dec 
respectively. Meanwhile, for concentration range between 10-4 
to 10-2 molar of histamine solution, adapted ISFET S4H and 
S4I again gives the highest Nerstian slope of 16.25mV/dec and 
13.75mV/dec respectively. Thus, it can be concluded that 15-
20 µL of membrane solution is optimal for sensitivity to 
histamine. 
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Abstract—The linearity error of strain gage-based force 

transducers due to the nonlinear stress-strain behavior of an aluminum 
alloy is numerically calculated and analyzed using three regression 
models. It is found that a typical linearity error of 0.03% full scale can 
be obtained when the maximum deviation from the linear stress-strain 
behavior is in the range of 1%−2% of tensile strength depending on the 
regression model used. The difference between the average stress in a 
tension gage and the average stress in a compression gage does not 
appear to significantly affect the linearity error. 
 

I. INTRODUCTION 
strain gage-based force transducer such as a load cell 

consists of an elastic element and strain gages installed on 
the surface of the elastic element and converts a load-induced 
deformation into an electrical signal proportional to the load. 
Force transducers have been used in robots for measuring forces 
exerted on joints or forces generated by actuators [1]. In 
general, the electrical output of the transducer is a nonlinear 
function of the input deformation, typically expressed in 
microstrain units [2]. The maximum deviation of the transducer 
output from the straight line between the transducer output with 
no load applied (zero output) and the output at rated capacity 
(full scale output) is referred to as the linearity error. 

Commercial load cells are ranked into differing accuracy 
classes. A specific accuracy class specifies a combined error 
including temperature effects, linearity error and hysteresis, 
typically less than 0.1% of full scale output [3]. Various 
methods for compensating for these errors have been proposed 
and analyzed [4]−[7]. 

It was experimentally determined that microstructural 
changes induced from heat treatments can affect the hysteresis 
performance of force transducers [8]. It was also found that the 
linearity and hysteresis performance parameters of a overloaded 
load cell can be essentially restored by subjecting the load cell 
to conditioning similar to that which it received in initial 
manufacture [9]. These findings suggest that deviations from 
the previous state of crystalline structure resulting from a 
particular type of conditioning may affect the elastic response of 
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the material, making the degree of nonlinearity more or less 
severe depending on the conditioning. 
 In this paper, the contributions of the nonlinear elastic 
response of an aluminum alloy to the transducer linear error will 
be numerically calculated and analyzed. The nonlinear 
stress-strain behavior will be modeled using three regression 
methods, and it will be shown that the nonlinear elasticity may 
cause the transducer linearity error.  

II. LINEARITY ERROR 
A bending beam load cell shown in Fig. 1 is designed to 

produce an output signal Vo/Vs (mV/V) given by  
                            .
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where the gage resistors, R1 and R3 (nominal resistance 350 Ω), 
are subjected to an average tensile stress of about 40 MPa and 
R2 and R4 are subjected to an average compressive stress of 40 
MPa when a 1 kgf load is applied as shown in the Wheatstone 
bridge circuit in Fig. 2. For the load cell shown in Fig. 1, 
Wheatstone bridge nonlinearity does not contribute to the 
transducer linearity error [10]. Let E be the linearity error given 
by 

                        .
2

/ loadfullso
loadhalf
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V
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The full scale output  
loadfullso VV /  is the output signal under full 

load (1kgf). A tensile modulus of 73 GPa results in an average 
strain of 550 µε (microstrain) under full load, which in turn 
yields a change in resistance of K×0.00055×350 Ω = 0.38 Ω, 
where K = 2 is the gage factor. Then from Eq. (1) 
            ./08.1
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62.349

700
38.350 VmV

V
V
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Ideally the half scale output should be exactly one half (0.54 
mV/V) of the full scale output. However, commercial load cells 
show deviations from this ideal linear behavior. It has been 
observed in our lab that the linearity error of the load cell shown 
in Fig. 1 is typically 0.03% full scale (0.0003 mV/V), or less. 
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Fig. 1 Aluminum alloy load cell. 

 
 

 
Fig. 2 Wheatstone bridge circuit. 

 

III. NONLINEAR ELASTICITY 
Most metals are known to exhibit linear elasticity in the 

elastic region as illustrated in Fig. 3. In this work, it is assumed 
that the aluminum alloy machined to make the load cell in Fig. 1 
has a nonlinear stress-strain property as illustrated in Fig. 3 
(dashed curve), and only the contributions of this material 
nonlinearity to the transducer linear error will be examined 
although other factors such as hyperelastic properties of strain 
gage backing materials used in the industry may also contribute 
to the linearity error. 

To characterize the nonlinear stress-strain behavior of the 
aluminum alloy, three regression models are considered as 
shown in Fig. 4. A third degree polynomial model is shown as 
solid curve; a third order Ogden model conventionally used to 
describe the nonlinear stress-strain behavior of rubbers is shown 
as dotted curve [11];  and an inverted sinusoidal curve is shown 
as dashed curve. The maximum deviation from the linear 
stress-strain behavior is set to approximately 1% of the tensile 
strength (320 MPa) of the aluminum alloy for the three models. 

 
Fig. 3 Stress as a linear (solid) and nonlinear (dashed) function of 

strain. 
 

 
Fig. 4 Nonlinear stress-strain models: polynomial (solid), Ogden 

(dotted), and sinusoid (dashed). 

IV. FINITE ELEMENT ANALYSIS 
Commercially available finite element analysis software was 

used to compute the stress distribution over the gage areas. The 
3D load cell model consists of nine parts: the body, the four 
gage areas (the dimension of each gage area is 3 mm × 1.5 mm), 
and the four transitional “wells” that surround the gage areas 
(except the surfaces) and properly connect the elements in two 
adjacent meshes as shown in Fig. 5. The element size of the 
body mesh was set to 1 mm. The gage areas are composed of 
much finer elements of 0.1 mm to provide smoother stress 
distributions.  

 

 
Fig. 5 Meshes generated with different element sizes. 
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V. SIMULATION RESULTS 
The distribution of stress in the horizontal direction (positive 

going from R1 to R2 in Fig. 1) under full load (1 kgf) is shown in 
Fig. 6. Salient stress concentrations are shown over the gage 
areas. The maximum stress (46.9 MPa) was produced in R1 and 
another tension gage R4 exhibited 4% less peak stress (45.01 
MPa); the minimum stress (−46.9 MPa) was produced in R3 and 
the peak stress over R2 was −45.01 MPa. 
 

 
Fig. 6 Stress distribution. 

 

 
Fig. 7 Load cell with R1 and R2 separated by 42 mm. 

 

 
Fig. 8 Linearity error when d = 12 mm and d = 42 mm. 

 
Table I. Effects of the distance between R1 and R2 (sinusoidal 

stress-strain model). 
 avg. 

stress 
in R1 
(MPa) 

avg. 
stress 
in R2 
(MPa) 

avg. 
stress 
ratio 

|R2/R1| 

Vo/Vs 
(half 
load) 

(mV/V) 

Vo/Vs 
(full 
load) 

(mV/V) 

Linearity 
error 

(% full 
scale) 

d=12 39.336 −36.465 0.927 0.5359 1.0711 0.0325 
d=42 39.334 −38.021 0.967 0.5469 1.0932 0.0310 

 

A. Distance between R1 and R2 
Let d be the distance between R1 and R2 (d = 12 mm in Fig. 1). 

Consider another load cell with d = 42 mm shown in Fig. 7. This 
load cell is designed to produce comparable stresses over the 
gage areas. The linearity error obtained from the 
aforementioned regression models is shown in Fig. 8. The 

sinusoidal model results in the largest error due to its steepest 
initial slope (see Fig. 4), whereas the Ogden model results in the 
smallest error due to its least severe degree of nonlinearity up to 
2,000 microstrain (see Fig. 4). 

Table I shows how the ratio of the average stress in R2 to the 
average stress in R1 gets closer to unity as d gets larger when the 
sinusoidal model is employed (fourth column). The linearity 
error in the last column, however, is not significantly affected by 
the change in d. Thus, the difference between the average stress 
in the tension gage and the average stress in the compression 
gage does not appear to play a significant role in determining the 
linearity error as far as the contributions of the nonlinear 
elasticity are concerned. 
 

 
Fig. 9 Linearity error with varying stress-strain nonlinearity. 

 

B. Degree of Stress-Strain Nonlinearity 
As mentioned above, the maximum deviation from the linear 

stress-strain behavior was set to about 3.2 MPa (1% of tensile 
strength) for the results presented thus far. Fig. 9 shows how the 
linearity error of the load cell in Fig. 1 changes as the degree of 
stress-strain nonlinearity varies.  Assuming that the linearity 
error should not exceed 0.03% full scale, the degree of 
stress-strain nonlinearity should be less than 1% of tensile 
strength if the actual stress-strain behavior of the aluminum 
alloy follows the sinusoidal model, or less than 2% of tensile 
strength if it follows the polynomial model.  
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Abstract — In this work, we report GaN high-electron-
mobility-transistors (HEMTs) on SiC with field plates of 

various dimensions for optimum performance. 0.6 µm gate 
length, 3 µm drain source space AlGaN/GaN HEMTs with 
field-plate lengths of 0.2, 0.3, 0.5, and 0.7 µm have been 

fabricated. Great enhancement in radio frequency (RF) 
output power density was achieved with acceptable 
compromise in small signal gain. When biased at 35V, at 3dB 

gain compression, for a HEMT of 0.5 µm field plate length 
and 800 µm gate width a continuous wave output power of 
36,2dBm  (5.2 W/mm), power-added efficiency (PAE) of 

33% and small signal gain of 11.4 dB, for a HEMT 0.5 µm 
field plate length and 1000 µm gate width a continuous wave 
output power of 37,2dBm  (5.2 W/mm), power-added 

efficiency (PAE) of 33,7% and small gain of 10.7 dB were 
obtained at 8 GHz using device without using via hole 
technology.  

Index Terms — Field Plate, GaN HEMT, RF power 
applications, coplanar waveguide, power amplifiers. 

I. INTRODUCTION 

Gallium Nitride (GaN) based high-electron-mobility-

transistor (HEMT) devices are of great interest for high 

radio frequency (RF) power applications due to highly 

demanded physical and electrical properties of 

AlGaN/GaN HEMTs offer far superior features such as 

high current density, high breakdown voltage, high 

thermal conductivity and high saturation velocity 

compared to gallium arsenide (GaAs) based HEMTs. 

Although, there is significant work on GaN HEMTs using 

field plates with very high output power densities for 

microstrip line (MSL) passive technology [1]-[4], yet to 

date, there have been only few reports on the effect of 

field plate length on HEMTs without via hole technology, 

i.e. HEMTs suitable for coplanar waveguide (CPW) 

passive technology [5].   

In this work, a systematic study of the effect of field 

plate dimensions on small signal gain, power, efficiency 

and cut off frequency is presented. GaN-HEMTs are 

fabricated with different field plate lengths. All the field 

plate structures are deployed in the vicinity of the gate 

contacts on the Si3N4 dielectric passivation layer. The 

electric field modification that is because of the field 

plates helps to smooth the peak value of the electric field 

on the channel caused by gate contact at the drain side of 

the gate edge. Thus it improves the breakdown voltage 

and the power performance of the HEMT. The benefit is 

also a reduced high-field trapping effect. As the field plate 

functions by reducing the electric field at the edge of the 

gate on the drain side, it prevents electron emission and 

electron trapping. As a result it helps the reduction of the 

current collapse effect of the transistors. In addition to 

power performance, field plate structures have also impact 

on the noise performance of HEMTs.  

The performance of HEMTs with six and eight gate 

fingers are measured. The gate dimensions of the 

measured HEMTs are 0.6 µm × 6 × 125 µm and 0.6 µm × 

8 × 125 µm and average gate-to-gate distance is 60 µm 

(Fig. 1). The schematic of the designed HEMT (0.6 µm × 

6 × 125 µm) is given in Fig. 2. In this schematic, Lgs is 0.7 

µm, Lg is 0.6 µm, Lgd is 1.7 µm and four different field 

plate lengths are designed as 0.2 µm, 0.3 µm, 0.5 µm and 

0.7 µm. The thickness of the Si3N4 dielectric passivation 

layer is 300 nm.  

 

Fig. 1 Layout of the field-plated AlGaN/GaN HEMT structure. 

 

Fig. 2 Schematic of field-plated AlGaN/GaN HEMT structure 
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II. DEVICE REALIZATION 

AlGaN/GaN HEMT epitaxial structure was grown on a 

semi-insulating SiC substrate by metal organic chemical 

vapor deposition. The structure consists of, 15 nm-thick 

AlN nucleation layer, a 2 µm-thick undoped GaN buffer 

layer, an approximately 1.5 nm-thick AlN interlayer, a 20 

nm-thick undoped Al0,22GaN0,78 layer and a 2 nm-thick 

GaN cap layer on the top of the structure. The Hall 

mobility was 1384 cm
2
V

-1
s

-1
 whereas the sheet carrier 

concentration was 1.51×10
13

 cm
-2

.  

Fabrication process flow diagram of the HEMTs is 

given in Fig. 3.  

 

 
Fig. 3 Flow chart of GaN HEMT fabrication process with field plate 

step. 

 

Mesa etching was performed with ICP-RIE with a 

Cl2/BCl3/Ar gas mixture. Ohmic contacts formation was 

done by Ti/Al/Ni/Au metal stack with the thicknesses of 

12 nm, 120 nm, 35 nm and 65 nm, respectively. Ohmic 

contact metals were deposited by e-beam evaporation 

method.  They were annealed in an nitrogen ambient at 

850 °C for 30 s. After ohmic contacts had been formed, 

the TLM measurements were done. Ohmic contact 

resistance was 0.6 Ω-mm and the measured sheet 

resistance was 460 Ω-□
-1

.  Ni/Au was deposited for gate 

contacts and subsequently an intermediate DC test 

measurement was done in order to check on whether the 

fabrication is proceeding as it is planned beforehand. This 

on-wafer DC operation test measurement of the devices 

was done prior to Si3N4 dielectric passivation using an 

Agilent B1500A semiconductor device parameter 

analyzer. In this measurement, the peak extrinsic 

transconductance (gm) value was 215 mS/mm and the 

maximum current density value was 875 mA/mm. As the 

next step in fabrication, the device was passivated with a 

300 nm-thick Si3N4 layer grown by plasma-enhanced 

chemical vapor deposition. After the passivation, the 

openings, where the interconnect metal will be deposited 

on, were formed by means of dry etching of ICP-RIE with 

CHF3 gas. Thereafter, the test transistors were used to 

have DC test measurements again. Hence, we could 

observe the development impact of dielectric passivation 

on the transistors with this second DC test measurement. 

After the passivation maximum current density was 1100 

mA/mm and maximum extrinsic transconductance, gm 

was 260 mS/mm. After this step, electron beam 

lithography is used to define the field plate regions and 

these regions were deposited with Ti/Au metals. The field 

plate structures were connected to the gate electrode with 

a gate bus. The air bridge post structures were constituted 

for preventing any case of being short circuit of the metals 

by functioning as a jumper. Finally, a relatively thick 

Ti/Au metal stack with e-beam evaporation had been 

deposited as an interconnection on the sample, and then 

the fabrication process was completed with this last step. 

Fig. 4 shows a 0.6×6×125 µm HEMT’s optical 

microscope image. 

 

 

Fig. 4 Optical microscope image of fabricated 6×125µm HEMT. 

III. RESULTS AND DISCUSSIONS 

DC on wafer measurements were performed using an 

Agilent B1500A semiconductor device parameter 

analyzer.  For DC I-V characterization 0.6 μm × 2 × 100 

μm the test transistor was used. The gates were biased 

from -4 to 1 V in a step of 1 V and drain current-voltage 

(IDS–VDS) characteristics is measured. The maximum 

current densities Ids, max for all devices are nearly identical 

and around 1100 mA/mm except for the field plate length 

of 0.6 µm. For the device with Lfp 0.7 µm, the current 

density drops since the distance between the field plate 

and the drain is smaller. The devices are completely 

pinched off at    Vgs= -4V and knee voltage is below 4 V 

which shows the excellence of ohmic contacts (Fig. 5).  

In DC measurements, the extrinsic transconductance 

(gm) is also measured. The peak transconductance value 

for all field plate lengths are above 250 mS/mm except for 

Lfp= 0.7 µm and measured at Vgs= -3.2V. These results 

show that DC I-V transfer characteristics are independent 

of field plate length, the change in DC I-V transfer 

characteristics are due to the distance between field plate 

and drain contact, and in order not to decrease the current 

density and transconductance, this distance should be 

higher than 1.1 µm. Fig. 6 shows the transcoductance 

(gm–Vds) characteristics of a 0.6 μm × 2 × 100 μm 

AlGaN/GaN HEMT with Lfp = 0.2, 0.3, 0.5, and 0.7 μm. 
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Fig. 5 Drain current-voltage (IDS–VDS) characteristics of a 0.6 μm × 2 × 

100 μm AlGaN/GaN HEMT with Lfp = 0.2, 0.3, 0.5, and 0.7 μm. The 

gate bias was swept from −4 to 1 V in a step of 1 V. 

 

Fig. 6 Transcoductance (gm–Vgs) characteristics of a 0.6 μm × 2 × 100 

μm AlGaN/GaN HEMT with Lfp = 0.2, 0.3, 0.5, and 0.7 μm.  

On-wafer radio frequency (RF) measurements were 

carried out using a Cascade Microtech Probe and an 

Agilent E8361A PNA in the 1–20 GHz range. In small 

signal RF measurements the HEMTs with six fingers and 

with gate width of 6 × 125 µm (0.6 μm × 6 × 125 µm ) are 

used. Short-circuit current gain |H21| and Mason’s 

unilateral power gain Gu derived from on-wafer S-

parameter measurements as a function of frequency for 

the devices with field-plate length of 0.2, 0.3, 0.5 and 0.7 

μm (Fig. 7). With these measurements, it was seen that, 

for all the field plate lengths, the unity current gain cut off 

frequency, ft was above 20 GHz, and maximum 

oscillation frequency fmax was above 30 GHz. This is 

reasonable since the gate lengths of all the HEMTs are 

same. As the field plate length increases, the gate 

resistance decreases. But due to the 300-nm-thick Si3N4 

passivation layer, the gate capacitances especially Cgd 

also increase. As a result, the change in fmax is 

negligible.  

Large signal load pull measurement is carried on using 

Maury Microwave automated load pull system at 8 GHz. 

The data were taken on-wafer at room temperature 

without any thermal management.  

First of all, 0.6 μm × 6 × 125 µm HEMTs are measured 

at a drain bias of 35 V, and the output power, gain and 

power added efficiency (PAE) values are obtained (Fig. 8 

8). The output power of the device with Lfp of 0.5 μm at 

3dB gain compression is 5.2 W/mm with an PAE of 33% 

and a small signal gain of 11.4dB at 8 GHz. Fig. 8 shows 

the large-signal performance of the 0.6 μm × 6 × 125 μm 

with Lfp= 0.2, 0.3, 0.5, and 0.7 μm at 8 GHz.   

 

Fig. 7 Short-circuit current gain |h21| and unilateral power gain of a 0.6 

μm × 6 × 125 μm AlGaN/GaN HEMT with Lfp = 0.2, 0.3, 0.5, and 0.7 
μm. Device was biased at VDS = 25 V and    Vgs = −3.0 V 

 

Fig. 8 Large-signal performance of the 0.6 μm × 6 ×125 μm with Lfp = 
0.2, 0.3, 0.5, and 0.7 μm at 8 GHz. The device was biased with Vds = 35 

V and Vgs = −2.4 V 

At a drain bias of 35 V, power densities of 3.3, 4.7, 5.2 

and 4.2 W/mm (@3dB gain comp.) and small signal gain 

of 12.2, 11.6, 11.4, 11.2 dB were measured for devices 

with Lfp of 0.2, 0.3, 0.5 and 0.7 μm, respectively (Fig. 9).  

The DC, small signal and large signal results are 

summarized in TABLE 1. 

From these results, it can be observed that, with the 

increase in field plate length, the output power density 

increases notably, with a negligible decrease in small 

signal gain unless the drain gate distance is above 1.1 µm. 

When drain gate distance is above 1.1 µm, the parasitic 

capacitance Cgd increases and this capacitance limits the 

output power. 

As a second power measurement, the HEMTs with 

highest power performance are measured under different 

drain bias voltages. 0.6 μm × 8 × 125 µm HEMTs with Lfp 

of 500 nm are measured at 25V, 30V, 32V and  35V drain 

bias. Out power values of 35.3dBm, 36.4dBm, 36.9dBm 

and, 36.6dBm (@2dB gain compression) and PAE of 

43.7%, 37.8%, 36.9% and 33.6%  were measured for 

devices with VDS of 25, 30, 32 and 35V (Fig. 10). Results 

are summarized in TABLE II.  
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Fig. 9 Power performance versus length of field plate Lfp for devices of 

0.6 μm × 6 ×125 μm when measured at 8 GHz with drain biases of 35 V. 

TABLE 1 

Summary Of The Results Of The Field-Plated AlGaN/GaN 

0.6 μm × 6 ×125 μm HEMTs with Varying Field-Plate Length 

Lfp 

(µm) 

gm,max 

(mS/ 

mm) 

Ids,max 

(mA/

mm) 

ft 

(GHz) 

ftmax 

(GHz) 

Gain 

(dB) 

Power 

(W/ 

mm)  

0.2 261 1080 20.2 32 12.2 3.3 

0.3 259 1100 20.1 31 11.6 4.7 

0.5 253 1080 20.3 30 11.4 5.2 

0.7 237 975 20.2 31 11.2 4.2 
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Fig. 10 Power performance versus drain bias VDS for 0.6 μm × 8 ×125 

μm with Lfp 0.5µm when measured at 8 GHz. 

TABLE 1 

Summary Of The Results Of The Field-Plated AlGaN/GaN 

0.8 μm × 6 ×125 μm HEMTs with Lfp 0.5µm Varying Vds 

Vds Gain 

(dB) 

Power 

(dBm) 

@2dB comp 

Power 

(W/mm) 

@3dB comp 

PAE 

(%) 

25 10.6 35,3 3.4 43.7 

30 9.9 36.4 4.35 37.8 

32 9.3 36.9 4.9 36.9 

35 10.6 36.6 4.6 33.6 

 

IV. CONCLUSION 

A systematic study has been performed to investigate 

the effect of a field plate on DC characteristics, small 

signal gain and large signal performance of GaN-channel 

HEMTs without via-hole technology. With 0.6 µm gate 

length, 300 nm-thick Si3N4 as a dielectric layer and 3 µm 

drain-source spacing, optimum field plate length was 

found to be 0.5 µm. These devices with field plate length 

of 0.2 µm, 0.3 µm and 0.5 µm exhibited high current 

densities of more than 1.0 A/mm and peak extrinsic 

transconductances of more than 250 mS/mm. The DC I–V 

as well as transfer characteristics were essentially 

independent of the length of the field plate length. It was 

observed that when the space between the drain contact 

and the field plate decreases below 1.1 µm, the positive 

effect of the field plate on power densities are not 

observed.  

With the increase of the field-plate length, degradation 

in the values small signal gain was observed, but there 

was significant improvement in power densities. Also, at 

8 GHz, a CW output power density of 5.2 W/mm with 

PAE of 33% and a large signal gain of 8.2dB at 3dB gain 

compression at 8 GHz was obtained for device with a 

field plate length of 0.5 µm without via-hole technology. 

In addition, at 8 GHz, a CW output power of 36.9dBm 

with PAE of 37% and a large signal gain of 8.4dB at 2dB 

gain compression at 8 GHz was obtained for 0.6 μm × 8 

×125 μm HEMTs at 32V drainbias with a field plate 

length of 0.5 µm without via-hole technology. 

In order to improve the power density performance the 

drain-source spacing should be improved as a future work 

and then it would be possible to obtain larger field plate 

lengths without any degradation in power density values. 
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Abstract— Conventional voltage and current mode signaling 

schemes are unable to meet the speed requirements and power 
specifications in deep submicron technologies. The challenges posed 
by aggressive interconnect scaling forces VLSI circuit designers to 
look for alternative signaling techniques at nanometre technology 
nodes. Voltage mode signaling is very slow while current mode 
signaling suffers from serious static power dissipation problem. This 
paper presents a novel hybrid voltage/current mode VLSI 
interconnect signaling scheme which addresses the above problems. 
In which, both the proposed interconnect driver and receiver circuits 
are controlled by an efficient Schmitt trigger based control circuit 
which generates control signals based on input data transitions. These 
circuits switch from voltage mode to current mode for high data rates 
thus reducing the delay and dynamic power dissipation significantly. 
Performance comparison shows that the proposed hybrid scheme is 2 
to 2.5 times faster than existing voltage mode schemes for the data 
rates more than 400 Mbps. It is also observed from the simulation 
results that the power dissipation and the power delay product 
(minimum energy) of the proposed scheme are much better than 
those of voltage and current mode schemes for data rates of >20 
Mbps. 
 

I. INTRODUCTION 
S the technologies are scaling down, the performance of 
on-chip global interconnects has become a bottleneck in 

modern VLSI chips. The conventional signaling schemes [1]-
[4] such as voltage-mode are not able to meet the speed 
requirements and power specifications of future technology 
generations. Hence, these specifications force designers to 
look for alternative signaling techniques for addressing 
interconnects scaling problems. Voltage mode with repeaters 
insertion scheme for driving long interconnects was a popular 
scheme to reduce delay, but increases significant power 
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dissipation in VLSI circuits. The delay dependence on the line 
length changes from quadratic to linear [1], but power 
dissipated by repeater circuits increases linearly with line 
length [5]. With aggressive interconnect down scaling, line 
length increases leading to more number of repeaters which 
further increases the power dissipation. As an alternative to 
voltage mode signaling with repeaters, current-mode signaling 
was developed and validated for SRAM circuits [6]-[8]. Later 
current mode scheme was improved by [9]-[13] for better 
performance.  

The conventional current mode scheme signal propagation 
can be up to three times faster than voltage mode scheme [14]. 
The significant reduction of delay in current mode signaling is 
due to loading of the line with low impedance receiver which 
shifts the system dominant pole [15]. In general, an important 
advantage of current mode signaling over voltage mode 
signaling is that, its dynamic power dissipation component can 
be significantly reduced as a result of smaller voltage swings 
in the interconnect [3]. However, the major drawback with 
conventional current mode scheme is the static power 
consumption at low data rates. Hence, current mode scheme is 
generally suitable only for long buses carrying high activity 
data. 

In ideal voltage mode signaling, driver drives an open 
circuited interconnect, which causes the output to follow input. 
In the case of current mode signaling, load is a short circuited 
interconnect (ideally zero) and hence there exists a continuous 
current path. This leads to static power dissipation, which 
limits its use in short interconnects or low data rates, hence 
voltage mode is better at lower data rates [16]. In addition, it 
has also been observed that [17], current mode signaling 
consumes even more power than voltage mode with repeaters. 
This is the motivation to develop a novel hybrid 
voltage/current mode circuit which offers the advantages of 
both voltage mode and current mode for low and high data 
rates respectively. Repeater less signaling over 10mm line 
using the proposed hybrid scheme is presented in this paper, 
which is the major difference from another hybrid scheme 
[18].  

This paper presents an adaptive bandwidth approach using a 
hybrid voltage/current mode circuit which operates in current 
mode for high input data rates otherwise in voltage mode with 
much reduction in static power dissipation. The performance 
of the proposed hybrid scheme is compared with voltage mode 
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and current mode circuits in terms of 50% delay and power 
consumption. Another important metric for design of all 
electronic circuits is power delay product, which indicates the 
degree of energy dissipation in a circuit. Hence, power delay 
product as a figure of merit should have minimum value for 
good design. It has been found that, out of existing voltage and 
current mode schemes, the proposed hybrid scheme has better 
power delay product for input data rates of above 20 Mbps.      

   The rest of the paper is organised as follows. Section 2 
presents a brief discussion on voltage and current mode 
interconnects in an attempt to clear the basic idea of various 
modes. In section 3, the proposed hybrid voltage/current-mode 
scheme is discussed along with Schmitt trigger based control 
circuit. Section 4 compares the performance of proposed 
scheme with current mode scheme and voltage mode schemes. 
Conclusions are drawn in section 5.  

II. VOLTAGE MODE VS CURRENT MODE 
The generalised distributed RLC model of voltage/current 
mode interconnect is shown in Fig.1. The unit length 
Resistance, Capacitance and Inductance are represented as R, 
C and L respectively, and dl is denoted as length of each 
lumped section. The driver is modelled as an inverter with an 
output capacitance of Cs and receiver is approximated as a 
parallel combination of RL and CL respectively. Input signal 
Vin employs random input data of Non-return-to-zero (NRZ) 
format.  

 

CLRL

Rdl Ldl

CdlCs

Rdl Ldl

Cdl

Vin Vout

ReceiverDriver

GdlGdl

 
Fig. 1 Generalised distributed RLC model of voltage/current mode 

interconnect. 
 
According to signaling point of view, both voltage and 

current-mode driver circuits are similar and drive distributed 
model of RLC interconnect. On the other hand, current mode 
receiver offers low impedance load while voltage mode 
receiver provides a high impedance capacitive termination 
[15].  Fig.1 shows that, for a voltage mode receiver of load 
capacitance CL, addition of a parallel low impedance 
resistance RL will change its operation to current mode. 

 

III. HYBRID VOLTAGE/CURRENT MODE SCHEME 

Driver Receiver

Interconnect

Vin

Vcnt

Vcnt

Vcntb

Vout

Vcntb

 Fig. 2 Block diagram of proposed hybrid voltage/current-mode 
Scheme 

 
 The block diagram of the proposed hybrid voltage/current-
mode scheme for global interconnects is shown in Fig.2. It 
consists of driver and receiver circuits with input and control 
signals. The necessary control signals are generated by Schmitt 
trigger based control circuit. The same control signals should 
be given to both the driver and receiver circuits with proper 
timing synchronization. The driver and receiver circuits 
operate in two modes (voltage-mode and current-mode) based 
on control signals (Vcnt, Vcntb). If the control signals are Vcnt =1 
and Vcntb =0 the circuit operates in current-mode for high data 
rates otherwise in voltage-mode for low data rates.   

A. Control signal generation circuit 

Vin

Vdd

Vdd

Vdd

Vcntb

Vcnt

M1

M2

M8

M7

M6

M5

M4

M3

C

 
Fig. 3 control signal generation circuit 

 
Fig.3 shows schematic of control signal generation circuit, 

which generates control signals (Vcnt and Vcntb) based on input 
data transitions. The circuit consists of an inverter based 
charge pump and a Schmitt trigger [19]. The conventional 
Schmitt Trigger complete design is presented by Filanovsky 
and Baltes [20]. The circuit is designed such that for higher 
input data rates the control signal Vcnt is high and for slowly 
varying signals control signal Vcnt is low, depending on the 
duration of the input pulse width. 

If the voltage across capacitor is zero, transistors M5 and 
M6 are OFF and M3 and M7 are in linear mode of operation 
hence, the control voltage Vcnt = Vdd. When the capacitor 
voltage rises above Vtn, M6 becomes ON and M8 source node 
voltage starts decreasing, it causes M5 to be ON and control 
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voltage starts decreasing. For fast data activity, the capacitor 
does not have enough time to charge/discharge hence, the 
capacitor voltage remains below threshold voltage Vtn,  
leading to Vcnt = Vdd.  Similarly for slow variation of input data 
activity, the capacitor voltage and feedback transistors ensure 
Vcnt to be below Vtn. Thus, for small variation in input data 
activity the control voltage Vcnt signal is low otherwise high.    

Control voltage must be high before the high frequency 
input signals are applied such that current mode operation (low 
impedance load) can be invoked at the driver and receiver 
circuits without delay.  In the absence of input data transitions 
or low data rate signals control voltage Vcnt can be 
automatically discharged to low such that power dissipation is 
minimized in voltage mode operation. The charging time of 
control signal defines the setup time which ensures the input 
data signal transitions must be stable before the stable state of 
control voltage. 

 
B. Hybrid voltage/current-Mode Driver Circuit 

Vin

Vdd

Vcntb

Vcnt

M12

M11

M10

M9

Vin

Vcnt

Vcntb

M16

M15

M14

M13

Receiver
Interconnect

 Fig. 4 Hybrid voltage/current-mode Driver circuit 
 
Fig. 4 shows the schematic of hybrid voltage/current mode 

driver circuit. Transmitter section has two drivers: voltage 
mode driver and current mode driver. Left half of the hybrid 
voltage/current mode driver circuit consists of M9 PMOS 
switch, an inverter and M12 NMOS switch connected in 
series. When Vcnt is low M9 is ON and the inverter (M10-
M11) operates in voltage-mode, forcing the line to operate in 
full-swing voltage mode due to the high input impedance of 
the inverter.  

For higher data rates when Vcnt is high, activates the right 
half of the driver circuit and operates in current-mode with low 
swing (Fig. 7). This causes the dynamic power dissipation of 
current mode operation to be lower than voltage mode full 
swing operation. When Vcnt is high, M13 NMOS gives weak 
high and M16 PMOS gives weak low. Hence, the voltage 
swing on the wire can be reduced. Depending on the control 
signals, input data can be transmitted either through left half 
voltage mode driver or right half current mode driver. 

 
   

C. Hybrid voltage/current-Mode Receiver Circuit 

The hybrid voltage/current-Mode receiver circuit is shown 
in Fig. 5, consists of a voltage mode receiver, diode connected 
M22 and M23 transistors followed by a low gain amplifier (an 
inverter with gain A~25). The receiver operates in voltage 
mode and current mode depending on Vcnt=0 and 1 
respectively. In voltage mode the receiver operates in full 
swing mode whereas in current mode the receiver input 
voltage swings around the switching threshold of the diode 
connected inverter. The inverter acts as a low gain amplifier 
and will generate full swing voltage levels at the output. 

Vdd

Vcnt

Vcntb

M20

M19

M18

M17Vcnt

Vcntb
M24

M23

M22

M21

Interconnect
Driver

M25

M26

Vout Vout

Vdd

 
Fig. 5 Hybrid voltage/current-Mode Receiver circuit 

 
The diode connected inverter and inverter as an amplifier 

are designed such that switching threshold is constant. In 
current mode the driver voltage swings around switching 
threshold of diode connected inverter, which is shown in Fig. 
7. The output data Vout follows the input data Vin with a delay 
of 0.5 ns for current mode operation of hybrid scheme, 
whereas in voltage mode the obtained delay is 1.31 ns.   

IV. SIMULATION RESULTS 
The operation of the proposed hybrid voltage/current mode 
scheme was simulated in 180nm CMOS technology for Vdd of 
1.8V. The presented schemes were designed for the line length 
of 10mm with typical line dimensions using predictive 
technology model (PTM) [21] of 180nm technology. The per 
unit length interconnect parameters were extracted using the 
field solver TCAD Raphael and are presented as follows: 
R=42.5Ω/cm, L=2.311 nH/cm, C=17.43 pF/cm, G=0.443S/cm 
and Rs=0.00135 Ω/cm.  The simulation results of voltage 
mode, current mode [23] and proposed hybrid voltage/current 
mode are obtained using HSPICE W-element method. As per 
1999.4 release of HSPICE, at high frequency operation the 
imaginary term of the skin effect has been added for accurate 
frequency response. 

The frequency dependent resistance including skin effect is 
given by 

f)j1(RR)f(R s ++=  

where R is the DC resistance and Rs is the skin effect 
resistance. 
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Table1. Performance comparison @20 Mbps (wire length=10 mm) of 

various schemes 
 

 
Table1 shows the performance comparison between the 

various schemes for 10 mm line at low data rate of 20 Mbps. 
In this case hybrid voltage/current mode scheme switches to 
voltage mode scheme at low data rates and hence the 
advantage of zero static power is utilised. As compared to 
other schemes the delay and power dissipation of proposed 
scheme are approaching voltage mode scheme. The power 
delay product of the proposed hybrid voltage/current scheme is 
much less than the voltage mode scheme with repeaters [22], 
current mode scheme [23] and almost equal to simple voltage 
mode scheme. 

 
Table2. Performance comparison @400 Mbps (wire 

length=10 mm) of various schemes 
 

 
Table2 shows the performance comparison between the 

various schemes for 10mm line at high input data rate of 400 
Mbps. In this case hybrid voltage/current mode scheme 
switches to current mode and hence the advantage of high 
speed operation is utilized at high data rate. Increasing the data 
rate to 400 Mbps yields better improvements in relative 
performance for the proposed scheme approximately 2.5 times 
decrease in delay over the voltage mode scheme [1] and 
approximately half of the power is saved when compared with 
the above schemes. Furthermore, the power delay product as a 
figure of merit is much better when compared with other 
schemes. 

 
Fig. 6 Simulated waveforms of input signal, control signal, Receiver 

input signal and Output signal of voltage mode interconnect 
operation when control voltage=0. 

 
Fig. 6 shows an input data stream (Vin), control voltage 

(Vcnt), voltage mode driver output and the output data of 
proposed scheme. As stated earlier, for slow input data 
activities the control voltage Vcnt is set as low and operates in 
voltage mode. The proposed scheme operates in voltage mode 
and the driver output is having large swing which is in contrast 
with the current mode driver output small swing, as shown in 
Fig. 7. 

 
Fig. 7 Simulated waveforms of input signal, Control voltage, Driver 

output and Output signal of current mode interconnect operation 
when control voltage=1. 

 
Fig. 7 shows an input data stream (Vin), control voltage 

(Vcnt), current mode driver output and the output data of 
proposed scheme. For high data rates of input, the output of 
control signal Vcnt is set as high and operates in current mode. 
From the Fig. 7 it is clear that, the driver output voltage of 
current mode scheme has low swing of 0.2 V when compared 
with voltage mode driver output full swing of 1.8 V results in 
lower delay. 

Scheme  Delay 
(ns)  

Power 
(µW) 

Power Delay 
product(ns-µW) 

Voltage-Mode 1.283 7.13 9.14 
Voltage-Mode with 

Repeaters [22] 
1.069 16.45 17.58 

Current-Mode [23] 0.296 140.35 41.54 
Proposed hybrid 

scheme 
1.317 7.259 9.56 

Scheme  Delay 
(ns)  

Power 
(µW) 

Power Delay 
product(ns-

µW) 
Voltage mode 1.283 144.4 185.26 
Voltage mode 

with repeaters[22] 
1.069 181.2 193.7 

Current mode[23] 0.296 190.2 56.29 
Proposed hybrid 

scheme 
0.502 80.29 40.3 
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Fig. 8 Simulated waveforms of input data, control voltage, its 

inversion and output data of hybrid voltage/current mode circuit. 
 
Fig.8 shows an arbitrary input data stream (Vin), control 

voltage (Vcnt), inverted control voltage (Vcntb) and the resultant 
output data of proposed scheme. These control signals Vcnt and 
Vcntb are generated using Schmitt trigger based control circuit 
(Fig. 3). It is apparent that for low data rates (20 Mbps) the 
generated control signal is low and for higher data rates (500 
Mbps) the inverted control signal is low, thus ensuring the 
voltage and current mode operations respectively. The 
obtained output of proposed hybrid circuit follows the input 
with negligible attenuation. 

 
Fig. 9 Comparison between the voltage mode, current mode and 
proposed hybrid voltage/current mode interconnect schemes for 

Power delay product vs Data rate. 
 
Fig.9 shows the power delay product of various schemes for 

multiple input data rates. It is noticed that the proposed 
scheme is much better for high data rate applications (>20 
Mbps). Power delay product of proposed hybrid 
voltage/current mode outperforms the existing voltage and 
current mode schemes. At higher data rates, the power delay 
product of full-swing voltage mode and low swing current 
mode signaling are likely to become more dominant as seen 
from Fig. 9. The minimum power delay product is achieved for 

the proposed hybrid voltage/current mode scheme as 
compared to others, which is the prime requirement in high 
performance VLSI systems. 

V. CONCLUSIONS 
The proposed hybrid voltage/current-mode scheme 

combines the benefits of voltage-mode and current-mode 
techniques. The circuit switches to voltage mode or current 
mode based on the control signal which is input data 
dependent. At lower data rates the circuit operates in voltage-
mode scheme whereas it switches to current-mode scheme for 
higher data rates, thus it includes the advantages of both 
voltage mode (zero static power consumption) and current 
mode (for high speed operation). At data rate of 400 Mbps, the 
proposed scheme has approximately 2.5 times decrease in 
delay over the voltage mode scheme and approximately half of 
the power is saved when compared with the presented 
schemes. For the data rates of >20 Mbps, the proposed hybrid 
voltage/current mode circuit power delay product is better than 
the existing schemes. The proposed scheme also provides an 
alternative solution for the placement-constrained repeater 
inserted wires. 
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Abstract-An analytical-numerical model for the electronic 

current of two dimensional quantum well AlGaN/AlN/GaN in 
high electron mobility transistors has been developed in this paper 
that is capable of accurately predicting the effect of temperature 
on the electronic current of two dimensional quantum well  and 
transconductance . Salient futures of the model are incorporated of 
fully and partially occupied sub-bunds in the interface quantum 
well .In addition temperature  dependent of  band gap , quantum 
well electron density , threshold voltage, mobility of electron , 
dielectric constant , polarization induce charge density in the 
device are also take in to account . The calculated model results 
are in very good agreement with existing experimental data for 
high electron mobility transistors device. 

1- Introduction 

Over the past few years, AlGaN/AlN/GaN high electron 
mobility transistors have emerged strongly as attractive 
candidates for high-power, high temperature, high speed 
applications at frequencies well into the microwave region. 
The presence of strong spontaneous and strain-induced 
polarization fields due to lattice mismatch between 
AlGaN/AlN/GaN is the important characteristic of the 
AlGaN/AlN/GaN material system. These polarization  fields  
have  been   attributed to the  reduced symmetry of  the  
wurtzite  crystal    structure  and the polar  bonding  nature of 
GaN  and  its   alloy [1].The AlGaN/AlN/GaN material 
system is unique in that extremely high two-dimensional 
electron gas concentrations (>10¹³cm-²) are readily generated 
without modulation doping. The high breakdown fields 
(3x106 V/cm) resulting from the wide band gaps of GaN and 
AlGaN enable the use 
 of  much higher drain biases than can 
Typically be used in the AlGaAs/GaAs system [2, 3, and 4]. 
Together with these high field properties, the high saturated 
electron drift velocity (~107cm/s) in GaN can be exploited 
for superior high frequency performance. More recently, 
high performance GaN–based transistors such as electron 
mobility transistors have been fabricated and reported by 
several group [5, 6]. The effect of temperature on the 
electronic current of two dimensional quantum well was 

previously observed and was related on electron threshold 
voltage without including optical phonon scattering [7, 8]. In 
the present work, a new model for electronic current of two 
dimensional quantum well is presented.   This is achieved by 
(i) using a self consistent solution to the Schrödinger and 
Poisson equations in order to obtain the Fermi level (EFI) 
specified relative to the bottom of triangular well, and band 
bending of GaN (EB), (ii)  take into account the temperature 
dependent quantum well width, (iii)  take into account 
analytical relation for electronic current and charge density 
in two dimensional quantum well  , (iv) using a more 
accurate model for mobility, (v) using the electron traps 
effects in the surface, interface and buffer layers, and  (vi) 
incorporating a simple , realistic model for the ungated  area 
in the AlGaN/GaN electron mobility transistors device. 

2- Model description 

In order to obtain accurate values for the Fermi energy, the 
energies of quantized levels within the  two dimensional 
electron gas (2DEG), the occupancy of the various sub-
bands, the intrasub-band and intersub-band coupling 
coefficients (Hmn) for the  two dimensional electron gas in 
AlGaN/AlN/GaN heterostructures; both the Schrödinger and 
Poisson equations must be solved self-consistently. This has 
been achieved by solving Schrödinger’s equation   and 
simultaneously taking into account the electrostatic potential 
obtained from Poisson’s equation, as well as the image and 
exchange-correlation potentials using Numerov’s numerical 
method. 
In the self-consistent calculation, the nonlinear formulism of 
the polarization–induced field as a function of Al mole 
fraction in AlmGa1-mN/AlN/GaN heterostructures has been 
assumed, as well as taking in to account all fully and 
partially–occupied sub-bands within the interface two 
dimensional electron gas potential well [9, 10]. Using such 
an approach, it is possible to calculate the two dimensional 
electron mobility taking into account the combined 
contributions from each of the individual electron scattering 
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mechanisms. At high temperature (T ≥ 300K), inelastic polar 
optical phonon scattering dominates over all other scattering 
mechanisms.  In the linearizad Boltzmann equation, the 
different scattering rates can be separated in to two type: (i) 
elastic scattering du to acoustic and piezoelectric phonons, 
ionized impurities and interface roughness, etc, and (ii) 
inelastic scattering due to polar optical phonons in order to 
take in to consideration all scattering mechanism in the 
mobility calculation, it is solve numerically using an iterative 
technique [11]. 
The field effect transistors model used in calculations is 
shown schematically in Figure1, where the x –direction is 
along the two dimensional electron gas channel, the z –
direction is along the growth direction, and the region I and 
III represent the ungated channel portions of the field effect 
transis 
tors, and region II represents the gated area of the device. 
To calculate the total drain current, the both     2DEG channel 
and AlGaN barrier currents have been calculated. 
The expression of device current can be obtained as [12, 13] 
 

( )

( ) ( ) ( )1
3
1

2

2
4

3
1

3
2

2
1

2
2

22
1

31
2
22

2





 −−−

+
−+−

=

+=

dddddNqZ

III

AlGaN

AlGaN

DN

AlGaNDEGds

ε
µ

α
αααα                       

for AlGaNddd 21 ,  
 

1

21
2
22

2
4

α
αααα −+−

=dsI                                                                            

for           AlGaNddd 21 ,  
 
With 

( )
( ) ( )








 +
−

+







+

=

1

2
2

2

1

2

2
2

,

E
RR

RRR
Dqm

CTxDZq

ds

dsd
AlGaN

t

ε
µα

 

( ) ( )

( ) ( )

( ) Dqm

RRV
q

KTTmVVV

RRCTxDZq
E
VL

AlGaN

dsdsthvggs

dst

ds
g

2

2
1

2

2

,

2,2

+









+−−−+

+

×

++=

ε

µ

α

 

( ) ( )

( ) DqTm
q

KTmVVVVVCTxDZq

AlGaN

thvggsds
ds

t

2

2
2

3 2,
2

,2

+

















−−+−

=
ε

µ
α ,      

satc

satc

VE
VE

E
−

=
0

1 µ
 

 

( ) ( ) SB

SB

iAlGaN

AlGaN
t CC

CC
ddd

TmTmC
+
×

+
+∆+

=
),((, ε  

 
 
Where cE  , satV  , ( )mAlGaNε   , AlGaNd  and 

2/4 hmD ∗= π ,  are the critical field , saturation velocity , 
dielectric constant , barrier thickness and conduction band 
density of state   respectively  .  sR , and DR  are the source 
and drain resistance respectively, Z is the channel width, LG 
is the channel length, AlGaNN µµ =  is the 3D electron 

mobility as function of temperature, 0µ  is low field 

mobility, dsV  is applied drain to source voltage, VGV  is the 
virtual gate which formed between gate-drain and near the 
gate because of the reduction in the amount of net positive 
charge on surface.  tC  is total  capacitance. The capacitance, 

tC , is equivalent capacitance for the capacitances of  AlGaN 

barrier (CAlGaN), spacer layer ( ( ) /i AlGaN iC m dε= )  [12] , 
band bending  in GaN (CGaN) [13], interface traps (CS) [14] 
and two dimensional electron gas ( 2 /DEG AlGaNC dε= ∆ ). 
d1 and d2 are the depletion layer thickness in two gate ends 
(region II) and are given by: [13,14] 

( ) 2/12
1

2
1 βαα ++=d  

( ) 2/1
2

2
2 βαα ++=d  

where 
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, 

where  di is the spacer layer thickness in AlGaN  barrier, VBI is 
the Schottky barrier at metal/AlGaN in interface, ΔEC is the 
conduction band discontinuity between  AlGaN and GaN, ND 
is the donor density in AlGaN, where  RS and RD are the source 
and drain contact resistance respectively, VGV  is the virtual 
gate which formed between gate-drain and near the gate 
because of the reduction in the amount of net positive charge 
on surface,  EC(T) is the electric field in the saturation regime, 
kB is Boltzmann constant. NS is the total sheet carrier 
concentration within the well  so that   can be obtained as:[15] 
 
 

( ) ( )
( )( )

( ) ( )( )3,),(
),

),,

mTEmTVV
mTddd

mTmTN

FTGS

iAlGaN

AlGaN
S

+−

×
∆++

=
ε

 

 
The threshold voltage ( TV ) is given by the following 
relation [16,17]: 
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Where   σ (m)/q is the polarization induced charge density at   
heterostructure interface, ND is the donor density in AlGaN 
[18]. This discontinuity (ΔEC) dependent on the band gaps of 
GaN ( )),( mTE GaN

g  and AlGaN )),(( mTE AlGaN
g  . In this 

model, taking into account temperature dependent of band 
gaps analytical relations [19].Where ( )mTEF ,  q, m gsV
the Fermi level (specified relative to the bottom of triangular 
well), electron charge, Al mole fraction in AlGaN barrier and 
the applied gate to source voltage respectively [7,20] also 

2dd AlGaN =  is the depletion layer thickness in the gate 

edge near the drain side and d∆  is the effective thickness of 
2DEG.In the analytical calculation, it has been assumed that 
the mobility and the saturation velocity have been dependent 
on Al mole fraction.[6,20] 
 

 
Fig. 1. Schematic HEMT structure used for model calculation 
 
Where )(Tµ  is the total  mobility of 2DEG channel, so that in 
this model total mobility can be obtained as [21]: 
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So that  AlGaNN  is the density of electron real space transfer 
from the 2D (2DEG channel) to 3D state (in AlGaN barrier).It 
should be mentioned that even at room temperature, the 
mobility of 3D-electron gas is around 50% smaller the mobility 
of 2D-electrons [21]. 
In order to obtain accurate values for mobility of 2DEG 
channel, the occupancy of the various sub-bands, the intrasub-
band and intersub-band coupling coefficients (Hmn), and the 
sheet carrier concentration for the  2DEG in AlGaN/AlN/GaN 
heterostructures; both the Schrödinger and Poisson equations 
must be solved self-consistently. This has been achieved by 
solving Schrödinger’s equation   and simultaneously taking into 
account the electrostatic potential obtained from Poisson’s 
equation, as well as the image and exchange-correlation 
potentials using Numerov’s numerical method.In the self-
consistent calculation, the nonlinear formulism of the 
polarization–induced field as a function of Al mole fraction in  
AlmGa1-mN/AlN/GaN heterostructures has been assumed, as 
well as taking in to account all fully and partially–occupied 
sub-bands within the interface 2DEG potential well [23]. Using 
such an approach, it is possible to calculate the 2D-electron 
mobility taking into account the combined contributions from 
each of the individual electron scattering mechanisms. 
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The small signal parameter such as the transconductance, mg  , 

can be define by differentiating of DSI  with respect to gsV  

keeping respectively dsV constant.[24,25] 
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In this model, the channel temperature varies at each 
operating point depending on the device power [18, 26]: 
 

( )80 thDSDSch RVITT +=  

Where  thR  is the thermal resistance which is dependent on 
temperature .The thermal resistance for AlGaN/AlN/GaN   
HEMTs has been calculated using a Mont Carlo simulation, 
so that the thermal resistance increases approximately 
linearly with increasing DEG2 channel temperature, Such 
as increase in chT  will also reduce the DEG2  mobility 

leading to a lower DSI  for a given DSV  and GSV , the self-

heating effect is clearly most severe at high DSV  and GSV  
[20]. 
The capacitance, C, is equivalent capacitance for the 
capacitances of AlGaN barrier (CAlGaN) [21], band bending in 
GaN (CGaN) [22], interface traps (CS) [23], spacer layer [24,] 
and two dimensional electron gas 
( )),(/(),( 22 TzdTmC DEGAlGaNDEG ∆= ε ) m is the Al mole 

fraction of AlmGa1-mN/GaN and ),( TmAlGaNε   is the 
dielectric constant so that given by analytical relation [27]. 
In the model effective width of 2DEG ( )( )Tzd DEG ,2∆  at 
each point in the channel in the x direction depends on the 
density of electron at that point and temperature. This has 
been achieved by solving Schrödinger’s and Poisson’s 
equations. 
For the energy levels corresponding to the two dimensional 
electron gas, we assumed the presence of five sub–bands 
within the interface single–well. 
To calculate the exact electrical properties in high electron 
mobility transistors, one need to include the electron traps 
effects such as interface and surface traps, and GaN barrier 
trap in calculation. As a result of lattice mismatch between 
AlGaN and GaN, and possibly compositional non-uniformity 
caused by alloy clustering, there could be considerable 
amount of trap states at the AlGaN/GaN interface. The 

electrical behavior of the interface trap states can be modeled 
as a capacitive (CS) and a conductive (GS), where GS is 
negligible at the model biases. 
It should be mentioned that the solution obtained holds for 
VDS in the range 0ÒVDS≤V0, VDS=V0 the channel 
concentration SN is zero at the drain side and drain current 
is pinch off. 
3- Results and discussion 
To assess the validity of this combined analytical–numerical 
model for the effect of temperature on the electronic current 
of two dimensional quantum well, a comparative study has 
been undertaken comparing theoretically obtained I V− , 

µ,SN  and TV   curves with experimental results from 
Refs. 16,18, 19and27 for AlGaN/AlN/GaN based HEMT. 
The material and device details are presented in Table 1 and 
all other material parameters have been taken from Refs. 
13,22,23 and 28. The results presented in Fig.2 shows the 
mobility at sheet carrier concentrations as a function of 
temperature. As shown in Fig. 2, the mobility decrease 
monotonically with increasing temperature for ranging 200 
to 500K; this behavior suggests that phonon scattering is the 
dominant scattering mechanism at high temperature, in 
agreement with number of previous studies [21, 22] .The 
reduce dependence of mobility on temperature for lower 
carrier concentration suggests that scattering by dislocations 
and defect is more significant for lower carrier concentration.  
Fig.3 shows the sheet carrier concentrations and threshold 
voltage of two dimensional electron gases as a function of 
temperature. As shown in Fig. 3, the absolute of threshold 
voltage TV (voltage that to require for formation of two 
dimensional quantum well in interface AlGaN/AlN/GaN)   
decrease with the increase of temperature as a results 
decrease of depth and Fermi level in quantum well. With 
decreasing in depth of quantum well, decrease the 
discontinuity in band gaps and occupancy of the various sub-
bands (sheet carrier concentrations). The result shows that 
change in threshold voltage 2.0−  and sheet carrier 

concentrations 212103.0 −× cm of device with increase in 
temperature from 200K to 600K. 
As a result , to calculate an exact current –voltage (I-V) 
curve to see temperature  effects in AlGaN/AlN/GaN based 
HEMTs for applied gate bias and high drain voltage, one 
needs to include the temperature effects of band gaps , 
quantum well electron density , threshold voltage, mobility 
of electron , dielectric constant , polarization induce charge 
density in the device thus   Fig.4 shows the variation of drain 
current versus drain-source voltage with including theses 
effects in comparison with existence experimental data in 
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literature. As evident from this figure there is a good 
agreement between the model calculations and experimental 
data. 
Another possible reason for the mismatch between present  
model  and  experimental  results is the increase in device 
leakage current at elevated temperatures. Fig. 5 shows the of 
drain source  current versus Gate-source voltage in 
comparison with existence experimental data  of the 
AlGaN/AlN/GaN HEMT device at three different 
temperatures. At high temperature (500 K), leakage current 
superimposes on the drain current, which has not yet been 
incorporated in this model.Fig. 6, show the DC 
transconductance as a function of the gate to-source biasing 
at different temperatures for  0.3and 0.5 Al doping density 
respectively   . This proposed model quite accurately predicts 
the overall trend of the transconductance.There are small 
mismatches between the experimental and the model results 
which increase with the rise of temperature due to the 
increased leakage current as shown in Fig. 5 and bulk 
resistances. 
 

4- Conclusions 

An accurate analytical-numerical model for the effect of 
temperature on the electronic current of two dimensional 
quantum well has been developed the AlGaN/AlN/GaN high 
electron mobility transistors. This model is able to accurately 
predict the drain-source electronic current of two 
dimensional quantum well and transconductance in high 
drain voltage. The model incorporates by including 
temperature effects on the quantum well electron density; 
threshold voltage, mobility of electron; dielectric constant 
and polarization induce charge density in the device. 
Evidence for the applicability of the developed model is 
provided by the fact that the current – voltage characteristics 
calculated for dependent of temperature, shows good 
agreement with published experimental data 
 

Fig.
2 shows the mobility at sheet carrier concentrations of 

2121110 106.2,108,105 −××× cm  as a function of 
temperature in comparison with existence experimental data 
from Ref.  [12]. 
 

 
 
Fig.3 shows the sheet carrier concentrations and threshold 
voltage of two dimensional electron gas as a function of 
temperature in comparison with existence experimental data 
from Ref. [6, 8] 
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Fig.4 shows the variation of drain current versus drain-
source voltage in comparison with existence experimental 
data from Ref. [16, 17]. Temperature is stepped in 100 K 
from200 K to 500K. 
 

 
 
Fig.5 shows the variation of drain source  current versus 
Gate-source voltage in comparison with existence 
experimental data from Ref. [16, 17]. (for VVds 10= ) 

 
 

 
Fig.6 shows the variation of transconductance and total drain 
source current as function of gate source voltage for the in 
300K and 400k. The dots represents Exp. Data from Ref. [27].  
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Abstract—An analog non-linear function synthesizer is presented 

based on a polynomial expansion model.  The proposed function 
synthesizer model is based on a 10th order polynomial approximation 
of any of the required non-linear functions. The polynomial 
approximations of these functions can then be implemented using 
basic CMOS circuit blocks. In this paper, a circuit model is proposed 
that can simultaneously synthesize and generate many different 
mathematical functions. The circuit model is designed and simulated 
with HSPICE and its performance is demonstrated through the 
simulation of a number of non-linear functions. 
 

I. INTRODUCTION 
NALOG nonlinear  circuits have many applications, 
especially in signal processing, communication, 
instrumentation, neural networks, and medical 

equipment.  As a result, a large number of analog signal 
processors have been discussed in the literature. Initially, 
analog signal processors were designed with the use of  
passive electronic components such rersistors and simple 
semiconductor devices such as diodes and BJT transistors. 
With the advant of JFET and MOSFET transistors, the non-
linear characteristics of these devices have then been exploited 
in the design of such processors. Many approaches involving 
the use of piecewise-linear function approximations of  non-
linear functions have been reported in the literature [1],[2]. In 
this respect,  BJT and BiCMOS transistors have been used to 
simulate non-linear functions.   

More recently, CMOS analog circuitsbasedonthe 
exponential-law and  the  square-lawcharacteristicsof  a MOS 
 transistor operating in weak and strong inversion respectively 
have been reported[3],[4]. 
These circuitrealizations presentsome disadvantages the two 
most important being therealization of only one function at a 
time and  their operation in voltage-mode or mixed current 
andvoltage mode However in current-
modecircuitswidersignal bandwidths and largerdynamicranges 
of operationcan be obtained as opposed to voltage-
modecircuits.  

A CMOS current-mode analog  signal synthesizerhas 
recently beenproposed  [7].  The circuit wasbased on a third 
order Taylor’sseries expansions of nonlinear functionswhich 
restricted the number of functions that can be realized and the 
accuracy of their realizations.  
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II. MODEL FORMULATION 
In this paper, a CMOS-based circuit model of a current-

mode anlog function synthesizer that can realize a large 
number of non-linear functions is presented . The circuit 
model is based on a 10th-order polynomial approximation  of 
any non-linear function  and is compatible with the CMOS 
technology currently used in digital signal processing.  

Another adavantage of the proposed  model is the operation 
of the CMOS transistors in the strong inversion region, 
leading to the possible circuit operation at high frequencies.  
Other advantages of the proposed circuit model are the 
simulatneous realization of many nonlinear functions at a time 
that do not need the use of piece-wise linear approximation.In 
the proposed  circuit model , a 10th order polynomial  of  the 
form: 
 

  

 
 

is used to approximzte non-linear functions with a high degree 
of accuracy.  

III. PROPOSED CIRCUIT MODEL 
In current mode, with the variable x representing the 

normalized input current,  (1)  can   be realized by taking the 
sum of the eighted  output currents of  a number of building 
blocks that consist of the  traditional class-AB  current mirror  
circuit to provide both power-raising and amplification of 
thecurrent input, and adding it to a  constant current.One  such 
building block is the squarring unit shown in Fig.1. 

 

 
Fig.1: Modified current mirror to provide output currentsproportional 

to the square of the input current 
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where Iin  is the input current,  Ib the bias current , and Iout is 
the output current. The aspect ratios /L) of  transistors  T1 –
 T8of   Fig.1 are  shown in TABLEI. 
 

TABLE I  
ASPECT RATIOS (W/L) FOR THE TRANSISTORS OF FIG. 1 

Transistor T1 T2 T3 T4 T5 T6 T7 T8 

W/L 1/ 1 1/ 1 1/ 1 1/ 1 1/ 1 1/ 1 1/ 1 1/ 1 

 
TheTransisitorsT1  and T2 as well as T3 and  T4 are 

assumedto be well matched  and  transistors T1 through T8 are 
assumed to have the same value of thetransconductance  
parameter  i.e., βn = βp  and are operating in their stauration 
region. With these assumptions,the translinear principle is 
applied to produce the output current Iout  which can be then 
expressed as [7] 

 

 
In order to obtain  another output current proportional to the 

input current, two additional transistors T9 and T10 are added  
with aspect ratios 1/2 and 1/1 respectively as shown in Fig. 2. 
From this circuit, output currents of value a1 x  or  a2 x2, can 
be obtained by using additional current mirrors of different 
aspect ratio values (W/L)  

 

 
Fig. 2  Modified squaring circuit of Fig. 1 to provide outputcurrents 

proportional to the input current and its  square. 
 

Again, by applying the translinear principle , the output 
current I1 is given by : 

 

 

 
where x = I in / I b   represents the normalized  input 
current.Equation (2) can also be re-written using the 
normalized input current as: 
 

 

 

In order to obtain a current proportional to x3, the 
followingrelation is used:  

 

 
 

The corresponding circuit will therefore requires two 
modified squaring circuits with inputs proportional to the 
difference and the sum of the input current and its square. The 
required third order term in (1) can then be obtained by 
selecting appropriate values of the aspect ratios 
(W/L).Therefore and  in order to obtain output currents 
proportional to even and odd powers of the input current, the 
modified squaring circuit of Fig. 2 along with (4) and (5) are 
repeatedly used.  TABLESII-(a) and II-(b) give the details of 
the inputs that are used to produce output currents proportional 
to x3 through x10. 
 

TABLE II-(a) 
OUTPUT CURRENTS  PROPORTIONAL TO ODD POWERSOF  INPUT CURRENTS 

Iin 

 

x + x2 

and 
x - x2 

x + x4 

and 
x - x4 

x + x6 

and 
x – x6

 

x + x8 

and 
x – x8

 

I1 x3/2 x5/2 x7/2 x9/2 

 
TABLE II-(b) 

OUTPUT CURRENTS PROPORTIONAL TO EVEN POWERSOF   INPUT CURRENTS 

Iin x x2 x3
 x4

 x5
 

I2 x2/8 x4/8 x6/8 x8/8 x10/8 

 
It can therefore be seen that higher-order terms of (1) can be 

obtained by repetitive use of the circuit model of Fig. 2 
without the need for dedicated current multipliers. With this 
design and the addition of a normalized DC current, 
anynonlinearfunctioncan be realized using MOSFET current-
mirrors with the appropriate aspect ratios (W/L). Fig.3 shows 
the basic circuit model of the function synthesizer where B 
refers to the squaring circuit model of Fig. 2.Thecircuitshows 
onlyoutputs proportional to x through x6.  

IV. SIMULATION RESULTS 
The basic circuit model of Fig. 3 was used in the simulation 

of a number of nonlinear functions. The corresponding 
polynomial expansion coefficients ai, i = 1 , …10 for selected 
functions are given in TABLES III-a andIII-b, and the 
transistors’aspects ratios were selected accordingly. HSPICE 
circuit simulation environment was used and the simulation 
was carried out using the BSIM2 level 39 MOSFET transistor 
models with L=0.1μm, bias current Ib=1μA and supply 
voltages VDD = -VSS = 2V.   

For each function simulation, the input current was changed 
from 0 μA to 1μA, and the output  currents through load 
resistances of 1=MΩ was obtained obtained. A DC current 
source = 1μA was addedto the output node to represent the 
constant term in equation (1)  which equals, according to 
TABLES III-(a) and III-(b), either to 1 or zero. 
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Fig. 3 Basic circuit model for the function synthesizer showing outputs proportional                                                                                                      

to the first 6 terms of the polynomial expansion
 

TABLE III-(a) 
POLYNOMIAL EXPANSION COEFFICIENTS FOR SELECTED FUNCTIONS 

Function a0 a1 a2 a3 a4 a5 

sin(x) 0 1 0 -1/6 0 1/120 

 1 -1/2 3/8 -5/16 35/ 128 -  0.2461 

tanh(x) 0 1 0 -1/3 0 2/15 

ln(1- x) 0 -1 -1/2 -1/3 -1/4 -1/5 

ex 1 1 1/2 1/6 1/24 1/120 

J1(x) 0 1/2 0 -1/16 0 1/384 

I0 (x) 1 0 1/4 0 1/64 0 

 1 0 -1/2 0 -1/8 0 
 

TABLEIII-(b) 
POLYNOMIAL EXPANSION COEFFICIENTS FOR SELECTED FUNCTIONS 
Function a6 a7 a8 a9 a10 

sin(x) 0 -1/5040 0 1/362880 0 

 0.2256 -0.2095 0.1964 -0.1855 0.1762 

tanh (x) 0 -17/315 0 0.0219 0 

ln(1-x) -1/6 -1/7 -1/8 -1/9 -1/10 

ex 1/720 1/5040 1/40320 1/3628 80 1/3628   
800 

J1(x) 0 -1/18432 0 1/14745 
60 0 

I0 (x) 1/2304 0 1/14745 6 0 1/14745 
600 

 -1/16 0 -5/128 0 -7/256 

 
The exact nonlinear functions were calculated and their 

graphs compared with those of the simulated functions as 
illustrated in Fig. 4 and Fig. 5.  Inspection of these figures 
clearly shows that the simulated results are in excellent 
agreement with the calculated ones. TABLE IV shows the  
 
 

 
 
range of input current values for which the error between 
corresponding functions is less than 1%  which further reflects 
the accuracy of the proposed function synthesizer circuit  
model.  

 

 
Fig. 4  Simulated and calculated functions from TABLESIII-(a) 

and III-(b) 
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Fig. 5   Simulated and calculated functions from TABLES III-(a)  

and III- (b) 
 
 

TABLE  IV 
RANGE OF INPUT CURRENT VALUES  

Function sin(x)  tanh (x) ln(1-x) 

Range of  
x 

 
< 1 µA 

 
< 0.8 µA < 1 µA < 0.8 µA 

Function ex J1(x) I0 (x)  

Range of  
x < 1 µA < 1 µA < 1 µA < 0.9 µA 

 
V. CONCLUSION 

Simulation of a simple non-linear function synthesizer using 
MOSFET  transistor models available in HSPICE simulation 
environment has been presented. The circuit model was based 
on approximating any nonlinear function with the first 10 
terms in its polynomial expansion. The circuit model that 
realizes any of these functions consists of power-factor raising 
circuits built around a basic current squarer circuit, a weighted 
current amplifier and a dc current source. The proposed 
simulation model can be easily modified to implement 
manyfunctions by proper selection of the transistors’ aspect 
ratios. Simulation of a number of nonlinear functions verified 
the validity of the proposed function synthesizer circuit model.  
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Abstract—Transesophageal Echocardiography (TEE) is 

intensively used in operating theaters as a surgical monitoring device 
as well as in cardiovascular diagnostics rooms. The usage of TEE 
requires a few hours and is sometimes also performed under X-Ray 
exposure. This may result in a radiation contamination of the 
operator. In order to decrease this health burden, this setup proposes a 
wireless TEE probe remote control. We used a microcontroller based 
system in order to control movement and position of the probe. The 
input for the microcontroller is sent wirelessly using radio frequency. 
In this research we used a combination of LED setups to simulate all 
possible movements and positions of the probe. Results show that the 
system is capable of remote controlling the TEE probe from a 
distance of more than 2 meters.      
 
 
 

 

Keywords—Transesophageal Echogardiography, remote control, 
radio frequency, clinical application.  

I. INTRODUCTION 
RANSESOPHAGEAL echocardiography or TEE, is an 
alternative procedure for further cardiac examination like 

transthoracic echocardiogram. It is used to evaluate, diagnose 
the cardiac condition and to monitor patients during the peri–
operative period of cardiac surgeries as well as 
hemodynamically unstable patients [1]. The cardiac data 
provided by the TEE provide clearer images compared to 
Transthoracic Echocardiography (TTE) data and are also less  
affected by interference originating from ribs and lungs. Fig. 1 
shows conventional TEE probe used for surgical procedures. 
The low degree of invasiveness of TEE and its capability to 
visualize and assimilate the dynamic information are helpful 
in changing the course of patient management [2]. As for 
TEE, there is a specialized probe, of an approximately one 
meter long flexible instrument, containing an ultrasound 
transducer at the tip which is passed into the esophagus of 
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patients. The following Fig. 1 shows the TEE probe. The 
cardiac images are obtained by manually adjusting the 
transducer tip. The transducer at the tip of the probe is usually 
positioned within the esophagus right before the stomach and 
directly behind the heart.  
 

 Figure 1. Existing TEE probe that currently being used in 
most surgical procedures. 
 
The tip is rotated and moved towards some specific angles and 
directions in order to acquire images of the heart at several 
different coordinates. The position and orientation of the TEE 
probe can be altered by several standard manipulations, for 
example, advancement into or withdrawal from the esophagus, 
turning rightward or leftward, rotating forward or backward, 
and anteflex or retroflex [3-5]. These maneuvers have to be 
adjusted manually by turning the probe shaft and adjusting the 
knobs as well as electronic switch of the probe control unit 
using both hands simultaneously. The need of this manual 
probe adjustment to any specific position will therefore create 
an uncomfortable condition during diagnosis and surgery 
monitoring. Furthermore it is important to acquire precise 
coordinates of the probe position [6].  It is often inconvenient 
for the sonographer to operate the controle unit of the 
ultrasound maschine while performing the TEE procedure [7]. 
 The aim of developing this remote positioning control unit 
is to remote control and adjust position as well as orientation 
of the TEE probe tip towards specific angles and directions via 
RF wireless technology. This is used in order to acquire 
cardiac images. This system will eventually help doctors or 
surgeons to remotely monitor the condition of cardiac patients. 
RF was used here due to its low cost attitude. The application 
of TEE within clinical procedures can be traced back for more 
than a decade. It was first applied in 1976, where the 
instrument was a rigid, mechanical sector, a scanning device 
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that caused discomfort during intubation [8]–[10].  
 Then TEE was improved with the application of phased 
array technology [11]. Later, TEE has been improved by using 
an electrically powered motor that was coupled to the flexible 
endoscope shaft as well as to the articulation section including 
the probe [12], [13]. The attachment of the motor to the shaft 
was used in order to minimize overtorque situations, whereas 
the articulation section was used for the locking mechanism in 
a given bent position of the probe. 

In this study, a state-of-the-art remote positioning control 
unit forseen to adjust the position of the TEE probe tip via RF 
wireless technology is presented. In section II, the proposed 
hardware is explained. Section III presents the software 
architecture, and the last section presents the discussion and 
conclusion.  

II. PROPOSED HARDWARE SYSTEM 

A. Proposed System 
The proposed system acquires a position command or any 

position signal data from a particular source. Then it can 
transfer command data to the TEE probe using RF. 
Subsequently the TEE probe tip will move and can be adjusted 
according to the received signals. A GUI is used to display the 
status of the TEE probe tip and also to monitor the cardiac 
images. If an emergency situation occurs, such as error, the 
GUI will display “ERROR”. With the developed system, real-

         
Fig. 2 Basic diagram of the proposed system 

 
time remote monitoring data or diagnosis information of any 
patinets' heart are achieved. In this way, doctors will be 
supported in monitoring more patients out of different surgical 
theatres with increased efficiency. The general diagram of the 
proposed approach is given in Fig. 2.  

B. Remote Positioning Control Setup 
For the setup of the wireless communication system, a pair 

of RF wireless transmitter and receiver modules were used. 
Signals were generated in order to be transfered by the 
transmitter. These include position signal data which are 
received by the corresponding receiver. A parallax joystick is 
used to provide position signals at the transmitter part. A 

prototyped TEE probe can be connected to the receiver side 
and so that it can move simultaneous to the movement of the 
joystick. The prototyped probe consists of two units. A servo 
motor that will be remotely controlled by the joystick and an 
Arduino Uno microcontroller. Lastly is used as in order to 
encode and decode signal data to serial data. The block 
diagram of the complete setup is given in Fig. 3.  

 

 
Fig. 3 Block diagram of the remote positioning control unit 
 

C. Sequence of Signal Detection Algorithm  
In the following steps of the proposed position signal 

detection algorithm are given:  
1) Read any value from the analog pin if available. The 

value would between 0 and 1023. 
2) If there is a value, map the value to degree, which 

will be from 0 to 180. 
3) Write the mapped value to serial data. 
4) Display the value onto serial monitor. 
5) Send the corresponding value to the receiver. 
6) Any data from receiver will then be sent to the 

microcontroller and then to the servo motor. 
7) Servo motor will be triggered to move in accordance 

to the degree received.  
8) The degree of movement of the motor will be 

displayed on a new serial monitor.  
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Fig. 4 Flowchart of remote control system 
 

Fig. 4 shows the flowchart in developing the algorithm of 
the remote positioning control system. 

III. SOFTWARE ARCHITECTURE 
The software system consists of GUI monitoring that 

enables monitoring of the movements and adjustment of the 
probe. Furthermore, it allows to view the cardiac images. 
Every movement made by the probe tip will be displayed on 
the screen of the GUI. The main menue of the GUI displays 
the cardiac images. The software architecture is designed 
using MATLAB GUI.  

IV. RESULTS AND DISCUSSION 
For the need of preliminary testing, five LEDs were used to 

indicate the position of the joystick. The preliminary test is 
done in order to see if the RF wireless technology is 
functioning. It is also used to find out if it is able to transfer 
signal data from the transmitter to the receiver. The LEDs are 
arranged in a circle on the breadboard. The LED in the middle 
represents the joystick in rest. This test is done in a range of 

distance of 48 meters, separated by a transparent wall in 
between. Preliminary test results are given in Fig. 5(a) until 
Fig. 5(i). 

 

Fig. 5(a) joystick in still position, no movement 

Fig. 5(b) joystick on positive x-axis 

Fig. 5(c) joystick in first quadrant position 

Fig. 5(d) joystick on positive y-axis 

Fig. 5(e) joystick in second quadrant position 

Fig. 5(f) joystick on negative x-axis 
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Fig. 5(g) joystick in third quadrant position 

Fig. 5(h) joystick on negative x-axis 

Fig. 5(i) joystick in forth quadrant position 
 
From the preliminary results, it can be seen that the LEDs 

are blinked in accordance to which quadrant the joystick is in 
at that particular moment. This was documented during the 
performance of the setup from a distance of more than 2 
meters. The signals did not show any malfunctioning when 
sent through a concrete wall of a thickness of 20 cm.  

V. CONCLUSION 
In this study an adequate method for medical environment 

diagnosis using wireless TEE probe tip position control is 
presented. The position signal data are acquired and 
subsequently sent to the TEE probe via Radio Frequency 
waves. The status or current position of the tip is displayed on 
a GUI. The whole concept is based on distributed architecture 
and supports the operator to perform long-distance monitoring 
during cardiac surgery and diagnosis. This method results in 
the exclusion of negative effects for the TEE user. Our system 
is able to be integrated into any conventional mechatronic 
TEE probe control system.    
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   Abstract —In this paper, we propose a novel, simple and accurate 
delay and overshoot estimation model for VLSI Global Interconnects, 
based on new matrix Pade-type approximant (MPTA). This model 
reduces the computational complexity by considering rational 
function denominator as scalar polynomial and avoiding matrix 
inversion. The proposed model provides a simpler rational function 
approximation for estimating delay and overshoot in lossy VLSI 
interconnects. With the reduced order lossy interconnect transfer 
function, finite ramp responses are obtained and line delay and signal 
overshoot are estimated. The estimated delay and overshoot values 
are compared with the Pade model and HSPICE W-element model. 
The 50% delay results are in good agreement with those of HSPICE 
within 0.5% error while the overshoot error is within 1% for a 1 mm 
long interconnect. For global lines of length more than 1 mm in SOC 
(system on chip) applications, the proposed model is found to be 
nearly two times more accurate than existing model. Further more the 
proposed model is computationally more efficient than HSPICE and 
pade model.  

  Keywords – Delay, matrix rational model, ramp input, RLC 
interconnects, transient analysis, transfer function, new MPTA 
approximant. 

I.  INTRODUCTION  
 Accurate estimation of delay and overshoot is crucial for the 

design of high speed systems at VLSI technology. As the physical 
dimensions in VLSI technologies scale down, interconnect delay 
dominates the gate delay in determining circuit performance [1]. 
Hence, for the design of complex circuits, simple, fast and more 
accurate analytic models are useful for IC designers to predict the 
interconnect effects. 

  
Originally VLSI interconnects were modeled as RC lines and 

single pole Elmore-based models [2], [3] because of long channel 
device delay dominance over negligible interconnect delay. However 
the Elmore model fails at high frequencies since it does not consider 
the inductance effects [4]. It is necessary to use a second-order 
model, which includes the effect of inductance. Kahng et al. 
considered equivalent Elmore delay model based on the Resistance 
Inductance and Capacitance (RLC) of the interconnects [4] and [5]. 
Ismail et al. [6] proposed two pole model to capture far end time 
domain solution for single line interconnect. 

 
A simplified voltage transfer function obtained using Taylor series 

approximation for transient analysis [7], [8] has less accuracy in 
delay calculation. Nakhla et al. [9] use modified nodal analysis 
(MNA) for obtaining far end and near end responses of interconnects. 
Roy [10] extended [9] for obtaining more accurate far end responses 
of coupled RLC interconnects using delay algebraic equations. 

 
A matrix rational-approximation model for SPICE analysis of 

high-speed interconnects is presented by Dounavis et al. [11], [12].  
However, the approximations made to derive these models 
contributed to more inaccuracy. This has been improved using Pade 
approximation model [13] to estimate the delay of interconnects. All 
the above models still suffer from accuracy and computational 
efficiency and need better models to efficiently estimate delay and 
overshoot of interconnects. 

 
In this paper, we present an improved analytic delay model by 

extending the concepts developed by Dounavis et al. [11]-[13] for on-
chip RLC interconnects. The estimated delay and overshoot values of 
the proposed model are compared with Pade model [13] and 
HSPICE. The proposed model is based on new matrix Pade’ type 
approximant (MPTA) [14] and [15], which is simple in structure and 
easier to implement. For the same order (2/2), the proposed model 
offers better accuracy than Pade model for global interconnects of 
length 1-5 mm. The proposed model is used to solve the 
Telegrapher’s equations for the first time. 

 
The new MPTA model [15] has matrix Pade-type approximation, 

whose denominator is a scalar polynomial in terms of a matrix-valued 
linear functional on the polynomial space. The Pade model with 
rational matrix approximation has numerator and denominator 
matrices which need inverse matrix operations leading to severe 
computational complexity. The proposed model reduces the 
computational complexity by considering rational function 
denominator as scalar polynomial and avoiding matrix inversion. 

 
The remainder of the paper is organized as follows. Section II 

briefly describes the mathematical analysis to determine the linear 
transfer function of RLC interconnects and to find the transient 
analysis. Section III presents the proposed new MPTA model for 
single RLC line, while section IV deals with the comparison of the 
proposed model with Pade and standard HSPICE models.  
Conclusions appear at the section V. 

II. ANALYSIS OF RLC INTERCONNECT 
The analysis of on-chip RLC interconnects begins with 

Telegrapher’s equations in frequency domain.  All the closed-form 
RLC interconnects models assume quasi-TEM (transverse 
electromagnetic) mode of signal propagation. The Telegrapher's 
equations are a pair of linear partial differential equations, which 
illustrate the voltage and current on a transmission line with distance 
and time as transmission line variables. 

The solution of interconnects are described by telegrapher’s 
equations as 
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where ‘s’ is a Laplace-transform variable, z is a variable which 

represents position; ( )s,zV  and ( )s,zI stand for the voltage and 
current vectors of the transmission line, respectively, in the frequency 
domain; and R, L and C are the per unit length (p.u.l.) resistance, 
inductance, and capacitance matrices, respectively. 

The solution of (1) and (2) can be written as an exponential matrix 
function as  
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In (2) ‘d’ is the length of the transmission line, with Z=R+sL and 
Y=sC. The exponential matrix of (3a) can be written in terms of cosh 
and sinh functions as 
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Equation (3a) does not have a direct representation in the time 
domain, so it is difficult to analytically predict the delay and 
overshoot of transmission lines. Hence, there exists demand for 
approximate models. The basic idea of the matrix rational-
approximation model is to use predetermined coefficients to 
analytically obtain rational functions for (3a). To obtain a passive 
model, the exponential function is approximated and the resultant 
model is used for obtaining time response. 

 
A single RLC line is shown in Fig. 1. The line is driven by a 1-V 

finite ramp with rise times of 0.1 ns and 0.05ns. This represents a 
point-to-point interconnection driven by a transistor (modeled as a 
resistance Rs) and connected to the next gate (modeled as a 
capacitance Cl). 

 
 

Fig.1. Circuit model of the single-line distributed RLC interconnect. 
 

The frequency-domain solution at the far end can be expressed as 
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where     

YZ=Γ , 
In (4), Rs is the source resistance at the near end, Cl is the load 

capacitance at the far end, and Vin is the input voltage. It is extremely 
difficult to find the time domain response of this complex transfer 
function, hence an approximate transfer function has been derived 
using new MPTA model. The time response of this function is used 
for estimation of delay and overshoot in single RLC interconnect. 

III. PROPOSED NEW MPTA MODEL 
This model is based on new MPTA approximation [14], [15]. For 

the power series expansion of a function f(x), where ‘x’ is a complex 
variable 

f(x)=C0+C1x+C2x2+…+Cnxn+…, Ci=(Ci
(uv)) ∈ C sxt;  x∈C         (5) 

 
The exponential matrix (4) can be written as above series and the 

closed form rational function approximation for an exponential 
matrix in (4) is written as  

         Rmn(x)= Pmn(x)/ )x(v~                                                     (6) 
is called as new MPTA approximant and is denoted by (m/n) f(x) 

where                                                    
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Let ‘v’ be a scalar polynomial of degree n
 

                v (x) =b0+b1x+……. + bnxn
                                           (9) 

 

These coefficients b0 to bn can be calculated using [15]. 

 

Further more 
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             For the 2/2 approximation order, the rational approximation 
is                

   R22(x)=P22(x)/ )x(v~                             (12) 
where 

 )x(W~zc)x(v~)x(P l022 +=  

 

  

and

          v (x) =b0+b1x+b2x2

  

Thus, R22 represents a table of rational functions, each element of 
which is an approximant of original series (5) and obtained from the 
series of below steps. 
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Calculation procedure for estimating delay and overshoot using 
new MPTA approximants are as follows. 
    
(i) Telegrapher’s equations are solved and the solution is written as 

exponential matrix and the derived transfer function (4) is 
approximated using the new MPTA model. 

(ii) The coefficients W1 of the resultant exponential function are 
calculated using (11). 

(iii) Pmn(x) can be calculated for any order of m/n from the relation 
(7). However, for validation with Pade model (2/2),  the 
proposed model (12)  is calculated with m=n=2 

(iv) Total sums of the numerator P22(x) and the denominator are 
calculated and the approximated transfer function is obtained. 

(v) Ramp response of the transfer function is obtained to estimate 
delay and overshoot of interconnect. 

IV. SIMULATION RESULTS 
A single RLC line is presented in this section to demonstrate the 

validity and efficacy of the proposed model. The results obtained 
using MATLAB R2010a operating on HP 64-bit Intel i5 processor 
with clock speed of 2.53 GHz, are compared with HSPICE W-
element model. 

 
The typical interconnect parameters [13] considered for 

simulation of single RLC interconnect are given in Table-I. The Pade 
approximation [13], and proposed new MPTA model are 
implemented in MATLAB for the same set of input parameters. 

 
Table I: The values of Interconnects parameters [13] 

Vdd 1V 
Length 0.1mm to 0.5cm 

Resistance 88.29 Ω/cm 
Capacitance 1.8pF/cm 
Inductance 15.38nH/cm 

Input ramp rise/fall time 0.1ns 
Source resistance 20Ω to 100Ω 
Load capacitance 0.05fF to 0.1fF 

 
The far-end response to a finite ramp input of single interconnect 

is plotted in Fig. 2. The plots compare the responses of proposed and 
Pade model [13]. It is evident from Fig. 2 that, the proposed new  

 

MPTA model and Pade model [13] match very closely for the same 
order of 2/2. However, computational complexity of the proposed 
model is less than that of the Pade model, because for the same 
accuracy the former needs less number of poles than the latter. 

Fig. 3 shows the results of finite ramp response for the rise time of 
0.1ns, line with length of 0.5mm, source resistance of 100Ω and load 
capacitance of 100fF. The obtained overshoot of proposed model 
matches with existing Pade model [13] for the same approximation 
order of 2/2.  

 
Fig.3. Ramp response of single line when length =0.5mm, Rs=50Ω and 

Cl=50fF and Rise time=0.1ns. 
 

Tables II and III give the comparisons of 50% delay and 
overshoot values obtained using HSPICE W element model, Pade 
model [13] and proposed model for various lengths, source 
Resistances, load Capacitances and rise times. These tables include 
the average and maximum error percentages values of Pade model 
and proposed model with respect to HSPICE. From Table II, the Pade 
model of order 2/2 has average and maximum error of 0.73% and 
3.9%, whereas proposed model has 0.41% and 1.53% respectively. 

  
      For global interconnects (1-5 mm) the proposed model works 

much better than Pade model for delay and overshoot estimation. 
Both Pade and proposed models perform similarly for smaller length 
(<1mm) interconnects but for longer lengths of 5mm, proposed 
model has less error percentage. 

 
From Table III, it is observed that the Pade model [13] has 

maximum overshoot error of 1.05%, while the proposed model has an 
error of 0.96%. In the case of overshoot estimation the proposed 
model is best for all cases. Overall, the average error percentages of 
delay and overshoot estimations are within 1% for the proposed 
model. 

 
    

Fig.2. Transient response of single interconnect line, with length = 0.5mm,  
Rs=50Ω, Cl=50fF and Rise time=0.05ns. 
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Table II: Comparisons of 50% delay of HSPICE W Element, Pade model and proposed model 
for various lengths, source Resistances, load Capacitances and input Ramp rise times. 

 
  

 
 
                     
 
 
 
 
 
 
 
 
 
 

 
 

 
Table III: Comparisons of Overshoot of HSPICE W Element, Pade model and proposed model for 

         various lengths, source Resistances, load Capacitances and input Ramp rise times. 
 

 
 
The computational complexity of the proposed model is less as 

compared to Pade model, because inverse matrix operation is not 
needed, which reduced the number of poles required from 5 to 3 at 
the same approximation order (2/2). As a result the CPU computation 
time is less as compared to Pade model. 

 
Table IV: CPU time comparison of various models with HSPICE models 

 
The CPU computation time to calculate the transfer functions of 

various models into poles and residues is provided in Table IV. The 
CPU time of proposed model is a onetime expense to find poles and 
residues for any input switching pattern, whereas HSPICE analysis is 
based on numerical integration that has to be performed for each 
input switching pattern, thus proving that the proposed model is 
computationally more efficient. 

 

V. CONCLUSION 
This paper presents a novel MPTA based closed form model for 

delay and overshoot estimation of high speed VLSI interconnects in 
DSM regime. A single line interconnect has been used for validating  

 

 

 

 

 

 

 

 

the proposed model by comparing with the Pade model and HSPICE. 
The delay and overshoot estimations average error percentages are 
within 1% for the proposed model. In SOC (system on chip) 
applications, for global lines of lengths 1-5 mm the proposed model 
is found to be more accurate than existing model. The proposed 
model is computationally more efficient than HSPICE and Pade 
model. 
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Abstract—In this paper, a fuzzy based controller is proposed for 

wind energy conversion systems (WECSs) that operate in the range 
of several mega-Watts and are based on permanent magnet 
synchronous generator (PMSG). A diode rectifier, a buck converter, 
and a pulse-width-modulated (PWM) current source inverter (CSI) 
comprise this converter. The system has two DC current requirements 
that are analyzed and compared. These requirements are i) maximum 
power point tracking (MPPT) that must be achieved by the generator 
and diode rectifier and ii) the desired grid power factor that must be 
obtained by the grid and PWM CSI. It is shown through theoretical 
analysis that, in order to achieve all the control objectives in the full 
wind turbine operating range, a buck converter is necessary. 
Furthermore, a fuzzy based control scheme is presented in this paper 
for compensating the reactive power of the grid. To decrease the 
system loss, the DC current is controlled at the lowest required level. 
The proper performance of the proposed system over a wide range of 
operating conditions is demonstrated through simulation results on a 
1.5 MW. 
 

I. INTRODUCTION 
N recent years, there has been a rapid growth in wind 

energy conversion system (WECS) that triggers technology 
advancements in industry. Due to its high efficiency and 
elimination of the gear box, the direct-drive permanent magnet 
synchronous generator (PMSG) has attracted the attention of 
many researchers. In spite of the fact that most of the 
commercial WECSs use voltage source converters, 
configurations that are based on current source converter 
(CSC) seem to be promising solutions as the power ratings of 
individual turbines increase. The current source converters 
have been widely used in high-power drive applications. This 
kind of converter has some outstanding features such as grid 
friendly waveform, compact technology, and simple control 
scheme [1].  

The CSC configurations used in WECS are classified into 
three main groups. The first group employs PWM current 
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source rectifier (CSR) and PWM current source inverter (CSI) 
[2] therefore, high levels of freedom are provided for the 
control objectives. However, the control scheme design is 
complicated and the switching devices are relatively 
expensive. The second group of configurations uses a diode 
rectifier and thyristor inverter. This group is reliable, benefits 
from a well-established technology, and has low costs [3]. 
However, disadvantages such as lack of reactive power 
control, extra costs of the compensation system, and poor grid 
waveforms make it a less proper choice for modern WECS. 
The third type of configuration is composed of diode rectifier 
and PWM CSI inverter. In this configuration, within a limited 
range, both the active and reactive powers that are transferred 
to the network could be controlled. 

 
Fig 1. A PMSG-based WECS using PWM CSI and diode rectifier  
 
Using the results of DC current analysis carried out on the third 

configuration, this paper presents a full scale PWM CSI with a diode 
rectifier and a buck converter. Also, a control scheme is developed to 
optimize the system operation. Simulation results on a two mega-watt 
system are also included 

II. DC CURRENT ANALYSIS 
Generally, in WECS, the flow of power is unidirectional. 

This means that the power always flows from the wind turbine 
to the grid. Diode rectifiers are reliable and inexpensive 
devices that could be used as generator side converters in 
order to transfer the AC power to DC power. Figure1 shows 
the configuration a PWM CSI and a diode rectifier that are 
employed in a PMSG-based WECS. Next, in this paper, it will 
be shown through DC current analysis that this system has a 
fairly limited range of operation.  

2.1. Generator side DC current analysis 
In order to achieve proper operation of generator, the DC 

current requirements must be analyzed. To carry out this 
analysis, a simplification can be made by considering the 
output of the diode rectifier as a constant DC current, Idcr. 
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Therefore, the commutation angle δ of the diode rectifier and 
the output DC voltage Vdcr could be calculated by using the 
following equation [4]: 

   
(1) 

 

 (2) 

In equation above, ωg and Lg represent the angular speed 
and the equivalent synchronous inductance of the PMSG, 
respectively. E_LL denotes the magnitude of the EMF induced 
in the windings of the stator which is proportional to magnetic 
linkage flux Ψ and ωg [5].  

 

(3) 

Substituting equation (1) into equation (3) results in: 

 

(4) 

If the inequality (18ELL
2-12πωgLgPg) ≥ 0 is satisfied, by 

solving equation (4), the output DC current of the diode 
rectifier Idcr could be calculated.  

 

(5) 

Equation above yields two values for Idcr. Both These values 

are positive. However, in general, the conditions described in 
equation (2) can only be satisfied by only one of them-the one 
with smaller value. This means that, for each particular point 
of operation and a definite set of PMSG parameters, there is a 
definite DC current at the output of diode rectifier. 

III. PROPOSED SYSTEM CONFIGURATION AND CONTROL 
SCHEME 

According to the analysis and discussions above, and as it is 
shown in Figure 3, it is necessary to use a buck converter in 
order to decouple the direct linkage between the PWM SCI 
and the diode rectifier. The PWM SCI and the buck converter 
use the same DC link inductor Lcd, whereas its filter capacitor 
Ccd is responsible for smoothing out the output of the diode 
rectifier. To obtain the desired DC current level for the grid 
operation, the converter amplifies the diode rectifier output 
current which has relatively low values. Since there is a linear 
relationship between the input and the output of the buck 
converter, it becomes easy to implement the control scheme.  

Figure 3 shows the control scheme for the proposed system 
in details. Regulating the active and reactive power outputs of 
the grid and achieving MPPT operation are the most important 
objectives of the control scheme. Furthermore, in order to 
decrease the total loss of the system, the DC link current flow 
in the system is minimized. 

 
 

 

 
Fig 3. Control scheme for the proposed system 

 
 

3.1. Control for grid side converter 
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The DC current Idci and the reactive power of the grid are 
regulated by the PWM SCI so that the power could be 
properly delivered to the grid. The voltage oriented 
synchronous frame is the basis of the control scheme 
developed in this paper. This control scheme uses the space 
vector modulation (SVM) scheme with flexible modulation 
index and delay angle controls.  

In the grid voltage oriented synchronous frame, the q-axis 
component of the grid voltage, vsq, becomes equal to zero; 
therefore, the magnitude of the grid voltage becomes equal to 
its d-axis component, vsd. Following equations can be used to 
calculate the active and reactive powers of the grid: 

 

(11) 

 

(12) 

The power requirements of the grid determine the DC 
current reference. Using equations (11) and (12), the active 
and reactive power references can be converted into grid d- 
and q-axis current references. The current references of the 
converter are provided by the sum of the calculated capacitor 
current and grid reference currents. Assuming that modulation 
index, mi, is kept at its maximum value which is equal to unity, 
then the reference current can be derived using (9). 

However, it should be noted that at low levels of power 
where only 0.3 Idci pu is enough for satisfying the system 
operation, this high value is not efficient. Both device 
switching loss and conduction loss are could be decreased if 
the DC current reference is set to the minimum value. 

The active power output control is responsible for 
regulating the DC current therefore. The fuzzy controller 
provides the reference for adjusting the active current of the 
grid, isd. The fuzzy rules are given in Table 1. The membership 
function for inputs and outputs of fuzzy controller is shown in 
Figure 4. 

The given reactive power reference is used to calculate the 
reactive current reference of the grid. Finally, using the 
reference converter currents which are the total of reference 
grid currents and capacitor currents, the converter modulation 
index, mi, and delay angle for SVM gating generation are 
calculated.  

 

Fig 4. Membership function for inputs and outputs of fuzzy controller 

Table 1.Fuzzy rules for fuzzy controller. 

 
3.2. Control for the buck converter 

The MPPT from the generator of the wind turbine is 
achieved by regulating the speed of the generator to the 
optimum point. The wind speed information is fed to the 
MPPT block and then the optimum turbine speed reference is 
generated for the generator speed regulator. Since the diode 
rectifier is not a controllable device, the generator speed or 
power output can only be adjusted by DC voltage or current or 
regulation of the diode rectifier output. This regulation is 
carried out by controlling the duty cycle of the buck converter. 
The input and out power of the buck converter is expressed by 
the following equation: 

 

(13) 

In the equation above, D represents the duty cycle of the 
buck converter.  

Since the grid voltage has stiff characteristic, the DC current 
loop of the PWM CSI is designed in such a way that it is much 
faster than the generator speed control loop. Therefore, in the 
design of the control loop for the buck converter, it could be 
assumed that Idci is constant. Therefore, DC current level at the 
diode rectifier side is directly adjusted by tuning the duty 
cycle. This causes the operating torque and speed of the 
generator to change. 

4. Simulation Results  
The Matlab/Simulink environment has been used to 

simulate the proposed system and control scheme. Table 2 
shows the system parameters. Both transient responses and 
steady state operations of the entire system under different 
wind speeds are considered in the simulation. The proper 
reactive power control is also verified under different power 
factor reference, 0.95 lagging and 0.95 leading, and unity.  

Detailed profiles of PF reference, reactive power reference, 
and wind speed that is used in simulation are provided in 
Table 3. When inductive reactive power is injected into the 
grid by the PWM CSI, a positive value is assumed for the 
reactive power. 

PB PM PS ZZ NS NM NB    Ce 
e        

ZZ NS NM NB NB NB NB NB 
PS ZZ NS NM NB NB NB NM 
PM PS ZZ NS NM NB NB NS 
PB PM PS ZZ NS NM NB ZZ 
PB PB PM PS ZZ NS NM PS 
PB PB PB PM PS ZZ NS PM 
PB PB PB PB PM PS ZZ PB 
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Figure 5 and Figure 6 show the waveform of simulation. 
When a step change from half (6 m/s) to the nominal value (12 
m/s) occurs in wind speeds at t=1 seconds, as it is shown in 
Figure6 (a) and (c), the duty cycle of the buck converter 
accordingly adjusts the rotational speed of the PMSG. The 
rotor speed properly follows the reference in steady state. This 
means that the maximum power is achieved at the 
corresponding wind speed. Figure 6 (b) displays the generated 
active power which is related to the wind speed change i.e. 
0.25 MW at 6m/s and 1.5 MW at the nominal wind speed. 
Also, the DC link current displayed in Figure 6 (e) change 
accordingly to accommodate the variations in active/reactive 
powers. The modulation index of the PWM CSI being kept 
close to unity (Figure 6 (d)) indicates that under all operating 
conditions, the current of the DC link is kept fixed at its 
minimum level in steady state. 

The simulation results of another test are given in Figure 6. 
The reactive power reference and wind speed change 
according to Table 3. Figure 7 (a) shows the active and 
reactive power of CSI. As can be seen from this figure the 
active power output increases with the wind speed step change 
m and the reactive power properly follows the references given 
in Table 2. Figures. 6 (b) and 6 (c) show the Dc link current 
and the duty cycle of the buck converter, respectively. These 
two values change depend on the wind speed and the reactive 
power reference. Figure 6 (d) shows the grid voltage and 
current in the duration 2.4 to 2.6 (secs) in which the reactive 
power reference changes from +0.5 MW to -0.5 MW. At first 
the current is leading to the voltage (positive reactive power 
reference) and at second the current is lagging to the voltage 
(negative reactive power reference). 

Table. 2. System parameters used in the simulation 
Generator parameters 

(Rated, pu based on generator side) 

Apparent Power 2 MVA 1 pu 

Stator phase 
voltage 1732 V (rms) 1 pu 

Stator current 513 A (rms) 1 pu 

Frequency 11 Hz 1 pu 

Power factor 0.75 1 pu 

Pole pairs 30 1 pu 

Magnetic flux 
linkage 

37.7 Wb 
(rms) 1 pu 

 

19.4 mH 0.398 pu 

DC link parameters 

(pu based on generator side) 

 

2100 μF 1 pu 

 

48.8 mH 1 pu 

Grid side parameters 

(Rated, pu based on grid side) 

Apparent Power 1.5 MVA  

Phase voltage 1732 V (rms) 1 pu 

Line current 405 A (rms) 1 pu 

Power factor 0.95  

Frequency 60 Hz 1 pu 

 

1.08 mH 0.12 pu 

 

471 μF 0.6 pu 

 
Table. 3. Wind speed, PF and reactive power references 

Time 
Duration (s) 

0-
0.5 0.5-1 1-1.5 1.5-2 2-2.5 2.5-3 

Wind Speed 
(m/s) 6 12 

Qref (MW) 0.5 -0.5 0 0 0.5 -0.5 
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Fig 5. Simulation waveforms under various wind speeds and power 
factor requirements. a) Wind turbine and rotor speed b) Grid active 

and reactive powers. c) Duty cycle of the buck converter. d) 
Modulation index of the PWM CSI. e) the DC link current. 
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Figure 6. Simulation waveforms of grid voltage and current 
under various wind speeds and power factor requirements. (a) 
Grid voltage and current waveforms at 6m/s (Unity PF). (b) at 
12m/s (Unity PF). (c) at 12m/s (PF=0.95 leading). (d) at 12m/s 
(PF=0.95 lagging). 

I. CONCLUSION 
In this paper, a state-of-the-art configuration is proposed for 

PMGS-based WECS. This configuration is composed of a 
diode rectifier, a PWM CSI, and a buck converter. Through a 
comprehensive steady-state DC current analysis of the 
configuration of diode rectifier connected with PWM CSI, it is 
shown that the existence of a buck converter is necessary for 
full range active/reactive power control. A fuzzy control 
scheme is also developed for the proposed configuration so 
that it can achieve maximum power tracking from the 
fluctuating wind and grid power factor control requirements 
(unity, leading or lagging). Moreover, in order to decrease the 
total power loss, the operating DC current in the PWM CSI is 
minimized. Simulation results revealed that the proposed 
configuration and control scheme has an appropriate 
performance 
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Abstract: The radio frequency identification (RFID) tags have proved their usefulness for vehicle self-localization
in grid navigation spaces. Each tag can deliver information about the 2D or 3D local surrounding. To use this
information, high accuracy in vehicle localization is required. We show that the recently designed extended finite
impulse response (EFIR) filter meets this need. The EFIR filter produces an unbiased estimate while ignoring the
noise statistics which are often unknown to the engineer. The EFIR filter is tested and a compared to the extended
Kalman filter (EKF). Better performance of the EFIR filter is demonstrated.

Key–Words: Extended FIR filter, extended Kalman filter, RFID tag, indoor localization.

1 Introduction

The methods which utilize facilities of the radio fre-
quency identification (RFID) tags [1] have gained cur-
rency for indoor vehicle (robot) localization in the
last decade. Each tag has its own identification (ID)
number corresponding to unique coordinates of loca-
tion and may be either active [2] or passive [3, 4].
Information describing the surrounding can also be
programmed in the tag [5] that makes the RFID tag-
nested grids highly attractive for industrial and other
needs. This information, however, may be useful only
if vehicle localization is provided with high accuracy.
The multilateration algorithms based on observation
and averaging over some time interval are most widely
used here [6, 7]. Other algorithms [8, 9] can also be
employed, including the directional ones [10, 11] and
hybrid structures [1, 9, 12–15].

A common drawback of the multilateration and
other “algebraic” algorithms is that noise reduction
often cannot be provided efficiently or otherwise the
bias error can be large. The probabilistic particle or
Monte Carlo filters were constructed in [16, 17] to
show much better performance. An application of
the extended Kalman filter (EKF) [18] was shown
in [19, 20] and a comparison of the extended, quadra-
ture, and particle Kalman filters was recently given
in [21]. A disadvantage of the Kalman filter-based es-
timators is that noise is required to be white and its
statistics and the initial error statistics are known in
order for the EKF to be suboptimal. Otherwise, the

performance of EKF may be poor [22–25].
The FIR alternative to the Kalman filter has been

under the development for decades [26–28]. It is
known to be more robust than the Kalman filter under
the unbounded disturbances [29]. It is also lesser sen-
sitive to noise and distributions and produces smaller
round-off errors owing to averaging. Furthermore,
complex optimal FIR (OFIR) structures [26,27] do not
demonstrate essential advantages against simple un-
biased FIR (UFIR) ones [30] which ignore the noise
statistics and initial error statistics [23,27]. The differ-
ence between the OFIR and UFIR estimates vanishes
by large averaging intervals that makes the iterative
UFIR filter [31] highly attractive for applications.

2 RFID Tag-Based Vehicle Localiza-
tion

We consider a schematic diagram given in Fig. 1 as-
suming that a vehicle travels in direction d and its tra-
jectory is controlled by the left and right wheels. The
incremental distances vehicle travels by these wheels
are dL and dR, respectively. The distance between the
left and right wheels is b and the stabilized wheel is
not shown. The vehicle moves in its own planar Carte-
sian coordinates (xr, yr) with a center at M(x, y).

It is supposed that the vehicle is equipped with
a fiber optic gyroscope (FOG) [32] which provides
measurements of the pose angle Φ. On a grid RFID
tag-nested floorspace, a vehicle always passes by a
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Figure 1: Two-dimensional schematic geometry of a vehicle travelling between two RFID tags with an angle Φ measured
using a FOG.

pair of tags A(x1, y1) and B(x2, y2) and the reader
installed on a vehicle is able to measure the distances
d1 and d2. Because altitudes are generally different
of the points of installation of the reader and tags, the
projections a1 and a2 to the vehicle plane are calcu-
lated following Fig. 1b and Fig. 1c, where c1 and c2

are known. From the vehicle odometry, the incremen-
tal distance dn and change in heading φn are provided
at discrete time index n by

dn =
1
2
(dRn + dLn) , (1)

φn = arctan
dRn − dLn

b
∼= 1

b
(dRn − dLn) . (2)

The unknown vehicle coordinates xn and yn and
heading Φn are obtained by the vehicle kinematics
with equations

f1n = xn = xn−1 + dn cos
(

Φn−1 +
1
2
φn

)
,(3)

f2n = yn = yn−1 + dn sin
(

Φn−1 +
1
2
φn

)
,(4)

f3n = Φn = Φn−1 + φn , (5)

in which the values xn−1, yn−1, and Φn−1 at time
n − 1 are projected to time n by the time-variant in-
cremental distances dLn and dRn via (1) and (2).

2.1 Vehicle State-Space Model

We now introduce a state vector xn = [ xn yn Φn ]T
of unknown variables and an input vector un =

[ dLn dRn ]T of incremental distances. The random
components in these values are supposed to be ad-
ditive, zero mean, white Gaussian, and uncorrelated.
Accordingly, we introduce the state noise vector
wn = [ wxn wyn wΦn ]T and the input noise vector
en = [ eLn eRn ]T . Then equations (3)-(5) suggest
that the vehicle nonlinear state equation is

xn = fn(xn−1,un,wn, en) , (6)

where fn = [ f1n f2n f3n ]T has components given by
(3)-(5). The noise sources wn and en are zero mean,
E{wn} = 0 and E{en} = 0, have the covariances
Q = E{wnwT

n} and L = E{eneT
n} and a property

E{wieT
j } = 0 for all i and j.

Following Fig. 1, the measured distances d1n and
d2n as well as angle Φn are coupled with unknown
state variables xn, yn, and Φn as

α1n = d1n =
√

(y1 − yn)2 + (x1 − xn)2 + c2
1 ,

(7)

α2n = d2n =
√

(y2 − yn)2 + (x2 − xn)2 + c2
2 ,

(8)
α3n = Φn = Φn . (9)

For the observation vector zn =
[ z1n z2n z3n ]T , nonlinear function vector
hn(xn) = [α1n α2n α3n ]T , and measurement
additive noise vector vn = [ v1n v2n v3n ], the state
observation equation can be written as

zn = hn(xn) + vn , (10)
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where noise vn is white Gaussian with zero mean,
E{vn} = 0, the covariance R = E{vnvT

n }, and the
properties E{viwT

j } = 0 and E{vieT
j } = 0 for all i

and j.

2.2 Expanded State-Space Model

To use EFIR filtering, we expand fn ,
fn(xn−1,un,wn, en) as follows:

fn = Fnxn−1 + ūn + Wnwn + Enen , (11)

where x̂n = [ x̂n ŷn Φ̂n ] is the estimate of xn, ūn =
fn(x̂n−1,un,0,0)−Fnx̂n−1 is known and Fn, Wn,
and En are Jacobian. Matrix Fn = ∂fn

∂x

∣∣
x̂n−1

can be
found to be

Fn =




1 0 −dn sin(Φ̂n−1 + 1
2φn)

0 1 dn cos(Φ̂n−1 + 1
2φn)

0 0 1


 . (12)

and it is equal to Wn for the model considered. Ma-
trix En = ∂fn

∂u

∣∣
x̂−n

can be written as

En =
1
2b




becn + dnesn becn − dnesn

besn − dnecn besn + dnecn

−2 2


 , (13)

where ecn = cos
(
Φ̂−n + φn

2

)
and esn =

sin
(
Φ̂−n + φn

2

)
.

Similarly to (6), hn(xn) can be expanded at n as

hn(xn) = Hnxn + z̄n , (14)

where z̄n = hn(x̂−n )−Hnx̂−n is known and

Hn =




x̂−n−x1
u1n

ŷ−n−y1

u1n
0

x̂−n−x2
u2n

ŷ−n−y2

u2n
0

0 0 1


 , (15)

where u1n =
√

(y1 − ŷ−n )2 + (x1 − x̂−n )2 + c2
1 and

u2n =
√

(y2 − ŷ−n )2 + (x2 − x̂−n )2 + c2
2.

The estimation error is computed as

Pn = E{(xn − x̂n)(xn − x̂n)T } . (16)

The extended Kalman filtering (EKF) algorithm
developed for this model is listed in Table 1 and EFIR
filtering algorithm is listed in Table 2. The latter re-
quires only N and K to start computing and updat-
ing iteratively all the matrices via zn and yn [33, 34].
Since linear measurement yn is unavailable, we em-
ploy the output of the EKF on an interval of first Nopt

points. To run the EKF, we set approximately the
noise covariances and initial errors. To run the EFIR
filter, N = Nopt is found via test measurements as-
suming known xn by minimizing (16).

Table 1: Extended Kalman Filtering Algorithm

Input: zn, x̂0, P0, R, Q, L

1: for n = 1 : M do
2: x̂−n = fn(x̂n−1,un,0,0)

3: P−
n = Fn(Pn−1 + Q)FT

n + EnLET
n

4: Kn = P−
n HT

n (HnP−
n HT

n + Rn)−1

5: x̂n = x̂−n + Kn[zn − hn(x̂−n )]

6: Pn = (I−KnHn)P−
n

7: and for
Output: x̂n

Table 2: Extended UFIR Filtering Algorithm

Input: zn, yn, K, N

1: for n = N − 1 : M do
2: m = n−N + 1, s = m + K − 1

3: x̃s =
{

ys , if s < N − 1
x̂s , if s > N − 1

4: Gs = I

5: for l = m + K : n do
6: x̃−l = fl(x̃l−1,ul,0,0)

7: Gl = [HT
l Hl + (FlGl−1FT

l )−1]−1

8: Kl = GlHT
l

9: x̃l = x̃−l + Kl[zl − hl(x̃−l )]

10: and for
11: x̂n = x̃n

12: and for
Output: x̂n
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3 Mobil robot Localization

In this section, we consider a robot travelling on an
indoor grid floorspace. The floorspace is nested with
RFID tags which coordinates of locations are saved in
robot memory. Each tag has a circular detection areas
with the detection range r. We suppose that a robot
has a reader that is able to measure distances to at least
two RFID tags at once. We also assume that the robot
is equipped with a FOG to measure the pose angle Φn.
The reading region is such that two or more tags are
observed at the same time. An example is a reader
with an elliptical antenna diagram used to detect tags
on a floor or ceiling [21].

To test the EFIR and EKF algorithms, all noise
sources are supposed to be additive, stationary, zero
mean, white Gaussian, and uncorrelated. Accord-
ingly, we introduce the estimation error variances σ2

x,
σ2

y , and σ2
Φ and specify the noise covariance matrix

(7) with the main diagonal diagQ = [ σ2
x σ2

y σ2
Φ ]

and all other components zeros. For the noise vari-
ances σ2

L and σ2
R in the input distances dLn and dRn,

we specify (8) with the main diagonal diagL =
[ σ2

L σ2
R ] and all other components zeros. Finally, for

the measurement noise variances σ2
v1, σ2

v2, and σ2
v3,

we specify (13) with the main diagonal diagR =
[ σ2

v1 σ2
v2 σ2

v3 ] and all other components zeros.
A robot travels free on a grid floorspace nested

with 35 tags (Fig. 2) without the corrections of its
deviation from the planned path. In order to learn
the effect of noise upon the estimates, we set realis-
tic variances for the noise sources, σL = σR = 1 sm,
σv1 = σv2 = 15 sm, and σv3 = 2◦, and require the
variances in the state noise to be σx = σy = 1 sm and
σΦ = 0.5◦. To run the EKF, we roughly set the noise
covariances with p 6= 1 as pQ, R/p, and L/p, the ini-
tial state with an error of 10%, and allow P0 = 0. We
then employ the EKF output as linear measurement
yn for the EFIR filter at the beginning interval of N
points.

Employing test reference measurements, we find
Nopt = 20 by minimizing the MSE (16) by N as

Nopt = arg min
N

{trP(N)} . (17)

The robot path was planned to be stepwise as
dashed in Fig. 2. In free travelling, noise corrects
the trajectory and we notice that in the ideal case of
p = 1 and exactly known x0 the estimates provided
by the EFIR filter and EKF are consistent and fit well
the actual robot path (not shown).

An analysis of errors sketched in Fig. 3 reveals
the following. Under the ideal conditions of fully
known model and noise statistics, the EKF slightly

outperforms the EFIR filter. However, it loses an abil-
ity of accurate filtering under the more realistic condi-
tions implying p 6= 1 and unknown initial state. Fig-
ure illustrates this case for p = 5 and error of 10%
in the initial state. Table 3 gives average errors com-
puted for the EFIR filter with Nopt = 20 and EKF for
p set around unity. As can be observed, even relatively
small errors associated by p = 3 and p = 0.3 make the
EKF more noisy. Moreover, the EKF demonstrates
divergence with p < 0.4 that is exhibited in Fig. 4
for p = 0.2. Note that divergence can be watched at
some intervals and it may disappear after the tags are
switched out. Namely this effect causes large errors in
the EKF for the coordinate xn with p = 0.3 in Table 3.
Overall, the EKF produced unacceptable and rapidly
increased errors with p > 3 and p < 0.4.

4 Concluding Remarks

One of the powerful tools for industrial and other ap-
plications is the recently developed technique called
the grid RFID tag-nested navigation space. Using
information about the surrounding delivered by the
tag, a vehicle can fulfil its duties most completely.
To reach and use this information efficiently, each
tag must be identified reliably and vehicle localiza-
tion provided with high accuracy. We have shown
that recently derived the EFIR filter is more accurate
than the EKF in vehicular localization in RFID tag-
nested navigation space under the conditions of not
fully known noise covariances and initial state. The
EFIR filter that produces unbiased estimates by itera-
tive averaging completely ignores the noise statistics
which are typically unknown to the engineer. Its al-
gorithm has the Kalman form and noise reduction in
its output becomes more efficient when N À 1. Al-
though higher accuracy and stability of the EFIR fil-
ter were demonstrated in a comparison with the EKF,
some concern about the environmental effects and real
operation conditions still remains. We work on it now
and plan to report the results un near future.
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Abstract—Although planetary gear systems are operating in small 

volumes, it possesses huge efficiency because of the compact 
combination of gears in the planetary gear system. It also has an 
outstanding efficiency of just 3% for power transmission tantamount 
to the power loss that occurs on each of the shift stages. 

Structure equipment requires to obtain higher efficiency and lager 
torque, recently. According to these needs, we have designed the 
complex planetary gear system to make lager torque. 

In this paper, a strength design evaluation for the complex planetary 
gear system was performed to ensure the gears’ stability and durability 
during operation time. 
 

I. INTRODUCTION 
LANETARY gear systems normally consist of a centrally 

pivoted sun gear, a ring gear, and several planet gears found 
between the sun gear and ring gear.  Compared to traditional 
gear boxes, the planetary gear systems have some advantages. 

Planetary gear systems possess larger efficiency in small 
volumes because of the compact combination of gears in the 
planetary gear system. They also have an outstanding efficiency 
of just 3% for power transmission tantamount to the power loss 
that occurs on each of the shift stages. Through this aspect, we 
can figure out that the rate of transmissible input energy in the 
planetary gear system is smaller than the mechanical loss which 
comes from a gear box. Based on the advantages mentioned 
above, the planetary gear system has been designed. [1]-[6] 

Optimum modeling for analysis is needed to carry out a more 
precise analysis result. Therefore, the modeling for strength and 
durability analysis is focused on gear train part.[7] 
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a. Reduction gear 

 

 

 

b. 1st planetary gear system c. 2nd planetary gear system 

Fig. 1 3D modeling of the reduction gear  
(Romax DESIGNER) 

 

II. STRENGTH ANALYSIS OF PLANETARY GEAR SYSTEM 

A. Boundary Conditions and Load conditions 
In this research, SCM420H is applied to the planetary gear 

system as its materials.  
SCM420H is widely used as a component material of 

industrial reduction gear. The material properties are shown in 
Table 1.  

Power to drive the planetary gear system is generated from 
the hydraulic motor of the driving system. The maximum output 
of hydraulic motor is 210.5 Nm and 1,294.5 rpm. Analysis for 
stability and durability of the planetary gear system design 
should be performed under extreme load conditions. Thus, 
outputs in maximum torque are applied as input conditions for 
analysis. The average temperature in the planetary gear system 
is established at 60˚C, and the lubricant is established SAE 80W 
grade which is generally used for planetary gear systems as 
well.[8]-[9] 
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Table 1 Material properties 

Material 
Tensile 

strength 
(MPa) 

Yield 
strength 
(MPa) 

Heat 
treatment 

Surface 
hardness 

(Hv) 

SCM420H 932 792 annealing, 
carburizing 

800 

 
Table 2 Input conditions 

Precondition Test load case 

Temperature (  C) 60 

Speed (rpm) 1,294.5 

Torque (Nm) 210.5 

Lubricant SAE 80W 

 
In addition, according to evaluation standards for the lifetime 

of RS B 0095, the standard of track drive units for small 
excavators [10], input conditions are established to verify 
durability for driving over 1,000 hours. The input conditions are 
arranged in Table 2 and applied to the three researches. 

 

B. The Results of Strength Analysis for Gears 
Strength analysis is performed to evaluate the stability of 

gears in the planetary gear system. The result of the strength 
analysis is shown in Figure 2 and Table 3. 
 

III. DURABILITY ANALYSIS OF PLANETARY GEAR SYSTEM 
Durability analysis for driving over 1,000 hours is performed 

by the standard of RS B 0095. The results are arranged in Figure 
3 and Table 4.  

 
 

Table 3 Strength analysis result 

Gear 
Contact stress (MPa) Safety 

factor left right 

Ring - 930.0 2.289 

1st 
Sun - 1,745.0 0.981 

Planetary 534.2 1,745.0 1.054 

2nd 
Sun - 1,947.0 1.000 

Planetary 930.0 1,947.0 1.038 

     

Gear 
Bending stress (MPa) Safety 

factor left right 

Ring - - +Infinity 

1st 
Sun - 243.8 2.002 

Planetary 150.6 185.1 1.925 

2nd 
Sun - 440.7 1.193 

Planetary 382.9 458.6 0.820 
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b. bending stress 

Fig. 2 Stress of the planetary gear system 
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Fig. 3 Bending·Contact damage 
 

Table 4 Durability analysis result 

Gear 
Pass  

/Fail 
Combined 

life (hr) 

Contact life 
(hr) 

Bending life 
(hr) 

Left Right Left Right 

Ring Pass N/A N/A N/A N/A N/A 

1st 
S Pass 2,385 N/A 2,385 N/A N/A 

P Pass 1.7e4 N/A 1.7e4 N/A N/A 

2nd 
S Pass 3328.0 N/A 3328.0 N/A 1.4e7 

P Pass 1,023 N/A 1.3e4 6.6e4 1,023 

 

IV. CONCLUSION 
In this research, complex planetary gear system which is used 

in the driving system of excavator has been performed to 
analyze the durability and stability. At the result of the strength 
analysis, the sun gear in 1st planetary gear set and the planetary 
gear in 2nd planetary gear set are not achieved to safety factor 
1.0. Those gears are not satisfy the safety factor, but 
nevertheless those gears has a enough durability over 1,00 
hours. 
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Abstract--        Robotic prosthetic leg is active 

prosthetic leg that supports the required with above or 

below knee amputations. It mimics the action of 

normal human leg, reflecting typical movements 

involved during stance and swing phases of human 

walking cycle. Information about how to measure 

angle, speed of swing during walking and running at 

different speeds was presented. Precise movements of 

this robotic prosthetic leg are achieved using haptic 

technology. Sensors are placed on the sound leg that 

traces its continuous motion and the same is replicated 

for the movement of robotic prosthetic leg. These 

sensors capture the movements of sound leg and foot 

to the microprocessors. Using this data, corresponding 

actuators are actuated with required angle and speed 

to reciprocate the sound leg movements. This 

movement makes the person comfortable while 

walking, taking stairs. 

Keywords: Robotic-Prosthetic, amputations, Haptics, 

mimics, Articulation, Gait cycle  

I. INTRODUCTION 

In orthopedic medicine, prosthesis, prosthetic or 

prosthetic limb is an artificial device extension that 

replaces a missing body limb. It is part of the field of 

bio-mechatronics, the science of using mechanical 

devices with human muscle, skeleton, and nervous 

systems to assist or enhance motor control lost by 

trauma, disease, or defect. Prostheses are typically used 

to replace parts lost by injury (traumatic) or missing 

from birth (congenital) or to supplement defective body 

parts. Inside the body, artificial heart valves are in 

common use but lungs are less common and under 

active technology development. Other medical devices 

and aids that can be considered prosthetics include 

artificial eyes. 

This paper provides solution that helps the people with 

above or below knee amputation to walk normally 

providing an active leg rather than a passive one. This is  

 

 

developed on the phenomenon that, during locomotion 

both legs perform similar action but at different point of 

time. So in brief, reproducing the movements of the un-

amputated leg in the robotic leg can make the person 

walk. Trans-femoral amputees with passive prostheses 

have been shown to expend 60% more metabolic energy 

[1] and exert three times the affected-side hip power and 

torque [2] when compared to healthy subjects during 

leveled walking.  

1.1 Analysis of gait cycle 

The gait cycle has two basic components, the swing 

phase and the stance phase. 

 Stance: phase in which the limb is in contact 

with the surface 

 Swing: phase in which the foot is in the air for 

limb advancement. 

Considering this gait cycle, both legs undergo same 

phases at certain interval of time. When the movement 

is even then both the legs undergo these phases one 

after other at equal intervals of time.  

 

Figure 1: Gait analysis [3] 

1.2 Knee anatomy 

The knee joint is an important aspect to the human 

anatomy, particularly regarding movement, including 

walking and running. There are two main bones that are 

present within the knee joint, the femur and the tibia. 

The femur rests on the top of the tibia and when these 

two bones come together, the hinge joint of the knee is 
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formed. It is covered by the patella, also known as the 

kneecap. The patella fits into the groove that is formed 

when these two bones come together. The ends of the 

tibia and the femur are covered by articular cartilage, 

which acts as cushioning between these bones. The 

lateral meniscus, which is located on the outer side of 

the knee, and medial meniscus, which is located on the 

inner side of the knee, is also present in the knee joint 

and they are the shock absorbers between the bones [12]. 

1.3 Active Knees 

Although lower limb prostheses have traditionally been 

passive, there have been attempts at providing active 

versions.  Most of the developed hydraulic and 

pneumatic powered knees are tethered to an external 

power supply because associated prostheses suffer from 

high energy consumption. Flowers and Mann [14] and 

Stein and Flowers [15] suggested a powered electro-

hydraulic knee joint tethered to a power source. They 

used a hydraulic cylinder controlled by a 4/3 servo valve 

to actuate the knee. Recently, Sup [16] developed a 

pneumatically actuated powered-tethered lower limb 

which is controlled by a computer to alter the 

impedance of the actuators. Aeyels et. al [13] developed 

the first micro-controller based knee joint which 

comprised of an electromagnetic brake. The embedded 

systems control of the active knee is being proposed in 

this paper. 

 

1.4 Mathematical Analysis 

Since the parameters of prosthetic knee have an essential 

Effect on its function, they should be studied to make a 

Prosthetic gate as close as possible to an intact leg. Some 

Studies have engaged in mathematical simulation of this 

parameters [6]. [7] Describes a control mechanism for an 

Above knee leg through a mathematical model. 

Radcliffe presented a mathematical model of a Four bar 

polycentric knee [8]. [9] appraised the influence of 

Prosthetic knee inertial characteristics through a 

Mathematical model. Technically, this principle of one 

leg repeating the same movement of the other can be 

incorporated in to this robotic leg. But, to design this leg 

one should need the forces acting at the joints and 

thereby torque required to move the leg. Mathematical 

analysis provides the values of torque required to move 

the leg. 

To obtain the equations of motion for a system with 

serial kinematic chain, two methods can be used 

 

 Newton-Euler 

 Multi-body robot seen as a whole. 

 Constraint (internal) reaction forces 

between the links are automatically 

eliminated: in fact, they do not perform 

work. 

 Closed-form (symbolic) equations are 

directly obtained. 

 Best suited for study of dynamic properties 

and analysis of control schemes. 

 

 

 Lagrangian formulation 

 

 Dynamic equations written separately 

for each link/body. 

 Inverse dynamic equations in real time 

are evaluated in a numeric and 

recursive way. It is best for synthesis 

(implementation) of model based 

control schemes. 

 By elimination of reaction forces and 

back substitution of equations, we still 

get closed-form dynamic equations 

(identical to those of Euler-Lagrange!) 

Both Newton-Euler and Lagrangian 

formulation are equivalent and give similar 

equations of motion. The Newton-Euler is 

based on Newton's Second Law of Motion, and 

on analysis of forces and moments of 

constraints acting between adjacent links. The 

resultant equations include the coupling forces 

and moments, and thus extra mathematical 

procedures are demanded to eliminate these 

extra terms. Conversely, the straight forward 

Lagrangian formulation is an energy-based 

approach to dynamics and automatically all 

workless forces such as internal forces are 

ignored in this approach. Hence, Lagrangian 

dynamics is simpler than Newton-Euler. 
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Therefore, Lagrangian formulation is utilized 

in this work to drive the equation of motion 

and solve the inverse dynamics of the system 

which is essential for torque control of 

actuators. 
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Figure 2: Stick diagram showing the accelerometer 

locations on the leg 

1.4 Methodology 

Many ankle-foot prostheses use a multitude of sensors 

to feed information into the controller [11]. These 

sensors include: accelerometers, rotary potentiometers, 

and force transducers [10]. In order to create human like 

movements in the lower limb, one should know the 

angle of rotation and speed of the swing. Either 

accelerometer or potentiometer can be employed to 

measure the angle and speed of the swing. But each of 

these sensors is accurate at a certain parameter and 

approximates the other parameter. 

Three combinations are possible, one with 

potentiometer alone, one with accelerometer alone and 

one with the combination of accelerometer and 

potentiometer. In these combinations there are certain 

constraints to be considered, they are hardware 

complexity, software complexity, accuracy.  

1.5 Accelerometer approach 

Accelerometer alone is good at measuring proper 

acceleration, so the speed of the swing can be calculated 

accurately but multiple accelerometers and some math 

is required to approximate the angular position. Three 

accelerometers are required to approximate the angle [4] 

made by the leg at knee. Increase in sensors results in 

hardware complexity and difficulty in wearing these 

sensors. 

 

Figure 3: Stick diagram showing the accelerometer 

locations on the leg 

1.6 Potentiometer approach 

Potentiometer can be calibrated to return accurate 

angular positions but it requires a clever algorithm to 

estimate the speed of the swing. Software considers 

certain number of frames and estimates the speed, this 

certainly increases software complexity and speed 

measurement may not be accurate. Potentiometers are 

placed on the sides of the knee for angle measurement. 
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Figure 4: Stick diagram showing the potentiometer 

locations on the leg 

1.7 Accelerometer and potentiometer combination  

When both accelerometer and potentiometer 

combination is used, accuracy is maintained but there is 

a hardware complexity. Here hardware complexity 

means more sensors to be placed on the sound leg. 

 

Figure 5: Stick diagram showing the accelerometer and 

potentiometer locations on the leg 

1.8 Embedded System 

ATMEGA* 8 microcontroller is used in this embedded 

system;  with system clock of 16MHZ. Arduino 

bootloader is burned into this controller so that 

firmware developed in arduino environment can be 

directly used. It has built in analog to digital converter 

pins which are used to interface the analog sensors like 

potentiometer and accelerometer. It supports several 

communication protocols, interrupts which aids in 

forming a distributed system. 

1.9 Distributed Computing 

Distributed system is a software system in which 

components located on networked computers 

communicate and coordinate their actions by passing 

messages. The components interact with each other in 

order to achieve a common goal. Three significant 

characteristics of distributed systems are: concurrency of 

components, lack of a global clock, and independent 

failure of components. Examples of distributed systems 

vary from SOA-based systems to massively multiplayer 

online games to peer-to-peer applications. 

A computer program that runs in a distributed system is 

called a distributed program, and distributed 

programming is the process of writing such programs. 

There are many alternatives for the message passing 

mechanism, including RPC-like connectors and message 

queues. An important goal and challenge of distributed 

systems is location transparency. 

Distributed computing also refers to the use of 

distributed systems to solve computational problems. In 

distributed computing, a problem is divided into many 

tasks, each of which is solved by one or more 

computers, which communicate with each other by 

message passing. 

 

Figure 6: Distributed System 
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Single Microcontroller cannot handle data acquisition 

and movement replication with required efficiency. To 

achieve greater functionality and overcome processor 

latency, Multiprocessor environment is best suitable. By 

using distributed computing, one Microcontroller is 

dedicated for reading knee angle and time intervals. 

Other microcontroller is dedicated entirely for fetching 

the data from sound leg and replicating it on the robotic 

limb. Entire motor driving circuitry is connected to this 

controller. 

 

II. Experimental Analysis 

To make such a robust and adaptable system, thorough 

analysis is required. To estimate the threshold of 

forward and backward swing and angle of the leg, 

general walking and running states should be analyzed. 

Different subjects (human volunteers) of distinct age, 

weight and gender were chosen for the analysis as these 

parameters are dependent on the gait cycle [5]. 

Parameters observed are the position variables, time and 

speed at which subject is walking or running. 

Theoretically these position sensors return dynamic 

position data in real time. To program the embedded 

system for tracking the user movements, these sensors 

were tested to analyse their suitability. These position 

sensors are not actually position sensors; but are 

modified so as to measure the position. They were made 

wearable to verify them in lab. Both accelerometer and 

potentiometer readings were individually plotted and 

analysed as follows. 

2.1 Accelerometer 

In this analysis, 3-Dimensional accelerometer is used. It 

is interfaced with an arduino* board, which is 

programmed to return the data of accelerometer as 

serial data to the computer. MATLAB running on the 

computer plots the graph using serial data. Position 

sensor is hooked up with the arduino board and it is 

strapped to the subject’s leg. Subjects were made to 

walk/run on the tread mill at varying speeds. The swing 

of the sound leg is tracked by the accelerometer, which can be 

reproduced on the robotic-prosthetic leg. 

 

Figure 7: Author’s prototype- Accelerometer 

arrangement 

 

 

Figure 8: Accelerometer Values of a typical subject 

walking at 2 Kmph 

 

Figure 9: Accelerometer Values of a typical subject 

walking at 4 Kmph 

2.2 Potentiometer 

In this analysis, 10K Potentiometer is used. It is 

interfaced with an arduino board, which is programmed 

to return the data of potentiometer as serial data to the 

computer. MATLAB running on the computer plots the 

graph using serial data. A special framework is made on 

the potentiometer to use it as a position sensor. This 

framework is glued on the leg so that potentiometer imitates 
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the movement of the joint. Subjects were made to walk/run 

on the tread mill at varying speeds. 

 

Figure 10: Author’s feedback sensor – potentiometer 

arrangement 

 

Figure 11: Potentiometer Values of a typical subject 

walking at 2 Kmph 

 

Figure 12: Potentiometer Values of a typical subject 

walking at 4 Kmph 

2.3 Software Algorithm 

Following algorithm records the sound leg movements. 

This can be used for both potentiometer and 

accelerometer also. 

1. Processor reads the data from position sensors. 

2. Forward swing or backward swing is detected 

when the threshold of respective movements 

are crossed. 

3. Present movement is stored. 

4. Program checks if the present movement is 

different from past movement. 

5. If yes, step 6 executes, if no, program re-

executes from step 1. 

6. Movement is stored and program checks if 

timer is running or not. 

7. If yes, timer value is stored and timer reset 

occurs and program continues from step 1 

8. If no, timer is initiated and program continues 

from the first step. 

 

Figure 13: Movement recorder program flowchart 

 

2.4 Movement replication 

Meager recording of the movements and time intervals 

between every movement is not sufficient, but it is 

meant to be replicated by the robotic limb to achieve the 

natural movement. A triggering sensor placed on the 

thigh of amputated leg notifies the processor to 

reproduce the stored movements in the robotic leg by 

activating corresponding actuators for certain time. 

 

III. Conclusion 

The developed robotic prosthetic leg can be attached to 

the thigh part of the above knee amputee in such a way 

that it is firm. Sensors are placed on the sound leg. 

Entire system is embedded inside the robotic-prosthetic 

leg. This model has certain limitations while walking on 

rocky terrains and climbing slope (however these 

aspects are being undertaken in the authors’ future 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 301



 

work). But it makes the person comfortable while 

walking, while taking the stairs. 

 

IV. Future Scope 

This model can be further developed through neural 

network interface or using Electromyography Sensors 

(EMG) on the thigh muscles. It further increases the 

precision and timing of the robotic leg. As of now 

person should wear the sensors on the sound leg so that 

movements of sound leg were synchronized with 

robotic leg but micro accelerometers can be embedded 

into the body and data can be transmitted using wireless 

protocols.  
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Turning Control for Quadruped Robots in Trotting on Irregular Terrain

Jeong Hoon Lee1 and Jong Hyeon Park2

Abstract— This paper proposes that a quadruped robot
turns with an accurate turning radius through natural motion
even if irregular terrain exists at the turning location. For a
accurate and stable turning motion, two distinctive methods are
proposed. First, the robot imitates a turning motion of animals
such as a horse and a dog with their spine. To implement
this, a scheme that is similar to a steering system of four-
wheel-driven vehicle (4WS) at a low speed. Second, variable
impedance control is used in passing an irregular terrain
during the turning and maintaining a stable posture control.
At the posture control, geometrical compensation scheme is
additionally used for more accurate and sensitive control.
Despite using these control methods, errors occur between
desired turning radius and actual turning radius. In this paper,
the errors are appropriately compensated in two steps. First of
all, the errors are compensated by changing the stride and the
directions of the axes of rotation of the feet motion when the
errors are small. But, if the errors grow larger than a threshold,
they is compensated by moving the feet in the lateral direction.
The effectiveness of the proposed control schemes was verified
in computer simulations.

I. INTRODUCTION

Animals such as a horse and a dog turn everywhere and
every time, and it consists of complicated movement of
bones and muscles. Animal’s turning is not calculative but
instinctive, and very natural. Quadruped robots are difficult to
turn naturally like an animal because the robot’s legs consist
of simple combinations of actuators and links [1]. Therefore,
a comprehension of animal locomotion is preferentially re-
quired for the robot turning accurately and naturally.

Fig. 1. Trotting of a horse

A horse and a dog have locomotion such as walk, trot,
canter, gallop, and these locomotion are performed by natural
transition of motion depending on various situations and
environments [2]. Especially, the trot used in this study is
locomotion which moves simultaneously diagonal to legs
such as a left fore leg and a right hind leg. Due to this
foot step type, the trot has the best energy efficiency in
comparison with the other locomotion [3]–[5].

Also, an appropriate foot trajectory needs for the robot
to trot stably, so an ellipsoidal trajectory is used [6], [7].

1J. Choo is with Dept. of Mechanical Engineering, Hanyang University,
Seoul, 133-791, Korea. ljhdragon@naver.com

2J. H. Park with with School of Mechanical Engineering, Hanyang
University, Seoul, Korea. jongpark@hanyang.ac.kr

The ellipsoidal trajectory was made through observation of
animal locomotion. Therefore, it comes naturally to not
only a transformation of the trajectory but generation of
a periodic motion. By the transformation and the periodic
motion, the robot can turn. They are represented dynamic
equations matching a operation type of differential system
and a steering system of vehicle.

But, because it is impossible to express perfectly the robot
locomotion by kinetics and kinematics, many assumptions
and linearization need. Therefore, it is important to com-
pensate appropriately large and small errors occurred in this
process. To compensate the errors, basically PID control is
used, and also impedance control is used to cope with impact
generated during the locomotion and unstable environment
such as uneven and slippery surfaces [7]–[9].

But, impedance control is difficult to compensate large
disturbance because it exists a range of parameters coping
with size of disturbances. Therefore, another control method
needs to control roll and pitch angle generated excessively by
disturbances. To control the roll and the pitch angle, the robot
uses geometrically computed values resulting from slanting
of the robot body, and it is implemented by changing height
of contacted legs on the surface [10], [11].

In this paper, an elaborate control scheme for a quadruped
robot to turn with an accurate turning radius even on a irreg-
ular terrain is proposed. In this scheme, the robot imitates
turning of animals with their spine, and variable impedance
control is used. Also, a geometrical method is used for
posture control additionally. Errors occurred between desired
turning radius and actual turning radius during the turning
are compensated through a stepwise approach. When errors
are small, they are compensated by changing the stride and
the direction of the axis of rotation for the elliptical motion
of each feet. But, if the errors grow larger than a threshold,
the foot trajectory is compensated by moving the feet in
the lateral direction. The stability of the turning and the
performance of the control scheme were verified in computer
simulations.

II. GENERATION OF FOOT TRAJECTORY FOR TURNING

Animal’s turning consists of diverse and complicated
mechanisms. To turn, quadrupeds such as a horse and a
dog lean their body by taking down shoulder in the turning
direction, and they control a velocity by changing the stride
between outside legs and inside legs. Also, while Animals
draw the outside legs, they stretch the inside legs. These be-
haviors are observed more clearly at high speed locomotion
such as dog race. A noteworthy part of this animal’s turning
mechanism is similar to operational principle of a differential
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system and a steering system of four-wheel drive (4WS).
Therefore, a basic control methods for the turning is methods
for changing the stride between outside legs and inside legs
as the differential system and rotating the trajectory on z-axis
as the steering system.

(a) Differential system (b) Steering system : Acherman-Jantoud
type

Fig. 2. Differential system and steering system in a car

A. Half-Ellipsoidal Foot Trajectory

In this paper, a desired foot trajectory of the robot take
a form of half-ellipsoid. The half-ellipsoidal trajectory is
very similar to animal’s one, and the advantages is as follows.

1. It is rhythmical and continuous.
2. Transformation of the trajectory is easy.
3. The robot can move forward without changing the body
height in comparison with a whole ellipsoidal trajectory.

(a) Robot model : RPY angles of
yaw φy , pitch φp, roll φr

(b) Half-ellipsoidal trajectory

Fig. 3. Coordinate systems, body angles and ellipsoidal trajectory

The foot trajectory is generated with respect to the robot
body, and each direction of axis(x-y-z) and RPY angles
is same as shown in Fig. 3(a). The equations of the half-
ellipsoid are

x̄(t) =
lf
2
sin

(

2π

T
t+ θi

)

+c1, for 0 ≤ t ≤ T (1)

ȳ(t) = c2, for 0 ≤ t ≤ T (2)

z̄(t) =
hf

2
cos

(

2π

T
t+ θi

)

+p̄(t)+c3, for 0 ≤ t ≤ T (3)

where lf is the stride, hf is the maximum foot height, T is
the one step period, θi is the initial phase, c1, c2 and c3
are center points of the ellipsoid, and p̄(t) is a 3rd order
polynomial equation. Especially, p̄(t) is used to generate the
half-ellipsoid and prevent non-differentiable point. This can
avoid a occurring problem when impedance control module
is composed.

B. Rotation of Foot Trajectory

A car steering system is rotated wheels, and it is similar
to being rotated the foot trajectory of the robot on z-axis.
The trot is locomotion moving the four legs simultaneously.
Therefore, the trot is associated with movement of 4WS.
Especially, 4WS has a feature called a opposite direction at
low speed which has a opposite phase of fore wheels and
rear wheels. Also, the opposite direction is very similar to
turning of animal with the spine, so it is suitable for applying
to turning of the robot without the spine as shown in Fig. 4.
The painted rectangles of Fig. 4(c) are a range of the stride.

(a) Animal with the spine

(b) 4WS : low speed (c) Turning of robot

Fig. 4. Turning of robot : Differential system of 4WS

The circle drawn by tracing the foot trajectory is that the
inner circle is smaller than the outer circle. It is associated
with the fundamental steering system, Ackerman-Jantoud
type, and the equations are

α = tan−1

(

h

2r − b

)

and β = tan−1

(

h

2r + b

)

,

where h and b are the length and the width of the robot
body, respectively, r is the turning radius, and α and β are
the inner and outer steering angles, respectively. Eventually,
the trajectory rotates α and β on z-axis as shown in Fig. 4(c),
and rotation matrix is used for the rotation.





x̄r(t)
ȳr(t)
z̄r(t)



 =





cosφαβ − sinφαβ 0
sinφαβ cosφαβ 0

0 0 0









x̄(t)
ȳ(t)
z̄(t)



 ,

(4)
where φαβ means α or β according to location of legs.
Therefore, x̄r(t), ȳr(t) and z̄r(t) are the foot trajectory during
the turning.
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C. Transformation of Foot Trajectory

As shown in Fig. 4(c), the angular velocity of the robot
body rotating at given turning radius is the same as the
outer and inner legs’. But, the outer and inner legs differ in
the linear velocity. Therefore, difference between the linear
velocity of inner legs and the linear velocity of outer legs is
calculated using this correlation.

w =
v + vo

r + b
2

=
v + vi

r − b
2

=
v

r
, (5)

vo = −vi =
vb

2r
, (6)

where w is an angular velocity of the robot body, v is a
linear velocity of the robot body, and vo and vi are variation
of the linear velocity of inner and outer legs, respectively.
Therefore, v+vo and v+vi are linear velocitys of outer and
inner legs, respectively.

(a) Differential system

(b) Inner leg : Low linear velocity

(c) Outer leg : High linear velocity

Fig. 5. Turning of robot : Differential system of 4WS

Changing the rotating velocity of inner and outer wheels
by the differential gear is similar to changing the stride as
shown dotted lines in Fig. 5. To perform this, a transforma-
tion of the trajectory needs. The half-ellipsoidal trajectory
can transform easily, but the length of the trajectory, the
stride dose not. If the transformation of the stride is attempted
forcedly, continuity of the trajectory is difficult to be guaran-
teed. Therefore, a method for natural transformation of the
trajectory needs, so this paper proposes to make the stride
into a function over time.

x̄(t) =
lf ± l̄f(t)

2
sin

(

2π

T
t+ θi

)

+ c1, for 0 ≤ t ≤ T

(7)
which is a form that l̄f(t) is added to (1). l̄f(t) is 3rd
polynomial equation ranging in size from 0 to vo, and a
plus sign and a minus sign mean the outer foot trajectory
and the inner foot trajectory, respectively. Of course, (7) is
also rotated by (4).

D. Banked Roll Angle of Robot Body

When a car turning a circular track at given speed is no
slip in any direction, equations that no friction between the
road and wheels exists are

Fig. 6. Banked roll of a car

Nc sin θb = m
v2

r
, (8)

Nc cos θb −mg = 0, (9)

where Nc is reaction force, θb is a banked angle, r is a
turning radius and v is a linear velocity of the car. θb is
found by solving simultaneous equations (8) and (9).

θb = tan−1

(

v2

gr

)

. (10)

Angle θb can be also applied to the banked roll angle of
the robot body in turning as shown in Fig. 7.

(a) Car (b) Quadruped robot

Fig. 7. Banked roll : Car and Quadruped robot

When angle θb is applied to the robot, r and v are the
given turning radius and the stride per second, respectively.
Eventually, the robot leans the body at θb during the turning.

III. IMPEDANCE CONTROL

Impedance control is effective, especially for reducing the
disturbance. The irregular terrain is a kind of disturbance.
Therefore, impedance control plays important roles in turn-
ing on irregular terrain.

Fig. 8. Impedance control block diagram

As shown in Fig. 8, input of the impedance module is force
f̄ , then output is position offset δ̄. Therefore, this impedance
control can be defined admittance control.

¨̄δ =
1

M
[f̄ −B ˙̄δ −K δ̄], (11)

where M , B and K are parameters of impedance module. M
is the mass, B is the critical damping ratio B = 2

√
MK and
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K is the stiffness. The critical damping ratio can decrease
most rapidly effects of impact (i.e., overshoot) changing the

desired trajectory. After integrating ¨̄δ of (11) twice, δ̄ is added
to the desired trajectory.

IV. CONTROL FOR THE ROBOT POSTURE

Although impedance control is used to locomotion of the
robot, the robot is difficult to trot stably in all environment.
Because there is a limit to the parameter of impedance
control which can cope with the disturbance. Therefore, if the
robot encounters disturbance such as irregular terrain during
the turning, the roll angle φr and the pitch angle φp of the
robot body increase rapidly. So, the body angles must be
controlled for the robot turning stably. In trotting, φr and φp

affect each other. But, if correlation of the angles is not figure
out, simultaneously compensating the angles rather make
the posture unstably. Therefore, method for compensating
the excessive φr that generally has larger range of variation
than φp is selected. For example, if the sizes of rolling and
pitching of the robot body are almost identical (i.e., in stable
trotting), φp is always smaller than φr. Because the robot
body is rectangle that the length h is taller than the width b
as shown in Fig. 4(c).

A. Geometrical Compensation of Roll Angle

The most common method for compensating the excessive
φr is a geometrical method as shown in Fig. 9.

(a) Front view of the robot (b) Robot body

Fig. 9. Geometrical compensation : Oi

The equation of the size (i.e., Oi) is

Oi =
b

2
sin(φr − θb), (12)

where Oi is O of ith state. ith state means order of sampled
roll angles with sample time. θb is a banked roll angle.
Therefore, unstability of the posture can is modified by
adding Oi to (3).

(a) Oi in sample time, 0.001sec

(b) Oi in sample time, 0.02sec

Fig. 10. Comparison of Oi with sample time

But, Oi is generated very unstable values as shown in Fig.
10(a) because the robot works in very short sample time,
0.001 sec during the simulation.

Fig. 11. 3rd polynomial interpolation of Oi

Therefore, the robot is required appropriate sample time
which can reflect the accurate body angles not having a
short oscillation cycle. In this paper, the determined sample
time of φr is 0.02 sec, and because of altered sample time,
interpolation is required as shown in Fig. 11.

B. Variable Impedance Control And Geometrical Compen-

sation

Fig. 12. Foot trajectory compensated by impedance control on z-axis

But, method for compensating the excessive φr by moving
the center of the foot trajectory is not suitable for the
locomotion using impedance control. Because, by impedance
control, Oi is also compensated. The dotted line of Fig. 12
is made by Oi, 0.01 m, but generally the trajectory on z-axis
is compensated by about 0.005 m. In other words, the error
is compensated only half. To solve this problem, variable
impedance control that can control the excessive φr changing
impedance parameter in real time is used in form of servo
control as shown in Fig. 13.

Fig. 13. Variable impedance control: φr,r is reference roll angle.

¨̄δ =
1

Mi

[f̄ −Bi
˙̄δ −Kiδ̄], (13)

where Mi, Ki and Bi are the impedance parameters of ith
state. Especially, Ki of (13) means K ± vsz(φr + φr,r)∓ isz
and K ± vsz(φr + φr,r) ± isz of Fig. 13, and it is a linear

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 306



function of stiffness that variable is φr. isz and vsz of the
linear function are a y-intercept and a slope, respectively.

Bi is the critical damping ratio. Also, After integrating ¨̄δ of
(13) twice, position offset δ̄ is added to the desired trajectory
as shown in Fig. 8. But, such servo control is difficulty to
control the excessive φr sensitively and accurately. Therefore,
additionally the geometrical method is used to make up
for this fault. In other words, the size of Oi decreases by
multiplying the gain, and The decreased Oi can control φr

sensitively and accurately.

Fig. 14. Oi multiplied by gain

This is similar to method compensating error using PID
controller. Variable impedance control is used to main control
method for compensating the excessive φr like using pro-
portional control of PID controller, and the occurred steady
state error and slowed speed of response is compensated
by the geometrical method like using integral control and
differential control of PID controller.

C. Compensation of Turning Error

Although introduced methods such as transformation and
rotation of the trajectory, posture control, etc. is used appro-
priately, still the turning error exists between desired turning
radius and actual turning radius.

Fig. 15. Stepwise compensation method

Therefore, the error needs to be compensated appropri-
ately, so a stepwise approach is used as shown in Fig. 15.

At first stage that the error is smaller than the threshold,
the error is compensated by differential system and steering
system. In other words, the variation of the stride and the
rotation of the foot trajectory are added to (7) and (4),
respectively during one step period. At the second stage that
the error grows larger than the threshold, the foot trajectory
on y-axis is moved as shown in Fig. 16(b). The equation of
the second stage is

ȳ(t) = c2 + m̄(t), for 0 ≤ t ≤ T (14)

which is a form that m̄(t)f is added to (2). m̄(t)f is 3rd
polynomial equation, and the size (i.e., ra − rd as shown in

(a) Differential system
and steering system

(b) Movement of trajectory on y-axis

Fig. 16. Compensation of turning error

Fig. 16(b)) is determined by considering workspace of the
robot.

V. SIMULATION

As shown in Fig. 3(a), the robot model simplifies a
hardware model HUNTER (Hanyang UNiversity TEtrapod
Robot) developed by Hanyang University. HUNTER is 0.5
m tall and 0.35 m wide. Its head-to-tail length is 0.6 m. It
weights about 24 kg.

Fig. 17. Irregular terrain model

The simulation is processed by using Mathworks’s Matlab
and Functionbay’s RecurDyn. Spring coefficient and damp-
ing coefficient between ground and robot foot are each 2000
kN/m and 1.0 kN·s/m. Dynamic friction coefficient and static
friction coefficient are 0.6 and 0.9, respectively. lf and hf are
0.100 m and 0.080 m, respectively, the one step period is 1
sec and the turning radius is 1.5 m. As shown in Fig. 17,
irregularities of the terrain are 0.017 m, 0.02 m, 0.015 m
and 0.017 m in a clockwise direction, respectively.

(a) Fixed impedance (b) Variable impedance (c) Variable impedance
with geometrical
method

Fig. 18. Top view of the robot during the turning

Fig. 18 shows results depending on each condition. When
fixed impedance control is used, the robot escapes the route.
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In the case of Fig. 18(b) using variable impedance control,
the distance traveled is shorter than in the case of Fig.
18(c) because the robot body excessively sways by the
rolling. Also, Fig. 19 shows that the robustness and the
stability of the proposed posture control is verified. And, as
shown in Fig. 20, variable impedance control is performed
appropriately.

Fig. 19. Body angles (φr, φp, φy) on each condition

Fig. 20. Variable impedance control for robot posture control

Figs. 21 and 22 show that the generation of the foot
trajectory during the turning and the stepwise compensation
of the turning error is operated appropriately. In other words,
Fig. 21 is the foot trajectory generated by the differential
system, the steering system and the posture control, and Fig.
22 is the application result of (14).

VI. CONCLUSION

In this paper, various methods for the quadruped robot
turning accurately on irregular terrain is proposed. Basically
the robot imitates the operation type of differential system
and steering system of 4WS at low speed. Especially, the
steering system of 4WS at low speed, an opposite direction
is represented as animal’s turning with the spine. Also,
variable impedance control and geometrical compensation is
simultaneously used to eliminate unstability of the posture
generated during the robot turning. The turning error existing
between desired turning radius and actual turning radius is

(a) Trajectorys of fore legs (b) Trajectorys of hind legs

Fig. 21. Trace of foot trajectory

Fig. 22. Movement of foot trajectory on y-axis

compensated by stepwise approach. The variation of the
stride and the rotation of the foot trajectory is used at the
first stage and the method moving the center of the foot
trajectory on the y-axis is used at the second stage. The
proposed control methods have shown even better stability
and performance than the control groups.
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Abstract— This paper presents a new stable approach to enhance 

text in document image acquired by camera phones. It aims at 

investigating the stability analysis of this approach through the 

examination of a model giving the relationship between reflection 

and luminance of the image, through the consideration of the 

luminance estimated by partial differential equation (PDE) method. 

Then we deduce the reflection from the luminance already calculated 

and the acquired image. In this paper we relied on the stability 

analysis of von Neumann to study stability of partial differential 

equation (PDE). This approach offers excellent results in terms of 

legibility and the preservation of textual information in real-world 

situation especially in images acquired from camera phones in low 

luminosity and other distortions problems. The efficiency of this 

method is illustrated by its capacity to ameliorate the process of 

Optical Character Recognition (OCR) in text documents recognition. 

 

Keywords—Document-image, stability analysis, PDE, Von 

Neumann.  

I. INTRODUCTION 

One of the most confronting problems in digital image 

processing is the restoration of degraded images, especially in 

images taken by digital devices (mobile phone and digital 

cameras). The resulting image is different from the expected 

picture due to some disturbing factors which appear when 

taking images [1]. Like noise (for example in a bad reception 

data), blur (due to bad development), or loss of quality (due to 

bad brightness). 

The problems arising from the improvement and restoration 

of images were widely discussed in different scientific papers, 

and since the invention of the discipline of digital image 

processing, in the '60s and the development of promising 

computing resources. The improvement and restoration of 

images has been the main problem and it still receives an 

increasing attention by specialists.  

 

 

The image enhancement aims at making the image more 

meaningful to the human eye who’s the only final judge of the 

effectiveness of any treatment. Restoration intend to correct 

the distortions introduced during the previous steps of the 

acquisition or transmission.  

Many methods based on partial differential equations (PDE) 

have emerged in recent years in the areas of image processing 

and computer vision that solve problems  generally  related to 

the improvement and restoration of images, Edge detection , 

Segmentation, Morphology ... (see [2.3.4.11]). 

The image is supposed to be obtained from a digital device - 

more exactly a camera phone, or a digital camera, in the rest of 

our work we are going to focus on the camera phone images in 

which the problems is mostly apparent.  

This paper is an attempt to further the work displayed in [5, 

11] by a further examination and study of the stability. 

A basic camera phone produce usually images of bad 

quality documents – which means it must be really tedious, if 

not impossible, to be read by someone or an optical character 

recognition system (OCR). Due to conception constraints, 

camera-phone has some limitations that we have to take into 

account if we want to produce readable documents. 

This paper is divided into the following sections: Section 1 

provides a description of our method of improving noisy or 

blurry pictures taken by a mobile device. Section 2 we present 

the use of partial differential equations (PDE) in image 

enhancement. Section 3 we study the stability of our PDE 

method in two cases: one-dimensional (1D) and two 

dimensional case (2D). Finally, some numerical results 

illustrate this work in Section 4.  

II. THE MODEL  

We consider two kinds of problems due to the acquisition of 

a document picture via a camera phone: image distortion and 

noise.  

In the fallowing, we address a distortion also called a non-
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model  

Hassan El Bahi, Zouhir Mahani and Abdelkarim Zatni 

Université Ibn Zohr, ESTA, Laboratoire Matériaux, Systèmes et Technologies de l’information 

B.P: 33/S, 8000 Agadir - Maroc 

elbahihassan@gmail.com; z.mahani@uiz.ac.ma; a.zatni@uiz.ac.ma, 

http://www.esta.ac.ma/  

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 309

mailto:elbahihassan@gmail.com
mailto:z.mahani@uiz.ac.ma


 

 

uniform illumination or variations of brightness [6], which is 

the main cause behind the major image processing difficulties. 

One of the main effects of distorting the image is shadows. A 

shadow in image processing is conceived as a region of low 

brightness and high gradients contours. Shadows are separated 

into tow type, the first type is the own shadow and the second 

type is the one due to the acquisition. Own shadow occurs 

when light hit a surface with deviation. This causes the 

diminution of the brightness of the pixels corresponding to the 

area as the incidence angle deviates from the surface normal. 

The brightness attains its minimum level when the incident 

light and the surface normal are orthogonal. We also notice 

another kind of shadow, which occurs when the light source is 

veiled by an object before the reflection of light on the surface. 

Other distortions problems such as blurring or warping are not 

evoked in this paper.  

We consider an image  1 2N N
u


  where 

1N   and  
2N   are 

two integers. The non uniform illumination can be modeled as 

a multiplicative effect. This modeling combining the 

reflectance and the luminance of the image was proposed by 

Barrow and Tenenbaum in 1978 [5]. That said, due to various 

factors that may be involved in the construction of the image 

(the illumination of the object, the geometry of the scene 

acquired, the camera settings ...), such modeling is very 

difficult to tackle.  

In 1999 a generative model of the image, based on a 

combination of Fredholm integral equation and modeling of 

settings of the camera was proposed by Laszlo [9]. This model 

remains quite complicated to implement .Thus; the global 

illumination method [9] remains the most widely used: 

 

( , ) ( , ). ( , )cos ( , ) ( , )u x y I x y v x y x y b x y       (1) 

 

( , )u x y is the grayscale of the pixel ( , )x y , I  is the 

luminance or the non uniform illumination, ( , )v x y the 

reflectance and cos ( , )x y
the cosine of the angle between the 

incident light ray and the surface normal at the point of the 

object. In image processing, this modeling is even more 

simplified by integrating cos ( , )x y
on the 

component ( , )I x y . Thus, the final model becomes: 

 

( , ) ( , ). ( , ) ( , )u x y I x y v x y b x y                    (2) 

 

This modeling of the image is far from perfect, because it 

does not take into account neither the problems of geometry of 

the object (the presence of surfaces which can create shadows 

on the object ...), or external factors in the formation of the 

image. The advantage of this simple model is to estimate the 

reflectance of an object from an approximation of its 

luminance.  

 

III. THE PDE METHOD 

From the module already defined in section 2 the noise can 

be neglected for the moment. Thus, the result becomes as the 

following: 

 

( , ) ( , ). ( , )u x y I x y v x y                            (3) 

 

Then we apply the log to the equation (3): 

 

log( ( , )) log( ( , ) ( , )),

log( ( , )) log( ( , )) log( ( , )),

u x y I x y v x y

u x y I x y v x y

u I v



 

   

        (4) 

 

A new approach was proposed by [11] to estimate I  which 

is in fact the solution of the partial differential equation (PDE) 

(4) then he concludes v  by the subtraction of I  fromu . 
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                         (5) 

 

The grayscale of the text equals 1 if it is smaller than the 

background or equals -1 in the case that the grayscale of the 

text is larger than the image background.  

As it is defined by: 
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We decompose the divergence operator: 
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An example of function that can be used: 

 

2( ) 1x t                              (8) 

 

So       
'

2 3/2

(| |) 1

| | 2(1 | | )

u

u u

 


  
    and 

          ''

2 1/2

1
(| |)

2(1 | | )
u

u
  

 
 

 

Advances in Robotics, Mechatronics and Circuits

ISBN: 978-1-61804-242-2 310



 

 

By following the approach [11] he estimates that v can be 

calculated as follow: 

 

(1 )
max( ) | |

2

s
v u s I u


                            (9) 

 

In practice, we identify only certain points (because of the 

scan of the image). This is why we need to define an 

approximation of equation (5) (for more details see [11]). 

IV. STABILITY ANALYSIS 

The aim of this part is to study Stability Analysis of the 

partial differential equation (PDE) (5).Generally speaking the 

stability of particular solution of a PDE implies that if the 

system starts with an initial condition that approximates the 

particular solution of a PDE, the system will stay near it for all 

time. 

BA Jacobs [10] assumed that the PDE method of [11] is 

complicated since it implies numerous steps which may make 

its implementation difficult especially after a number of 

iterations. Thus our objective in this part is to demonstrate the 

stability of the PDE method of [11]. We relied on the stability 

analysis of von Neumann which is a method for testing the 

stability of numerical schemes using the method of finite 

difference of partial differential equation (PDE).  

The expression Von Neumann: 

 
n n Iwi x

iu U e   

A. One-dimensional Case (1D): 

We can use two approaches to discrete this equation. The 

first is an explicit scheme; we use a forward scheme of order 1 

to evaluate the time derivative and a central scheme of second-

order for the second derivative in space of equation (5), and by 

putting: 

2

d t
r

x





 and ( , ) ik x

nu x t e   

The scheme descrization becomes: 

  
1 ( )n ik xj

ju G k e                                   (10) 

 

With: 

( ) 1 2 (1 cos( ))G k r k x    .                    (11) 

  

Where ( )G k is the growth factor. The scheme is stable [13] 

if | ( ) | 1G k  k , in the worst case we have ( ) 1 4G k r  . So 

the scheme is stable conditionally if 1/ 2r  . 

The second is an implicit scheme; we use a backward 

scheme of order 1 to evaluate the time derivative and a central 

scheme of second-order for the second derivative in space. In 

this case with same transformation, the Growth factor 

becomes: 

 

2

1
( )

1 4 sin ( )
2

G k
k x
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                          (11) 

So Von Neumann's condition is proven thus the scheme is 

unconditional stable. 

B. Two-dimensional Case (2D): 

We consider the following equation of two dimensions: 

 

  
2 2

2 2

u u u

t x y

  
 

  
                             (12) 

 

And we use a scheme of order 1 to evaluate the time 

derivative and a scheme centered of order 2 to approximate the 

second derivative in space. We put 
1 2

t
r

x





 and  
2 2

t
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we find: 

 

1 2( ) 1 2 (cos( ) 1) 2 (cos( ) 1)G k r k x r k y            (13) 

 

In the worst cases we have: 

 

2 2
( ) 1 4( )

t t
G k
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If x y h     the stability condition is: 

2

4

h
t   

V. NUMERICAL RESULTS 

In this section, we present some simulation results showing 

the effectiveness and the robustness of our method. We show 

the ability and the stability of the suggested approach in terms 

of enhancement and preservation of textual information in 

images acquired from camera phone in low luminosity and 

other distortions factors. 

In all examples the original images are obtained from a 

camera phone (Iphone 4GS). 

Figure 1 shows an example of text enhancement by the 

suggested method by estimating the reflectance. The image is 

affected by its own shadow. The resulting image is distortions-

free (absence of shadow) and resulting estimations are correct 

and completely similar. 

Figures 2 and 3 show the performance of the proposed 

approach to provide an excellent result in cases of further 

distortion factors. In figure 2 the acquired image is taken in 

low lightning conditions whereas the original image in figure 3 

is affected by its own shadow and the drop shadow. This 

approach provides better results in terms of readability and 

printability of the resulting document-image. 
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VI. CONCLUSION 

This paper proposes a stable method to enhance text in the 

documents image obtained from a camera phone. It suggests a 

method which is based on anisotropic PDE's model. This work 

relied on Von Neumann stability analysis to prove the stability 

 

 
(a) Original image 

 

 
(b) Text enhancement 

 

Fig. 3 Original image obtained from an Iphone 4GS 

 

 

 
(b) Text enhancement 

 

Fig. 2 Original image obtained from an Iphone 4GS 

 

 

 
(a) Original image 

 

 

 
(a) Original image 

 

 
(b) Text enhancement 

 

Fig. 1 Original image obtained from an Iphone 4GS 
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of PDE method in two cases the first one is one-dimensional 

case (1D) in which we used explicit and implicit schemes. The 

second one is the two dimensions case (2D). This method 

provides the best result in terms of robustness and 

effectiveness in the examined cases, especially in low lightning 

conditions and the presence of shadows, moreover this method 

has shown that it is simple and unsophisticated to implement. 

In brief, this method has shown excellent result when 

applied to ameliorate the process of Optical Character 

Recognition (OCR) in text documents recognition from images 

obtained via camera phones even with presence of distorting 

factors.  
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Abstract—Hip disarticulation is an amputation through the hip 

joint capsule, removing the entire lower extremity, with 

closure of the remaining musculature over the exposed 

acetabulum. Tumors of the distal and proximal femur were 

treated by total femur resection; a hip disarticulation 

sometimes is performance for massive trauma with crush 

injuries to the lower extremity. This article discusses the 

design a system for rehabilitation of a patient with bilateral hip 

disarticulations. The prosthetics designed allowed the patient 

to do natural gait suspended between parallel articulate 

crutches with the body weight support between the crutches. 

The care of this patient was a challenge due to bilateral 

amputations at such a high level and the special needs of a 

patient mobility. 

 

 

Keywords— Amputation, prosthesis, mobility, 

hemipelvectomy  

I. INTRODUCTION 

 ip disarticulation is the removal of the entire lower 

extremity through the hip joint Hip.  Disarticulation 

amputations are relatively rare [1],[2],[3]. For this reason 

there is no much research on this area to give solution specific 

to a self-mobility. They are usually performed when malignant 

disease of the pelvis, hip joint or upper thigh cannot be treated 

by more conservative means. Sometimes they are performed if 

osteomyelitis of the pelvis or proximal femur or certain 

massive benign tumors in the pelvic region has not responded 

to less radical procedures [4],[5]. 

 
 

 

 

                        

  
Fig 1. Surgical Procedure 

 

The surgical procedure include 

 

 Completion of the skin incision 

 Division of tensor fascia lata, gluteus 

maximus, and rectus femoris muscles 

 Transection of the muscles inserting into the 

greater trochanter 

 Release of specimen 

 Appoximation of obturator externus and 

gluteus medius over the joint capsule 
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 Approximation of gluteal fascia to the inguinal 

ligament and pubic ramus 

 Skin closure 
 

 

Who had bilateral hip disarticulation amputations, 

including transection of ischia to the level of the horizontal 

ramus of the pubis was treated prosthetically and rehabilitated. 

Prosthetic fitting failed because of chronic tissue breakdown 

over the remaining bony prominences [6],[7],[8].  The 

prosthesis had to provide mobility by gait training and the 

design of the mat avoid tissue breakdown. Paraplegics face a 

number of medical, psychological and emotional issues, which 

can usually be managed in resource-rich centers with adequate   

social support. [9],[10],[11]. 

 

However, in developing countries, with some resources, 

living with paraplegia and its associated complications is 

considerably more difficult especially to self-mobility actions. 

[12],[13],[14]Hip disarticulation orthosis has some advantages 

for the paraplegic patient, such as increased independence, a 

lighter body weight and minimization of local infection. 

Disadvantages, however, include impaired cosmetic 

appearance; need some training to acquire stability and good 

balance and loss of body image (Fig 2). 

 

II. EVALUATION 

The prosthetics designed allowed the patient to do natural 

gait suspended between parallel articulate crutches with the 

body weight support between the crutches.(Fig 3.)  The 

majority of the weight was distributed to the support system 

over the bony prominences release a portion of the weight 

from the forearms.  

 
Fig 2. Crutches design  

 

III. DESIGN CONSIDERATION 

The support mold was design to distribute weight primarily 

to the shelf created by the spinal and posterior thorax region. 

Reliefs were provided over bony prominences via plaster 

build-ups on the mold.  

 

The mold was to provide a surface which would allow the 

patient to sit erect without external support. The socket was 

laminated with polyester resin at 80% rigid, 20% flexible. This 

system satisfied the walk action by parallel bars or addition of 

artificial limbs made the entire design functional for transfer 

and mobility.  

 

The patient was able to ambulate in the parallel bars with a 

swing through gait.[15],[16] A lay up of four layers of nylon 

stockinette was made over the socket and again laminated with 

polyester resin. This patient could not tolerate any distal 

pressure due to a large ulcer over the sacrum. His amputations 

were secondary to circulatory problems and diabetes. A 

minimal amount of extension of the socket was needed as his 

pelvis was intact and only needed suspension to protect the 

unhealed area. This patient desires lower limbs for gait 

provided by parallel bars or artificial limbs for mobility. The 

socket only provided him with protection for his wounds, 

sitting balance, and ease in transfer. 

IV. FABRICATION AND FITTING 

 

 

 
Fig 3. Articulate Crutches System 

 

A plastic pad was formed over the mold for fit in sitting, 

standing and prone positions. Reliefs were provided to the 

bony prominences, and two crutches were provided to allow 
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gait in normal way.  Cushions system was located at the axilla 

level sufficiently to prevent impingement during upper-

extremity motion such as flexion and extension of the glen 

humeral joint and lateral trunk bending. A spring system was 

placed at the level of the arm to allow adjustments the level of 

the crutch as the same way of the knees. The spring could 

adjust the amount of weight both side during the gait. Lower 

manual system were attached to the metallic bar using for 

manual locking knees are implemented, While this modular 

spring system would have provided weight switch, the 

components and covering would withstand the stress and 

forces encountered when the patient gait.[17],[18] 

 
Fig 4. Complete system 

 

Static alignment of the prosthesis was performed on stand 

position. The hip joints were spaced with a 40 cm dimension 

between outside edges and positioned to provide full support. 

The join on the crutch allow flexion-extension, free degree of 

movement for adduction and two thigh segments to achieve a 

support the arm and axilla. The prosthesis is 80 cm from hip 

joints to floor on extended position and knee center system is 

located at 50 cm.  

 

The prosthesis was laminated with carbon fibers and 

acrylic resin. The pad affixed of the cushion provided an air 

chamber to release pressures to the distal residual limb. 

 

The finished prosthesis is seen in Figure 4. Before regular 

use, training is necessary, is possible gaiting in natural way. 

 

The socket was further modified to provide relief to the 

right and left movement and the transverse process of stand-up 

process.  

 

V. REHABILITATION 

The patient's rehabilitation goals included training for short 

distances for specific activities of daily living such as stand up 

and gait without the use of a wheelchair. In addition, the 

design helped maintain the extension posture moment at the 

hips necessary to maintain balance when standing.[19],[20] 

 

The designed system was dynamically assessed in sitting 

and standing to provide maximum balance and stance stability. 

The articulate crouch provided additional trunk stability on 

gait process and sitting balance. Training Exercises may 

include planar and diagonal sit-ups in supine and upper trunk 

extension in prone and supine positions. [21],[22],[23],[24] 

 

All activities incorporate compensatory movement patterns 

to enhance functional gait abilities. [21],[22],[23] 

 

Trunk support through a mat is provided. The system also 

enhanced lateral trunk motion. The flex sections were design 

to achieve a level base while long-sitting on the floor.[24],[25] 

Upright balance activities must be performed while wearing 

the prosthesis in natural way. Rehabilitation for standing is 

initiated in parallel bars for musculoskeletal system improve, 

progressing from bilateral upper-extremity support with the 

design system to independent standing and gait. [26],[27] 

 

Balance is challenged by movement of arms, and the trunk. 

Training begins in the parallel bars and progresses to forearm 

crutches system. He progressed with forearm crutches for 

distances of up indoors and short distances outside. Pressure 

points are monitored during the training. 

[28],[29],[30],[31],[32] 

VI. CONCLUSION 

Functional goals of the system design were met through the 

careful fitting and dynamic design of the prosthesis in response 

to self-mobility for paraplegics patients with Bilateral Hip 

Disarticulation 

 

The initial effort in this case was to get the patient erect at 

a normal sitting height and provide gait opportunity. Patient 

could be supported under his ribs with our hands while another 

prosthetics balanced his upper trunk.  

 

 

With the prosthesis the patient is able to live independently 

for mobility actions. A solid support system is important to 

recovery from any hip disarticulation problem. The support 

comes from a design system for mobility to release friends and 

family from this responsibility. 

 

The decision to proceed with a design of prosthesis for 

bilateral hip replacement can be a very practical one. Recovery 

from a bilateral hip replacement can be difficult. From 

practical point of view at the beginning is very difficult to 

maneuver, for this reason it is necessary a specific training to 

control the designed system. The final design system allows 

patients with bilateral hip replacement to perform mobility in 

natural way. 
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