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Plenary Lecture 1

Floating Offshore Wind Turbines: The Technologies and the Economics

Prof. Paul D. Sclavounos
Professor of Mehanical Engineering and Naval Architecture
Massachusetts Institute of Technology (MIT)
77 Massachusetts Avenue
Cambridge MA 02139-4307
USA
E-mail: pauls@mit.edu

Abstract: Wind is a vast, renewable and clean energy source that stands to be a key contributor
to the world energy mix in the coming decades. The horizontal axis three-bladed wind turbine is
a mature technology and onshore wind farms are cost competitive with coal fired power plants
equipped with carbon sequestration technologies and in many parts of the world with natural
gas fired power plants.

Offshore wind energy is the next frontier. Vast sea areas with higher and steadier wind speeds
are available for the development of offshore wind farms that offer several advantages. Visual,
noise and flicker impacts are mitigated when the wind turbines are sited at a distance from the
coastline. A new generation of 6-10MW wind turbines with diameters exceeding 160m have
been developed for the offshore environment. They can be fully assembled at a coastal facility
and installed by a low cost float-out operation. Floater technologies are being developed for
the support of multi-megawatt turbines in waters of moderate to large depth, drawing upon
developments by the offshore oil & gas industry.

The state of development of the offshore wind energy sector will be discussed. The floating
offshore wind turbine technology will be reviewed drawing upon research carried out at MIT
since the turn of the 21st century. Floating wind turbine installations worldwide and planned
future developments will be presented. The economics of floating offshore wind farms will be
addressed along with the investment metrics that must be met for the development of large
scale floating offshore wind power plants.

Brief Biography of the Speaker: Paul D. Sclavounos is Professor of Mechanical Engineering and
Naval Architecture at the Massachusetts Institute of Technology. His research interests focus
upon the marine hydrodynamics of ships, offshore platforms and floating wind turbines. The
state-of-the-art computer programs SWAN and SML developed from his research have been
widely adopted by the maritime, offshore oil & gas, and wind energy industries. His research
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activities also include studies of the economics, valuation and risk management of assets in the
crude oil, natural gas, shipping and wind energy sectors. He was the Georg Weinblum Memorial
Lecturer in 2010-2011 and the Keynote Lecturer at the Offshore Mechanics and Arctic
Engineering Conference in 2013. He is a member of the Board of the North American
Committee of Det Norske Veritas since 1997, a member of the Advisory Committee of the US
Navy Tempest program since 2006 and a member of the Advisory Board of the Norwegian
Center for Offshore Wind Energy Technology since 2009. He has consulted widely for the US
Government, shipping, offshore, yachting and energy industries.
http://meche.mit.edu/people/?id=76

ISBN: 978-1-61804-244-6 23



Latest Trends on Systems - Volume Il

Keynote Lecture 2

Detecting Critical Elements in Large Networks

Professor Panos M. Pardalos
Center for Applied Optimization (CAO)
Department of Industrial and Systems Engineering,
University of Florida, Gainesville, FL, USA.
and
Laboratory of Algorithms and Technologies for Networks Analysis (LATNA)
National Research University, Higher School of Economics
Moscow, Russia
E-mail: p.m.pardalos@gmail.com

Abstract: In network analysis, the problem of detecting subsets of elements important to the
connectivity of a network (i.e., critical elements) has become a fundamental task over the last
few years. Identifying the nodes, arcs, paths, clusters, cliques, etc., that are responsible for
network cohesion can be crucial for studying many fundamental properties of a network.
Depending on the context, finding these elements can help to analyze structural characteristics
such as, attack tolerance, robustness, and vulnerability. Furthermore we can classify critical
elements based on their centrality, prestige, reputation and can determine dominant clusters
and partitions.

From the point of view of robustness and vulnerability analysis, evaluating how well a network
will perform under certain disruptive events plays a vital role in the design and operation of
such a network. To detect vulnerability issues, it is of particular importance to analyze how well
connected a network will remain after a disruptive event takes place, destroying or impairing a
set of its elements. The main goal is to identify the set of critical elements that must be
protected or reinforced in order to mitigate the negative impact that the absence of such
elements may produce in the network. Applications are typically found in homeland security,
energy grid, evacuation planning, immunization strategies, financial networks, biological
networks, and transportation.

From the member-classification perspective, identifying members with a high reputation and
influential power within a social network could be of great importance when designing a
marketing strategy. Positioning a product, spreading a rumor, or developing a campaign against
drugs and alcohol abuse may have a great impact over society if the strategy is properly
targeted among the most influential and recognized members of a community. The recent
emergence of social networks such as Facebook, Twitter, Linkedln, etc. provide countless
applications for problems of critical-element detection.

In addition, determining dominant cliques or clusters over different industries and markets via
critical clique detection may be crucial in the analysis of market share concentrations and debt
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concentrations, spotting possible collusive actions or even helping to prevent future economic
crises.

This presentation surveys some of the recent advances for solving these kinds of problems
including heuristics, mathematical programming, dynamic programming, approximation
algorithms, and simulation approaches. We also summarize some applications that can be
found in the literature and present further motivation for the use of these methodologies for
network analysis in a broader context.

Brief Biography of the Speaker: Panos M. Pardalos serves as Distinguished Professor of
Industrial and Systems Engineering at the University of Florida. He is also an affiliated faculty
member of the Computer and Information Science Department, the Hellenic Studies Center,
and the Biomedical Engineering Program. He is also the Director of the Center for Applied
Optimization. Dr. Pardalos is a world leading expert in global and combinatorial optimization.
His recent research interests include network design problems, optimization in
telecommunications, e-commerce, data mining, biomedical applications, and massive
computing.

Full CV: http://www.ise.ufl.edu/pardalos/files/2011/08/CV_Dec13.pdf

Recent Achievments: http://www.eng.ufl.edu/news/first-engineering-chair-appointed-under-
ufs-preeminence-initiative-goes-to-big-data-expert/

Profile in Scholar Google: scholar.google.com/scholar?q=P+Pardalos&btnG=&hl=en&as_sdt=0,5
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Plenary Lecture 3

Overview of the Main Metaheuristics used for the Optimization of Complex Systems

Professor Pierre Borne
Co-author: Mohamd Benrejeb
Ecole Centrale de Lille
France
E-mail: pierre.borne@ec-lille.fr

Abstract: For complex systems such as in planning and scheduling optimization, the complexity
which corresponds usually to hard combinational optimization prevents the implementation of
exact solving methodologies which could not give the optimal solution in finite time. It is the
reason why engineers prefer to use metaheuristics which are able to produce good solutions in
a reasonable computation time. Two types of metaheuristics are presented here:

* The local searchs, such as: Tabu Search, Simulated Annealing, GRASP method, Hill Climbing,
Tunnelling...

* The global methods which look for a family of solutions such as: Genetic or Evolutionary
Algorithms, Ant Colony Optimization, Particle Swarm Optimization, Bees algorithm, Firefly
algorithm, Bat algorithm, Harmony search....

Brief Biography of the Speaker: Pierre BORNE received the Master degree of Physics in 1967
and the Master of Electrical Engineering, the Master of Mechanics and the Master of Applied
Mathematics in 1968. The same year he obtained the Diploma of "Ingénieur IDN" (French
"Grande Ecole"). He obtained the PhD in Automatic Control of the University of Lille in 1970 and
the DSc in physics of the same University in 1976. Dr BORNE is author or co-author of about 200
Publications and book chapters and of about 300 communications in international conferences.
He is author of 18 books in Automatic Control, co-author of an english-french, french-english «
Systems and Control » dictionary and co-editor of the "Concise Encyclopedia of Modelling and
Simulation" published with Pergamon Press. He is Editor of two book series in French and co-
editor of a book series in English. He has been invited speaker for 40 plenary lectures or
tutorials in International Conferences. He has been supervisor of 76 PhD Thesis and member of
the committee for about 300 doctoral thesis . He has participated to the editorial board of 20
International Journals including the IEEE, SMC Transactions, and of the Concise Subject
Encyclopedia . Dr BORNE has organized 15 international conferences and symposia, among
them the 12th and the 17 th IMACS World Congresses in 1988 and 2005, the IEEE/SMC
Conferences of 1993 (Le Touquet — France) and of 2002 (Hammamet - Tunisia) , the CESA
IMACS/IEEE-SMC multiconferences of 1996 (Lille — France) , of 1998 (Hammamet — Tunisia) , of
2003 (Lille-France ) and of 2006 (Beijing, China) and the 12th IFAC LSS symposium (Lille France,
2010) He was chairman or co-chairman of the IPCs of 34 international conferences (IEEE,
IMACS, IFAC) and member of the IPCs of more than 200 international conferences. He was the
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editor of many volumes and CDROMs of proceedings of conferences. Dr BORNE has
participated to the creation and development of two groups of research and two doctoral
formations (in Casablanca, Morocco and in Tunis, Tunisia). twenty of his previous PhD students
are now full Professors (in France, Morocco, Tunisia, and Poland). In the IEEE/SMC Society Dr
BORNE has been AdCom member (1991-1993 ; 1996-1998), Vice President for membership
(1992-1993) and Vice President for conferences and meetings (1994-1995, 1998-1999). He has
been associate editor of the IEEE Transactions on Systems Man and Cybernetics (1992-2001).
Founder of the SMC Technical committee « Mathematical Modelling » he has been president of
this committee from 1993 to 1997 and has been president of the « System area » SMC
committee from 1997 to 2000. He has been President of the SMC Society in 2000 and 2001,
President of the SMC-nomination committee in 2002 and 2003 and President of the SMC-
Awards and Fellows committee in 2004 and 2005. He is member of the Advisory Board of the
“IEEE Systems Journal” . Dr. Borne received in 1994, 1998 and 2002 Outstanding Awards from
the IEEE/SMC Society and has been nominated IEEE Fellow the first of January 1996. He
received the Norbert Wiener Award from IEEE/SMC in 1998, the Third Millennium Medal of
IEEE in 2000 and the IEEE/SMC Joseph G. Wohl Outstanding Career Award in 2003. He has been
vice president of the “IEEE France Section” (2002-2010) and is president of this section since
2011. He has been appointed in 2007 representative of the Division 10 of IEEE for the Region 8
Chapter Coordination sub-committee (2007-2008) He has been member of the IEEE Fellows
Committee (2008- 2010) Dr BORNE has been IMACS Vice President (1988-1994). He has been
co-chairman of the IMACS Technical Committee on "Robotics and Control Systems" from 1988
to 2005 and in August 1997 he has been nominated Honorary Member of the IMACS Board of
Directors. He is since 2008 vice-president of the IFAC technical committee on Large Scale
Systems. Dr BORNE is Professor "de Classe Exceptionnelle" at the "Ecole Centrale de Lille"
where he has been Head of Research from 1982 to 2005 and Head of the Automatic Control
Department from 1982 to 2009. His activities concern automatic control and robust control
including implementation of soft computing techniques and applications to large scale and
manufacturing systems. He was the principal investigator of many contracts of research with
industry and army (for more than three millions € ) Dr BORNE is "Commandeur dans I'Ordre des
Palmes Académiques" since 2007. He obtained in 1994 the french “ Kulman Prize”. Since 1996,
he is Fellow of the Russian Academy of Non-Linear Sciences and Permanent Guest Professor of
the Tianjin University (China). In July 1997, he has been nominated at the "Tunisian National
Order of Merit in Education" by the Republic of Tunisia. In June 1999 he has been nominated «
Professor Honoris Causa » of the National Institute of Electronics and Mathematics of Moscow
(Russia) and Doctor Honoris Causa of the same Institute in October 1999. In 2006 he has been
nominated Doctor Honoris Causa of the University of Waterloo (Canada) and in 2007 Doctor
Honoris Causa of the Polytechnic University of Bucharest (Romania). He is “Honorary Member
of the Senate” of the AGORA University of Romania since May 2008 He has been Vice President
of the SEE (French Society of Electrical and Electronics Engineers) from 2000 to 2006 in charge
of the technical committees. He his the director of publication of the SEE electronic Journal e-
STA and chair the publication committee of the REE Dr BORNE has been Member of the CNU
(French National Council of Universities, in charge of nominations and promotions of French
Professors and Associate Professors) 1976-1979, 1992-1999, 2004-2007 He has been Director of
the French Group of Research (GDR) of the CNRS in Automatic Control from 2002 to 2005 and
of a “plan pluriformations” from 2006 to 2009. Dr BORNE has been member of the
Multidisciplinary Assessment Committee of the “Canada Foundation for Innovation” in 2004
and 2009. He has been referee for the nominations of 24 professors in USA and Singapore. He is
listed in the « Who is Who in the World » since 1999.

ISBN: 978-1-61804-244-6 27



Latest Trends on Systems - Volume Il

Plenary Lecture 4

Minimum Energy Control of Fractional Positive Electrical Circuits

Professor Tadeusz Kaczorek (Fellow IEEE)
Warsaw University of Technology
Poland

Abstract: The talk will consist of two parts. In the first part the minimum energy control of
standard positive electrical circuits will be discussed and in the second part the similar problem
for fractional positive electrical circuits. Necessary and sufficient conditions for the positivity
and reachability of electrical circuits composed of resistors, coils and capacitors will be
established. The minimum energy control problem for the standard and fractional positive
electrical circuits will be formulated and solved. Procedures for computation of the optimal
inputs and minimal values of the performance indeces will be given and illustrated by examples
of electrical circuits.

Brief Biography of the Speaker: Prof. Tadeusz Kaczorek graduated from the Faculty of Electrical
Engineering Warsaw University of Technology in 1956, where in 1962 he defended his doctoral
thesis. In 1964, he received a postdoctoral degree. In the years 1965-1970 he was head of the
Department of Electronics and Automation, 1969-1970, and Dean of the Faculty of Electrical
Engineering University of Warsaw. In the years 1970-1973 Vice-Rector of the Technical
University of Warsaw in the years 1970-1981 the director of the Institute of Control and
Industrial Electronics Warsaw University of Technology. He was also head of the Department of
Control of the above Institute. In 1971 he received the title of Professor and Associate Professor
of Warsaw University of Technology. In 1974 he received the title of professor of Warsaw
University of Technology. In 1987-1988 he was chairman of the Committee for Automation and
Robotics. Since 1986, corresponding member, and since 1998 member of the Polish Academy of
Sciences. In 1988-1991 he was Head of the Scientific Academy in Rome. For many years a
member of the Foundation for Polish Science. From June 1999 ordinary member of the
Academy of Engineering. He is currently a professor at the Faculty of Electrical Engineering of
Bialystok and Warsaw University of Technology. Since 1991 he is a member, and now chairman
of the Central Commission for Academic Degrees and Titles (Vice-President in 2003-2006). In
2012 he was chairman of the Presidium of the Scientific Committee of the conference devoted
to research crash of the Polish Tu-154 in Smolensk methods of science.

Scientific achievements

His research interests relate to automation, control theory and electrical engineering, including
analysis and synthesis of circuits and systems with parameters determined and random
polynomial methods for the synthesis of control systems and singular systems. Author of 20
books and monographs and over 700 articles and papers in major international journals such as

ISBN: 978-1-61804-244-6 28



Latest Trends on Systems - Volume Il

IEEE Transactions on Automatic Control, Multidimensional Systems and Signal Processing,
International Journal of Control, Systems Science and Electrical Engineering Canadian Journal.
He organized and presided over 60 scientific sessions at international conferences, and was a
member of about 30 scientific committees. He has lectured at over 20 universities in the United
States, Japan, Canada and Europe as a visiting professor. He supervised more than 60 doctoral
dissertations completed and reviewed many doctoral theses and dissertations. His dozens of
alumni received the title of professor in Poland or abroad.

He is a member of editorial boards of journals such as International Journal of Multidimensional
Systems and Signal Processing, Foundations of Computing and Decision Sciences, Archives of
Control Sciences. From 1 April 1997, is the editor of the Bulletin of the Academy of Technical
Sciences.

Honours, awards and honorary doctorates.

Honours

Tadeusz Kaczorek has been honored with the following awards:

* Officer's Cross of the Order of Polonia Restituta Polish

* Meritorious Polish

* Medal of the National Education Commission

Honorary doctorates

He received honorary degrees from the following universities:

Silesian University of Technology (2014)

Rzeszow University of Technology (2012)

Poznan University of Technology (2011)

Opole University of Technology (2009)

Technical University of Lodz (3 December 2008)

Bialystok University of Technology (August 20, 2008)

Warsaw University of Technology (22 December 2004)

Szczecin University of Technology (November 8, 2004)

Lublin University of Technology (13 May 2004)

University of Zielona Gora (27 November 2002)

Honorary Member of the Hungarian Academy of Sciences and the Polish Society of Theoretical
and Applied Electrical (1999). He received 12 awards of the Minister of National Education of all
levels (including 2 team).
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Plenary Lecture 5

Unmanned Systems for Civilian Operations

Professor George Vachtsevanos
Professor Emeritus
Georgia Institute of Technology
USA
E-mail: george.vachtsevanos@ece.gatech.edu

Abstract: In this plenary talk we will introduce fundamental concepts of unmanned systems
(Unmanned Aerial Vehicles and Unmanned Ground Vehicles) and their emerging utility in
civilian operations. We will discuss a framework for multiple UAVs tasked to perform forrest fire
detection and prevention operations. A ground station with appropriate equipment and
personnel functions as the support and coordination center providing critical information to fire
fighter as derived from the UAVs. The intent is to locate a swarm of vehicles over a designated
area and report at the earliest the presence of such fire precursors as smoke, etc. the UAVs are
equipped with appropriate sensors, computing and communications in order to execute these
surveillance tasks accurately and robustly. Meteorological sensors monitor wind velocity,
temperature and other relevant parameters. The UAV observations are augmented, when
appropriate, with satellite data, observation towers and human information sources. Other
application domains of both aerial and ground unmanned systems refer to rescue operations,
damage surveillance and support for areas subjected to earthquakes and other natural
disasters, border patrol, agricultural applications, traffic control, among others.

Brief Biography of the Speaker: Dr. George Vachtsevanos is currently serving as Professor
Emeritus at the Georgia Institute of Technology. He served as Professor of Electrical and
Computer Engineering at the Georgia Institute of Technology from 1984 until September, 2007.
Dr Vachtsevanos directs at Georgia Tech the Intelligent Control Systems laboratory where
faculty and students began research in diagnostics in 1985 with a series of projects in
collaboration with Boeing Aerospace Company funded by NASA and aimed at the development
of fuzzy logic based algorithms for fault diagnosis and control of major space station
subsystems. His work in Unmanned Aerial Vehicles dates back to 1994 with major projects
funded by the U.S. Army and DARPA. He has served as the Co-PI for DARPA’s Software Enabled
Control program over the past six years and directed the development and flight testing of
novel fault-tolerant control algorithms for Unmanned Aerial Vehicles. He has represented
Georgia Tech at DARPA’s HURT program where multiple UAVs performed surveillance,
reconnaissance and tracking missions in an urban environment. Under AFOSR sponsorship, the
Impact/Georgia Team is developing a biologically-inspired micro aerial vehicle. His research
work has been supported over the years by ONR, NSWC, the MURI Integrated Diagnostic
program at Georgia Tech, the U,S. Army’s Advanced Diagnostic program, General Dynamics,
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General Motors Corporation, the Academic Consortium for Aging Aircraft program, the U.S. Air
Force Space Command, Bell Helicopter, Fairchild Controls, among others. He has published over
300 technical papers and is the recipient of the 2002-2003 Georgia Tech School of ECE
Distinguished Professor Award and the 2003-2004 Georgia Institute of Technology Outstanding
Interdisciplinary Activities Award. He is the lead author of a book on Intelligent Fault Diagnosis
and Prognosis for Engineering Systems published by Wiley in 2006.
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Iterative Extended UFIR Filtering in Applications to Mobile Robot Indoor Localization

Professor Yuriy S. Shmaliy
Department of Electronics
DICIS, Guanajuato University
Salamanca, 36855, Mexico
E-mail: shmaliy@ugto.mx

Abstract: A novel iterative extended unbiased FIR (EFIR) filtering algorithm is discussed to solve
suboptimally the nonlinear estimation problem. Unlike the Kalman filter, the EFIR filtering
algorithm completely ignores the noise statistics, but requires an optimal horizon of N points in
order for the estimate to be suboptimal. The optimal horizon can be specialized via
measurements with much smaller efforts and cost than for the noise statistics required by EKF.
Overall, EFIR filtering is more successful in accuracy and more robust than EKF under the
uncertain conditions. Extensive investigations of the approach are conducted in applications to
localization of mobile robot via triangulation and in radio frequency identification tag grids.
Better performance of the EFIR filter is demonstrated in a comparison with the EKF. It is also
shown that divergence in EKF is not only due to large nonlinearities and large noise as stated by
the Kalman filter theory, but also due to errors in the noise covariances ignored by EFIR filter.

Brief Biography of the Speaker: Dr. Yuriy S. Shmaliy is a full professor in Electrical Engineering
of the Universidad de Guanajuato, Mexico, since 1999. He received the B.S., M.S., and Ph.D.
degrees in 1974, 1976 and 1982, respectively, from the Kharkiv Aviation Institute, Ukraine. In
1992 he received the Dr.Sc. (technical) degree from the Soviet Union Government. In March
1985, he joined the Kharkiv Military University. He serves as full professor beginning in 1986
and has a Certificate of Professor from the Ukrainian Government in 1993. In 1993, he founded
and, by 2001, had been a director of the Scientific Center “Sichron” (Kharkiv, Ukraine) working
in the field of precise time and frequency. His books Continuous-Time Signals (2006) and
Continuous-Time Systems (2007) were published by Springer, New York. His book GPS-based
Optimal FIR Filtering of Clock Models (2009) was published by Nova Science Publ., New York. He
also edited a book Probability: Interpretation, Theory and Applications (Nova Science Publ.,
New York, 2012) and contributed to several books with invited chapters. Dr. Shmaliy has
authored more than 300 Journal and Conference papers and 80 patents. He is IEEE Fellow; was
rewarded a title, Honorary Radio Engineer of the USSR, in 1991; and was listed in Outstanding
People of the 20th Century, Cambridge, England in 1999. He is currently an Associate Editor for
Recent Patents on Space Technology. He serves on the Editorial Boards of several International
Journals and is a member of the Organizing and Program Committees of various Int. Symposia.
His current interests include statistical signal processing, optimal estimation, and stochastic
system theory.
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Robust Feature Matching for Aerial Visual
Odometry

Tarek Mouats®, Nabil Aouf!

L Cranfield University, Shrivenham Campus
Centre for Electronic Warfare
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Abstract—Interest points matching for aerial visual odometry
using quadrotor MAV is tackled in this work. First, a set of
sparse feature points are extracted using ORB detector. These
are then grouped using Gradient Vector Flow (GVF) fields by
finding points of high symmetry within the image. A robust
matching strategy is introduced to improve the motion estimation.
In order to validate ORB features matches, their grouping
points are compared. Using the matched points, windowed bundle
adjustment incorporating Gauss-Newton optimization is utilised
for motion estimation. In order to deal with matching outliers, a
Random sample consensus outlier rejection scheme is integrated.
Lack of MAV stereo datasets in the literature motivated the
generation of such vital data. Detailed results validating the
proposed strategy are illustrated using these datasets. Also, a
comparison with other approaches is also provided and shows
the superiority of our approach.

Keywords—Visual odometry; feature grouping; feature match-
ing; gradient vector flow; binary descriptors

I. INTRODUCTION

In recent years, the field of robotics witnessed a remarkable
shift in researchers’ interests towards unmanned air vehicles
and more specifically small quadrotors. Self-localization is
a key component for theses systems during operations such
as surveillance or search and rescue. This information is
ordinarily provided by the Global Positioning System (GPS).
However, it is known to suffer from a number of shortcomings
(e.g. signal shortage). Visual odometry (VO) has emerged as a
solution consisting in the process of estimating the egomotion
of a moving platform using only visual information. In this
context, cameras were found to be an interesting alterna-
tive to GPS due to their cost effectiveness and low power
consumption. VO earliest attempts go back three decades
ago [1] and its applications span ground vehicles [2], space
missions [3], aerial vehicles [4] as well as underwater [5].
There are typically stereo [3] and monocular [4] approaches.
While the captured visual information can overcome GPS
issues, a large amount of data is produced. To alleviate this,
interesting regions extractors are utilized where SIFT [6] and
SUREF [7] are the most established examples used in many
computer vision applications. Recently, binary based feature
detectors/descriptors have emerged (BRIEF [8], FREAK [9],
ORB [10]). They are claimed to be as accurate as SIFT
(SURF) while being orders of magnitude faster to compute.
This is a true advantage for UAVs where payload (i.e. com-
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putational power) is crucial. Aerial odometry has been inves-
tigated using both monocular [4] and stereo [11] algorithms
as well as RGB-D sensors [12]. In general, approaches based
on multiple cameras provide better performance. However, the
ratio between the baseline and scene depth has to be relatively
large for accurate triangulation. Indeed, as noted in [13], the
stereo case can sometimes degenerate to monocular if this ratio
is too small. Many efforts have been ongoing to enhance the
performance of VO. Integrating other sensors (e.g. IMU, low-
cost GPS) within the motion estimation framework represents
one alternative [14], [15]. Another option is the improvement
of feature matching that was shown to increase VO accuracy.
For instance, a ten-fold improvement was achieved in [16].
Grouping interest points to enhance matching performance
has also been investigated. The approach introduced in [17]
led to reliable matches. It consists in forming local groups
covering only small areas of the image. An initial group match
is robustly computed and propagated to find all the matches.
The main issue with this approach is that a wrong initial
group matching yields all the matches to be wrong. In [18],
features were grouped according to their spatial relations to
tackle the problem of appearance-based localization. Here, we
propose another grouping strategy based on the underlying
gradient vector flow to cluster feature points. This will be
shown to provide better matching results yielding accurate
motion estimation. With regard to the latter, we opted for a
windowed bundle adjustment framework incorporating Gauss-
Newton optimization. In this scheme, the quadrotor’s motion is
estimated incrementally on a frame-to-frame basis using only
acquired images without prior knowledge of the environment
nor filtering techniques.

The paper is organised as follows: Section II describes the
proposed feature extraction, grouping and matching strategy.
The motion estimation scheme is explained in Section III
and the experimental results are illustrated in Section IV.
Conclusions are drawn in Section V where some insights into
our future work are highlighted.

II. FEATURE EXTRACTION AND MATCHING

Feature extraction represents a prerequisite for most com-
puter vision applications. This is especially true in the case of
autonomous navigation applications where essential informa-
tion contained within an image needs to be extracted.
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A. Feature Extraction and Description

ORB detector/descriptor is used to extract highly localized
interest points that can be easily re-detected in subsequent
frames using FAST [19]. A pyramidal representation of the
image is used to get features’ scales information. In addition,
first moments are computed to obtain a measure of their
orientations. ORB descriptor is based on BRIEF which is
a bit string constructed from a set of binary intensity tests.
The previously computed orientations are used when the
binary tests are performed. The output is the sought rBRIEF
descriptor for each feature. The descriptor size implemented
in this work is n = 256 bits.

B. Medial Keypoints

Medial keypoints extraction is based on Gradient Vector
Flow (GVF) field introduced by Xu and Prince [20] and
implemented in [21]. The GVF at a point P(z,y) in the image
is the vector field V/(P) = [u(P),v(P)] that minimizes the
energy function € given by

e://go VIV =Vf P+h( T DVEV dedy (1)

data term

smoothing term

In (1), the two functions g and h define a trade-off be-
tween stability of orientation information at the gradients and
smoothness across the image. A flux flow is then applied to
the normalized GVF field (V) to extract the sought medial
keypoints as follows

f(VN,./\OdS

F(Vn(p)) =div Vy = Trea

(@)

These keypoints are located at the maxima of the flux flow
field 7 and extracted using non-maxima suppression.

C. Feature Grouping and Matching

The grouping process follows a strategy inspired from [21].
The vectors in the GVF field are followed starting from ORB
features. This needs to be done in all directions to investigate
all possible medial keypoints linking. This process allows to
iteratively determine 2D image positions linking ORB features
to medial keypoints. In contrary to the original approach, our
aim is to have each ORB feature linked to one medial keypoint
at maximum. This is achieved by keeping only the strongest
links and discarding the others. It allows us to add a layer
in the matching process of ORB features where accepting
more than one association would increase the ambiguity
of matching. These keypoints help discarding solitary ORB
features due to the nature of the underlying GVF fields near
the keypoints. This approach might lead to less but more robust
features. Computing similarity between binary descriptors is
done using the Hamming distance. In our work, the multi-
probe Local Sensitive Hashing (LSH) is used to match ORB
descriptors. The matching is carried out in a loop fashion [22]
(imp, — imp, — imp, — img. — img,) where (im, ) :
x € {L = left,R = right} and # € {p = previous,c =
current}. At this stage, if the starting feature is identical to
the ending feature then the match is accepted. Otherwise it
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Fig. 1. (a) Original feature grouping (b) modified version (blue: medial
keypoints; red: ORB features; green lines: associations). Images taken from
our datasets.

is simply rejected. Furthermore, an additional matching layer
is added for robustness. In order to validate ORB features
matches, their associated medial features are compared. If their
similarity is higher than a user defined threshold then the ORB
matches are accepted. Otherwise, they are rejected.

III. MOTION ESTIMATION
A. Motion Parameters

The camera motion (i.e MAV motion) is a combination
of rotations and translations embodied in a parameter vector
m = (¢,0,1¢,t3,ty,t,). The first 03 parameters form the rota-
tion matrix R whereas the last parameters form the translation
vector ¢. Writing the transformation matrix M,(m) gives

It represents the evolution of the motion of the MAV according
to the 6DOF parameters m. In order to retrieve the vector m,
the following bundle adjustment formulation of the reprojec-
tion error function is minimized:

n q 2
Stm) = 3 325y (m, x0) @)
i=1 j=1
where r; represent the residuals that are function of the motion
vector m. X correspond to the 3D coordinates obtained
from the triangulation of matched features. According to [23],
Gauss-Newton optimization postulate that the optimal solution
m to equation (4) can be computed in an iterative manner
by calculating an increment dm at each iteration using the

Jacobian matrix J = % of the residuals vector with respect
to the motion parameters m as:
(JT.J) om=—J".r (5)

where r € R is the residual vector and (J7. .J) represents an
approximation of the Hessian matrix [23]. There are typically
two reprojection strategies for motion estimation where either
points from the previous pair are reprojected into the current
frame or the other way round. However, as stated in [24],
combining both reprojections yields better accuracy. A similar
approach is adopted here. Finally, we assume that the camera
parameters do not change with time allowing the bundle
adjustment to not recompute them.
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B. Outlier Rejection

Outliers are generally caused by matched features belonging
to non-stationary objects or simply undetected false matches.
We deal with them by constraining the reprojection error
residuals by a user defined threshold p as expressed here

Xq:rj (m,X(i))2 <u 6)

Jj=1

To this end, the bundle adjustment estimation is wrapped in
a RANSAC scheme. At each iteration, 03 matched points are
randomly selected to estimate the motion parameters. The rest
of the points are tested and classified as inliers or outliers
according to (6). The winning solution with the largest number
of inliers is then used to refine the motion parameters m in
the final optimization step.

IV. EXPERIMENTS AND RESULTS
A. Experimental Setup

This section provides details about the system used in our
experiments and shown in Fig. 2. The stereo head mounted on
the MAV quadrotor consists of 02 mvBlueFOX-IGC cameras
with ultra wide FOV lenses of 110x94 (HxV). The cameras
are separated by a baseline of 30 cm and acquire images
at 30fps with a resolution of 1280x960 pixels. They were
calibrated using [25] and the captured images were rectified
using the OpenCV library [26]. We used a motion capture
system covering a flight arena of approximately 8ma7ma3m.
It provides a sub-millimetre accuracy tracking of the quadrotor
that is used as ground truth (GT). Although the flight area does
not correspond to a large volume, it allows the comparison
to accurate ground truth while being representative of indoor
environments. All the datasets are available for benchmarking
purposes on request to the authors in 02 formats (gray and
colour).

B. Results and Discussion

Fig. 2c illustrates a typical image from our datasets. One
can notice that indoor images lack features as most of the

Fig. 2. Expermiental setup; calibration and typical images (a) quadrotor with
stereo head (c) (b) calibration image (c) typical images
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Fig. 3. VO trajectories and travelled errors using different thresholds: (a) VO
trajectories (red dot: starting point; red line: GT; blue line: . = 2; green line:
p = 4; black line:p = 6; cyan line: 1 = 200; magenta line: 1 iteration of
RANSAC) (b) corresponding travelled errors

scene corresponds to flat walls with low texture. We recorded
a set of sequences where substantial movement was carried
out (especially in sequence 3) using the stereo head and
the motion capture system (GT). However, only some results
are illustrated due to shortage of space. We compared our
approach to the technique developed in [22] who made their
source code available. Their method also relies solely on visual
clues for motion estimation (i.e. no external sensor is required).

1) Outlier Rejection Analysis: Here we show the influence
of allowing more incorrect matches into the pose estimation
step. This can be done through the manipulation of the rejec-
tion threshold p implemented within the RANSAC scheme.
Fig. 3 illustrates the estimated trajectories and errors for
w={2,4,6,200} and without outlier rejection where only 01
iteration of RANSAC was performed in the motion estimation.
Regarding the latter, note that the outputted trajectory does not
diverge dramatically from the others. This can be explained
by the matching robustness where low numbers of outliers
are passed on to the motion estimation step. Nevertheless,
the accuracy of VO decreases with the increase of the outlier
rejection threshold as more outliers are allowed.

2) Visual odometry: Based on IV-B1, a rejection threshold
1 = 2 was selected. Fig. 4 illustrates the estimated trajectories
for sequences 2 and 3 respectively. It can be seen that adding
a matching layer by grouping ORB features yields better
egomotion estimates. We also compare our approach to [22]
and illustrate it in Fig. 4 where it is shown to provide better
localisation accuracy. Grouping features allowed the accuracy
in terms of travelled error to reach 0.01% and 0.03% in
sequences 2 and 3 respectively.

V. CONCLUSION

In this paper, we presented a feature grouping strategy based
on gradient vector flows to improve matching robustness.
A set of features are extracted and the underlying gradient
flow is used to associate them to medial keypoints. Indoor
datasets were generated for testing. Experiments showed that
improving matching robustness increased the accuracy of VO.
Although these results show interesting findings, we plan to
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Fig. 4. Estimated VO trajectories (a) sequence 2 (red dot: starting point; red line: GT; blue line: Geiger et al.; green line: ORB features NOT grouped; black

line: ORB features grouped) (b) sequence 3 (the same legend applies)

investigate further grouping methods. Another research path
currently under work relates to the optimization techniques
used for the motion estimation in order to improve the ac-
curacy. Also, we intend to generate more challenging aerial
stereo datasets to further test our system and make them
available for researchers to test their stereo vision based
algorithms. They include large scale outdoor sequences.
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The cost function for extraction
of bound component from material

D. Janacova, V. Vasek, and K. Kolomaznik

Abstract—The paper contents mathematic models describing
variable cases of extraction processes with bound substance ordering
which we suggested for their optimization. Without mathematical
simulation and optimization are extraction processes of bound
component connected with enormous consumption of extraction
liquid.

Keywords—Diffusion mathematical
modeling.

process,  extraction,

1. INTRODUCTION

OR reason of often solved problem in For reason of often

solved problem in extraction technology processes we
worked out mathematic models describing extraction of bound
component from material. On the base of them, we suggested
goal cost functions for optimization of extraction processes.
The main part of operating costs connected with the
consumption of active aqueous solutions, eventually
technological extraction liquid bath, depends on the operating
time, which simultaneously determines the consumption of
electrical energy necessary to the drum drive (move). The
bigger liquid consumption, the bigger gradient of diffusive
components concentration and the bigger decrease of
operating time needed for the achievement of required level of
the material. The result of mentioned consideration is the
minimum main part of operating costs in their dependence on
the liquid consumption. Our task is to estimate this minimum
and to compare the result with real process.

II. THE GOAL COST FUNCTION

It is possible to find the optimum of consumption of liquid
of process to be successful course of the process respectively,
and that all from the corresponding the operating costs-
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function. To determine the operating costs-function for the
material by liquid we assumed that we are able to eliminate
component from the material by the liquid and that the main
operating costs Ny of considered process are given by the sum
of the consumed electric energy to the drive of machinery
costs Ny and the consumed extraction liquid costs N;. The
following  physico-chemical model serves for the
determination of minimum operating costs:

N,=N,+N,=K,V, +K,Pt. (1)

III. EXTRACTION PROCESSES

It is possible to divide the extraction processes of bound
component into several cases according to the way of
adjustment:

One-stage extraction
The balance of extracted component we can write:

c,Vte, V=V +cV+ce,l. (2)

In equilibrium € - ¢, = C. 3)

The constant of proportionality (an equilibrium constant of
sorption) characterizes the strength of linkage to solid phase,
i.e. largely it can determine how the extraction process is
effective in this area.

In the simplest case it is possible to express this
dependence by Langmuir sorption isotherm:

_ Ke
Be+1

“4)

€4

For very low concentrations, when Bc << 1, it is possible to
delimitate the area of linear dependence of sorption isotherm
by relation:

c,=K c. )
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For high concentrations, when Bc >> 1., it is approximately
c,=K/B, 6)
which is the maximum value of absorbed component
concentration, sometimes called the sorption capacity of solid

phase.

After modification (2) we obtain:

cp(1+K)V cp(l+K) o
C V,+e(1+K)  Na+e(l+K)
Total degree of extraction is represented next equation
c,V, c,Na
ym = ®)

V(e,+Ke,) c,(1+K)’

|14 . . .
where Ng=—" and means dimensionless consumption
14

of liquid.
For next modification ¢, we can use previous equation (8):

Na

=
Y Naveqrk) ¥

Fig. 1 shows the influence of degree of extraction on fixing
power constant K .

0,9 -

0,8 - Nal=5

0,7 4 Na2=1

0.6 1 Na3=2
05 -

0,4 -
0,3 A
0,2 -
0,1 -

0 2 4 6 8
K

Fig. 1 linfluence of degree of extraction on fixing power constant K .
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One-stage extraction — diffusion model

In this process, the material is put into the extraction liquid.
The extraction liquid flows neither in nor out of the bath.
Under assumptions that bound component content in material
is lower than its solubility in the same volume of extraction
liquid at the given temperature and the influence of flanges
on diffusion inside of the material sample is neglectable can
formulate one-dimensional space-model of bath extraction of
material sample by diffusion model of transport of extract
out component.

D .azc(x,t) 0 c(x,t)

K+l 0 o ,t>0,0<x<b (10)
X

oc v de

—(b,t) = — o .0 1
ax( 1) D-S dr (¢) (11)
c(x,O):cp (12)
¢, (0)=0 (13)
?(O,I):O (14)

x
c(bt)=¢-¢,(t). (15)

Equation (10) represents component ions diffusion from
material in the direction of extraction liquid bath.
The expression of the right hand side last term of equation
depends on desorption mechanism of extraction component
from solid phase. If we suppose that diffusion is determining
for change rate of concentration then it is possible to express
the dependence of bound component c, onthe bound
component ¢ by the relation of Langmuir’s sorption isotherm
[6]. Condition (12) shows the initial distribution of component
concentration in solid phase-material. Relation (13) describes
that we use pure water for material bath extraction. Relation
(9) holds under condition of a perfectly mixed liquid phase.
Boundary condition (14) denotes that field of concentration in
solid phase is symmetric. Boundary balance condition (11)
denotes the equality of the diffusion flux at the boundary
between the solid and the liquid phases with the speed of
accumulation of the diffusing element in the surrounding.

Dimensionless variables for the solution of equation (10)
with additional conditions (11-15) are:

(16 a,b, c,d)
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By means of Laplace transformation we obtain analytic
solution. Final solution of extraction degree for this case is:

_GNa
T
Na ,_ N 5 exp(~Foq,’) (17)
= - 27,2 >
£ (1+K)+Na £ (1+K),,=1 (1+ )+ q, Na + Na
¢ (1+K)
where g, is the n-" positive root of the following
transcendent equation
Na -q
——" 1 —tan(q)- (18)
o(1+K) @

In the Fig. 2 we show detailed sketch of determination time
to reaching demanded extraction degree.

; UI5 Fo (1) 1‘ 1I5

2454545455 —— 3400090009
7227272727 —— Q181818182
12.

— 15
6272727273
— 1 1.04345455

4363636364 —— 5318IRIRIS
9136363636 10.09020909

Na:

Fig. 2 Detail of determination time to reaching demanded extraction
degree,
b=0.0015m, D=2- 10" m’s", V=1 m’, e=0.5
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7 (w)

Fig. 3 Cost functions - determination of the optimal extraction
number for variable K,
5=0.0015m, D=2-10*m%s, r=1m> e=0.5,
N;=03€W-"h',N,= 1.6 €m>, P=10 kW

IV. CONCLUSION

The target function is dependent on the mathematical model
of the real process and on the main purpose to be achieved by
this operation.

For the design of the control of extraction we have chosen
minimisation of operating costs. The volume of extraction and
the time of operation should be chosen so as to minimize the
costs of water and power necessary for drum. We can obtain
the same quality of extraction by using a lower volume of
water and prolonged extraction time. At the beginning the cost
function, total extraction time is decreasing, because for short
extraction times the water volume required is increasing of
proportion and for longer times it is increasing because
reduced water consumption cannot compensate the long
operation time connected with power consumption.

Quantitative description for mentioned cases of extraction
processes were verified and implemented. We created the
program for calculation of the extraction process is to extract
out the undesirable components from solid phase by solvent in
which the extracted component is not very well soluble during
extraction process.
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LIST OF SYMBOLS

- sorption coefficient, [1]

- half thickness of the material, [m]

- sorption constant, [1]

- concentration of bound component in the material,
[kg.m™]

¢4 - concentration

material, [kg.m™]
¢y - concentration of component in the liquid phase,
[kg.m™]

Cy - dimensionless concentration of bound component in
material, [1]

- initial concentration of component in the material,
[kg.m™]

D - diffusion coefficient, [m*.s™']

Fo - Fourier number, [1]

K - power of fixing, [1]

K; - price of liquid, [€- m™]

K — price of electric energy, [€-W-"h™"]

Na - dimensionless volume of liquid bath, [1]

Nr— total main operating costs, [€]

N, . extraction liquid costs, [€]

N, - electric energy costs, [€]

V- volume of the material, [m’]

V., - volume of the liquid phase, [m’]

Xx - space coordinate, [m]

X - dimensionless space coordinate, [1]

P - power of engine

g, - n-"roots of transcendent equation (18), [1]

S - area of the material, [m?]

t -time, [s]

y - degree of extraction process, [1]

& - porosity of the material, [1]

A
b
B
c

of bound component in the

Sp
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Multiple pattern-dependent controller design for
Markovian jump linear systems

Taesoo Kim and Sung Hyun Kim

Abstract—This paper is concerned with deriving the stabilizatiodn symmetric block matrices(x) is used as an ellipsis for

condition for discrete-time Markovian jump linear systems (MJLS§krms that are induced by symmetry. For any square matrix
with multiple patterns of mode transition probabilities. In the deriv _ T : indi
tion, a method of establishing the pattern-dependent transition prob- He(Q) Q + Q anddiag(es, ez, -+, en) indicates

ability matrices is proposed, which offers possibilities for extendin@ dlagonaIAmatrlx with diagonal entries, ez, -, e,. FoOr

our result to other issues of MJLSs. a; € Nt = {1,2,---} such thata; < a;y1,1 € N} =

Keywords—Markovian jump systems, control synthesis, networkééf7 2,--+,n}, the notation

control systems [Q'}‘e{ = [Qa, -+ Qa,]
1]rear, ,An gy T aj An

[Qijlijetar, - an}

_ [[Q .]T o) .]T }T
VER the past decades, considerable efforts have been U “*/Wi{ar.an} dndijefar,antl
made in the study of Markovian jump linear systemwhere Q; and Q;; denote real submatrices with appropriate
(MJLSs) because a class of dynamic systems subject dinensionsE(-) denotes the mathematical expectation.
random abrupt variations can be modeled by MJLSs (see [1],
[2] and the references therein). Based on such efforts, the
MJLS model has been applied in many practical applications
[3], [4]. However, despite the numerous works available,
most studies in the available literature regarding the control
synthesis problem were found to have been carried out without
consideration of the multiple patterns for mode transition
probabilities.
Indeed, as reported in [5], the use of unified pattern-oriented. 1. Transition of multiple patterns for MTP matrices.
transition probabilities may pose considerable uncertainties in
the process of expressing the considered systems as MJLSs.
For this reason, [5] proposed a method capable of stabilizing I1l. PRELIMINARIES
multiple pattern-dependent MJLSs in order to improve the Consider the following discrete-time MJLSs:
convergence rate of the state response of networked control
systemgs (NCSs). However, the dra\[/)vback of [5] lies in the fact T = Alre)ze + B(ri)uk, (@)
that the NCSs are designed irrespective of the utilization wherez;, € R"+ andu, € R"™ denote the state and the
the sequence that indicates the variation of patterns. control input, respectively; ana; denotes a discrete-time
Motivated by the above concern, this paper focuses dfarkov process on the probability space that takes the values
deriving the stabilization condition for a class of discrete-timi@ a finite set\;". Here, we employ an additional discrete-time
MJLSs with multiple patterns for mode transition probabilitiedVlarkov procesg, € N to describe the multiple patterns
In contrast with existing results, this paper employs an addér mode transition probabilities (MTPs) whose transition
tional discrete-time Markov process to incorporate informatigerobabilities are given b¥r(pr+1 = hlpr = g) = Agn (se€
related to patterns into the derivation of the stabilization condtg. 1). Then, the mode transition probabilitiesrgfare taken
tions. In addition, this paper proposes a method of establishitigbe Pr(ry1 = jlpx = g,7x = i) = 7r§§7), wherepy andr
the pattern-dependent transition probability matrices, whidlecome the initial operation mode and pattern, respectively.
offers possibilities for extending our result to other issues & particular, we define the MTP matrix for any patterras
MJLSs. ) = [wg;’)]”em (see Fig. 1).
Now, let us consider the following state-feedback control
Il. NOTATION law: up = F(p, s )xr, WhereF(py, ) denotes the pattern-

Th ionsY > v and X > Vv indi hatX — v dependent control gain, to be designed later. For later con-
€ notation = an > indicate thatXx — venience, we sed; = A(ry = i), B; = B(rr = i), and

is positive semi-definite and positive definite, respectivelﬁ. — F(py = g,r = i). Then, the closed-loop system is
gt — — Y% - . ’

I. INTRODUCTION

x The author is with the Department of Electrical Engineering, Universitgescnb(':‘d as follows:

of Ulsan (UOU), Ulsan, 680-749, Korea (e-mail: shnkim@ulsan.ac.kr) - — A (2)
k+1 — gilk,
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whereAgi = A;+ B; Fy;. In addition, the following definition IV. MAIN RESULTS
is adopted to address the stabilization problem under consid- Lo : . :
eration For simplicity of the discussion, this paper assumes that the

- ) . _ sequence of patterns, designated as PAT in Fig. 2, is generated
Definition 3'.1 .( (2], [5].)' S_ystem (2.) is said 1o be2 meanby a proper pattern indicator. Based on PAT, we can then
square stable if its solution is such thahy .. E(|lzx[[*) = | Sconstruct the sequences SEQ 1, SEQ-2, SEQ ¢ from

0 for any initial conditionsy, po, andro. SEQ 0, which result in the MTP matricgg®), ..., 11(¢)
Lemma 3.1:System (2) is said to be mean square Stabler’équired in Fig. 1.

there exist matriced,; € R™*"= and symmetric matrices

P, € R"=*"= such that PAT
i1 2 ¢ 2 L 1
c s |v v T v v T T I
h) = - ) A B c
0> M, = (Z Z )‘ghﬂ'gj )A,E;Fipthgi> — Pygi, Vg, i. seqo[ L I | |
h=1j=1 ¥ ¥
3 Lal[[e][~]c|seo1
) ) ) ) - SEQ 2
Proof: Consider the following Lyapunov function candidate SEQc
dependent on both the pattepp and the modery: Vi, =
V(pk,rx) = x} P(pk,7i)xr, where P(px,mx) > 0 for all  Fig. 2. Diagram for the construction of MTP matricg$?), - - -, T1(®).
pr € Nt andr, € N7. Then, from the Rayleigh quotient, it
follows that The following theorem presents a set of conditions for the
) control synthesis of (2). B
E(Vk) 2 min  Apin(Pyi) - E(HJJkH ), () Theorem 4.1:Suppose that there exist matricds,; <

eENFieNT . . =
g=Me ot R *"e and symmetric matriceB,;, Qgin; € R™ <" such

where P,; = P(pr = g,r% = i) and Amin(P,:) denotes the that, for allg, 4,
minimum eigenvalue of,;. Note that there exists a scalar

c s
such that0 < 61 < min g+ ;cp+ Amin(Pyi) in the sense 0< Py — ZZAghwg’)Qgi?hﬁ (8)
that Py; > 0 for all g,i. As a resultE(Vi) > OE (|[z][?), h=1j=1
which leads to p, . P B
0< [ Paj - Ailyi + Bill } , Vh, j. ()]
) . (%) Qgihj
E (||lzel?) <6 'E(Vi), § > 0. ©) . .
Then, the closed-loop control system (2) is stochastically
Next, we see that stable and the mode-dependent control gains are given by
Fyi = FyiP;" for all g, i.
E(V(prg1,rsilpe = 9,7 =14)) — V(pp = g, 7% = 1) Proof: By Lemma 1, the stability condition of (2) is given by
¢ s 0<Pyi—=> 0 1>, )\g;mg‘?)/_lTiPthgi. Furthermore, per-
h) T _ . V= J= J g, . ..
=a} Z Z /\ghwfj AyiPrjAgi — Pyi | x, forming a congruent transformation to the stability condition
h=1j=1 by P, = P,;' yields

= x{/\/lgizk. (6)

0 < Py — AT D Py AT P Agi Pyi, Vg,i. (10)
In addition, forz;, # 0, gt ZZ ghTij £ giigit hjtlgit gi

h=1j=1
E (V(pe+1, me41lpe = g, me = 1)) - Vipk = 9,76 = i) In the sense that,;, > 0 andx.?’ > 0, (10) can be converted
V(pr = g,7% = 1) into (8),
T
Xy, (*Mm)xk . )\min(*Mgi) - _
=—f - I = _ 7 L _pPp.ATP AP
TPime =B ) ) 0 Qs = PuiyiPii APy (D)
Finally, after applying the Schur complement to (11), it
_ . Amin (= Mgi) A o =
Leto —1 = —ming; BB Then, (3) impliese < 1,  pecomes (9), wheré),; = F,; P,:. -
and (7) allows that
E (V(pkt1,Thr1lpr = g, = 1)) < aV(pr = g, = 1), V. NUMERICAL EXAMPLES
0<a<l,

To verify the effectiveness of our result, we consider the

. . following discrete-time MJLS withs = 3:
that is, E (V) < o"V(po,r9) for any zg, po, and ro.

As a result, (5) can be converted into < E (|[z|*) < s — [0.25 —0.83} A — [1.0 —0.25} B — [ 1 }
6 1a*V (po,r), where0 < o < 1. Hence, we can see that *' ~ [ 2.50 —3.50 ]°"% ~ [ 25 —3.00 "7~ [ -1 ]’
limy .o E (||zx][*) = 0 becausdimy .., o* = 0. Therefore, 1.5 —0.56 1 0.8

by Definition 1, the proof can be completed. ] 3= [2.5 _2'75} » B2 = [ 1 } » By = [ -1 } ’
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0.0 05 0.5 ]
o™ =1 0.3333 0.6667 0.0 |,
| 0.5000 0.0 0.5 J

[ 05 025 0.25 ] 2
o® =1 0.0 03333 0.6667 |,
| 025 05 025 J (3]

A11 = 0.9091, A2 = 0.0909, A2; = 0.0833, A2z = 0.9167.

(1]
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the (4, j)th element ofl1(9). In addition, the control gaing},;

for multiple patterns (i.e = 2) can be characterized in termgs)
of the solution to a set of LMIs in Theorem 1, which are given
as follows:

Py = [ 1.4229 —1.8047 } ,
Fp =[ 14539 —1.8532 |,
Fip = —4.0191 57839 |,
Fpy = | —3.8518 5.4816 |
Fi3 = [ 0.8039 —1.3743 }

Foyy = [ 1.1040 —1.6588 } .

)
)

Fig. 3 shows the behavior of the state response by Algorithm
1 based on the obtained control gains, and the mode evolution
used therein, where, = [-0.3 0.4]7, py = 1, andry = 1.
Here, by letting the cost index,, = ZZ’:O x{xk, it follows

that 7o = 21.0661 for ¢ = 1 and J5¢ = 14.9114 for ¢ = 2.

In this sense, we can see that, in comparison with the case of
¢ =1, Theorem 1 is in a better position for improving system
performance because it offers the multiple pattern-dependent
stabilization condition.

1 0.5
— Xy for c=2 — X,k for c=2

0.5] =
Xk for c=1

0

-0.5]

i 2
< 15
5 1

18 -1 2

" S
-2 o 0 10 20 b 0 10 20
time k time k
2% 10 15 20 1% 10 15 20
time k time k
Fig. 3. Mode evolution and behavior of the state respomge =
(1,5 z2,6] 7.

VI. CONCLUDING REMARKS

In this paper, we have paid considerable attention to deriving
the multiple pattern-dependent stabilization condition for a
class of discrete-time MJLSs. Our future work is directed
toward extending our result to other interesting problems
associated with MJLSs.

ACKNOWLEDGMENT

This work was supported by the National Research Founda-
tion of Korea Grant funded by the Korean Government (NRF-
2012R1A1A1013687).

ISBN: 978-1-61804-244-6 401

Markovian jump system modelsIET Contr. Theory Appl, 2007,1, p.
1160-1168.

Kim, S. H. and Park, P.: ‘Networked-based robast. control design
using multiple levels of network trafficAutomatica, 200945, p. 764-770



Latest Trends on Systems - Volume Il

Adaptive Continuous-Time Decoupling Control

Marek Kubaléik, Vladimir Bobal

Abstract— The paper is focused on a design and implementation
of a decoupling multivariable controller. The controller was designed
in continuous-time version. The control algorithm is based on
polynomial theory and pole — placement. A decoupling compensator
is used to suppress interactions between control loops. The controller
integrates an on — line identification of an ARX model of a controlled
system and a control synthesis on the basis of the identified
parameters. The model parameters are recursively estimated using the
recursive least squares method. It is not possible to measure directly
input and output derivatives of a system in case of continuous — time
control loop. One of the possible approaches to this problem is
establishing of filters and filtered variables to substitute the primary
variables. The filtered variables are then used in the recursive
identification procedure.

Keywords— multivariable control, control algorithms, adaptive
control, polynomial methods, pole assignment, recursive

identification
T YICAL technological processes require the simultaneous
control of several variables related to one system. Each
input may influence all system outputs. The design of a
controller for such a system must be quite sophisticated if the
system is to be controlled adequately. There are many different
methods of controlling MIMO (multi input — multi output)
systems. Several of these use decentralized PID controllers [1],
others apply single input-single-output (SISO) methods
extended to cover multiple inputs [2]. The classical approach
to the control of multi-input-multi-output (MIMO) systems is
based on the design of a matrix controller to control all system
outputs at one time. The basic advantage of this approach is its
ability to achieve optimal control performance because the
controller can use all the available information about the
controlled system. Controllers are based on various
approaches and various mathematical models of controlled

Il. INTRODUCTION

Marek Kubalcik is with Tomas Bata University in Zlin, Faculty of Applied
Informatics, Nam. T. G. Masaryka 5555, 760 05 Zlin (corresponding author
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processes. A standard technique for MIMO control systems
uses polynomial methods [3], [4], [5] and is also used in this
paper. Controller synthesis is reduced to the solution of linear
Diophantine equations [6].

One controller, which enables decoupling control of TITO
(two input-two output) systems, is presented. The proposed
control algorithm applies a decoupling compensator [7], [8],
[9] to suppress undesired interactions between control loops.
The controller was realized in continuous-time version. It was
realized as a self-tuning controller [10], [11] with recursive
identification of a model of the controlled system. The
recursive least squares method is used in the identification
part. The reason why the controller was realized as a self-
tuning controller is following: a model of the controlled TITO
system is supposed in the form of the matrix fraction. The
controller’s synthesis is based on a model with a diagonal
matrix in its matrix fraction description (the reason is
described in further sections). A recursive identification used
in the identification part of the self-tuning controller enables to
describe a dynamics of a system with a full matrix by a model
with the diagonal matrix. Self-tuning controllers are also
suitable for control of nonlinear systems or systems with
variable parameters.

A general transfer matrix of a two-input-two-output system
with significant cross-coupling between the control loops is
expressed as

MODEL OF THE CONTROLLED SYSTEM

u(s) Gul(s)
6|00 e ®
V() -G(Eu0) o

where U(s) and Y(s) are vectors of the manipulated
variables and the controlled variables.

Y(5)=[3(8) Yo ()] U(s)=[us(s) u, ()] ®

It may be assumed that the transfer matrix can be
transcribed to the following form of the matrix fraction:

G(s)= A"(s)B(s)=B1(s)A"(5) @

where the polynomial matrices AeR,,[s] BeR,,[s]

represent the left coprime factorization of matrix G(s) and the
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matrices A, € R,,[s] B, € R, [s] represent the right coprime
factorization of G(s).The further described algorithm is based

on a model with polynomials of second order. This model
proved to be effective for control of several TITO laboratory
processes [12], where controllers based on a model with
polynomials of the first order failed. In case of decoupling
control using a compensator it is useful to consider matrix A(s)
as diagonal. The reason is explained in the following section.

2
A(S)zr +a,s+a, 2 0 J )
0 S°+a,S+a,
B(s):{bl%bz b35+b4J:LBll BHJ ©)
b,s+b, b,;s+b, B,, B,

Differential equations describing dynamical behavior of the
system are as follows

" / / /
Yo tay, +ay, = b1u1 +b2u1 +b3U2 +b4u2

()
®)

I / / /
Yo +a3Y, +3,Y, =bsu; +bgu; +byu, +bgu,

IV. DESIGN OF THE DECOUPLING CONTROLLER

One of possible approaches to control of multivariable
systems is the serial insertion of a compensator ahead of the
system [7], [8], [9]. The compensator then becomes a part of
the controller. The objective, in this case, is to suppress
undesirable interactions between the input and output variables
so that each input affects only one controlled variable. The
block diagram for this kind of system is shown in Figure 1 (R
is a transfer matrix of a controller and C is a decoupling
compensator).

u

R

Y

C

\4

G

Fig. 1 Closed loop system with compensator

The resulting transfer function H (the operator s will be

omitted from some operations for the purpose of
simplification) is then determined by
H=GC=A"'BC=A"H, 9)

The decoupling conditions are fulfilled when matrix H is
diagonal. As it was mentioned above the matrix A is supposed
to be diagonal. The reason for this simplification is apparent
from equation (9). When matrix A is assumed to be non-
diagonal it has to be included into the compensator in order to
obtain a diagonal matrix H. The order of the controller and
consequently complexity of its design would increase.

The compensator is defined as

\‘ Bll BZZ - BlZ BZZJ

- B11821 BuBzz
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1
~ det(B)

(10)
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The matrix H; then takes following form

|

Generally, the vector of input reference signals W is
specified as

(s)hls)

Further the reference signals are considered as step
functions. In this case h is a vector of constants and F, is
expressed as

Fw(s){

The controller can be described both by left and right matrix
fractions as well as the controlled system

GR(S) = P_l(S)Q(S) = Q1(5)P1_1(5)

In order to achieve asymptotic tracking of the reference
signal, an integrator must be incorporated into the controller.
The controller including the integrator can be defined as

Bu
0

0

B, (11)

Hl:Bc{

=F

W(s)=F, (12)

s 0

0 s (13)

(14)

R=F'QP" (15)

The component F is the integrator. The resulting matrix of
the controller can be then defined as follows

CR=CF'QP™ (16)

It is possible to derive an equation for the system output,
which can be modified by matrix operations to the form

Y = P(AFP + H,Q ) *H,QPW (17)

The determinant of the matrix in the denominator
(AFP,+H;Q;) is the characteristic polynomial of the MIMO
system. The roots of this polynomial matrix determine the
behaviour of the closed loop system. They must be placed on
the left side of the Gauss complex plane for the system to be
stable. Conditions of BIBO stability can be defined by the
following Diophantine matrix equation:

AFP,+HQ = M (18)

where M e Rzz[s] is a stable diagonal polynomial matrix. If

the system has the same number of inputs and outputs, matrix
M can be chosen as diagonal, which allows easier computation
of the controller parameters. Correct pole placement of the
matrix M is very important for good control performance.

st +ms® +mys? +

0
M(s) = +m,s+m, ) 3 2 (19)
0 s* +mgs® +mgs” +
+M,S +my
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The degree of the controller polynomial matrices depends
on the internal properness of the closed loop. The structures of
matrices P; and Q; were chosen so that the number of
unknown controller parameters equals the number of algebraic
equations resulting from the solution of the Diophantine
equation (18) using the method of uncertain coefficients:

S+ p,; 0
P — 20
1(s) L 0 s+p2J (20)
s?+0,5+ 0
Ql(s):rl ek J (21)
0 0,5 +0gS+ 0

The solution of the Diophantine equation results in a set of 8
algebraic equations with unknown controller parameters.
Using matrix notation, the algebraic equations are expressed in
the following form.

1 b 0 O0fp m, —a,
a b, b 0]aq _ m, —a, 22)
a, 0 b, baqa, m,

|0 0 0 b,ja, m,
1 b, 0 O0fp, m; —a,
as bs b7 0 Q4 _ me - a4 (23)
a, 0 by b0 m,

|0 0 0 bgjq mg

The control law is defined as:

FU=CQ,P,‘E (24)

where E is a vector of control errors. This matrix equation
can be transcribed to the differential equations of the controller

U + UK, + UK, + UK, + UK, = e, +elT, + e, + €T, + (25)
+ elTS + elTB - egs)-|—7 - eg‘l)Ts - e;T 97 e;T 0 e;Tll - elez

u£5) + U£A)K1 + u;ﬂKz + u;Ks + ué K, = —61(5>T13 - el(4>T14 - e1’T15 -

(26)
- el’TlG - el'Tl7 - e1T18 + e£5)T19 + eg‘h—zo + egTZl + e;’Tzz + eéTza + e2T24
Where
X, =bb, —b,b, (27)

K1 = (b1b7 P, — Qbs p, + b1b7 P - bsbs p,+ ble + b2b7 - b4bs - b3b6)/X1
Kz = (b1b7 PP, — b3b5 p.p; + ble P, +bzb7 P, — b4bs P, — b3b6 p, +
+bybg p; +,b, p; — bybs pibsbs p; + bobg —b,os)/X,

Ks = (b p,p, +byb; py p, — b Py p, —bsb Py P, +bybsp, —

- b4b6 p, + bzba P - b4b6 p1)/X1

K, =b,bsp; p, —b,bsp, p,)/ X,

(28)
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T, =(bb;q, )/ X,

T, =(b,bga, +b,b;q, +b;b,q, +b,b,q,p,)/X,

T; = (b,bgq; +b;bgq, +b,b,q, +b;b,q; +

+bibsq, p, +b,b,0,p, +bib;q, P, )X,

T, = (b,bga, +bybsq; +b,b,q; +b,byq, p, +b,bsq, p, +
+b,b;q, p, +b,b;q;p,)/X,

Ts = (b,bga; +b,0,0, p, + b0y p, +b,b;05p,)/X,

T = (b,bs05 P, )/ X,

T; =(bsb,0,)/X,

Ty = (bybsq, +b,b,q, +b;b,qs +b3b,q, p, )X,

Ty = (bybsq, +b3bsq5 +b,b; g5 +b3b,qq +bybea, p, +
*+b,b;q, p, +Dbyb; 05 P, )X,

Tio = (bybg0s +bsbsqg +b,0; Qg +b,0gq, p, +b3bgqs p, +
+b,b;G5 P, +105b,G6 P, )/X,

Ty, = (bybgds +b,bsq5 Py +bybyds P, +b,b; 06 Py )X,

T, =(b,bge Py )X,

Tz = (bybsa,)/X,

T14 = (blbeql + beSql + blb5q2 + blbsql pZ)/Xl

Tis = (bob60; +byba, +bybsq, +b,bsq, +bybsa, p, +
+b,bs0y P, +bybsq, P, )X,

Tys = (b,bsa, +b,bsa, +b,bsq, +b,beq, p, +b,ba, p, +
T17 = (b2b6q3 + b2b6q2 p2 + blb6q3 p2 + b2b5q3 pz)/xl

Tyg = (bybs0;p, )X,

Tyo = (bb,q, )/ X,

T20 = (b1b8q4 + b2b7q4 + b1b7q5 + blb7q4 pl)/xl

T21 = (b2b8q4 + bleqS + b2b7q5 + b1b7q6 +

+bybgq, p; +b,0,0,p, +byb;05 )X,

Ty, = (b,0505 +bybsqg +b,0,G4 +b,bya, p, +bybygs P, +
+ b2b7q5 pl + b1b7q6 pl)/xl

T3 = (D,b05 +b,0505 p; +bibgds p; +b,b,06 P, )/ X,

Ty = (0,050 P,)/ X,

For purposes of simulation, the controller was realized in
the Matlab/Simulink environment as an S-function. It was then
necessary to obtain its state equations. Further there it is
introduced a conversion of the first differential equation (25)
to the state equations. The second differential equation (26)

was conversed similarly. Equation (25) can be itemized as
follows

(29)

(30)

ufi\) + u1(4A)K1 + uﬂ\Kz + U{IAKs + U1,AK4 = (31)
= el(s)'l'1 + el(‘”'l'2 +eT, +eT, +eT, +eT,

(5) (4) " " ' _
Ugg + U Ky +UigK, + UKy + UK, =

, (32)
= _egsm - eyh—a - e;T 9~ e;T 10~ €T =&l

Equation (31) can be transcribed to the transfer function. It
is also possible to establish an auxiliary variable Z
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G

(5)= T,5°+T,5" +K,5° + K 8?2 +K,s
$°+ K8 +T,8% +T,82 +T,5+T,
_Yn U Z

E, Z E

(33)

By means of the variable Z it is possible to define following
equations

(34)
(35)

T,29 + 7,2 +T,2" + 7,2 + T, + T,z =uy,
194 K2 4 K2"+ K2+ K, 2 =g,
Equation (35) can be converted to a set of differential

equations of the first order (state equations). Choice of the
state variables is as follows

X, =7 X,=2' Xy=2" X,=2" Xg=2" (36)

And the state equations are

X; =X,
’
Xy = Xg
X) =X, (37)
Xy = Xg

Xs =€, — K Xs —K,x, — K3x; — K, X,

On the basis of the state variables, which are substituted to
equation (34), it is possible to derive the first part of the
manipulated variable u;a

U :T1(e1 — KX = KX, = KX — K4X2)+

(38)
+TX% + ToX, + TyX + ToX, +TeX,
Similarly it is possible to transcribe equation (32)
~T,28 -T2 T, 2" -T2 -T2 Tz =y, (39)
29+ K2+ K,2"+ K2+ K, 7' =e, (40)

State variables were chosen similarly as in the previous case

Xe =2 X,=7' Xg=2" Xg=2" X,=2" (41)
The state equations are then as follows

Xé =X

X5 = Xg

Xg = Xq (42)

Xé - XlO

X9 =€, — K1X10 - szg - K3X8 - K4X7

The second part of the manipulated variable u;z can be
computed similarly like the part uj, by substitution of the state
variables to equation (39)

Upg = _T7(ez = KXy = KoXg = Ky — K4X7)_

(43)
— IgXyg _T9X9 _TlOXB _T11X7 _T12X6
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The manipulated variable u; is then defined by the following
sum

Ul = ulA + U]_B (44)

An expression for computation of the manipulated variable
U, is obtained similarly on the basis of differential equation
(26).

V. RECURSIVE IDENTIFICATION

The controller was realized as a self-tuning controller with
recursive identification of a model of the controlled system. A
recursive identification used in the identification part of the
self-tuning controller enables to describe a dynamics of a
system with a full matrix by a model with the diagonal matrix.
Self-tuning controllers are also suitable for control of
nonlinear systems or systems with variable parameters. The
recursive least squares method [11] proved to be effective for
self-tuning controllers and was used as the basis for our
algorithm. For our two-variable example we considered the
disintegration of the identification into two independent parts.

As the regression model we considered the ARX
(AutoRegressive model with Exogenous input) [13]. Usually
the ARX model is tested first and more complex model
structures are only examined if it does not perform
satisfactorily. Linear continuous time ARX model is

yy' (t)+ a,y, (t)"‘ a, yl(t)+ a5y, (t)+ ay, (t)
=byu] (t)+b,u, (t)+bsuj (t)+b,u, (t)+n, (t)
y7 () +asy; () +asy,(t)+a;y; (t)+a,y,(t)=
=bgu; (t)+bgu, (t)+b,uj (t)+byu, (t)+n, (t)

(45)

where n; and n, are non - measurable random signals, which
are assumed to have zero mean value and constant covariance.

It is not possible to measure directly input and output
derivatives of a system in case of continuous — time control
loop. One of the possible approaches to this problem is
establishing of filters and filtered variables to substitute the
primary variables. This approach is described in detail in [14],
[15], [16]. The filtered variables are then used in the recursive
identification procedure.

Clo,, (t)=u,(t)
Clo, (t)=u,(t)
C )Y1f(t) Y1(t)
)

Clo)y,, (t)=y.(t)

where o is the derivative operator and C(c) is a stable
polynomial in ©. The degree of C(c) must be equal or greater
than polynomials of the highest order in the matrix A. The time
constants of the filters must be smaller than the time constants
of the model. Since the latter are unknown at the beginning of
the estimation procedure, it is necessary to make the filter time
constants, selected a priori, sufficiently small.

It can be easily proved that the transfer behaviour between

(46)

(e
(o
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the filtered and between the non — filtered variables is
equivalent. This fact enables to employ the filtered variables
for the model parameter estimation. If these are computed via
filters (46) in discrete time intervals t, = kT;, k=0,1,2, ...,
where T, is the sampling period, then the parameters of the
model can be recursively estimated from the equations

Vit (tk ) =—a Y (tk )_ A, Y11 (tk )+
, , 47
+byuy, (tk )+ byU ¢ (tk )+ byu; (tk )+ b,u, (tk)
Y (tk): —a,Y5¢ (tk)_ a,Ys¢ (tk)+
, , (48)
+bguy (tk )+ DU ¢ (tk )+ b,uy, (tk )+ Beu, ¢ (tk)
The regression vectors have the form
¢1T (tk ): (=i (tk )'_ylf (tk )'_ul’f (tk )!_ulf (tk ), (49)
— Uy, (tk )'_UZf (tk ),]
¢2T (tk ): [-y5 (tk )'_yzf (tk )’_u{f (tk )’
i (50)
— Uy (tk )’_UZf (tk )'_u2f (tk )]
and the parameter vectors are
QlT(tk)z[a17a2’b1'b2!b31b4] (51)
0," (t,)=[a; a,,bs,bs.b;,b,] (52)

Considering the order of the system, the filters for all
variables were chosen to have the second order. A right choice
of the coefficients of the filter’s polynomials and choice of the
sampling period are the ruling factors for the speed of the
parameter’s convergence.

Vit (t)+cly1’f ( )+Coy1f ( )_ yl(t)
Yae )+ coyse (t)+CoYa ()=, (t)
uyy (t)+ couy (t)+ couy (t) = U (t)
uz, (t)+cuj (£)+Couy, (t) = u, (t)

The recursive least squares method was then used for the
estimation of the parameters.

(53)

VI.

Verification by simulation was carried out on a range of
plants with various dynamics. The control of the model below
is given here as an example. The controller’s synthesis is based
on the model with diagonal matrix A, which is obtained by
recursive identification and which describes the dynamics of
the system with full matrix A.

A =
) { s?+25+0,7

28

Figure 2 shows the plant‘s step response

SIMULATION VERIFICATION

s?2+2s5+0,7
-0,55-0,1

0,2s+0,4 (54)

0,5s+0,2 01s+0,3

(55)
05s+01 03s+0,4
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Step Response

From. Inf1} From. In(2)

Amplitude

8

10 12 0

Time (s&c)

Fig. 2 Step response of the controlled system

2

The matrix M(s) on the right side of the diophantine equation
(18) obtained from experiments is

Mes)-|

The time responses of the control are shown in Figure 2.

0

4 4 3 2 4 1
S" +4s° +65° +4s5+ ) 3 2 (56)
S"+4s° +65° +4s+1

0

04
0.3 1
E— 0.2 i
-
0.1 1
0 . . . . ‘
0 20 40 60 g0 100 1200 140 160 180 200
t{s)
D‘l T T T T T T T T
0.2 1
2
o
D_ -
_D2 1 1 1 1 1 1 1 1 L
0 20 40 60 g0 100 1200 140 160 180 200
t{s)
Fig. 3 Adaptive control with decoupling controller
3
2
1
S O
_1_
_2_
3 . . . . .
1] 20 40 60 g0 100 1200 140 180 180 200
i{s)
3
2_
1_
™0
A
_2_
1] 20 40 60 g0 100 1200 140 180 180 200
t{s)
Fig. 4 Adaptive control with decoupling controller-manipulated
variables
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From the courses of the variables in Figure 3 it is obvious
that the basic requirements on control were satisfied. The
system was stabilized and the asymptotic tracking of the
reference signals was achieved. With regards to decoupling,
interactions between the control loops are negligible.

VIl. CONCLUSION

A TITO controller with the decoupling compensator was
designed and implemented. The simulation results proved that
the method is suitable for control of linear systems. With
regards to decoupling, it is clear that the compensator reduces
interactions between the control loops. The described method
of continuous — time models parameters estimation proved to
be effective. A right choice of the filter’s constants and the
sampling period improves convergence of the parameters. The
method is suitable for the identification part of continuous —
time self — tuning controllers.
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Abstract— A common problem we face during our trials to
discover new coverage models is the trade off we have to make
between the accuracy of the results and the solution times. The more
accurate results we produce the more time we need to discover the
solution of the problem. In real life there are categories of problems
where high accuracy of the results is not of a great importance and
other categories where the minimization of the solution times means
life or death. What we usually do is to select either to maximize the
accuracy of the results or to minimize solution times, so as to solve a
particular problem. But in some cases, problems are really complex
and we need both high accuracy and very low solution times. For
example in military decisions, where a simulation or a real scenarios
is taking place, we need both to be accurate and fast, so as to deal
with the problem effectively. In this paper we propose the addition of
G.LS tools in the formulation of the original mclp model and we
measure the effect of these specific G.I.S tools in both the accuracy
and the solution times of the problem.

Keywords—Geographic Information Systems, covering models,
Solution times and accuracy

1 Introduction

Coverage problems constitute an extensive set of problems in
location analysis. A wide set of applications have been solved
using the above problems and many others will be solved in
the near future. Their main objective is to locate a number of
facilities, p, in such a way as the demand in the area is
covered. Coverage is achieved when the service provided by a
facility is available to any point within the demand area within
some predetermined distance or time.

One can identify two main classes of demand covering
problems, as proposed by Daskin [1]: (a) mandatory covering
problems, where all the demand area must be covered using
the minimum number of servers and (b) maximal covering
models, where the largest possible part of the demand area
must be covered using a given number of available servers.

In our paper we concentrate on the class of maximal covering
problems, whose main representative is the Maximal Covering
Location Problem (MCLP), first stated by Church and ReVelle

[2].

Corresponding author: George P. Alexandris , Ph.D., Lecturer
Department of Mathematics and Science Engineering
Hellenic Military University.
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Since then MCLP has been used extensively for solving
problems in many different fields. Applications can be found
in the design of congested service systems (Marianov and
Serra [3], the location of emergency facilities (Current and
O’Kelly [4], the design of hierarchical health care systems
(Moore and ReVelle [5] and many others.

Murray [6] concluded that the main mandatory
representative of covering models known as Location
Set Covering Model suffers from the so-called
modifiable areal unit problem (MAUP) which suggests
that modeling results are susceptible to manipulation by
altering spatial scale or by changing how spatial units
are defined. For solving the above vulnerability Murray
used the capabilities of Geographic Information Systems
and developed a new set covering model which is less
susceptible to MAUP and produces better results.

The use of GIS in the area of covering models had started. G
Alexandris and I.Giannikos [7], used the capabilities of G.I.S
and formulated a new type of MCLM, using spatial objects
like polygons, partial coverage and introducing o parameter as
the correlation between fully and partial coverage, so as to
improve the accuracy of the results, and minimize the coverage
gaps that could be observed by the use of the classical MCLP.
What we would examine in this paper is the behavior of the
classical MCLM against MCLM with spatial objects and o
parameter, focusing not only in coverage gaps but in addition
we will examine the behavior of the models concerning
solution times.

The rest of the paper is organized as follows. We review
MCLP and MCLP-SO and demonstrate the classic
discretization process for the municipality of Athens. We
present the results of the municipality of Athens concerning
real coverage and solution times. Finally, we draw some
conclusions and discuss some future research directions.

2 Mathematical Models

The Maximal Covering Location Problem was first
stated by Church and ReVelle [12]. It considers a
discrete set of demand points, each associated with a
weight reflecting its importance, and a discrete set of
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candidate locations where servers may be located. The
objective is to choose locations for a given number of
servers such that a weighted sum of demand points is
covered. The problem can be formally stated as follows:

Notation

Indices

1 :index for candidate locations
j :index for demand points

Parameters

d; :distance fromj to i

D; :distance standard for demand point j

w; : coefficient reflecting the desirability of
covering demand point j

Sets
I : set of all candidate locations
J  :set of demand points

N(): set of locations that can cover demand point j :
NG) = {i[dy <D;},

Decision variables

x; = 1 if a server is located in location i, 0 otherwise

yj = 1,1f demand point j is covered by at least one server,
0 otherwise

The model
Using the above notation the objective function and
the constraints take the following form:

(MCLP)Maximize <= Z w;Y;

JjeJ
subjectto  y, - ZXI < 0, for all jel
e NG)
(MCLP1)
2X; =S, (MCLP2)
iel

x; €{0,1} foralliel

yj €{0,1}
where S is the number of available servers.
Constraints (MCLP1) ensure that a demand point j is
covered only if there is at least one server located in a
candidate location within distance D; from that demand
point whereas constraint (MCLP2) specifies the number
of available servers to be located.

G.Alexandris and 1. Giannikos [7] presented the MCLP-SO
which we present below:

for all jel

Notation

Indices
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1 :index for candidate locations

j :index for demand areas

Parameters

b :minimum acceptable coverage percent in the range
[0,100]

0 :minimum number of partial coverage facilities

needed for complete coverage

O =1 if a server located at i can fully cover
demand area A;j and 0 otherwise

D; : distance standard for demand area j

w; : the benefit of fully covering area A;

ij : the benefit of partially covering area A; at least 0 times

Sets
I :set of all candidate locations
J :set of demand areas

N(j) : set of locations that can cover demand area A;
W(3) : set of candidate locations i partially covering
demand area A, at least b, but less than 100%

Note that the values a; as well as the sets N(j) and W(j) are
now determined using the capabilities of GIS rather than by a
single calculation. More simply, assuming that the service
provided by a server can be described by a circle, o;=1 if
demand area A; is fully contained within a circle whose centre
is at i and its radius is equal to D;. A similar GIS function can
determine the percentage of containment in the case of partial
coverage. Clearly, the same logic applies if the service area
can be represented by a polygon or any other shape.

Decision variables

x; = 1 if a server is located in location i, 0 otherwise

yj = 1,if demand area A; is covered by at least one server, 0
otherwise

vj = 1,1if demand area A, is partially covered at least 0 times, 0
otherwise

The complete model, called Maximal Covering Location
Problem with Spatial Objects (MCLP-SOP), can now be
formulated as follows:

(MCLP-SOP) Maximize z= Y W,y,+Y W.v,
JjeJ JjeJ
subject to Z a;x; = y;—v, foralljel

el

(MCLP-SOP1)
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2 %=S,

el

ZXI'ZH'Vj

(MCLP-SOP2)

forallje] (MCLP-SOP3)

1eW())
yi+v, <1 forallje] (MCLP-SOP4)
x; €{0,1} for all iel

Y., €{0,1} for all jelJ
Constraints (MCLP-SOP1) ensure that if y;=1 and v;=0 then
demand area A, is fully covered by at least one server. If vi=1,
no real restriction is imposed. Constraint (MCLP-SOP2)
specifies the number of available servers whereas constraints
(MCLP-SOP3) imply that if v=1 then demand area A; is
partially covered by at least 0 servers. Finally, constraints
(MCLP-SOP4) ensure that a demand area may either be fully
covered or partially covered, but not both.

In many practical applications it makes sense to assume that
the benefit of partially covering a demand area Aj is a
proportion o of the benefit of fully covering A;. In this case,
the objective function of (MCLP-SOP) may be written as

Maximize Z= z wi(y;+av;)
JjeJ

where 0<o<1.

3 Computational implementation and results.

As we know, the geographical information can be presented in
two formats, vector or raster. In the case of continuous
demand, using vector maps a common approach to the
discertization process is to divide the demand area into sub-
regions and select a single point out of each sub-region. For
instance, this point could be the center of the sub-region, one
of its vertices if the sub-region is represented by a polygon, a
point selected randomly within the sub-region etc. In this way
the continuous demand is transformed into a discrete set of
demand points (discertization process) and models (MCLP)
can be applied to determine the locations of the servers.

Below we can see the classic discertization process for the
municipality of Athens. The municipality comprising the
demand space is shown in Figure 1.
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Figure 1: The demand space (Municipality of Athens) ._

This demand space can be broken up into a finite set of
demand polygons by laying down a grid of square blocks of
equal size. The centroid of each polygon is defined as a
demand point representing the demand corresponding to that
polygon. (see Figures 2 and 3).

Figure 3: Demand Points and candidate service points

Although the total population of the municipality is known,
detailed data concerning the exact location of demand within
each sub-polygon was not available. Hence, we assumed that
demand (population) is uniformly distributed within each sub-
polygon.

The models were solved using Premium Solver 7.1 on a
Pentium PC with a 3.2 Ghz processor and 2 Mbytes of RAM.
The input files were prepared using ArcGIS of ESRI and the
solutions were exported back into ArcGIS for visualization
(see Figures 4).
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QUTPUT INPUT
SOFTWARE PACKAGE
PREMIUM SOLVER 7.1

NPT OUTPUT

Figure 4: Loose coupling approach

Tablel at the end of the paper presents the coverage solutions
of the above models and the real coverage of each solution as
can be verified using ARCGIS tools.

At first, it appears that the classical MCLP model produces
better results than the MCLP-SO?2 since it yields higher levels
of coverage. However, this observation is misleading (see
G.Alexandris and I.Giannikos, 2010). Real results using G..I.S
functions indicate that classic MCLP always overestimates
coverage and creates coverage gaps while MCLP-SO slightly
underestimates coverage results. When a sufficient number of
servers are used, MCLP-SO2 can exploit the increased
possibilities  for partial coverage and reduce the
underestimation by considering partially covered blocks in the
objective function. As far as solution times is concerning we
can see that the classical MCLP solves the problem faster a bit
faster. For example for a full coverage of the demand of the
municipality of Athens classical MCLP uses 18 service points,
needs 2,1 seconds to solve the problem and the real coverage
is 77,36% of the total area, in other words creates coverage
gaps of 22,64%. From the other hand the MCLP-SO2 which
makes use of G.I.S capabilities uses 35 service points, covers
the 100% of the area without leaving coverage gaps and needs
2,4 seconds for producing the solution. For locating 18 service
points MCLP-SO2 needs 3,4 seconds and underestimates
slightly the coverage of the area by 5,13%. So the trade — off
between the extra time we needs to solve the problem and the
accuracy of the results turns to be quite good. For solving the
problem classical MCLP needs 0,3 seconds less than the
MCLP-SO2 but the accuracy of the results is not quite good.
Table 1 reveals that the location of 18 service points of the
classical model creates huge coverage gaps which are
measured be G.I.S functions to be the 22,64% of the total area.
So what is the real factor for increased solution times, if the
difference for solving the problem between the two models is
not so big, while the accuracy of the results is so huge?

If we start to increase or decrease the grid size during the
discertization process, from 1000 meters to 850 or 1200 what
will happen? Table 2 presents the solution data for the above
changes. For the classical MCLP and a grid size of 850, we
have 80 demand points to cover and we need 16 service points
so as to cover the whole area. The variables of the problem are
160, we need 2,5 seconds to solve the problem and the
coverage gaps which are created are 22,01% of the total area.
Changing the grid size to 1000 meters, we have 60 demand
points to cover, and we need 18 servers to cover the whole
area. The variables of the problem are 120, we need 2,1
seconds to solve the problem and as we mentioned earlier the
coverage gaps are 22,64% of the whole area. Last but not
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least, for a grid size of 1200 meters we have 43 demand points
and we need 23 service points to cover the whole area. The
variables of the problem are 86, we need less time to solve the
problem (1,8 seconds) and coverage gaps are 23,27% of the
whole area.

Table 3 presents the similar data concerning the MCLP-SO
models. More specifically for a grid size of 850 meters, we
have 80 demand points to cover and we need 35 service points
to cover the whole area. The variables of the problem are 240
and we need 3,4 seconds to solve the problem without the
presence of coverage gaps. For a grid size of 1000 meters, we
have 60 demand points and we need again 35 service points to
cover the whole area as the model which uses spatial objects
presents a more robust behaviour in comparison with the
classical MSCLP. The variables of the problem are 180 and
we need 2,4 seconds to solve the problem without having
coverage gaps too. Finally for a grid size of 1200, we have 43
demand points and we need 35 service points to cover the
whole area. The variables of the problem are less (140) and
we need 2,4 seconds to solve the problem. Again in this case,
coverage gaps do not exist.

All the above numbers were calculated using the optimization
package of premium solver and the ArcMap of ESRI.

The figure below presents a snapshot as a picture of the
optimization software environment.
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Figure 5: Optimization Software snapshot
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Using G.I.S we can present any of the above solutions. Figure
6 presents the solution of the classical problem for the
municipality of Athens. The grid size equals with 1000 meters,
we have 60 demand points in total and we have 13 available
servers to locate.
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Figure 6:Gis solution for Athens with 13 available servers

Figure6 presents the solution of the same problem for the
municipality of Athens using MSCLP-SO2. The grid size
equals with 850 meters, we have 80 demand points in total and
we have 24 available servers to locate.
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4 Conclusions
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In this paper we discuss the issue of the tradeoff
between accuracy and solution times in location
covering models. With the traditional models, most of
the times, when we need to solve a problem fast, we
cannot achieve accurate results and vice versa.

Using G.L.S capabilities, we presented a Maximal
Coverage Location Model which was first presented by
G.Alexandris and [.Giannikos. We used the above
coverage models in the municipality of Athens and we
run different scenarios concerning availability of
servers, grid sizes and demand points so as to produce
useful results. The above results indicate that while the
classical model minimizes solution times, the results
which produces are not accurate and coverage gaps are
created. These coverage gaps indicate that using
classical models in application where accuracy is very
important (military operations, estimations etc) produces
misleading and not effective results.

For applications of this type, exploiting G.I.S
capabilities is very important. The MCLP-SO2 model,
may increase solution times slightly, but from the other
hand produces much more accurate results which is very
important in many applications.

Furthermore the model which makes full use of G.I.S
presents a much more robust behavior.

Through the change of the grid size, we found out that
the decision variables of the problem varies, and that by
increasing decision variables we also increase solution
times, without improving accuracy significantly.
Furthermore we used the capabilities of Geographic
Information Systems so as to measure the difference
between the reported coverage, given by the solution of
each integer problem and the real (actual) coverage that
can be verified using appropriate ARCGIS tools.

Finally, from the implementation point of view, it would
have been interesting to incorporate the GIS and
optimization software so as to produce an integrated
system that will not require significant intervention by
the user.
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TABLE 1
K MCLP | GIS Gaps | Solution| MCLP-| GIS | Gaps | Solution
coverage| coverage times | SOPL |coverage times
(seconds)] =1 (seconds)
1 1230% 808% | 423% | L1 | 343% | 560% |-L17% 11
2 2048% | 16,16% | 532% | L1 | 6,85% | 1047% | -3,62% 14
3 30,59% | 20,16% | 1043% | 1,2 | 13,56% | 17,81% | -4,25% 14
4 3934% | 2400% [ 1533% | 12 [ 18,51% | 2431% | -5,80% 13
5 4763% | 28,03% | 19,60% [ 1,1 |21,03% | 2831% | -7,28% 14
6 5570% | 3238% [2332% | 13 [2577% | 33,04% | -1,271% 15
7 63,56% | 3500% | 2855% | 1,2 |3092% | 37,86% | -6,94% 14
8 08,99% | 37.89% [ 3,10% | 12 |31,77% | 38,58% | -6,81% 16
9 T413% | 4207% | 32,06% | 13 |36,77% | 43,67% | -6,90% 20
10 7927% | 4626% | 3301% | 12 | 4235% | 49,05% | -6,10% 30
11 83,78% | 50,72% | 33,06% | 1.2 |44,15% | 50,82% | -6,67% 31
12 8741% | 52,78% | 34,63% | 13 | 48,83% | 54.90% | -6,07% 29
13 91,33% | S587% | 3546% [ 14 [49,99% | 55,96% | -5,97% 31
14 94.96% | 57,69% | 3727% [ 1,7 | 5438% | 59,77% | -5,39% 31
15 97,53% | 60,60% | 3693% [ 1,7 |35540% | 60,80% | -5,40% 32
16 98,13% | 6437% | 33,76% | 18 |61,10% ] 66,37% | -5,27% 33
17 99.32% | 68.40% | 30,92% [ 20 |62,85% | 6836% | -5,51% 33
18 100% | 7736% | 22,64% | 2,1 | 6591% | 71,04% | -5,13% 34
35 100% 100,00% 0,00% 24
TABLE 2

Gridsize |Demand| Service |Coverage|Solution | Number
points points gaps times of var

Athens850 80 16 22,01% 2,5 160

Athens1000 60 18 22,64% 2,1 120

Athens1200 43 23 23,27% 1,8 86

TABLE 3
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Demand Service Number | Solutin
points points of times
variables
(seconds)

g=1000 grid

MCLP- 60 35 180 2.4
SO2 a=1

| g=850 grid

MCLP- 80 35 240 3.4
SO2 o=1

g=1200 grid

MCLP- 43 34 140 2,2
SO2 o=1
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Determination of thermal steady state in the
wall with semi Dirichlet boundary conditions

Martin Zalesak
20 220
. . . —=a.—— 2)
Abstract — An important task in the measurement in a 8t ax?

calorimetric chamber is to determine the time in what the steady
state thermal conditions in the walls are reached, in order to eliminate
errors in measurement of the heat flow due to the thermal
accumulative properties  of the walls of the chamber. There are
several ways to get boundary conditions in which the steady state
conditions could be reached . In this article the process of getting the
steady state conditions is studied with the semi Dirichlet boundary
conditions. The aim is to determine the required time of the process
in the relation with the possible measurement error.

Keywords— Heat transfer, transient thermal conditions, semi
Dirichlet boundary conditions.

I. INTRODUCTION

THE common problems in measurements of  thermal
properties  of materials and energy properties of
equipment are to determine the time in which the thermal
steady state of the measuring equipment is reached after the
measurement process has been started. The same problem
occurs in measurement in a calorimetric chamber, where the
thermal accumulative properties of the chamber walls should
be considered. The task is to determine the required time of
the process in the relation with the possible measurement
error. In this article the transient process with semi Dirichlet
conditions is studied.

II. BASES

The principles of heat transfer in the solids are described by
the well known Fourier’s second order partial differential
equation

VO =a.\8 (1)

where

O - temperature, [°C],

a - thermal diffusivity, [m%s].

One dimensional heat transfer in the wall, the equation (1)
has the form as follows

This work was supported by the CEBIA-TECH NO.
CZ.1.05/2.1.00/03.00089

M. Zalesak is with the Tomas Bata University in Zlin, Faculty of Applied
Informatics, Department of Automation and Control Technologies, Zlin,
76005 Czech Republic (e-mail: zalesak @ fai.utb.cz).

project
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0, a-see(l),
x — dimension, [m],
t- time, [S, h]

The one dimensional case is described in the Fig .1.

0. 0:

Fig. 1 One dimensional case in the heat transfer

The solution of (2) derives from both the initial and
boundary conditions. In the relevant case, the semi Dirichlet
boundary conditions were considered

Bi > o
t=0; 8,=06,=konst=k
t>0,x=0,0=0,;;x=1,0=0,

where
Bi - Biot number, [-],

;— Nt
Bi= - 3)
h - heat transfer coefficient, [W/(m>s)],
I — dimension (thickness of the wall), [m],
A = thermal conductivity of the wall material,

[W/(m.K)].
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III. THE SOLUTION

First the substitution was introduced

9=60-9, )

Equation (2) now has the form

a9 929
a Lo )

For the solution of (5) the Laplace transform was used
{5 =2fe ) ®
at) "9x?

Equation (6) become second order linear differential
equation with constant coefficients

s.T—9x,0)=aT (7

The boundary conditions will then has the form as

9(0,6) =9,;T(0,5) = (8)

1
N

ILEO=0; TAs)=0 )

The general solution of (7) could be expressed as

T=A.cosh(\/§.x)+ B.sinh(\/é.x)

When conditions (8) and (9) are considered, the constant
A, B, are as follows

(10)

(11

i.l)+ B. sinh(\/g.l) (12)

®
Il
™
o
Il
|)—‘
Q
o]
w
=
gl

- —— 13)
s sinh(ﬁ.l)
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Equation (10) will be

T=1 cosh(\/g x)— LEY $:
s a’ s .sinh<J .l>

o [£)- s )
5. sinh(J% .z)
() am )
5. sinh<J§ .z)

and (14) could be expressed as a division of the two functions
®(s) and Y(s)

)
-
=

Qlwl

=T,. (14)

sinh(\/% .(l—x))

D(s) _

E_Wz o ) (15)
F(s), in (15) could be expressed as

F(s) = S (16)

where

4= (17)

The function of sinh(xX) , could be expressed as the series

sinh(x) = X+ =+ ..+ (’2‘:1__11)! (18)
The functions ®(s), ¥, in (17) could be expressed as

d(s) = sinh(\/g .(l—x)) = (\/é .(l—x)).(1+
G (19)

and
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(ng)+sthE.0
= .\/E.cosh(\/é .l)+sinh(\/§ .l)

Roots of (16) must be found to suit the boundary conditions.

(20)

For x = l results

so=0

and roots s, , should suit the condition

sinh (\E .l) =0 22)

It is possible to express

. S _ . . i
smh(\/; .l) = L.sm(\/; ) (23)

Condition (22) will be fulfilled if
LoEa= 24
- |- l=n.m (24)
This is valid for all s,

n?n?

Sp= — .a; n=(1,o) (25)

2

Next task is to get the reverse transform. In order to make it,
it is possible to use the rule

§k=1) pSpt
)

Inversion fiction may be expected as an addition of two
functions

_ 1
T (s=spk

(26)

9
—=fi+h @7
1
where
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R OB
= —— .e% (28)
T v
and
D S
f= TRy .esnt (29)
Fom
For s, = 0 will be
Ds
fl — —Go) _eSot — 0 (30)
Fiso)
0
The L Hopital rule could be applied for solution (30)
— 1 P _ x
fl - 11rns—»O (lP,(s)), = (1 - 7) (31)
for s, #0

Using condition (25) and by introducing Fourier number, Fo

(32)

f — n=co Lisn) esnt =
2 n=1 ey
(sn)
. . X

anc{o s%n(z nw '(1 _7)) e—n2 m? Fo —

n= %\/—IE L 'r;'n Afa cosh(i.n.m)

— 1 2 . x _n2 g2

n=t _qn+l == .sm(n.n.(l — 7)) e~ o —
2 n=co n+1 1 o x - n? m? Fo
=2z -1 .;.sm(n.n. 1—7) e

(33)

The final expression for the temperature in the distance x
(Fig. 1) is then as follows

I=9.(h+f)=
=191.K1— §)+ % YRz _qntl % .sin(n.n.(l—

) (34)

Deviation from the steady state condition is expressed in the
part of (34) by

-n? .m? Fo
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A9 = 191.E- n=e _ntt .%.Sin(n.n.(l— ?))

e~ n?.m? .FoJ
(35)

Maximal value of the A9 , in (35) for the certain value of time
t, is in the distance

1
X = -
2

IV. TIME LIMITS TO REACH THE STEADY STATE CONDITIONS

The task is to find minimal time necessary to reach
acceptable steady state conditions — it means to evaluate the

A9 max

conditions of , as a function of time. The limit can be
1

found from the equation as follows

Amar _
9
2 =0 1 x _m2 g2
;.22;1 e .~ .sin(n.m (1 — 7)) LT o <
Z.In2.e ™ Fo <¢g (36)
where
n=e _qntl = In2 37
and
. X
sin(n.m.(1 - 3)) <1 (38)
For any value of , is then valid the relation
Bmar <2 1np g=m"Fo < ¢ (39)
I T
where

£is an acceptable deviation from the steady state.

Now the task is to find the Fo, which will suit the above stated
conditions

g
2.1In2

) =—0,101.In(2,27 .£)

(40)

Fo >—i2.1n
T
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V. APPLICATION OF THE RESULTS

The utilization of the results was studied in some materials
and conditions, which can occur in practical application.

Relation of Fo and & shows the Fig. 1.

Physical parameters of studied materials are stated in the
Table 1.

Fo=1f(g)

Fo

Fo

0,05 0,15 0,2

Fig 2 Relation Fo-¢

Table I Physical parameters of studied materials

Thermal Thermal Thermal

Material conductivity | Density | capacity diffusivity
A p c a
W/mK)] | [ke/m®] | [J/(kgK)] [m?/s]

Concrete 1,16 2100 1020 541E-07
Foam
polystyrol 0,034 50 1270| 5,35E-07
Foam
polyurethan 0,03 35 1510| 5,68E-07
Hard wood 04 600 2510 2,66E-07
Brick wall 0,75 1800 900 | 4,63E-07
Plywood 0,17 800 1500 1,42E-07
Stone 14 2400 840 | 6,94E-07
Clay 1,6 2000 920 | 8,69E-07

417

Necessary time , left for stabilizing condition with the
acceptable errors describe Fig. 3 (¢ =0,005) and Fig. 4 (€ =
0,01) for different dimensions of the wall I, thermal
diffusivity of materials a. It results from the figures that for
practical thickness of the wall the time in tens of hours should
be left for thermal stabilizing process.
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t="f(l) e =0,005

= 200,00
* 150,00 Yud
——2 = 1,5E-7
100,00
2= 367
50,00 a=567
0,00 a=8E-7
000 010 020 030 040 0,50

I [m]

Fig. 3 Relation between stabilizing time &, the acceptable error &€ = 0,005 for different dimensions of the wall I, thermal
diffusivity of materials a.

t= f (I) e =0,01

<. 150,00
-~ /
100,00 —¢—2a=1,5E-7
50,00 — —@—3a = 3E-7
0,00 g a=5E7
000 010 020 0,30 0,40 0,50 =é=ga=8E-7

I[m]

Fig. 4 relation between stabilizing time ¢, the acceptable error € = 0,01 for different dimensions of the wall I, thermal
diffusivity of materials a.

It results from the figures that r practical thickness of the
wall the time in tens of hours should be left for the thermal
stabilizing process.
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Performance evaluation of two radial basis
function neural network models

Nikolinka G. Christova, Gancho L. Vachkov, Agata H. Manolova and Georgi T. Tsenov

Abstract—In this paper performance evaluation of two
modification of the classical Radial Basis Function Neural Network
(RBFNN) model, called Reduced and Simplified RBFNN models is
carried out. Different RBFNN models with different number of
Radial Basis Functions (RBFs) are created and analyzed. Particle
Swarm Optimization (PSO) algorithm with constraints for the
parameter tuning of the models is applied. Simultaneous optimization
of all three groups of parameters, namely the centers, widths and the
weights of the RBFNN is performed. It is shown that the Simplified
RBFNN models, which have smaller number of parameters, can
achieve even better modeling accuracy than the Reduced RBFNN
models.

Keywords—Particle Swarm  Optimization, performance
evaluation, Radial Basis Function Neural Networks, RBFNN
models.

1. INTRODUCTION

RTIFICIAL Neural Networks (ANNs) are essentially a

nonlinear modeling approach that provides a fairly
accurate universal approximation to any function [2]. Radial
Basis Function Neural Networks (RBFNNs) [3] correspond to
a particular class of function approximators which can be
trained, using a set of samples. They have been receiving a
growing amount of attention since their initial proposal, and
now a great deal of theoretical and empirical results are
available [5], [7].

The RBFNNs have proven to be useful and powerful neural
network architecture for problem solving in classification,
modeling, simulation, and others due to their rapid training,
generality, and simplicity [2], [5], [10]. They are feed-forward
networks and are typically configured with a single hidden
layer of units whose activation function is selected from a class
of functions called basis functions. While similar to back
propagation in many respects, RBFNNs have several
advantages [4], [8]. They usually train much faster than back
propagation networks and are less susceptible to problems
with non-stationary inputs because of the behavior of the radial
basis function hidden units.

The most important difference is that the RBFNNs are not
homogeneous in parameters. They have three different groups
of parameters that need to be appropriately tuned, normally by
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(phone: +359 888 602070; e-mail: nchrist@uctm.edu).
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using different learning algorithms [3], [7]. This makes the
total learning process of the RBFNNs more complex, because
it is usually done as a sequence of several learning phases.
This obviously affects the accuracy of the produced model.

In this paper, detailed investigation of two modifications of
the classical (general) RBFNNs, called Reduced and
Simplified RBFNNs is studied. These RBFNNs have less
number of tuning parameters, which makes the learning faster.
An universal optimization procedure to tune all three groups of
parameters is used. Essentially this is a modified version of the
clasical Particle Swarm Optimization (PSO) [6], [9] that
includes separate constraints for each group of parameters.
Such constrained optimization strategy is able to produce more
plausible solutions with parameters that have physical
meaning.

Different RBFNN models with different RBFs are
examinated. The obtained result of the performance evaluation
are analyzed and discussed.

I1. CLASSICAL RADIAL BASIS FUNCTION NEURAL NETWORK
(RBFNN) MODEL

Radial Basis Function Neural Network (RBFNN) [3] can be
used for a wide range of application primarily because it can
approximate any regular function and its training is faster than
that of a multi-layer perceptron [4]. This faster learning speed
comes from the fact that RBFNN has just two layers of
weights and each layer can be determined sequentially.

Despite of these advantages RBFN’s are not as widely used
as they should be. The main reason for this seems to be that it
is not straight forward to design an optimal RBFNN to solve
the given problem.

An RBFNN is a three layer feed-forward network that
consists of one input layer, one middle layer and one output
layer. The input layer corresponds to the input vector space.
Each input neuron is fully connected to the middle layer
neurons except the bias one. Each middle layer neuron uses a
Gaussian or some other basis kernel function computes a
kernel function (activation function) [5], [7]. The kernel
function decreases rapidly if the width is small, and slowly if it
is large. A typical hidden node in an RBFNN is characterized
by its center, which is a vector with dimension equals to the
number of inputs to the node. Each hidden unit acts as a
locally tuned processor that computes a score for the match
between the input vector and its connection weights or centers.
The output layer is fully connected to the middle layer. Each
output layer neuron computes a linear weighted sum of the
outputs of the middle layer.
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So the whole architecture is fixed only by determining the
middle layer and the weights between the middle and the
output layers. The weights between the input and the middle
layer are fixed when the middle layer is determined.

In this study the aim is to create a model of a real process
(system) with K inputs and one output by using a collection of
M available experiments (input-output pairs) in the form:

(X000 Xy )5 Xy ) (D)

Here X=[x,,X,,..., X, ]is the vector of all K inputs and y

is the respected measured output from the process.
The modeled output, calculated by the RBF neural network
is as follows:

v, =f(X,P) )

where P=[p,, p,,...,p,] 1s the vector of all L parameters

included in the RBFN.
The classical RBFNN has a three layer structure, namely
input layer, hidden layer and output layer as shown in Fig. 1.

Fig. 1. Structure of the classical RBF network with K inputs and N
RBFs

The modeled output from the RBFNN with fixed number of
N Radial Basis Functions will be:

N
Vo = Wyt D Wi, (3)
i=1

Here u,,i=1,2,..., N are the outputs of each RBF based on
its K inputs X,,X,,...,X, and w,i=0,1,2,...,N are the
weights associated with the RBFs, including the offset weight
W, as seen in the figure.

Each RBF is determined in the K-dimensional space by two
groups (vectors) of parameters, namely the center (location)
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C =[¢,¢,,...,c, ] and the width (spread) 6= [0,,0,,...,04]-

Then the output # of each RBF is calculated as:

u= ﬁexp[—(xj —c¢,)* I(207)] =
" )
exp(— [(x; —cj)2 /(20'j2)]J €[0,1]

It is clear that all parameters form the following 3 groups in
the parameter vector P, namely: Centers, Widths and Weights,
as follows:

P:[p],pz,...,pL]:CUGUW (5)

For a RBFNN with K inputs and N RBFs, the total number L
of the parameters to be tuned will be:

L=NxK+NxK+(N+1)=2(N+K)+N+1 (6)

It is obvious that the number of all L parameters will rapidly
grow with increasing the complexity of the RBFNN model, i.e.
the number of RBFs and the number of inputs. This possesses
a challenge to the selected learning algorithm.

III. MODIFICATIONS OF THE RBFNN MODEL

In order to reduce the total number L of parameters that have
to be tuned (optimized), two modifications of the classical
RBFNN model from (3) and (4) (Fig. 1) called Reduced and
Simplified RBFNN models are considered and analyzed.

The reduction of the number of parameters here is achieved
by assuming that the RBF has a scalar width O instead of a K-

dimensional vector width 6= [0,,0,,...,0 ]as in (4). Then

the calculation of the output for each RBF is performed
according to the Euclidean distance between the input vector
X and the center C of the RBF, as follows:

u= exp[—i(xj —cj.)z/(Zoz)j e[0,1] (M

Now the total number L of the parameters in the Reduced
RBFNN is calculated as:

L=NxK+N+(N+1)=NxK+2N+1 (8)

For further reducing the number L of all parameters of the
RBFNN an assumption of one common width o for all N
RBFs is made. This means that the calculation of each RBF is
performed by the same equation (7), as in the Reduced
RBFNN, but with one common width & for all RBFs.

Now the total number L of the parameters in the Simplified
RBFNN is calculated as:
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L=NxK+1+(N+1)=NxK+N+2 (9)

The idea of creating a model by the Simplified RBFNN is
that all N RBFs will be located (in general) at different
locations (centers) in the K-dimensional input space, but will
have one common width Sigma. It could be expected that a
large number of RBFs will be needed (compared with the case
of Reduced RBFNN) in order to achieve the same or similar
model accuracy. However this speculation needs to be proven
experimentally.

In Fig. 2 the relations between the number of RBFs and the
number of parameters for 2 and 4 inputs are illustrated, where
the Reduced and the Simplified RBFNN models are noted as
Model 1 and Model 2 respectively.

As seen the Simplified RBFNN model has a clear advantage
concerning the number of parameters. This is because of the
general assumption that the simpler model is the better model.

Number of Parameters for Ndim2 and Ndim4
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g 0 ,’/ / ,/“
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- |
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20 g =g
r/// ‘./
=
&
0
0 2 4 6 8 10 12 14 16

Number of RBFs

Fig. 2. Number of parameters for 2- and 4-dimensioned inputs and
different number of RBFs

The answer which is the best model is not obvious.
However the problem is that it is often the case when a model
with smaller number of parameters produces larger (bigger)
approximation error. Therefore sometimes a tradeoff between
the number of parameters and approximation error should be
done.

It is not straightforward to say that the Simplified RBFNN
model has similar or even better performance than the
Reduced one. This needs to be proven experimentally, which
is done in the sequel (Section V) in the paper.

IV. PARAMETER TUNING OF THE RBFNN MODELS

Particle Swarm Optimization (PSO) is a novel multi-agent
optimization algorithm inspired by social behavior metaphor
[6], and based on the simulation of the social behavior of birds
within a flock in evolutionary computation. PSO is a swarm
intelligence method that roughly models the social behavior of
swarms and has been proven to be efficient on many
optimization problems in science and engineering [1], [8], [9].
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It is a good approach for parameter tuning of the RBFNN
models [4].

As mentioned in Section II, there are 3 different groups of
parameters in the RBFNN model, namely centers, widths and
weights, according to the notations in (3). All L parameters (5)
of the RBFNN model are tuned so that to minimize a
preliminary formulated performance index. The objective here
is to minimize the total prediction error (RMSE):

M
RMSE = %z(y,_ -y,,)) >min  (10)
i=1

For solving this supervised learning problem, we use the
one-step optimization procedure for simultaneous tuning in
off-line mode the all 3 groups of parameters. Here the PSO
algorithm with constraints from Section 4.2 was used.

In almost all practical engineering problems it is mandatory
to impose certain constraints (limits) to the parameters of the
input space [x,x,,...,x,] in order to produce an optimal
solution with a clear physical meaning that can be practically
realized. Therefore we have made a slight modification in the
original version of the PSO algorithm with inertia weight in
order to consider both constraints (minimum and maximum) on
the input parameters, as follows:

(X, min > Xammins+++> X min ] [Ximax > ¥2ma -+ Xgeman ] (1)

The idea here is very simple, namely the respective input
parameter from [x,,x,,...,x, ] which has violated the input

space is moved back to its boundary value.

V. EXPERIMENTAL RESULTS OF THE PERFORMANCE
EVALUATION

The main goal in this section is to analyze the performance
of the above mentioned Reduced and Simplified RBFNN
models.

As seen from (6), (8) and (9), both models have a smaller
number of parameters, compared with the parameters in the
classical RBFNN model from Section II.

The evaluation was performed on a nonlinear test example
with 2 inputs and one output shown in Fig. 3.

Test Nonlinear Function

Y = F(X1,X2)

T
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103 e 72577
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TR e, e AL 0
=
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— 0.8
0.8 0.6
X1

00
Fig. 3. The nonlinear test example
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A set of M=441 uniformly distributed experimental data in
the two-dimensional space [XI, X2] produced by scanning
(Fig. 4) are used for RBFNN training.

441 Scanned Inputs

1

X2 P . O
0.8
0.6
0.4
0.2

D " L L L L L L L " L L L " L L L L L L

0 0.2 0.4 0.6 0.8 1
X1
Fig. 4. The scanned inputs used for producing M=441 experimental

data

All the experiments were performed separately for the
Reduced and Simplified RBFNNs with the following numbers
of RBFs: N =4, 6, 8, 10, 12 and 15. The constraints imposed
to each of the 3 groups of parameters in (5) were as follows:

- The group of Centers: C;, =-1, Cpux = 2;

- The group of Widths: ¢, = 0.05, 6,,.c = 1.2;

- The group of Weights: W, = —30, w0 = 30.

All the parameters of both models are tuned by using the
PSO algorithm with constraints.

This is bio-inspired algorithm with random nature which
normally produces at least slightly different solutions from
different runs. In order to eliminate the randomness when
taking decision about the proper model, we have performed 10
runs of the PSO algorithm for each selected number of RBFs.

300 Random Inputs
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Fig. 5. 300 random generated data

Further on we show the experimental results as plots of the
minimum, mean and maximum values of the RMSE for both
models in Fig. 6 and Fig. 7.

Fig. 6 presents the obtained results for the Reduced and
Simplified RBFNN models with different number of RBFs by
using training data set with 441 scanned data in the two

ISBN: 978-1-61804-244-6 422

dimensional input space [0 + 1].
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Fig. 6. Minimum, mean and maximum values of the RSME for 441
data

In a similar way Fig. 7 shows the respective results by using

a training data set with 300 random generated data in the same
input space (in Fig. 5).
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Fig. 7. Minimum, mean and maximum values of the RSME for 300
data

The convergence curves for the Reduced and the Simplified
RBFNN models with 6 RBFs for the randomly generated data
are presented at Fig. 8 and Fig. 9 respectively.
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Convergence Curve
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Fig. 8. Convergence curve for the Reduced RBFNN model with N=6
RBFs
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Fig. 9. Convergence curve for the Simplified RBFNN model with
N=6 RBFs

The Simplified RBFNN model has 2 advantages:

First, this is a model of smaller number of parameters as
seen from Fig. 2.

Second, we have experimentally confirmed that this model
has RSME that is at least closed to that one of the Reduced
RBFNN model and in many cases is even better (clearly
shown in Fig. 6 and Fig.7).

In addition we have noticed (in Fig. 6 and Fig. 7) that the
Simplified RBFNN model produces smaller minimal error
from all 10 runs for all different number of RBFs compared to
the Reduced RBFNN model.
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VI. CONCLUSIONS

In this paper, two modifications of RBF neural networks
have been investigated. The obtained results are conclusive in
a sense that the Simplified RBFNN model tends to produce a
better approximation (minimal RSME) for almost all cases.

In addition the smaller parameters number of the
optimization procedure increases the possibility to reach the
global optimum.

This makes the Simplified RBFNN a preferable choice as a
structure of the RBFNN models.

Further research is focused on investigation of the merits
and performance of other optimization strategies and
algorithms as well as on finding a simple and practically
applicable method for determination of the optimal number of
the RBFs in the RBFNN model.
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Graphical analysis of robust stability
for fractional order time-delay systems
and integer order PID controllers

Radek Matust and Roman Prokop

Abstract—The main goal of this contribution is to present the
universal graphical tool for investigation of robust stability and
especially its possible application to analysis of feedback control
loops which include a fractional order time-delay controlled systems
with parametric uncertainty and fixed integer order PID controllers.
The robust stability testing is based on plotting the value sets for
closed-loop characteristic —quasi-polynomial and subsequent
application of the zero exclusion condition. The effectiveness but
also easy utilization are demonstrated by the set of computational
examples for the case of uncertain gain, uncertain time constant and
uncertain time-delay term, respectively.

Keywords—TFractional Order Control, PID Controllers, Robust
Stability Analysis, Time-Delay Systems, Zero Exclusion Condition.

L

HE fractional order calculus represents more than 300-

year-old branch of mathematics that is focused on
differentiation and integration under an arbitrary, real or even
complex, order of the operation [1] — [7]. Recently, the
fractional order has found the real-life application possibilities
in many areas such as bioengineering, viscoelasticity,
electronics, robotics, control theory or signal processing [8].
Especially in the field of control engineering, it seems that the
true fractional order “boom” has exploded lately as many new
research works have appeared.

The mathematical model of the controlled system
practically never exactly matches its real behaviour. This fact
is typically caused by the effort to construct a simple-to-use
linear model in which the more complex properties such as
nonlinearities, time-variant behaviour or very fast dynamics
are neglected. Moreover, the physical parameters of the
system can change due to various reasons. All these factors
can be taken into consideration by using the uncertain model
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instead of the ordinary fixed one. The very popular approach
to uncertainty modelling is based on models with fixed
structure (order), but not exactly known parameters, which are
supposed to lie within given bounds. Such models are called
systems with parametric uncertainty and the frequent task is to
analyze their robust stability, i.e. if the stability is ensured for
all possible values of uncertain parameters. Obviously, several
researchers have already combined the issue of robust stability
of systems under parametric uncertainty with fractional order
systems —e.g. [9] — [14].

This contribution deals with a graphical approach to robust
stability investigation for feedback control loops with
fractional order time-delay plants and integer order PID
controllers. The testing is based on plotting the value sets of a
closed-loop characteristic quasi-polynomial and subsequent
application of the zero exclusion condition [15]. The
computational examples present the analyses for the cases of
uncertain gain, uncertain time constant and uncertain time-
delay term and they show both robustly stable and unstable
events.

II. FUNDAMENTALS OF FRACTIONAL ORDER SYSTEM
DESCRIPTION

The fractional order calculus is based on generalization of
differentiation and integration to an arbitrary order. This
generalization has resulted in the introduction of basic
continuous differintegral operator [1], [2], [4], [8]:

d(Z
dt”
1

Rea >0

D% = Rea =0 @

t

t
I(dr)”’ Rea <0

where « is the order of the differintegration (typically
o€ R) and a is a constant connected with initial conditions.
The differintegral can be defined in various ways. The tree
most common are Riemann-Liouville, Griinwald-Letnikov
and Caputo definitions.

The Laplace transform of the differintegral is given by [4],
[16]:
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oo

L{,pff (0} = !e oD f(1)dt = @

n—1

=s"F(s)= 2 " (=1 D" f ()],
m=0
where integer 7 lies within (n—1<a <n).

The (time-delay free) fractional order transfer function can
be written as [3], [5]:

B(sﬁk) _ bmsﬂ”’ +bmflsﬁ"H +ee +b0sﬂ0 (3)
A(s™)

G(s)=

o, %y e %
a,s + a, s + + a,s

where g, with (k=0,...,n) and b, with (k=0,...,m)
denote constants, and ¢, with (k=0,...,n) and B, with
(k=0,...,m) are arbitrary real numbers. According to [4],

[5], one can assume inequalities o, >, , >--->¢, and

n—1
B, > B, >--> B, without loss of generality. In this paper,
the controlled time-delay system is supposed generally as:

B(s™) s (4)

R TeCy

III. ANALYSIS OF ROBUST STABILITY FOR SYSTEMS WITH
PARAMETRIC UNCERTAINTY

The robust stability of the feedback control system will be
investigated by means of its closed-loop characteristic
polynomial (actually, a quasi-polynomial in the case of this
contribution).

The fractional order version of the continuous-time
uncertain polynomial with vector of uncertainty g and
coefficient functions p, can be written as:

P(s,q)=p,(@)s™ +p,_(q@)s™" + p,(q)s™ + p,(q)s™ (5)

Then, the polynomial family is defined by [15]:
P={p(-9):qe 0} (6)

where O is the uncertainty bounding set restricting the
uncertain parameters. Commonly, @ is supposed as a
multidimensional box, i.e. individual parameters are bounded
by intervals.

The polynomial family (6) is robustly stable if and only if
p(s,q) is stable for all ge Q. The selection of specific tool

for investigation of robust stability depends mainly on the
structure of uncertainty. Generally, the higher level of relation
among coefficients means more complex robust stability
analysis and brings necessity of more sophisticated
techniques. Nevertheless, a graphical method based on
combination of the value set concept and the zero exclusion
condition [15] is unique from the viewpoint of its universal
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applicability. It can be applied for wide range of uncertainty
structures and it is usable also for various regions of stability
(so called robust D-stability). The detailed information on
robust stability analysis under parametric uncertainty can be
found in [15] and subsequently e.g. in [17], [18]. Finally, the
works [9] — [12] extended the idea of the value set concept
also to fractional order uncertain polynomials.

According to [15], the value set at given frequency we R
is:

p(jo,0)={p(jo,q):q< 0} (7N

Practical creation of the value sets can be done by substituting
s for we R, fixing we R and letting g range over Q.

The zero exclusion condition for Hurwitz stability of family
of continuous-time polynomials (6) is defined [15]: Suppose
invariant degree of polynomials in the family, pathwise
connected uncertainty bounding set O, continuous coefficient
functions p,(¢q) for £=0,1,2,...,n and at least one stable

member p(s,q°) . Then the family P is robustly stable if and
only if:

0¢ p(jw,0) Y®=0 (3)

Authors of the papers [9], [11], [12] construct the value sets
for the fractional order families of polynomials mainly on the
basis of fact that the fractional power of jw can be written as:

(jo)* = w”(cos%a+ jsin%aj )

and on the subsequent analysis of vertices and exposed edges.

Within this contribution, the value sets are plotted for
closed-loop characteristic quasi-polynomials of the feedback
control loop with the uncertain time-delay fractional order
plant and fixed integer order PID controller. Their visualization
is based on sampling the uncertain parameters and on
calculation of partial points of the value sets for an assumed
frequency range. Thanks to the applied sampling (brute-force)
method, the value sets of quasi-polynomials can be easily
computed and consequently the robust stability can be analyzed
with the assistance of standard zero exclusion condition.

IV. COMPUTATIONAL EXAMPLES

Suppose a fractional order time-delay plant given by
transfer function:

K e
G(s,K,T,0)=———¢ "
( ) Ts® +1

(10)
where K represents a gain, 7 is a time-constant, and © stands
for a time-delay term. Nominal values of the parameters
define the specific system:
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-10s
s +1

Gy(9) =15 (11

However, the parameters of really controlled systems are
assumed to be uncertain, i.e. they can lie within given
intervals. Their specific values will be stated successively in

(15)-(18).

The PID controller for nominal plant (11) was obtained by
using the FOMCON Toolbox for Matlab [19], [20] and its
routine “iopid tune”. More specifically, as shown in Fig. 1,
the Oustaloup filter based [21] approximation resulted in the
integer order model:

4.89523
14.6777s +1

G,(s)= -8.865455 (12)

which was then utilized in standard Cohen-Coon method for
PID controller design. The obtained compensator is:

0.0278868
s

C(s):Kp+£+de=0.50622l+ +1.489575 (13)
S

} Integer-order PID Tuning

— Fractional plant model

=10 x|

| 3

Approximate as IOustaIu:uup fitter

[
Of arder: I 10

Within s range: I [0.0001; 10000]

— Identification by integer order model

Moclel type: IFOF‘DT 'I [~ Plot results Iclerity |

Model parameters

45} J
4t B
3.5 B
]
c 3r 7
o
Q
8 2.5¢ 4
o
o
L 2 4
7]
1.5F — Original fractional-order model 1
----- Approximated integer-order model
1t B
0.5 B
O L L L
0 50 100 150 200
Time

Fig. 2 Step responses of original fractional-order model (11) and
approximated integer-order model (12) — visual comparison

The main object of interest, robust stability of the closed-
loop control system, will be tested through the family of
characteristic quasi-polynomials:

Pa(s.K.T,0)=(Ts"

+1)s+Ke G)X(dez+l(ps+l(i) (14)

where one of the plant (10) parameters K, 7, ©® can vary
according to (15)-(18) and where K,,, K; and K, are fixed PID
controller parameters taken from (13).

First, only the gain is supposed to lie within the interval
while time constant and time-delay term remain fixed, i.e.:

K | 489523 L | 686545 T | 146777
— Integer-order PID tuning
Method: ICu:uhen-Cu:uun *I CampLte | Take walues

I{PI 0505221 I{il 00275565 I{dl 148957

Fig. 1 GUI “iopid_tune” from the FOMCON Toolbox [19]

The graphical comparison of step responses of the original
fractional-order nominal model (11) and its integer-order
approximation (12) obtained with the assistance of the
FOMCON Toolbox is shown in Fig. 2.
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Fig. 3 Value sets for controller (13) and plant with (15)
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Fig. 4 Value sets for controller (13) and plant with (15) — closer look

The value sets for the corresponding family of closed-loop
characteristic quasi-polynomials consist of straight lines. The
Fig. 3 shows these value sets for the range of frequencies from
0 to 3 with the step 0.005. At each frequency, K is sampled
within given interval with the step 0.01 (that means each line
consists of 101 points). Then, the better view of the situation
near the origin of the complex plane is provided by closer
look in Fig. 4. Obviously, the zero point is not included in the
value sets. Consequently, because the family contains at least
one stable member and the zero is excluded, the family (14)
with parameters (15) is robustly stable, so the closed-loop
control system is robustly stable.

Now, the gain is the only uncertain parameter again, but the
assumed bounds are a bit wider:

K =(4,6); T=10; ©=10 (16)
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Fig. 5 Value sets for controller (13) and plant with (16)
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The Fig. 5 depicts the value sets for the new interval under
the same conditions as in the previous case. The zoomed
version is shown in Fig. 6. As can be seen, the origin of the
complex plane is included in the value sets and thus the
feedback loop with plant parameters (16) is robustly unstable.

Next, the time constant is the uncertain parameter while the
gain and time-delay term are fixed:

K=5 T=(9,11); ©=10 (17)
80
60 ;ﬁ"‘""\
e %"-;.‘4-__
40+ P -‘.%"‘*
) ——— g. .
3 20 == &
> =
s O e ‘
£ —_— .
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W
-40f i
W
0% 100 80 60 40 20 0 20
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Fig. 7 Value sets for controller (13) and plant with (17)

The relevant value sets can be seen in Fig. 7 and the
zoomed view in Fig. 8. The frequency range is @ = 0:0.005:3
and the time constant is sampled 7' =9:0.05:11. The complex
plane origin is excluded from the value sets, the family

contains at least one stable member and thus the family is
robustly stable.



Latest Trends on Systems - Volume Il

03

02

I

0.15

=]

Imaginary Axis
P Y I "””

-0.15

-0.1

0.1

-0.05 0 0.05 0.15

Real Axis

-025 0.2 02

Fig. 8 Value sets for controller (13) and plant with (17) — closer look

Analogically, robustly unstable case can be easily found by
taking wider bounds for uncertain time constant.
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Fig. 9 Value sets for controller (13) and plant with (18)

03 ]

Imaginary Axis

erw ST

0.1

I I I
1 005 0.05 0.15

Real Axis

~ . I I
O'—%.S 025 02 015 -0 0 02

Fig. 10 Value sets for controller (13) and plant with (18) — closer
look
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Finally, time-delay term is considered as the uncertain one:

K=5 T=10; ©=(9,11) (18)

The full and zoomed versions of the corresponding value
sets for @=0:0.005:3 and ®=9:0.01:11 are in Figs. 9 and
10, respectively. The zero point is excluded from the value
sets, the family has a stable member and so it is robustly
stable.

V. CONCLUSION

The paper has been focused on application of very universal
graphical approach, based on plotting the value sets of quasi-
polynomials and use of the zero exclusion condition, to robust
stability analysis for feedback control loops with fractional
order time-delay plants and integer order PID controllers. The
illustrative examples present the typical shapes of the value
sets for the cases of uncertain gain, uncertain time constant
and uncertain time-delay term. The future research should deal
with the issue in more detail and verify e.g. the cases with
more uncertain parameters together.
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Abstract— The paper presents the parameter identification of a
house heating system using a sensor network based on 1-wire
protocol and the Raspberry Pi (RPi) computer. 46 sensors capture
measurement data such as temperature, humidity, wind speed and
fuel consumption using the 1-wire protocol. A fine-grained
displacement of sensors throughout the house provides high
measurement resolution. A high number of system inputs and outputs
favors using a subspace identification algorithm. The identified
model can be used to assess the effectiveness of heating system. To
minimize computational burden, sensors delivering the greatest
amount of information are chosen. All identification experiments
have been carried out in a 270 m?, 680 m® detached uninhabited
house, in a period of 30 days.

Keywords— state space models, subspace methods, identification
algorithms, parameter estimation.

1. INTRODUCTION

he aim of this paper is searching for energy saving

solutions through using a family house heating model

obtained via subspace identification. Recently, a profound
research effort has been made on identification of buildings
condition for the energy saving purposes [1]. A comprehensive
results of subspace identification approach are presented in
this paper. A high number of inputs and outputs results in a
high complexity of the house heating model. Many works
present the identification of selected parts of the heating
system of building or the entire building by analyzing the
individual parts [10], [1]. This paper proposes a new
comprehensive approach to the identification using house
heating model based on the real measurement data and
subspace methods [3]. The house as a whole is treated as a
black box and all measurements are acquired from a set of
sensors [14], [18]. One possible approach to house heating
model identification is to use a 2D model in which in one
dimension the information is propagated from day to day and
in the other along the day. Repetitive processes are a class of
2D systems in which information in the temporal domain is of
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finite duration [12]. Each execution is known as a pass (a day)
and its duration as the pass length [4]. Design the house
heating system requires a process model and this paper is
addressed to the problem of its identification from the input-
output data.

Identification of linear repetitive process dynamics is still a
challenging problem in the system identification, and [5], [6],
and [8] give the only published results. The approach proposed
there is based on using an extended input sequence composed
of the current pass input and the previous pass output, and the
output sequence composed of the current pass output to
determine the order of linear repetitive process, its unknown
state-space model matrices and the noise covariance matrices
[16], [17]. As such identification procedure uses the input
output data from two successive passes, it can be restarted
consecutively starting from the first pass data and boundary
conditions. Therefore, it can be very useful for the
identification of time invariant dynamics [2], [7], [21].

The need for fuel-saving results for consumption of natural
fuels results both from the environmental and economic
reasons. The need to optimize energy consumption, among
others, arises from the growing number of buildings (up to 5 %
a year in the EU countries). The energy consumption
optimization leads to minimization of home maintenance costs.
The proposed new approach to building house heating model
is based on subspace identification methods. In the overall
energy consumption of a residential building, about 50% is
used for space heating, and about 19% for hot water heating,
the remainder is associated with the use of household
equipment. The annual cost of heating is from 30% to 50% of
the overall cost of house maintaining. Therefore, the energy
consumption reducing for heating residential buildings is
important and affects all societies [19].

The house heating system consists of three main elements - a
heat source, network pipes, and a heat receiver. To describe
house heating system, the following classification features are
to be specified:

1) Heat source type.

2) Heat source location.

3) Fuel type.

4) Heating medium type.

5) Heat dissipation method.
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The domestic generation of hot water can be made using
installation with or without the heat exchanger. The
disadvantage of the first solution is the limited instantaneous
maximum flow of hot water, while the other requires
maintaining the stored heat energy. This highlights the
diversity of simple heating systems in conjunction with
different shapes of buildings [1]. The problem of heating is
very extensive and therefore it is restricted here to the dwelling
house with a central source of heat and a domestic hot water
preparation system. An example of house heating system
considered in this paper is shown in Fig. 1.

= RASPBERRY PI COMPUTER
—— i —
( 1l

HEAT

EXCHANGE!

I

U

UNDER-FLOOR HEATING
Y
/4

Fig. 1. Central heating with hot water buffer installation.

Automatic
Wood

Pellet Boiler
RASPBERRY PI COMPUTER

The physical description of house heating system takes into

account the following parameters:

1) Thermal resistance.

2) Heat transfer coefficients of different elements of the
house.

3) Heat loss coefficients.

4) Heat transfer coefficients by thermal bridges.

5) Heat demand of the rooms.

6) Heating energy consumption.

7) Outdoor temperature.

The heat exchanger, which is a hot water buffer, can be

characterized by the following parameters:

1) The rate of unit demand for hot water.

2) The number of recipients and the coefficient of
simultaneity use.

3) The required intake water temperature.

The house heat exchanger specification is chosen on the basis

of the most adverse weather conditions and the maximum

water consumption for a given number of inhabitants [20].

The structure of the paper is as follows: In Section II, the

metering building using 1-wire protocol is introduced,

description of the test building is given in Section III. In

section IV and section V deterministic model of a discrete

linear repetitive process is introduced, the identification

problem is formulated and its solution based on subspace

algorithms is presented. Section VI deals with the stochastic

identification problem.

Identification results are shown in Section VII. Finally,

conclusions are given in section VIII.
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II. METERING BUILDING USING 1-WIRE PROTOCOL

The considered dwelling house is inhabited. Hence, this test
site allows parameter identification of building heating system
using subspace methods in open loop.

R

Fig. 2. Experimental building area.

The heat receiver is a dual-circuit system with the reception
radiator plugged to the underfloor heating system.
Simple control systems provide low effectiveness because they
lack cost effectiveness and energy consumption optimization.
The main elements of the proposed control system are three
Raspberry Pi (RPi) computers, which have the advantage of
small size, low cost and low power consumption, and the
GPIO module which allow to gather data from all sensors
deployed in the house. For the temperature and humidity
measuring, DS18B20 temperature sensors and DHTI1
humidity sensor are selected. The DHT11 humidity sensor
allows the moisture measurement in the ranges of 10% — 40%
and 20% — 90% with the accuracy of +1%.
The weather transmitter WS2800 measures the outside
temperature and it also allows to record:
1) Wind speed ranged from 0 to 35 m/s and from 0 to 60 m/s
with the accuracy of 3%.
2) Wind direction ranged from 0 to 360 with the accuracy of
3%.
3) Relative humidity
accuracy of 3%.
4) Atmospheric pressure in the range from 600 hPa to 1100
hPa.
5) Intensity of precipitation and distinguishing the rain and
the hail.
The full functionality of the described system is not only
limited to collecting measurements. Due to the built-in GPIO
module of the RPi computer, it is also possible to configure it
with the SRD-05VDC-SL-C Power Relay Modules to control
the system. The control system allows to control actuators
using GPIO RPi ports. Fig. 3 presents the thermal drive whose
action causes RPi computer algorithm to control the valve to
save energy.

ranged from 0 to 100% with the
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Fig. 3. Thermal driver allowing to control the valve via RPi
computer.

RPis are interconnected through network adapters, which
allows to monitor the RPis status. A radio card allows to view,
monitor and program RPis from devices equipped with Wi-Fi
cards. The RPi collects data from temperature sensors,
humidity sensors and the weather station WS2800 using the
GPIO module and shielded twisted cable. Having the
communication protocol used in a given device, the
interpretation of the results can be made after receiving all
packages. In total, a set of three RPi computers, with GPIO
interface and 1-Wire Dallas Semiconductor protocol,
connected to 32 temperature DS18B20 sensors and 9 DHT11
humidity sensors are employed during the measuring
experiments. Fig. 4 shows the patch panel which organizes all
connections for controlling devices and all sensors placed in
the house.

Fig. 4. Patch panel organizing connection of Raspberry Pi computers
to sensors.

This configuration allows the input and output temperature
measurement of the radiator, boiler and heat exchanger as well
as the temperature in different rooms of the building. The
measurement system also includes software archiving input
and output measurements for the purpose of subspace
identification. This software has been developed in PHP, and
it provides the tools to easily create data in the form of a
website. The program runs in a web browser enabling remote
access to measurement data. For the purpose of
communication via the RS485 port, the YUKO converter was
used. This is an industrial solution, and it allows the choice of
low data transmission rate for communication over a distance
up to 5 km. Received packets with additional information
describing the server status are stored as text files in the form
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of logs. This enables verification of the communication
correctness. The main archiving is done using the MySQL
database. The measurement ranges of physical values received
by the server are determined by manufacturing specifications
of measuring devices and stored in the respective tables along
with the so-called time stamp. The server allows local
instantaneous and historical visualization of measuring data in
the form of graphs and text files conversion.

III. DESCRIPTION OF THE TEST BUILDING

We distinguish among three types of single-family houses:
detached, semi-detached, terraced. The detached house heat
losses are greater than those of terraced ones. The test building
includes a basement which better insulates heat from the
ground. Heating water distribution lines are routed in floors
and radiators circulation. Diversity of design features of the
building determines its dynamic properties as an identification
object. These, in turn, can be determined by examining the
mutual relationship between the measured signals. Some of
these relationships may prove to be irrelevant, what determines
the later choice of a control systems structure.

The test building is a detached house consisting of two
apartments with a total area of 270 square meters. It consists of
18 heated rooms and a stairwell. The cubic heated space
equals to 630m’. The building was designed as a detached
bungalow with a usable floor space attic, entirely cellared with
not heated garage located in the cellar part. The building has a
single-layered exterior walls made of Porotherm ceramic
blocks and 12cm thick styrofoam insulation layer. On the
outside, the walls are covered with mesh and glue and a
decorative plaster, while on the inside with a mineral plaster.
The wall heat transfer coefficient lambda is less than 0.25
W/m’K. The floors of the building are made of prestressed
concrete panels. The roof is covered with ceramic tiles,
insulated with 20cm and 5cm thick mineral wool layer. The
insulation layer is protected from the inside by a vapor barrier
film, and by a highly permeable foil on the outside. The
building has 24 plastic windows, two patio doors, eight roof
windows, and one garage gate. The windows heat transfer
coefficient lambda is 1.1 W/m’K. The ventilation used in the
building is natural one and it consists of five channels. In the
basement of the house, there is a boiler room in which a
central source of heat was placed. It is the solid fuel 25 kW
Brass boiler. The house is heated by a floor-mixed installation
of radiators. For the water stream distribution, a mixing valve
connected to underfloor heating, radiators and water heating is
employed. Each of the radiators is equipped with a
thermoregulation valve. The water is distributed via a
switchboard system (3 sections) and the forced circulation
pump. Heating cables are made using the PEX Wavin
technology. The system pressure is 0.9MPa. The boiler is
equipped with a hot water storage tank of 3001 capacity. The
building meets the criteria of representativeness associated
with the widespread use of technical solutions. The
approximate values of heat transfer coefficient for the tested
building are given in Table 1.
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Table 1. The approximate values of heat transfer coefficient.

Heat transfer Area
No Bulkhead coefficient (m?)
(kW/m* K)

1 Walls 0.22 233
2 Roof 0.27 203
3 Floors 0.68 180
4 Doors 2.01 3.6
5 Windows 1.1 35

A proper design of house heating control system can increase
the overall heating system efficiency. The test building was not
inhabited during the period of study. The ways of controlling
the boiler and an accurate predictability of the noise
variability, which are external weather conditions, were
limited. Major weather changes during the observation gave a
large variety of object excitations. The difficulty in the test
was a correct choice of the sampling period of measured
continuous signals. The measuring tests included 30 days in
the heating season, whereas the next 10 days were reserved
only for the efficiency verification of the proposed
identification system. The effect of external conditions
changes on the thermal state of the building and the
performance of heating system were studied. For the
experiment, the measuring data were collected at wide
variations of weather conditions and constant values of
selected heating system parameters such as pump flow, and
required temperatures. The outdoor temperature measurement
was performed at three points: on the western, southern and
eastern side of the house, and the measured values were
averaged. Fig. 5 shows the registered temperature, humidity
and wind speed. The boiler water temperature and
temperatures of individual radiators and floor heating inputs
were also measured for the purpose of identification. The
output signal is the amount of fuel consumed within 30
minutes. The effectiveness of the heating system is evaluated
due to observation of the ZM H8C-C3-500k ZEMIC
extensometer that monitors the boiler fuel consumption. The
input signals for identification are temperatures, humidity, and
wind force, and the output signal is the amount of consumed
fuel. In the context of measuring experiments co-financed by
the EU within 30 days of the heating season, more than 2 GB
of data were collected. In addition, for comparison a set of
weather data gathered by the Wroclaw weather station in the
years 2006 - 2012, and the year 2012 weather data registered
in Szczecin and Zakopane were collected. This allows the
reliable identification of the building model and the following
simulation studies using registered excitations. In the course of
the simulation studies, the model can be stimulated by input
signals without any geographical limitations.

IV. DETERMINISTIC DISCRETE REPETITIVE PROCESSES

Consider the state-space model [17] of a discrete linear
repetitive process of the following form:

X1 (P +1) = A1 (P) + Bo Yk (P) + Buk1(p) (1

Yi+1(P) = Cxe41(P) + Do Y (p) + DUk 11(p) (2)
where:
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0<p<a-leZ,— the
variable,
k € Z, — the current pass number,

independent spatial or temporal

Xc(p) € R" - the state vector,,
Yk(p) € R - the pass profile (output) vector,

ux(p) € R™— the input vector,
A,B,By,C,D,D;— matrices of appropriate dimensions.

To complete process description, it is necessary to specify the
boundary conditions [9]:

Xk+1(0) = dk+1

Yo(p)= f(P) (3)
where dy.; € R" is a vector with known constant entries and
f(p)eR 4)
Define the following input Hankel Block matrix [9]:
Uk+1(0) U1 (j —1)
Yk (0) Yk(j =D
Uk1(i = 1) U1 (i + ] —2)
k(i = 1) Ye(i+j-2)
def Uk+1(i) Llk-¢—1(i + ] _1)
Ugpi1 = . o
Yk (1) Y@+ ]-1)
U1 (j+1) Ui (i + )
Yi(i+1) Yi(i+ )
Uk+1(2i = 1) Uk+1(2i + ] —2)
| Yk(2i=1) Ye(i+]=2) |
dj Uogji-i dif Up 5)
Uipi-i Uy
def U0|i def U B
Uppisi = | —— | =] — (6)
ot |:Ui+l|2i—l:| l:U}
Define also the output block matrix Yypi_i:
Yi+1(0) Yi+1() =1)
def yk+1 (I _1) yk+1 (I + J _2)
Yopi-1 =|  Yi+1(i) Vs (i+j=1)
Vi1 (i +1) Vi (i + 1)
_yk+1(2i - .. YKH(Zi + J _2)_
_ Yoji-1 _ ﬁ %
Yij2i-1 Yi
def Yo Y*
li p
Yopi-1 = == (3)
Yi+1|2i—1 Yf

The number of block rows I
maximum order of the LRP [11].

should be larger than the
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Define block Hankel matrices W, and W consisting of

Yp,Up and Yy ,Uj, respectively:

def| U i1 Up
0fi—1 |:Y0|i—1 Yp p ( )
U+
wg:{ p} (10)
\
The state-sequence matrix X; is defined as:
def _ o
X; :[Xk+l(|) e Xy (4] —1)] (11)

Define the extended observability matrix /5 and the reversed
extended controllability matrix A;

C
CA
def
I =| CA? (12)
|[CA™! |
defr .
4 = |[A7[BBy].. AIBBY][B By]] (13)

Assume also that the pair {A,C} is observable and the pair
{A,[B By]} is controllable [9]. Finally, define the lower block

triangular Toeplitz matrix H;

[D Do] 0 . 0
| C[BB] [D Do] v 0
H, =|CABB,] C[BB] v 0 (14)

|CA?[BBy] CA’[BBy] [D Dol

The block Hankel matrices (5) — (10) along with the extended
observability matrix (12), the reversed extended controllability
matrix (13) and the lower block triangular Toeplitz matrix play
an important role in the development of subspace
identification methods [7].

V. IDENTIFICATION PROBLEM
Given o measurements of the input uy.;(p)and the outputs
Yk(p) and Yk.1(p) generated by the LRP (1) — (2) determine

its order and the LRP matrices A,B,By,C,D,Dy up to within a
similarity transformation.

Following Theorem 1 [15], the state-space model (1) — (2) can
be written in a matrix form
Yf =Fin +HiUf,
Xt =AXp+4U,,

(15)
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The LRP system matrices can be computed using Algorithm1
or Algorithm 2 of Van Overschee and De Moor [15], assuming
actual pass input and previous pass output as model input [7].

VI. STOCHASTIC DISCRETE REPETITIVE PROCESSES

Consider the state-space model of a discrete linear repetitive
process of the following form

X11(P+1) = A 41(P) + BoYr (P) + BUrs1(P) + Wes1(p)  (16)

yH—l( p) = CXH—]( p)+ D0yr(p)+ Dur+1(p)+vr+l(p) (17)
Where the covariance matrix of the zero mean white vector
sequences W 1(P) and Vi, (p) is

W1 (K) [ g T _ Q S
E{m (k)}[wrﬂ(q) m(q)]} - {ST R}sfq (18)

and g denotes the discrete Kronecker delta.
The identification problem is: given oK measurements of the
input Ur,(p) and the outputs y;(p) and Y,,1(p) generated

by (29) — (30) determine the order of this process and the
matrices A B, By,C,D and D, up to a similarity transformation,
and the covariance matrices Q,Sand R

We assume that U;,(p) and Y, (p) are uncorrelated with

Wr1(P) and Vr(Pp), Ur(P) and yr(p) are persistently
exciting of order 2i, j—o0, and W, (p) and V;4(p) are
not identically zero.

Based on Theorem 12 [15], the combined Algorithm 1 or its

robust version can be applied to determine the process order
and the unknown matrices A B,By,C,D,Dy,Q,S R The

combined Algorithm 1 consists of the following steps [13]:
1) Calculate the oblique projection
G =Yi/u, W,

2) Calculate the singular value decomposition

(19)

0 T
WOW, = [Uluz]ﬁj 0}{&} =U;SV/' (20)
)

3) Find the order of the process (16) — (17) by the inspection
of the singular values in §.
4) CalculateI; from
L =W'U,S"°T 1)
5) Solve the following set of linear equations in a least
squares sense for A/.C and K

L - A
IiLiZin :|: :|Filzi +KU +|:pw:| 22)
Yiji c Py
where Z; and Z;,; are the orthogonal projections:
z =y, | (23)
i = TIf U ;
+
Zi=Yi/ Wo (24)
Ut
6) Determine B,By,D, and Dy from the following over-

determined set of equations using least squares method
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Kip
Kyji D D
TN 0 25)
Ko B B
| Kai |
where
[ = M — A Mi2 = Agici Mz — Ay |
Az M2 Mi_1 = Ay 0
N M A0 0 0
Ay - —Aji-1 — Ay
=2 =3 = Aaji 0
= Aaji 0
— Do 0 0 o |
1 0 (26)
X
O
with
A [ ) A R I
2| Ao m A i 27)
C Ao Ao o Ay
M=L'=[M; M, Mioi] (28)
K K e Ko
K = | 12 1ji (29)
Koy Ky oo Ky
7) Determine Q,Sand R from the residuals p,, and py
Q S Pwi 1t T
-E 30
|:ST R Py [pw Pv ] (30)

VII. IDENTIFICATION RESULTS

The modified subspace identification algorithm has been
applied to collected input-output data. The subsequent one-day
data have provided the information to build the house heating
model. The following input and output signals have been
accepted: the house inside temperature, the outdoor
temperature as the inputs, and the fuel consumption as the
output. Fig. 5 shows the outside temperature, humidity,
pressure, and wind force during carrying out the experiments,
while Fig. 6 shows the change of inside temperature with
changing weather conditions.
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Fig. 5. Sensors values of western temperature, southern temperature,
eastern temperature, humidity, and wind force.
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Fig. 6. Change of inside temperature; fuel burn rate [dag/h]

To identify repetitive process model, it is assumed that each
pass corresponds to data acquired in 24 hours, and subsequent
24 hours data have been merged. The data are sampled every
30 minutes, hence one pass contains 48 samples. Fig. 7 shows
comparison of the second order model response with the actual
data. In this case, fitting model response to the actual data
achieves 41%. Increasing the order of estimated model to 4,
results in the fitting level of 91.61% — Fig. 8.
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Fig. 7. System fuel burn rate and the second order model response.
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Fig. 8. System fuel burn rate and the fourth order model response.

Correlation function of residuals. Output y1
T T

o
5
S

g

lag

Cross corr. function between inputut and residuals from outputy1
T

0.03 : : : T T T
0.02f b
0.01f b
| ) t
0 °6488 [
]I ]
-0.02F b
00% 20 75 S0 s 0 5 10 75 2 25

lag

Fig. 9. Correlation function and cross correlation function of the
model residuals.

In Fig. 9, the upper plot shows the autocorrelation function
of fuel burn rate residuals. The horizontal solid lines

correspond to the 95% confidence interval of the

corresponding estimates. Any fluctuations within the

confidence interval are considered to be insignificant.
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Subspace identification approach results in a reliable model as
the residual autocorrelation function within the confidence
interval indicates that the residuals are uncorrelated.

The bottom plot presents the cross-correlation of the residuals
with the input. The obtained model residuals are uncorrelated
with system inputs.

VIII. CONCLUSIONS

In the paper, the use of 1-wire protocol and Raspberry Pi
computers as a useful technology to collect data for the house
parameter heating model is proposed and tested.

1-wire protocol by Dallas Semiconductor allows a low-cost
data collection from hundreds of sensors measuring
temperature, humidity, atmospheric pressure located in the
house for a long period of time.

The identification experiments are performed on the basis of
real measurement input-output data. To identify the repetitive
process model, the modified subspace identification method, in
which the actual pass input and the previous pass output are
employed as model input, is applied.
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Multivariable Control of Unstable Systems —
A Matrix Equation Approach

Roman Prokop and Jifi Korbel

Abstract—The contribution is focused on control design and
simulation of MIMO linear continuous-time systems. Suitable and
efficient tools for description and derivation are algebraic notions as
rings, polynomial matrices, and Diophantine equations. Generalized
MIMO PI controller design is studied for stable and unstable
systems. Unified approach through matrix Diophantine equation can
be applied in both cases. All stabilizing feedback controllers are
obtained via solutions of a matrix Diophantine equation. The
methodology allows defining a scalar parameter for tuning and
influencing of controller parameters. A Matlab, Simulink program
implementation was developed for simulation and verification of the
studied approach. Illustrative examples show the simplicity and
flexibility of the proposed method for a simple two input—two output
system.

Keywords—Algebraic  approach,  Diophantine
Multivariable systems, Polynomial matrices.

equations,

HE analysis and control of multi input-multi output

(MIMO) systems is a very attractive and interesting
research field. Methods and tools of SISO systems cannot be
simply and trivially generalized into multivariable cases. The
main problem relates to the non-commutativity of the matrix
multiplication. However, algebraic notions and tools can be
successfully utilized also in the non-commutative case. The
main tool for continuous- time systems is the Laplace
transform and briefly speaking, multivariable linear
continuous- time systems are described and expressed by a set
of linear differential equations. So, scalar polynomials
describing single input — output linear systems are replaced by
polynomial matrices. Algebraic notions and modules remain a
suitable and effective tool for analysis and control design of
MIMO systems. Transfer functions as a ratio of two
polynomials are in MIMO cases considered as matrix fractions
and due to non-commutativity of the matrix multiplication the
denominator can be left or right. Also, a scalar Diophantine
equation is generalized into a matrix one. The contribution is
scheduled as follows. The basic notions are mentioned in
section 11, section 111 outlines and summarized control design.

INTRODUCTION
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Some first order examples and analysis is presented in section
IV. The proposed methodology brings one or several scalar
which can tune and influence the control behavior in an easy
way.

Polynomial matrices are called | x m matrices where all
elements of matrices are polynomials in an indeterminate s.
This indeterminate can be considered in linear systems as the
Laplace operator and the set of polynomial matrices is Ryy(s).
If | = m, then the set of polynomial matrices constitutes a no
commutative ring. A unit in this ring (an inverse element exists
in the ring) is a matrix with real nonzero determinant and all
units are called unimodular. Generally, | = m set R,(s) is no
more a ring. If A = BC then B is a left divisor of A and A is a
right multiple of B, while C is a right divisor of A and A is a
left multiple of C. Similarly, greatest common left and right
divisors are introduced. Two matrices A, B are left (right
equivalent, if A = U; B (A = B U,) with unimodular Uy, U..
When A = U; B U, then A, B are simply called equivalent.
Matrices with the same number of columns are left coprime if
their all left divisors are unimodular matrices and matrices
with the same number of raw are right coprime if their all right
divisors are unimodular ones.

The known extended (scalar) Euclidean algorithm for can be
generalized in multivariable cases. A left greatest common
divisor G(s) can be calculated for A, B with the same number
of raw by

MATRICES AND SYSTEM DESCRIPTION

A(s)F (s) +B(s)Q,(s) = G,(s), )
A(S)R,(s) +B(s)S,(s) =0,

Moreover, L = AR; = - BS; is the least common right
multiple of A, B. A right greatest common divisor G(s) can be
calculated for A, B with the same number of columns by

R (S)A(S) +Q, (8)B(s) = G, (s), @
R, (S)A(s) +5,(s)B(s) =0,

Also, L = R,A = - S,B is the left common multiple of A, B.
Relations (1), (2) are the basic algebraic notions for
Diophantine equations, see e.g. [1], [3], [10].

A linear continuous-time multivariable (MIMO) system is
described by a set of linear differential equations and then it
can be easily expressed by the Laplace transform technique in
the form
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A(S)Y (s) = B(s)U (s), @)
where  A(s),B(s) are polynomial matrices. The matrix
function can be then expressed by the left or right matrix
fraction
G(s) = A(s) 'B(s) = Br () Ac(s) ™ (4)
Note, that both matrices A(s), B(s) are squared but not
necessarily of the same dimension. In the case of systems with
| inputs and m outputs, the left denominator A has dimension
Ixl, while the right denominator Ag(s) has the dimension mxm.
However, both matrices are associates and the characteristic
polynomial following from the state-space description is also
associates. It means that all roots of the mentioned
polynomials are same. It means
det A(s) ~ det A, (s) ~ det(sl —F) (5)
where F is the squared system matrix. With relation (3) the
notion of stability is closely connected. A linear system is
asymptotic (internal stable), if all determinants in (3) are

stable, for continuous-time systems it means that all roots lie in
the open left half of the complex plane.

I11. CONTROL DESIGN
A basic feedback control system is depicted in Fig. 1.

e

Fig. 1 one degree of freedom (1DOF) control system

v

Input signals of the feedback system in Fig. 1 is a reference
(set point) signal w = F,'(s) Gu(s) and a load disturbance
signal d = F,,*(s) Gu(s) defined by their matrix left matrix
fractions. All stabilizing controllers for the 1DOF feedback
system in Fig. 1 are given by any solution of matrix
Diophantine equation
A(S)F: (8) + B(s)Qr (S) = M(s), (6)
where P(s)Q(s) = Qr(s) Pr(s) is a left and right matrix
fraction of the controller C and A™(s)B(s) = Br(s)Ar(s) is a
left and right matrix fraction of the controlled plant. More
details ca be found e.g. in [1], [5], [8], [10], [11].

However, for asymptotic tracking and disturbance rejection
must be fulfilled further conditions. Briefly speaking,
denominator of the controller must divisible by the
denominators of input signals. It is a reason for a pre-
compensator F in Fig. 2 which represents the conditions of
divisibility. In the case of asymptotic tracking only, it is F=F,,.
In the case of simultaneous asymptotic tracking and
disturbance rejection and attenuation F=F,F,F,. The basic
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stability and asymptotic tracking in the sense of Fig. 2 is then
the controller Qg(s) Pr™(s) given by the solution of matrix
Diophantine equation

A(S)F(8)F: (s) + B(s)Q: (8) = M(s), @)

where M(s) is a stable polynomial matrix with prescribed poles
of its determinant. Resulting matrices Pg, Qg represent the
P(s) ' Q(s) = Qe ()P ()"

right matrix fraction
d= Fd'lGd
1 u |$ » AL
4,?_, P7Q A'B

Fig. 2 feedback 1DOFcontrol system with pre-compensator

(@)

F-l

The control law is then governed by the equation

P(s)"F(s)U(s) = Q(S)W () - Y (s)), 9)
which can be easily rewritten into differential equations. Now,
it is necessary to propose the method for solution of matrix
equation (2). For simpler cases, the solution can be found by
means of elementary column operation, according to the
scheme

AF|B M |0

elementary column
110 operations 4 R |4 (10)
0|l Q|Z,

Elementary column operations (10) may always be lead in
the way that the polynomial matrix Pr(s) remains as unit
matrix and the conversion (8) is trivial and also a unit one.
Then no inversion in (9) is necessary and the realization of the
control law is very simple. In more complex cases, the
standard techniques based on Euclidean algorithms can be
used, see [2], [7], [10]. Polynomial toolbox [12] also provides
a user friendly Matlab program for the solution of matrix
polynomial equations.

V.

Ilustrative examples 1 - 3 in this contribution are first order
stable, unstable and integrating ones two input — two output
(TITO) systems are represented by the matrix equation

A ben I v}

The stabilization matrix Diophantine equation (7) takes the
form

ILLUSTRATIVE EXAMPLES

Y,(s)
Y, (9)

b b
b, b,

U,(s)
U,(s)

S+a
8

aZ
s+a,

11)
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A r I R
3, s+a,)\0 s)\p, mz b, b, 12)
(qlSJrq0 q53+q4]:[(s+m0) 0 J
0;5+Q0, 0;5+0s 0 (s+m0)2

Example 1: Let a TITO linear continuous-time system be
expressed by the Laplace transform technique in the form

Y1 )+ ZY1 (t)+ 0-8y2 )= 5U1 (t)+ 6U2 (t) 13
y, '(t) +1.5y,(t) + 0.6y, (t) = 2u, (t) +3u,(t) (13)

The Laplace transform of equations (6) gives matrices A, B

owofs )

The system described in (14) is evidently stable because
det A = s> + 2.6s + 0.72 is a stable polynomial. Then the
scheme (10) can be applied and the result is in the form of
generalized PI controller:

0.8
s+0.6

56
2 3

S+2

0.6 (14)

A(s) :£

u =qge +0q,/e(r)dr+q.e, +q,/e,(r)dr

(15)
U, =0,6 +0,[e(r)dr +g,e, +q,[e,(r)dr

where controller parameters were obtained by elementary
column operations according scheme (5) in the form:

g, =2m,-0.8 Qs =—4m, +2.2

Qo = mg q, = _2m§
4 1 10 5.9

q3:—§m0+§ 07 ?mo_? (16)
2 5

q2=—§m§ QG:§m§

In (9) g; are naturally tracking errors and my>0 is a tuning
parameter influencing control behavior.

Example 2: Let an unstable TITO linear continuous-time
system can be expressed by differential equations

Y1 )+ Y1 O+ Y, = U, 0+ 0.5U2 ®

A7)
Y, '(t)+ 0.5y, (t) + 2y, (t) = 0.8u, (t) + 2u,(t)
and the matrix expression has the form
(s+1 1 ][YI(S)J =£ 1 O.SJ[Ul(s)] (18)
2 s+0.5)1Y,(s) 0.8 2 JlU,(s)

Matrix equation (10) gives the controller matrices P, Qr

o D
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G;S+0,
0;5+0,

OsS+0Q,

(19)
G7S +0s
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where parameters are

G, =2.5m,—0.65 g, =-0.6m,—1.1
g, =1.25m; q, =-0.3m 20)
g, =—-m,—0.75 g, =1.25m, +0.19

g, =-0.5m; g, = 0.625m?

The form of the control law (15) is again a generalized Pl
controller.

Example 3: Let an integrating (also unstable) TITO linear
continuous-time system can be expressed by differential
equations

Y1 I(t) +Y, (t) = ul(t) + 0.5U2 (t)

(21)
y, '(t) +0.5y, (t) = 0.6u, (t) +1.5u, (t)

Determinant of A(s) = s> — 0.5 is evidently an unstable one.
The controller is derived in a similar way but at the right hand
side of (12) is the stable matrix M(s) in the form

0
(s+m,)?

(s+m,)?

0 (22)

M(s):( ] m,m, >0

The reason of different m; is the possibility of different
dynamics in both controlled outputs. The control law is again
in the form of (15) with the following set of parameters g;:

g, =25m +021 g, =—0.83m,—1.25

g, =1.25m; q, =-0.42m; 23)
g, =-m, —0.42 ¢, =0.5+1.67m,
q, =-0.5m/ g, = 0.83m;

Example 4: A controlled system is a two input — single output
(TISO) system described by the differential equation
y, (t)—0.5y, (t) =0.5u, (t) +1.2u, (t) (24)

System (24) is evidently an unstable one. The initial and
final state of the scheme of stabilizing equation (7) is

s°-0.5s/05 1.2) (s*+2m,+m?[05 1.2

1 00 1 00
0 10 (4m, +1s 10
0 01 0.833m,? 01

and the control law takes the form of two equations which can
be also considered as a generalized PI controller

ul(t) = (4mo +1)e1(t)

(25)
u,(t) =0.833m,’[e (r)dr
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An important remark is that there exist an infinite number of
feasible stabilizing controllers. It depends how to choose
elementary column operations in reduction (10). Control law
(25) represents proportional controller in uy(t) and an
integrating one in uy(t) loop. Also [12] gives a different

solution.

V. SIMULATION RESULTS

Matlab and Simulink offer a suitable environment for
modeling and simulation of dynamic systems. The Simulink
scheme for two input — two output unstable system (7) with

controller (10) is depicted in Fig. 3.

Step!

Fig. 3 simulink scheme of feedback unstable system

Control responses of stable TITO system (Example 1) for
tuning parameter my=1.5 and my=3 are shown in Fig. 4. The
control responses of the unstable TITO system (example 2) for
tuning parameter my=1.5 and my=3 are shown in Fig. 5.

Examples 1 and 2 illustrate that tuning parameter my > 0
influences the dynamical behavior of the controlled variable in
the stable as well as in the unstable case. The parameter my >0
represents a multiple pole of the feedback characteristic

polynomial.
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Fig. 4 control responses for mg=1.5 and my=3 (Example 1)
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Fig. 5 control responses for my=1.5 and my=3 (Example 2)
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Fig. 6 control responses (Example 3) of integrating system for tuning
parameters m; = 1, m, = 1.
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Fig. 7 control responses (Example 3) of integrating system for tuning
parametersm; =1, m, = 1.
In some cases, it can be useful every controlled variable

influence in different dynamics. It is easily obtained by a
different choice of poles in feedback loops. The situation is

441



Latest Trends on Systems - Volume Il

shown in Fig. 6 and Fig. 7 for TITO integrating system. While
the response in Fig. 6 is for m; = m, = 1, the responses in Fig.
7 are for the choice m; = 1.5, m, = 2. Fig. 8 and Fig. 9
illustrate control responses of the two input — single output
system solved in Example 4. Tuning parameter my > 0 again
influences the control behavior and dynamics.
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Fig. 8 control responses (Example 4) of TISO system for tuning

parameters my=0.5.
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Fig. 9 control responses (Example 4) of TISO system for tuning
parameters my=1.

VI. CONCLUSION

The paper deals with multivariable control of simple
continuous-time linear systems. The controller design is
performed through a solution of the matrix Diophantine
equation. This approach enables to define one or a couple
scalar tuning parameters for influencing of control behavior.
The tuning parameters represent poles of the characteristic
feedback equation. In the first order cases, the solution and a
final controller can be obtained in simple and explicit form
performing by elementary column operation of the given
matrices. All simulations and results are clearly demonstrated
in the Matlab-Simulink environment.
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Comparison of Acoustic Barriers Noise
Reductions Evaluated by Different Calculation
Methods

Claudio Guarnaccia, Joseph Quartieri, Nikos E. Mastorakis

Abstract— The problem of acoustical noise produced by
transportation infrastructures is a serious issue to be considered in
urban planning and in mitigation actions design. In particular, road
traffic is one of the most important source, basically all around the
world, in particular in developed countries. Since it is related to
several parameters, such as number and typology of vehicles, speed,
road conditions, geometry and orography of the site, distance
between source and receiver, etc., road traffic noise is very difficult
to be properly modelled and predicted at any distance. Even if a
serious modelling may be helpful in the design phase, if the road
network is already present, the choice and the effectiveness
evaluation of several mitigation actions has to be carefully
investigated. In this paper, the reduction to noise level produced by
the introduction of noise barriers is studied, by means of literature,
regulation and software approaches. These three methods will be
tested on a case study, where a motorway crosses a residential area,
with a new building sets. Results will show that all the methods
confirm the better performances of a higher barrier, but it will be
shown that diffraction and other parameters have to be carefully
taken into account to avoid incorrect evaluation.

Keywords— Acoustics, Noise Control, Barrier, Calculation
Methods.

HYSICAL polluting agents, such as air pollution, acoustic

noise, electromagnetic field, are a relevant problem for
human activities and their assessment is largely studied in
literature (see for instance [1], in which the authors proposed a
complex index to include several pollutants). Among them,
acoustical noise is largely recognized as one of the most
important environmental problem in urban areas and has to be
carefully assessed, monitored and, when possible, mitigated.
The main noise sources that have to be considered in
residential areas are related to transportation infrastructures,
since it is reasonable to affirm that industrial areas are distant
from buildings agglomeration. The same can be assumed for
airport and high speed railways, that usually are settled in
peripheral zones. These considerations, together with the fact
that car is one of the most used transportation mean all around

INTRODUCTION
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the world, lead to affirm that road traffic noise is one of the
most frequent noise problem for residential areas. Several
models have been developed to assess the road traffic noise
(see for instance [2] and [3]) and several approaches, both
statistical and dynamical, have been largely discussed by the
authors in [4-10].

The effects of a regular exposure to noise, in general, and to
road traffic noise in particular, are deeply studied in literature.
In [11], for instance, both the auditory and non auditory
effects of noise are described, motivating the need for
mitigation actions in particular exposition cases.

In case of road traffic noise, one of the possible intervention
is the installation of acoustical barriers along the roads, in
order to reduce the sound levels at the receivers, typically
residential buildings, hospitals, schools, etc.. The evaluation of
the efficacy of a barrier may be calculated in terms of
difference between noise levels in absence of the barriers and
noise levels after their installation.

In this paper, a case study of a buildings set beside a
motorway is reported, in terms of geometrical and acoustical
description. The hypothesis of barriers installation is
evaluated, in particular calculating the noise reduction of
different possible solutions, in terms of different height of the
barriers and different distances from the centre of the
roadway. The calculation methods compared are taken from

research literature (Maekawa’s formula [12]), from
international regulation (ISO9613 [13]) and from a
commercial software framework. The noise reduction is

evaluated per each of the three floors of the buildings, in order
to highlight eventual differences of barrier performance.

The three methods proposed to evaluate the noise barrier
reduction are:
Maekawa formula
1ISO9613 calculation
CadnaA software simulation

The attenuation, in general, is given by the difference
between the acoustic level in absence (Lg,) and in presence of
the barrier (Lsereen):

METHODS

AL = Ldir - (1)

Lscreen
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A. Maekawa’s formula

Mackawa’s formula is based on the principle of the
difference of path covered by the sound wave. In this scheme,
the wave is approximated to a ray and the sound path (shown
in Fig. 1) is the connection between source and receiver, in
presence and in absence of the barrier.

The attenuation is obtained by the following formulas:

AL = 10 Log(3 + 20N)
AL = 10 Log(2 + 5.5N)

()
®3)

where N is the number of Fresnel. This parameter is defined
as follows:

28
A

26f
c

N = 4)

where § indicates the path difference, i.e. the difference
between the path of sound wave in presence and in absence of
the barrier, A is the wave length, f is the frequency and c is the
wave speed.

Let us underline that formula (2) is valid in case of pointlike
sources, while formula (3) is valid for linear sources. In this
study, since road traffic noise, in regular condition of vehicles
flow, can be considered a linear source, the authors adopted
formula (3).

B. 1S09613 formula
The international regulation 1SO9613 [13] defines a formula
for the propagation of equivalent sound level, in case of down
wind conditions:
Lpownwina = Lw + D¢ — A ©)
where Ly, is the source power, D, is the coefficient of
directivity and A is the attenuation coefficient. The latter term
is the most important for our purpose. The regulation defines
the attenuation as a sum of several components, related to
geometrical  divergence, atmospheric effects, ground
absorption, presence of obstacles and other various effects. In
this paper, the attention is focused on the attenuation due to
the presence of obstacles (barriers), that in [13] is defined as:
Apar = D, — Agy (6)
Where Ay is the ground absorption. D, is defined as
follows:
D, = 10Log[3 + (c2/A)c3 z Kier] (7
with:
C, is a constant that considers the terrain effects;
A is again the wave length of the octave under
study;
cs is equal to 1 in case of simple diffraction, i.e. in
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our case. This means that the width of the barrier
is negligible;

z is the difference between the sound ray direct
path and the diffracted path, and is calculated
according to [13]:

z = [(dss + drr)z + a2]0.5 —d (8)
where:
o dg is the distance between the source and the first
edge of diffraction;
o d, is the distance between the second edge of
diffraction and the receiver;
o aisthe distance component parallel to the edge of

the barrier, between source and receiver.
Kt is the meteorological correction, that is equal
to 1if z <0, otherwise is given by:

Kmet=exp[_(1/2000) dssdrrd/(zz)] )
C. CadnaA calculation
CadnaA (Computer Aided Noise Abatement) is an

environmental noise predictive software. It can be used for
calculation, presentation, assessment and prediction of noise in
any area designed in its framework. The general approach is
the inverse ray tracing technique. This means that the area
under study can be divided in horizontal and/or vertical grids
(or grids enveloping all facades of buildings), crossing and
merging the contributes of each source operating in the
environment. The calculation for some special sources, such
as roads, railways and airports, is done considering the
technical parameter values, according to the international
standards related to each typology of source.

The geometry of all objects present in the area, such as
roads and buildings, is taken into account, together with the
orography of the terrain.

Further applications of the software, in various conditions
and for different sources, may be found in [14-21].

The case study in which the methods described in section 2
have been applied is represented by a set of buildings built
beside a motor way in South Italy and it is shown in Fig. 1.
The motorway is composed of 4 lanes, two in Avellino
direction and two in Salerno direction. Other secondary roads
are present, even if, for screening purposes, only the
motorway will be considered.

The buildings have approximately the same height and the
same number of floors. The distance from the road is different
according to which building is considered. The position of the
agglomeration suggests a strong impact of the motor way on
the acoustic point of view. Let us underline that the aim of this
paper is not to assess the noise impact on the buildings, but to
compare the noise reduction that can be obtained installing
acoustical barriers, with different calculation methods.

CASE STUDY
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under study are numbered from 1 to 6. The motorway is on the left,
highlighted in red.

IVV. RESULTS AND DISCUSSION

The analysis reported in this section is based on the
comparison between noise reduction from barrier insertion,
calculated with the three methods presented above, in different
conditions of barrier position (ds, measured with respect to the
centre of the roadway) and height (h,). Results are reported
per each floor of the building (z, height of the receiver, 3, 6 or
9m)

In tables 1, 2 and 3, the different calculations of the
attenuation that can be achieved with an hypothetic barrier
placed at ds, = 4.75 m from the centre of the roadway and with
different height (respectively h, = 4, 5 or 6 m), are reported,
for all the buildings of the cluster, for each floor (height of the
receiver,z=3, 6 and 9 m).

It is easy to notice that Maekawa’s formula furnishes
always the highest results, probably because it does not
include ground, air and other absorption effects.

In addition, as expected, the growth of barrier height leads
to an increase of barrier attenuation. It is interesting to present
the maximum and minimum values of this increase, for each
calculation method, when raising the height of the barrier from
4 to 5 m (Table 4) and from 5 to 6 m (Table 5). It can be
affirmed that increasing the height of the barrier from 4 to 5
m, leads to a minimum increase of the attenuation of about 1-2
dBA (confirmed by all the methods). The same when raising
the barrier from 5 to 6 m, obtaining a minimum attenuation of
about 1-1.5 dBA.

ISBN: 978-1-61804-244-6

Tab. 1: Comparison of barrier noise reductions with height h,=4m
and distance from the source d;=4,75m.

hy, = 4m ds=4,75m Noise reduction values [dBA]
Height [m] CadnaA 1S09613 Maekawa
z=3 14,6 15,9 18,3
Building 1 7=6 13,1 14,6 16,7
z=9 10,2 12,9 14,9
z=3 14,6 16,0 18,3
Building 2 z=6 13 14,5 16,7
z=9 10 12,8 14,8
z=3 14,5 16,0 18,3
Building 3 z=6 12,7 14,5 16,6
z=9 9,8 12,7 14,5
z=3 13,1 15,3 18,4
Building 4 z=6 13 14,5 17,5
z=9 11,6 13,6 16,5
z=3 14,6 15,7 18,3
Building 5 z=6 14 14,6 17,1
z=9 10,8 13,3 15,6
z=3 15,3 15,5 18,4
Building 6 z=6 15 14,6 17,3
z=9 11,9 13,5 16,1

Tab. 2: Comparison of barrier noise reductions with height hy=5m
and distance from the source d;=4,75m.

hp = 5m d;=4,75m Noise reduction values [dBA]
Height [m] CadnaA 1S09613 Maekawa
z=3 16,7 18,0 20,4
Building 1 z=6 15,9 16,8 19,1
z=9 13,7 15,5 17,7
z=3 16,7 18,0 20,4
Building 2 z=6 15,8 16,8 19,1
z=9 13,5 15,4 17,6
z=3 16,5 18,1 20,4
Building 3 7=6 15,5 16,8 19,0
z=9 131 15,3 17,4
z=3 14,2 17,2 204
Building 4 =6 14,4 16,6 19,7
z=9 13,8 15,8 18,9
z=3 16,0 17,7 204
Building 5 =6 15,7 16,8 19,4
z=9 133 15,7 18,2
z=3 16,8 17,5 204
Building 6 =6 16,9 16,7 19,5
z=9 14,6 15,8 18,6
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Tab. 3: Comparison of barrier noise reductions with height h,=6m

and distance from the source ds=4,75m.

Tab. 6: Comparison of barrier noise reductions with height hy=4m
and distance from the source ds=5,75m.

h, = 6m ds=4,75m Noise reduction values [dBA] h, = 4m ds=5,75m Noise reduction values [dBA]
Height [m] CadnaA 1SO9613 Maekawa Height [m] CadnaA 1S09613 Maekawa
z=3 18,2 19,5 22,0 z=3 12,1 15,4 17,7
Building 1 z=6 17,8 18,6 21,0 Building 1 7=6 12,2 13,8 15,9
z=9 16,3 175 19.8 7=9 11,6 11,8 13,7
z=3 18,2 19,6 22,0 7z=3 13,8 15,4 17,7
Bclok 2=6 1 186 20,9 Building 2 2=6 135 138 15,8
z=9 16,2 17,4 19,7 7=9 12,6 11,7 136
z=3 18,5 19,7 221 7=3 17,1 15,5 17,7
B g e 181 186 20,9 Building 3 26 16,3 13,7 15,7
z=9 16,7 174 19,6 =9 14.4 115 133
= 15,4 18,7 22
z=3 5, 8, 0 7=3 14,7 14,7 17,9
Building 4 z=6 15,3 18,2 21,3 o

Building 4 z=6 15,0 13,9 16,8

z=9 15,3 17,6 20,7
z=9 14,8 12,8 15,7

z=3 17,1 19,3 22,0
z=3 17,7 15,2 17,8

Building 5 z=6 16,9 18,5 21,1
Building 5 z=6 17,9 13,9 16,3

z=9 15,1 17,6 20,2
z=9 15,5 12,3 14,6

z=3 18,1 19,0 22,0
- z=3 17,6 15,0 17,8

Building 6 z=6 18,3 18,4 21,3
Building 6 z=6 17,7 13,9 16,6

z=9 16,8 17,6 20,4
z=9 15,6 12,7 15,2

Tab. 4: Maximum and minimum barrier noise reduction values when

Tab. 7: Comparison of barr

ier noise reductions with height h,=4m
and distance from the source d;=6,75m.

increasing barrier height h, from 4m to 5m. hy=4m | d;=675m Noise reduction values [dBA]
From h, =4m to 5m Noise reduction values [dBA] Height [m] CadnaA 1S09613 Maekawa
CadnaA 1SO9613 Maekawa z=3 12 14,9 17,2
MAX 35 3.0 3.0 Building 1 7=6 12,1 13,0 15,1
MIN 1.1 2.0 21 z=9 11,3 10,8 12,6
z=3 13,9 14,9 17,2
Building 2 z=6 13,4 13,0 15,1
Tab. 5: Maximum and minimum barrier noise reduction values when z=9 12,2 10,7 12,5
increasing barrier height h, from 5m to 6m. 7=3 17 150 172
From h, =4m m Noise r ion val BA
om h, to5 oise reduction values [dBA] Building 3 - 161 2.9 149
CadnaA 1SO9613 Maekawa = 138 104 121
MAX 36 20 2.1 z=3 14,6 14,2 17,4
il 0.9 16 1.6 Building 4 z=6 14,8 13,3 16,2
7=9 14,4 12,1 14,9
z=3 18,7 14,7 17,3
Tables 6 and 7 report the calculations of the attenuation that | guilding 5 7=6 17,7 13,2 15,6
can be achieved with an hypothetic barrier of fixed height (h = ~
. . 7=9 16,6 11,4 13,7
4 m) and different distance from the centre of the roadway
(respectively d = 5.75 and 6.75 m) for all the buildings of the z=3 16,2 14,5 17.3
cluster, for each floor (3, 6 and 9 m). These two tables have to  |Building 6 7=6 15,9 13,3 16,0
be compared to table 1, in which a barrier with h =4 m and d =9 135 118 144

=4.75 mis considered.
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The comparison has been performed plotting values of
noise reductions versus height of the barrier, for the first three
buildings, per each calculation methods. Results are shown in
Fig. 2. Let us underline that the lines are not a fit of the data,
but just a guide to the eye. Again it is evident that Maekawa’s
formula furnishes the highest results. In addition, comparing
results at the same floor (solid, dashed or dotted lines), they
have a very similar slope, while it is exploited that higher
floors have a lower reduction, because of lower difference
between direct and diffracted sound rays.

Fig. 2 shows that buildings 1, 2 and 3, that are
approximately at the same distance from the motorway (see
Fig. 1), have a practically equal behaviour of the noise
reduction, when varying the height of the barrier and when
considering different floors. In addition, Maekawa and
ISO9613 calculations are always overestimating the noise
reduction, while CadnaA, that considers much more
parameters, seems to furnish a more realistic prediction.

Fig. 3 reports the noise reductions calculated by means of
CadnaA method, for all the buildings, as a function of the
height of the barrier, at the different floor. Buildings 4, 5 and 6
show a different behaviour, probably because of their special
position in the buildings lot (see Fig. 1). In particular, building
4 has a lower attenuation, due to the fact that it is covered by
other buildings, thus, also in absence of barrier, the level is
lower than the other buildings, reducing the barrier
effectiveness. This effect is mitigated at the highest floor
(z=9m, bottom plot), where the reduction due to the covering
of other buildings is lower.

V. CONCLUSION

In this paper, the noise reduction due to the insertion of an
acoustical barrier is studied in terms of different calculation
methods. A set of buildings built along a motorway in South
Italy has been considered as a case study.

Results of attenuation obtained from literature formula
(Maekawa), international regulation (ISO9613) and predictive
software (CadnaA) have been compared, varying the height
and the distance (from the centre of the roadway) of the
hypothetic barrier. The differences between the three methods
are present but not drastic, as shown in Table 4 and 5.
Maekawa’s formula usually gave the highest value of barrier
attenuation, due to the fact that does not include ground, air
and other absorption effects.

In particular, the height of the barrier has been varied from
4 to 6 m, obtaining, as expected, an increase of the attenuation
in each floor. This is due to the increase of path to be covered
by the sound ray. The distance from the centre of the carriage
has been varied from 4.75 to 6.75 m, and the results showed
that the closest the barrier is to the motorway, the highest the
attenuation is

Further applications of this study could be related to field
measurement validation, in order to calibrate the software
calculation and to test which methods is more reliable. The
eventual results could be used to properly design the barrier
that is going to be installed.
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Fig. 2: Noise reduction plotted as a function of the height of
the barrier (4, 5 and 6 meters), for buildings 1, 2 and 3. The
lines are a guide to the eye. (Top) Maekawa, (Centre)
1ISO9613, (Bottom) CadnaA. Solid lines refer to the first floor
(z=3m); dashed lines refer to the second floor (z=6m); dotted
lines refer to the third floor (z=9m).
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Fig. 3: Noise reduction plotted as a function of the height of
the barrier (4, 5 and 6 meters), for all the 6 buildings,
evaluated by CadnaA method. The lines are a guide to the eye.
(Top) first floor (z=3m), (Centre) second floor (z=6m),

(Bottom) third floor (z=9m).
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Relay Feedback Identification of Dynamical
SISO Systems — Analysis and Settings

Roman Prokop, Jiti Korbel, and Radek Matusu

Abstract— Autotuning principles usually combine relay feedback
tests with a control synthesis. This paper is focused on the first part
of this scheme, i.e. relay plant identification for continuous-time
plants. The estimation of the controlled system parameters plays the
key role in the quality of control. There are many types of relays used
in feedback relay schemes. The contribution deals with four ones of
them unbiased and biased relays without or with hysteresis.

Most of industrial plants can be satisfactory estimated by a first or
second order linear stable with a time delay term. The main relay
parameters are the asymmetry, hysteresis and amplitudes. The aim of
this paper is to study and analyze the influence of these parameters
for the quality of estimation of the gain, time constant and time delay.
As a result, some recommendations for settings of relay features can
be given.

All simulations were performed in Matlab and Simulink program
environment. ldentified plant parameters then can be utilized in
various autotuniong schemes, e.g. with algebraic control design. A
program system for automatic estimation, design and simulation was
developed.

Keywords—Autotuning, Relay experiment, Limit cycle
oscillations, Biased and unbiased relay, Hysteresis, Describing
function.

HE Astrém and Hagglund relay feedback test [1] started in

1984 an important tool for automatic controller tuning
because it identifies two main parameters for the Ziegler-
Nichols method [3]. Previously, relay was mainly used as an
amplifier or as a relay back control. The Astrdm-Higglund test
is based on the observation, when the output lags behind the
input by -7 radians, the closed loop oscillates with a constant
period. Then, the ultimate gain and frequency are identified by
a simple symmetrical relay feedback experiment proposed in
[1]. From the critical values the controller setting was applied
by the Ziegler-Nichols rule which is simple but it suffers from
several drawbacks.
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From that time, many studies have been reported to extend
and improve both, the relay feedback experiment as well as
tuning and control design principles; see e.g. [2] - [4], [9],
[14]-[17]. Many of them need an estimation of transfer
function parameters and the original approach provides no
explicit parameters of the identified transfer function. During
the period of almost three decades, the direct estimation of
transfer function parameters instead of critical values began to
appear. The extension in relay utilization was performed in
e.g. [8] - [11], [21] by an asymmetry and hysteresis of a relay.
Nowadays, almost all commercial industrial PID controllers
provide the feature of autotuning.

This paper brings a study how the asymmetry and hysteresis
influence of the quality and accuracy of identification process.
Also the length of the experiment and the relay amplitude can
influence the quality of the estimation.

Probably Luyben in [5][4] was the first who used the
approximate describing function (DF) method to estimate the
process transfer function from limit cycle measurements.

The main scheme for the relay estimation and/or
identification is depicted in Fig.1.

—>?—>W —| HiF

Fig. 1 relay based identification

Process

\

The goal of the original test was to indicate the critical point
in the Nyquist curve of the open loop. However, there are
other relays used in identification experiments, e.g. the biased
(asymmetrical) relay, main two position symmetrical and
asymmetrical (biased) relay without and with hysteresis
characteristic are depicted in Fig. 2. A biased (asymmetrical)
one characteristic is obtained by a simple vertical moving by
an asymmetry shift. Also, the relay without hysteresis is
obtained by putting ¢ = 0.

/
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Many research works have been done to improve and refine
the effect of fundamental harmonic by using different shapes
and structures of the relay element, see [6], [7], [18] - [20]. A
limit cycle oscillation for a stable system with positive steady
state gain with a biased relay is shown in Fig. 3.

0s
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2h

0.1

Amplitude

01
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10 12

Time {sec)

Fig. 3 biased relay oscillation of stable processes

Many stable industrial processes can be approximated by a
first or second order linear system with a time delay term. The
model for first order (stable) systems plus dead time (FOPDT)
is supposed in the form:

K .
Ts+1

G(s) = e (1)

The second order model plus dead time (SOPDT) is
assumed in the form:

__K .
(Ts+1)?

—-0s

G(s) (2)

Il. RELAY FEEDBACK ESTIMATION

A. Critical Values Estimation

Critical values estimation is based on a simple symmetric
(unbiased) relay experiment which output is depicted in Fig. 3.

Relay expsetimant
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Fig. 4 unbiased relay oscillation of stable processes
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The critical gain is then given by the relation (see e.g. [1])

=0

ERES

®)

h,
& 2 a‘r

and the ultimate period T, can be read according to Fig. 4.

B. Unbiased relay experiment

The relay feedback experiment according to Fig. 1 yields
stable harmonic oscillations, i.e. it causes rise of the stable
limit cycles (Fig. 3). The describing function method ([5],
[11], [13], [24]) is a tool for verification the limit cycle rise.
The describing function of the relay N(a) is considered as a
complex gain which depends on the harmonic oscillation
amplitude a and angular frequency win the relay input e(t)
e(t) = asin wt (@)

The condition for the limit cycle follows from the critical
point of non-linear closed-loop system in Fig. 1which gives
N(@)G.(s)+1=0 (5)
where Gp(s) = Ap(w) e @ s the plant transfer function,
Ap(w) and ¢(w) are called the (transfer function) magnitude
and phase, respectively.

For the symmetric relay without or with hysteresis & > 0,

the describing function and the critical characteristic have the
form (see e.g. [8], [11], [24])

AN (a) eij (@ _ _ 1

NG) (6)

otherwise N(a) = c. Values A(a) and on(a) represent the

critical magnitude and critical characteristic phase,
respectively
7a
a)=—"
A (a) ah,
()

-

&
oy (a) =arctg \/?

The frequency transfer function G(jo)= Ap(w)e’p for the
first order system (1) gives

K

SN =]

@, (a) = —arctgoT — v®

(®)

Comparing Ay(@) = Ap(a) and gn(a) = ¢p(a) in (7) and (8)
gives two equations for the calculation of T and ©. The final
relations for the time constant and time delay terms for
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FOPDT (1) are given by:

S ST
T T 'ay
9)
T 2T
® =—.| r—arctg — —arctg
2 T 2

7 y aj—g

where a, and T, are depicted in Fig.1 and ¢ is hysteresis.
The second order system SOPDT (2) are estimated by
relations

T=

Ty
2r 7-a
T (10)
®=—.| r—2arctg 2LT—arctg

272- Ty aj —-&

Relations (9), (10) represent a suitable identification tool for
computing time and time delay terms but a relay unbiased
experiment is not able to estimate the gain of the controlled
system.

C. Biased relay experiment

Asymmetrical relays with or without hysteresis bring further
progress, see e.g. [2], [6], [7], [13], [21], [22]. After the relay
feedback test, the estimation of process parameters can be
performed. A typical data response of such relay experiment is
depicted in Fig.5. The relay asymmetry is required for the
process gain estimation (11) while a symmetrical relay would
cause the zero division in the appropriate formula. In this
paper, an asymmetrical relay with hysteresis was used. This
relay enables to estimate transfer function parameters as well
as a time delay term. The proportional gain can be computed
by the relation [11]:

(11)

when the asymmetric relay is used for the relay feedback test,
it is shown in Fig.5, the output y converges to the stationary
oscillation in one period. These oscillations are characterized
by equations (see [8]):

A, =(,uo+,u)-K-[l—e_$]+8~e_$ (12)

A, :(ﬂo—y)-K{l—e‘?J—g.e'? (13)
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(C]
2-pu-KeeT + - K—pu-K+eg
HK+p -K-¢

T

L =T-In (14)

(€]

nz-y-K-e?—yo-K—y-KJrg

T =T-l (15)

u-K—py-K=-¢

The normalized dead time of the process (L=6/T) is
obtained from (14) or (15) in the form (see e.qg. [8]):

3 (,u0+y)-K—8
L_In—(yoﬂl)-K—Aj (16)
or

_ (y—y0)~K—8

Next, the time constant can be computed from (4) or (5) by
solving these formulas:

L o -1
T=T, In2,u Ke +u, -K-u-K+eg (18)
H-K+p -K-¢
or
-1
2.u-Ket—u -K=u-K
T=T, IS RC “H RoHRTE (19)
1K=ty K¢

and a time delay termis ®=T-L.
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Fig. 5 unbiased relay oscillation of first order stable system

I1l. EXAMPLES AND DISCUSSION

The relay tests mentioned in the previous section were
applied for explicit estimation transfer functions (1), (2). All
simulations were performed in the Matlab, Simulink
environment by a program, which the main window shown in
Fig. 6. This program was described e.g. in [15], [23] and it is
aimed for relay experiments as well for control design and
control simulations. At the beginning of the simulation, the
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controlled transfer function is defined and parameters for the
relay experiment must be entered. Then, a relay experiment is
performed and it can be repeated with modified parameters if
necessary. After the experiment, parameters of the estimated
transfer function are calculated automatically and controller
parameters are generated after pushing of the appropriate
button, details can be found in [15], [17], [23].

In this contribution, the main emphasis was laid on the
accuracy of estimated parameters. The aim is to conclude how
to set relay parameters and to give some recommendations.

Since the identification relations have to estimate both, time
constant as well as a system gain. The time parameters are
estimated by a symmetrical relay, while the gain is estimated
by a biased relay experiment. Then a contradictory question is
concluded: How to utilize a biased relay experiment for
estimation of all identified parameters in (1) and (2). The main
aim of the research work was to investigate how a biased relay
can be used with satisfactory accuracy and hot to set up the
relay experiment.

Auto-tuning for time-delay systems

Contralled system Approx. system

2 20028
G(s) e =1 s 6s) = o ~ 22814
e 14221048
Input / Output
—_— Relay experiment | 100 ser. fSsoliesn

" Matiah format Simulstion time [ 300 Comp:
Relay &;

= Polynomial format [ ’7

i Parameter "m’ 0339304 [

Taylor approx. (numerator) Taylor approx. (denominator) Pade approx.

2.0025 - 454275 20028 40056 - 454275

Gy =

Gish=
2+ 668905 + 5013552

G(s) =

14221045 1+4.47855 + 5.01355°2

Controllers

00575+ 04200 00056 + 0.0318s + 0.03843°2 0.0033 + 0.0239s + 0.03675"2

Qip=

Qip=

069925 008255 + 01985s"2 0.0379s + 0199552

00575 + 016945 00086 + 0.0390s + 0.05755°2 0.0033 + 001955 + 00287572

RiP= RiP=

060025 008255 + 0.1995s"2 0.0379s +0.1995s"2

Fig. 6 main menu of program system

The first test transfer function for the first order system is
given

3

. e—ﬁs
4s+1

G(s)=

(20)

Many relay feedback experiments were performed by the
simulation program and the following sensitivity was
investigated. The accuracy of estimated parameters depends on
main parameters of the relay, namely:

- asymmetry

- hysteresis
- relay amplitude

ISBN: 978-1-61804-244-6

Table | shows the influence of the asymmetry of the relay on
the accuracy of estimation. All entries of Table 1 are in
differences between the true and estimated values in %. The
upper value of the relay output was 0.30.

Asymmetry [%] 10 | 20 | 30 | 40 | 50 | 60
A K [%] 17113 |13|07 ]| 07|07
AT [%] 35128 (2112|1210
A © [%] 12 {10 | 08 | 05| 07 | 05

Table | estimation accuracy based on relay asymmetry.

Table 1l summarizes the sensitivity of the relay hysteresis
for transfer function (20). All entries are for comparison in
numerical values. The upper relay output was 1.2 lower value -
1.08.

Hysteresis € 0 0.2 0.4 0.6
Gain K 2.88 2.95 2.95 2.92
Time constant T 3.70 3.88 3.78 3.78
Time delay © 6.12 6.05 6.07 6.12

453

Table I1 estimation accuracy based on relay hysteresis

In a similar way, according to Table 2 also a set of
experiments were for various values of the lower relay output -
0.96, 0.84, 0.72, 0.60, respectively. The following
observations and recommendations can be drawn from the
obtained analysis:

- bigger values of asymmetry up to 40% caused better
accuracy of all parameters

- better accuracy was achieved for smaller values of
hysteresis ¢ = 0.1;0.2

- values of relay outputs have no relevant influence on the
estimation accuracy

The recommended values for a relay experiment were used
for the estimation of the higher order system:

5

__ - . e—Ss
(s+1)°

G(s) (21)

The relay parameters with & = 0.1; asymmetry 40% with
upper and lower relay outputs 0.30 and -0.18 were used. The
resulting first order estimation takes the form:

497
3.58s+1

 a-8.19s

G(s) (22)

Comparison of both step responses of systems (21) and
(22) is depicted in Fig. 7. Other results of estimation and
autotuning control can be found in [14] - [17], [23].



Latest Trends on Systems - Volume Il

Step Response
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Identified system
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Fig. 7 step responses of systems (21) and (22)

IV. CONCLUSION

The paper describes main methods for parameter estimation
by a feedback relay experiment. The proper and accurate
parameter identification plays a key role for a control design,
especially in autotuning utilization.  Various relay
improvements and utilization for control design can be found
in [12], [13], [17], [25], [23]. The goal of the paper is to
investigate how the estimation is sensitive on the relay settings.
Main relay characteristics as asymmetry, hysteresis and
amplitude can be recommended for the correct adjustment for
the relay experiment.
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Control of direct-driven PMSG for wind energy
system

F. Khater, A. Shaltout, and A. Omar

Abstract—This paper introduces a novel control of wind energy
system with directly-driven permanent magnet synchronous generator
(DDPMSG) connected to grid. The proposed controller is based on
the concept of multi-degree of freedom (MDOF). To obtain the
largest wind power and improve the wind energy utilization rate the
maximum power point tracking (MPPT) is applied using MDOF. The
system is modeled and simulated during wind speed changes. The
system includes: variable speed wind turbine, DDPMSG, and full
sized voltage source back-to-back converter connected to grid. The
control system is developed using Pl and MDOF controllers to prove
effectiveness of the proposed control in dynamic performance
utilizing space vector pulse width modulation (SVPWM).

Keywords—Control, Direct-driven, MPPT, MDOF, PMSG,

SVPWM, Wind turbine.
Wind energy is one of the most important renewable
energy resources because wind power extraction
technology is the fastest growing one among various
renewable energy generation systems [1].Several developed
generation systems are used to extract wind energy using
different wind turbine systems. Using direct-driven permanent
magnet synchronous generator (PMSG) is a competitive
choice between other generation systems. The direct drive
concept is known with its advantages of eliminating the gear
train, smaller size, and consequently less weight and losses
[2], [3]. PM generator has many competitive advantages,
because of its great energy yield, good reliability, and high
efficiency [4].

Large scale PMSG are common to be used for grid
integration and wind farms installation [5] and they are
efficient at high wind speeds [1]. Small scale generator are
suitable for medium wind speed sites [6], also has advantage
of running stand alone for residential application and micro
grids integration [7], [8]. The control of a PMSG with a diode
rectifier followed by a dc chopper is proposed in [9] through
variation of the duty cycle and maintains appropriate dc
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voltage. This arrangement is more practical for small scale
PMSG because of its lower cost although with this
configuration the control of the generator power factor is not
possible and the generator efficiency is affected. Thyristor-
based dump-load circuits used in [10] to improve system
performance and quality.

Integration of small scale wind turbines with single-phase
power supply is introduced in [11] using three-phase PMSG
through controlled rectifier and single-phase inverter. Using
back-to-back converter is preferred because the control of the
machine-side converter can deliver maximum power and
increase efficiency of the generation system. This
configuration also decouples the wind turbine from grid
disturbances.

This paper presents a direct-driven PMSG for variable
speed wind turbine system. Back-to-back current controlled
converters are controlled utilizing space vector pulse width
modulation (SVPWM) to interface the generator and the grid.
At the machine-side a novel speed controller is proposed to
improve the system performance at wind speed changes. The
rotor speed controller uses multi-degree of freedom (MDOF)
concept to reduce the changes and duration [12]. This reduces
stress at the rotor, while keeping maximum power point
tracking (MPPT) with wind speed variation. The grid-side
inverter is controlled to keep the dc-link voltage at pre-set
value and the current injected to the grid at unity power factor
to achieve maximum power delivery to grid as a desired
operating condition. Modeling and simulation of the system is
developed to insure the enhancement of the performance with
the proposed speed controller.

A. System Description

In this study, the rotor of the wind turbine is directly
coupled to the generator without any gearbox, i.e., through a
gearless drive train. A fully controlled back-to-back converter
is used as interface between the generator and the grid as
shown in Fig.1. SVPWM technique is used for switching both
converters. The machine-side converter is controlled so that
the generator speed is adjusted to track maximum power
operation. Conventional Pl controller is used to generate
torque reference component, then MDOF controller is used to
improve the performance of this control loop at machine-side
converter. The dc-link voltage and delivered power to the grid
are controlled via PI controllers to achieve unity power factor
of the grid injected currents.

SYSTEM DESCRIPTION AND MODELING
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Machine Side
Converter

Grid Side
Converter

’ Control System ’

Fig. 1. Main components of DDPMSG wind turbine system.

B. Turbine Mathematical Modeling
The available wind power can be represented by [13],

Pwind = (%pair) X (T[Rz) X szind (1)
where P,,inq 1S the total available wind power, p,;, is the air
density (kg/m®), R is the rotor radius (m), and Vg is the
wind speed (m/sec).

The extracted power from wind energy by the turbine is
given by:
Pmech = Cp X Pwind (2)

The power coefficient (Cp) is a function of the tip speed
ratio (1), and the blade pitch angle () as shown in Fig. 2.

This relation can be expressed as

Co=f (4, B) ®)
The tip speed ratio is defined as:
_ wtR
B Vwind (4)

where, w; is the rotational speed (rad/sec) of the wind turbine.

0.5

0.45 // 0°
0.4
0.35} .
5
5 03 / N N
=
2 0.25
B /N N\
()
z 0.2 L—\ \100 N
(=]
*0.15 ‘4 N
15°
0.1} 200 N R
0.05 1 .
% 5 10 15 20

Tip speed ratio
Fig. 2. Typical Cp-A curves for different pitch angles (from 0° to
20°)
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C. Permanent Magnet Synchronous Generator

The mathematical model of the PMSG is considered in per
unit quantities. The model equations of the machine are
voltages, torque, and mechanical expression [14], [15]. The
machine voltage can be expressed in d-q axis as

dAgs
de

()

. we We
Vgs = —Rgigs — —=Ags + == A —
qs stqs wp ds wp f

dAgs
dt

(6)

. w
Vas = _Rslds + w_z/lqs
where iqs,1qs are the stator direct, quadrature currents and R
is the stator resistance. The base electrical angular frequency

is wy, and w, is the actual electrical speed in (rad/sec).
The flux linkages of the machine are

Aas = Lasias )
Aqs = quiqs (8)
Substituting A4s and A4 in the machine voltage equations
i 5 . 5 di
Ugs = _Rslqs - :_deslds + :_b/lf - qu d;:s 9)
, . digs
Vgs = —Rsigs + Z))—:qulqs — Lgs % (10)
The electromechanical torque can be expressed as
T, = (Afiqs + iqsids(Lds - qu) (11)
The system mechanical equation is expressed as follows,
T,—T, =2H d(w_2>
e Im— T (12)

dt 2
Where H is the system inertia constant = %] @pm / S,

and J is the system moment of inertia and wy,, is the base
mechanical speed in rad/sec and S,, is the base power.

D. Voltage Source Converter

Fully controlled voltage source converter, back-to-back
connected configuration, is used in this study. The generator-
side converter rectifies the generator output voltage to dc
voltage and the grid-side converter converts the dc voltage to
ac three-phase grid voltage. The converter switches are IGBT
type. For modeling we will consider switch state either on or
off and switching losses will be neglected.

The applied voltage at the machine terminal may be
expressed as a function of the dc-link voltage and the switches
status (Fig. 3).

Therefore the converter can be modeled as follows [16]:

Van L 2 -1 —17[%
Upn| = ngc -1 2 -1 Sb (13)
Ven -1-1 21LS,
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PMSG Sa Sb Sc
C
/ A
sa \sb \sb

Fig. 3. Star connected PMSG with converter.

where Sa, Sb, Sc, Sa, Sb, Sc are the converter switches status.
The current of the dc-link is defined as:

lq
lge = [SaSbSc] |:ibl (14)
ic

The previous equations can be applied on the machine-side
and the grid-side converter.
The dc-link voltage is given as:

Vae = 2 [ icdt = 2 [(ix — ip)dt (15)

where V,;. and C are the dc-link voltage and capacitance of the
capacitor respectively, ir is the output rectifier current and i,
is the input current to the inverter.

E. Grid Model

Considering the grid-side converter (inverter) voltage is
expressed as follows:

Vga = Vycoswgyt (16)
21

Vgp = Vycos(wgt — ?) @an
2

Vge = Vycos(wgt + ?n) (18)

where V; is the peak grid phase voltage and w, is the angular
frequency.

Assuming grid currents (igq, igp, igc) flow from the inverter
to the grid [17].

diga
e 10 01flee] | [Via Ve
Ll=—210 1 0f|iga|++[Vio = Vop (19)
[diJ “lo o )i (Vi =V

dt

where (Vig, Vip, Vic), Ry and L are the inverter output voltage,
line resistance and inductance connecting inverter to the grid
respectively.

The output voltage of the inverter can be expressed in d-q
axis as follows [17]:
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Vai
Vq i

Vag
Vag

a [la
=L 2%

lag
9 at i

|+ el

A. Machine-side Converter Control

The control of the machine side converter is performed
through rotational frame direct and quadrature current
controllers as illustrated in Fig. 4. The controllers deliver the
reference voltages vgs and vgs for switching drivers.
Switching signals are generated using SVPWM [18]. The
speed reference is calculated using MPPT methodology and
compared with the generator rotor actual speed which result in
the input to conventional PI controller or MDOF controller.
The torque reference signal is generated as the output of the
controller. Using MDOF controller improves the dynamic
performance and reduces system transients with changes in
wind turbine speed. The g-axis current reference component
(igs) is obtained using gain K and the direct axis reference
current (igs) is set to zero hence the generator is providing the
maximum torque at field orientation control (FOC) condition
as illustrated in Fig.4.

To improve current controller performance compensation
voltages

I+[]

—lgg
| + oLy | o (20)

|

lag

SYSTEM CONTROL

AV 45 = weLdsiqs (21)
and
AVqS = a)eﬂf - weLdsiqs (22)

are added to their output to generate reference switching
voltages.

Fig. 4. Speed and currents control loops of PMSG.
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MDOF controller as illustrated in Fig. 5 depends on two
sub-controllers, one is used for wide-range of error and the
other sub-controller is considered for fine tuning of the output.
This controller was introduced for fuzzy control improvement
in [12], but it is proven to be applicable to Pl as used in this
work.

Fig. 5. MDOF sub-controllers

B. MPPT Control

For each wind turbine there are speed-power characteristics
which are a function of wind speed and blade angle. Fixed
blade angle turbine is considered at 0° as shown in Fig. 6. At
each wind speed, operation of the system at maximum power
point tracking (MPPT) provides the adequate reference rotor
speed (wy).

Optimal rotational speed of the wind turbine rotor can be
estimated based on the following equation [19],

* Vwind*o
Wiopt = % (23)
where A,,, is the optimal tip speed ratio and the point of the

maximum power operation occurs at this specific speed.

1.4 \
10 m/,
2l /
= N\
% /ﬂ nh N
g 0.8 / \
.E 06 /// Bm/‘s"\ \
< V. \
o4} P TN \
0.2 6 m/s \\\ \
5 m‘s\
0 4 mls \ \ \ \
0 0.2 0.4 0.6 0.8 1 1.2 1.4

Turbine speed (pu)

Fig. 6. Turbine power and speed pu curves at different wind
speeds and 0° blade angle.
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Comparing the actual turbine speed and the estimated
optimal reference speed, activates the controller to ensure
maximum power capture.

C. Grid-side Converter Control

The grid reference currents iz, and iz, have been set
according to the desired dc-link voltage and the reactive power
values, then the reference voltage components are generated
by PI current controllers [17] as shown in Fig. 7. The driving
signals for grid-side IGBT switches are generated using
SVPWM similar to the machine-side converter (subsection
3.1) in order to maximize the range of the inverter output
voltage. To ensure unity power factor at the connection to
grid, iz, is set to zero. Direct current component i, has been
generated to keep the dc-link voltage constant at preset
reference value. The grid angular frequency w, is determined
using phase locked loop (PLL). Compensation components
AV4, and AV, are added to current controller output as
illustrated in Fig. 7, where

AVdg = Vdg - (J)nglqg (24)
and
AVyg = wglgiag (25)
Inverter
By
B Yy
vdc |- i -
1 t AMN— ey S— .
ity i ANN\—rv~ \ Grid
AR WV
A s
-

Fig. 7. Grid currents control loops.
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IV. SIMULATION RESULTS

Simulation is carried out using Simulink for small wind
turbine system that has parameters as given in the appendix.
The system has been modeled and simulated under different
operating conditions, starting at rated wind speed (9 m/sec). At
time 0.6 sec from the starting the simulation wind speed has
been changed from 9 m/sec to 8 m/sec, then at 1 sec time the
wind speed has been increased to 9.5 as shown in Fig. 8.

=Y
(=]

Wind Speed (m/sec)
N W & o [=2] ~ 0 0

=

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Time (sec)

Fig. 8. Wind speed

At starting turbine mechanical torque has increased to reach
its rated value, and it follows the wind speed profile at .6 and 1
sec consequently as shown in Fig. 9.

1.4

1.2

FaN

[ ] /

-

2
)

e
o

Turbine torque (pu)

et
B

e
[N}

00 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Time (sec)

Fig. 9. Wind turbine mechanical torque.

The performance of the conventional Pl controller and
MDOF controller is shown in Fig. 10. Notice that error value
and duration have been decreased with MDOF control
strategy. The total efficiency and the system dynamic
performance are improved keeping MPPT through modified
MDOF controller at changes of wind speed. The effect of the
wind gust and torque transients will result in a reduced
influence on the system stability using MDOF controller.

The following simulation results for voltage, speed, and
current are obtained using modified MDOF controller. Stator
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Fig. 10. Change of generator rotor speed.

terminal voltage is shown in Fig. 11, where the voltage
depends on the electrical speed which started from zero and
increased with the turbine mechanical speed and torque and
continues to follow the wind speed changes as illustrated in
Fig. 12.
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Fig. 11. Generator terminal voltage.
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Fig. 12. Electrical speed (rad/sec)
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Generator output current is controlled utilizing PI
controllers in the rotating frame. The output three-phase
current of the generator is shown in Fig. 13.

The dc-link voltage is kept constant at its reference set
value using conventional Pl controller as illustrated in Fig. 14.
The transients of the system appear at dc-link during speed
variations, but the controller tracks the reference value which
insures system stability. Space vector pulse width modulation
strategy is applied at the grid-side converter to deliver
maximum power to the grid. Fig. 15 gives the produced
voltage at the inverter output under SVPWM strategy. Unity
power factor operation of grid-side inverter is clear as shown
in Fig. 16, while the actual reactive component current(i,g) is
controlled to be around zero.
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Fig. 13. Generator current.
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Fig. 14. Dc-link voltage.
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V. CONCLUSION

A novel speed controller is presented to improve the
DDPMSG system performance at wind speed changes. The
rotor speed controller uses MDOF concept to reduce the
changes and duration of transients. This reduces stress at the
rotor, while keeping maximum power point tracking (MPPT)
with wind speed variation. The grid-side inverter has been
controlled to keep the dc-link voltage at pre-set value and the
current injected to the grid at unity power factor to achieve
maximum power delivery to grid as a desired operating
condition. The system has been modeled and simulated to
realize the proposed controller effect on the performance
improvement.
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APPENDIX [9] K. Tan, and S. Islam, “Optimum control strategies in energy conversion
of PMSG wind turbine system without mechanical sensors,” IEEE
. . Trans. Energy Convers., vol. 19, no. 2, pp. 392-399, June 2004.

The used wind turbine and generator parameters are ShOWn 10 H. wang, C. Nayar, S. Jianhui, and M. Ding, “Control and Interfacing of
in table 1 and 2. a Grid-Connected Small-Scale Wind Turbine Generator,” IEEE Trans.

Energy Convers., vol.26, no. 2, pp.428-434, June 2011.
[11] Z. Li, X. Liu, Z. Fan, C. Wen, G.Lu, and P. Wang, “Vector control
strategy for small-scale grid connected PMSG wind turbine converter,”

in Proc. 2nd PES/IEEE ISGTEurope, 2011.

Table 1. Wind turbine parameters [20].

Rated Power (W 1 12] F. Khater, F. Ahmed, and M. Abu El-Sebah, “Multi degree of freedom
ated Powe 000
- fuzzy controller,” in Proc. IEEE Int. Symp. Intelligent Control, 8-8 Oct.
Maximum output power (W) 1500 2003, pp.293-297, Houston, Texas, USA.
Start-up wind speed (m/s) 3 [13] V. Akhmatov, “Analysis of dynamic behavior of electric power systems
: with large amount of wind power,” Ph.D. Thesis, NESA A/S, Technical
Ra_tEd wind SpEEd (m/S) 9 Univ. of Denmark, 2003.
Wind Speed range (m/s) 3-25 [14] P. C. Krause, “Analysis of electric machinery and drive systems, 2nd
Wind energy utilizing ratio (Cp) 0.45 Edition,” IEEE Press2002.
lade di [15] C. ONG, “Dynamic simulations of Electric Machinery: Using
Blade diameter (m) 3 MATLAB/SIMULINK,” Prentice Hall, 1997.
[16] F. lov, A. Hansen, P. Sorensen, and F. Blaabjerg, “Wind turbine
Table 2. PMSG Parameters [21]. blockset in matlab/simulink,” Tech. Rep., Aalborg Univ. and RISO,
March 2004.
[17] Y. Yong, R. Yi, S. Huan-ging, T. Yan-yan, and Y. Ying, “Grid-
Power(W) 1000 connected inverter for wind power generation system,” Journal of
Speed(rpm) 420 Shanghai Univ., vol. 13, Issue 1, pp 51-56, Feb. 2009.
[18] W. Zheng-Guang, J. lJian-Xun, G. You-Guang, and Z. lJian-Guo,
W (rad/sec) 44 “SVPWM techniques and applications in HTS PMSM machines
w,(rad/sec) 264 control,” Journal of Electronic Science and Technology of China, vol. 6,
Tm(N.m 277 no. 2, June 2008 .
(N.m) : [19] Y. Errami, and M. Ouassaid, “Modelling and control strategy of PMSG
voltage L-L(V) 220 Based Variable Speed Wind Energy Conversion System,” in Proc.
- ICMCS, 2011, pp. 1-6.
P (pair poles) 6 [20] Anhui Hummer Dynamo Co., LTD,“H3.1-1KW wind turbine,”
Flux (Whb) 0.74 Technical datasheet.
Rs(ohm) 12.6 [21] DVE-technologies, “PMGI-1K-400,” Technical datasheet.
Inductance L-L (mH) 92.5
Ld=Lqg (mH) 61.67
J rotor inertia(mr?) 0.026
Frequency (Hz) 42
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Signal condition of embedded unit inputs

F.Hruska, M. Navratil, and J. Otahal

Abstract—Systems of informatics and automation use more and
more at acquisition of data from sensor of measuring of circuit or
informatics perimeters. Primary information is out of scanning sensor
in sensor and subsequently this signal goes through process signal
condition. This action of signal condition uses technical and program
means. The basic technical means perform a verification range, limits
effects of disturbing interference of external environment and makes
filtration. Other way is software way where value is tested a real
range or after existent model, speed of change of rising or dropping,
does statistical balancing values, verification of uncertainties and
errors of measurement and next operations. Significant application of
those areas is used by embedded units.

Keywords—interference disturbance, signal condition, judgment
of values, range limitation, statistical balancing, uncertainty and error
of measurement.

I. INTRODUCTION

UALITY of signal condition out of sensors or readers
Qaccording to measurement on continual production
processes in chemistry, on manipulation of petroleum, in
power engineering and in other regions of industry
significantly influences function of control and monitoring
systems. Random fluctuation and errors from measurement
incurred in measuring circuit , disturbance of interference in
environment of signals and next influences they may
depreciate function of advanced control systems as far as to
peril safety factor and quality of production..

Which are the possibilities to remove these problems and to
ensure the high - quality functions of informatics and control
systems? There are on the one hand engineering units and on
the other side some programmable methods. A scheme is in
“Fig. 1 Block scheme of signal condition of sensors”.

The other look on processes of acquisition and data
processing is is showed in “Fig. 2 Scheme of input part of
signal condition” for processes of measurement of physical
quantities and information reading. The processes are divided
in function blocks A1- A5, on transmission of signals, data and
information up 01 to 05 with additional operations and in
blocks SW1 and SW2 of program processing.
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01

O

02
Hardware means
- restriction of limit values
- interference disturbance of 50 Hz
- EMI forfrequency >100 kHz
03

Software methods

- verification of range
- test of change rate
- statistical balancing

Fig. 1 Block scheme of signal condition of sensors

The block Al is created of physical environment
(temperature, parameters of liquids,..) or data carrier (barcode,
tag of RFID, picture, sound) and it is scanned of sensing
elements from a block A2 and the primary signals are
converted in signals of electric unified voltage . In face of
entrance into central unit is registered the block A4 for
additional hardware check - up of signal. There is safe no
overfullfilment of limit value, removing of disturbance using
circuits of galvanic separation and filtration of bad frequency
of way of band filter.

Input part of central unit, the block AS, has parts to input
signal conditioning mean of PGA, an analog numerical
conversion and quantization. Next to the hardware part
includes the block also a part of software to verification of
range, tendency and setting sampling and to computation
accordance with existent functional relation, to statistic
processing and to statistic balancing. [1]
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Fig. 2 Scheme of input part of signal condition

II. TECHNICAL MEANS OF SIGNAL CONDITION

Standard technical means provide basic function of
instrument from sensors up to embedded or central units.
There are at the beginning the sensors working on physical
principles, when outer stimulates of measured environment
changes most often electrical characteristics or parameters of
matter of sensor and systems . The non-unified primary signal
out sensors is specific, e.g . alternation of electrical resistance,
capacities and inductivities, changes of electric potential or
electric charge and there is necessary it electronically set up to
unified signal, most frequently as a voltage DC in the range
from 0 V up to 10V or current 4- 20 mA. By these operations
but there are increased some problems from electric
disturbance and therefore this chain has to add specific
elements , like to limit maximum signal value, galvanic
separation etc.
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Specific operation is affected already in electronic circuit on
exit of sensors or at connection with converter. There is e.g.
and wiring to compensation of longitude of cables, correction
of other parallel influences,. There is also a limitation of
influence of electromagnetic interference, by using twisting
and shielded cables. [2,3,4]

A. Limitation of signhal maximum

Enter data are in real environment effected by many factors
first of all influences of other electric systems. One from many
consequences there is unfair or and dangerous increasing
signal level. Like first and basic procuration is limitation of
value of amplitude of signal via using added electronic
circuits.

As a tested solution can be bring in wiring accordance with
“Fig. 3 Circuit with the voltage reference TL431”.

O = “ 5 O
O O
D

B

-

Fig. 3 Circuit with the voltage reference TL431

The circuit serves has a protective or regulative function on
input. The circuit with programmable voltage reference
LM431 was experimentally created for behaving as an ideal
Zenner diode. Saturation voltage of IC was set to 2.9V. The
output has a maximum constant voltage according to values of
resistors of RS and R6.

This circuit was tested and simulated, its static and dynamic
behaviors in the environment of Matlab Simulink and was
compared with real circuit of data measurements.

B. Remove and limitation influence of electric interference

A source of electric disturbance and overruning limit values
there is the electromagnetic interference. Electromagnetic
interference (EMI ) is a process of emission and immission of
electromagnetic field or electromagnetic radiation. Emission
generates electromagnetic field or radiation from electric
devices or electrical lines into free space. Immission is a state
of environment where is created field and accordance with
concrete conditions this field affects other electrical
equipment. [2]

Coupling between elements of EMI is realized by cable as
galvanic structure or in environment as capacitive or inductive
structure. General view on EMI shows “Fig.4 Scheme of
general view on EMI”. [1]

Scheme of generating of disturbing harmonic voltage under
EMI and their incidence on measuring circle is showed in
“Fig.5 Influence of interference voltage to measured signal”.
Source of data signal has voltage U,, and it is carried over
signal in unit A2 with load resistance Ri of unit of signal
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processing and carry over signal give upon input device A2
load angle resistance Ri troop for signal processing.

Power Line AC

Influence L 1 Disturbance

of EMI inPL
S .
Inflience | Electrical | [ Radiation
of EMI device of EMI
into device @——— > — > from device
EEEE—— - >

Fig.4 Scheme of general view on EMI

Power phasic lead uses electric current I, about voltage
Ujnter- Power control interferential field functions over
capacity coupling Cl1, C2 on signal lead. Magnetic
interferential field B1 is transformed to the signal circuit. This
harmonic disturbance forms disturbing series mode voltage
Ugy and common mode voltage nearcyInfluences of
differences of earth current rises another disturbing harmonics
tension , which adds to conformable voltage Ucy. On input
device there are disturbing voltage superposed on voltage
measuring signal Uj,ng.

Lnler

Come| Comw 1

@
1 1 @

A1 z

O

I 4‘]; |

Fig.5 Influence of interference voltage to measured signal

G

Very important aspect at composition of technical means
there is electric parameters of binding periphery it is output
and input of following element. At those structures correct
voltage level, kind of voltage, correct output and input
impedance of interconnected periphery and frequency
characteristic have be realized.

C. Limitation of EMI

Distance of lead with data from cables AC of limitation of
influence of disturbance of EMI is possible achieve: of

distance of data cables from radius of power cables AC, of
using the high - quality signal and data cables with twisting
pairs for elimination of frequency of 50Hz, of shielding of
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cables against a strong electric field and of galvanic
separation.

The galvanic separation is possibility to isolate mainly the
earthy currents. There has been tested a module. The linear
optocoupler IL300 was used in the same schematic as in the
datasheet for IL300. The scheme in “Fig.6 Circuit with the
optocoupler 1L300” shows the tested connection and the
results of tests confirmed the circuit. The output is strictly
linear.

ES l_\’-U:U
7\

R I 4 3 e

Fig.6 Circuit with the optocoupler IL300

D. Sampling and quantizing

Analog continuous signal from sensors on entrance have to
be converted in technical circuits on binary number. The
conversion runs in two phases. At first there is will performed
sampling of signal and then quantitation follows quantization.
This operations are very important during the processes of
signal condition.

The error of sampling can able indeed yet very worse. If
namely in original analog signal is occurred frequency higher
than is half of sampling rate (given a name also Nyquist
frequency), will get accordance with Shannon theorem to total
and irrevocable distortion signal thanks effect aliasing. The
aliasing can be prevented only so - called anti - aliasing filter,
which is low-pass filter registered before converter. The low-
pass filter will forbid to input frequencies higher than is
Nyquist frequency into the AD converter.

Because digital signal as a rule is processed on equipment
working in binary numeric system, there are the numbers of
quantized levels of A/D converters as a rule equal with N the
power of number 2, and the quantized signal can be imply in N
bits.

If would give up the sizes of errors of particular samples
into chart, it would come into being random signal, which is
named quantized noise. The size of noise is emitted as index
number in decibels, namely as a relation of useful signal to
noise. Because number in denominator of fragment -
quantitated error is near of all linear converters the same
(interval +1/2 up to 1/2 quantified levels), it depends size of
quantified noise only on numerator of fragment, it is on the
size of useful signal, which is maximum number of quantified
levels of existent converter.

III. SOFTWARE METHODS

Software means can affect significantly processes signal
condition. There are in the main operations computation of
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measured values to equivalent physical quantity, checking
errors and uncertainties in measurement, calculations of
indirect measurement, statistical balancing.

Recomputation of measured values to data and values of
physical quantity after AD conversion are first software
operation together with rounding. Recalculation uses statistic
transform function the general formula is:

y=f(x)+> 9,(v,v,,.v,) (1)
j=1

where is y output of function, f(x) transform function with
measured value x, g function of disturbing from influences v,
up to vy,

A. Uncertainty and errorsin measurement

Process of measurement is process of stochastic system. It is
impressed with rising random, systematic eventually rude
errors.

Random errors have reasons in stochastic actions. Absolute
value and mark of these errors is described according to law of
probability. These errors it is impossible except. At their
determination there is necessary to evaluate repeated
measurement behind same conditions by the help of statistic
methods. Evaluation of result of measurement employs
calculations:

The arithmetical average:

B
X—ng (2)

where is x; value measured in step i, n number of repetition of
measurement.
The selection variance of repeated measuring:

I < -
2 2
§'=—2> (% - 3)
n-143
which determines deviation of random error for explicit
probability
The selection variance of the arithmetical average:
2
> S
S =—. 4)
X n

Systematic errors have some reasons at suggestion and
implementation of measurement system. They exist then, when
at suggestion there are not detected their causes, there are not
compensed their influence and not performed necessary
correction. Not detected systematic errors are assessed at
determination of uncertainties in measurement.

Uncertainties in measurement define values as parameter of
measurement accordance with real conditions. Perfect
knowledge requires to obtain relevant information in the
process of measurement. To primary resources of uncertainties
in measurement there are placed e.g . incomplete definition of
metered quantity, non-representative range of samples of
measurement, unknown conditions of measurement, errors of
human factor at hand data collection, incorrectly intended

ISBN: 978-1-61804-244-6 465

accuracy of instrument, inaccurate values of constants for
evaluation of signals and other.

Uncertainty in measurement for concrete metering is
determined uncertainties of type A of date according to
statistic methods and uncertainties of type B, which are non -
measurable and which are expertly estimated.

Uncertainty of type A equals with standard deviation of
arithmetic average of sample of measurement at n>10 number
of measurement and has the formula :

T
Upy =S, n(n_1)§(" X) 5)

Uncertainties of type B is estimated for every source of
uncertainties accordance with range of possible changes of

deviation from nominal value +/ Zand,max- Concrete
calculation uncertainties of type B are:
Z
_ 7j,max
Ug, =", ()

Kk

where is k value for selected approximation of probability
distribution, for normal (Gauss) partition (N) is k= 3, for
equable rectangular partition (C) is k=37, for triangular
partition (S) them to= 2,45, for bimodal partition (U) is k= 1.
Total uncertainty of measurement is according to formula:

_ [ 2 2
ux - uA.x +uB,x ' (7)

On entry of system there is come signal of dynamic
changing and rise other errors. Problem of dynamics is given
according with inertia of system. The base of description is
dynamic characteristics, which takes in consideration all
dynamic influences. Description is via form of differential
equation, image or frequency transmission, and logarithmic
frequency characteristics.

B. Satistic balancing of measurement

Statistical balancing of measured data (data reconciliation -
DR) is effective method for total improvement of file of
measured data. Make use of mathematical models and natural
laws. [5,6]

Models of measurement is come - out from static
characteristics of dependence of exit/entrance. There is able
to partly model of polynomial relation (reduction of measured
temperature at sensor Pt100) or model of exponential relation
at evaluation of sensor NTC or about common matrix model.

Statistical balancing of data was developed in effective and
extensive method of complex elaboration of measured data,
there is utilized all information included in information. The
DR method (obtaining of consistent data) is also base to data
validation (exclusion of rude and systematic errors of
measurement). The method DR is possible apply only in cases
of redundant measurement.

The basic idea of DR is repair (balance) measured values
so, that date has to bring near mostly to (unknown) correct
values of measured quantity. Well - balanced values Xong 1€
obtained from relation:

X =X +V 3
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where to measured values are added so - called corrections
Vina- In ideal case the corrections would have to be equal with
in the negative taken errors; these however aren't known. If is
if but I known a mathematical model, to which correct values
agree with, there is the best possible solving its, which is based
in method of maximum credibility.

Well - balanced values conform to two basic conditions:

1. Balanced values of metered quantities are agreed with
physical laws, so they are consistent with them, whereas this
condition is possible write down in form

Fx,y,c)=0 )
where is F a vector of formulas according to mathematical
model of technological process, x' vector directly plumbed
quantities, y' vector of indirectly of metered (derived)
quantities, ¢ vector of exactly known constants.

2. Sum of all corrections of measured data is minimal,
whereas corrections are defined so, in order to sum of squares
of weighted corrections (weight oh) which has to be minimum,
and pays

X — .
Q.= Z 5 % => min (10)
Sizes of corrections have to grant a inequality:
riit > Qmin (1 1)

where is Qy; critical value Xz partition with v steps of freedom
assessed accordance with Gauss theory of errors (value Qi
for existents v is introduced in statistic tables).

If inequality (5) isn't fulfilled, it means , that the DR
detected present of rough error in measurement. In such a case
it is impossible balanced data further to use, although the
agreement with physical laws, because isn't fulfilled the
criterion of Gauss's error distribution.

IV. CONCLUSION

The paper deals with aspects of improving the operations of
signal condition at inputs side of embedded system. There is
the possibility via hardware means and software methods. In
the software there is very important the statistical date
reconciliation.

Statistical reconciliation of measured data is the prospective
method and leads practically to optimization of technological
arrangement, reduce to operating costs, service costs, increases
responsibility and safety factor of function system.
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An operational model of bus terminal management
based on daily passengers demands

José A. M. de Gouveia, Mauricio L. Ferreira, Maria L. R. P. Dias, Melissa S. Porkorny, Eduardo M. Dias

Abstract—This article aims to tackle management operational
model of public transport as a guideline with the consolidation of
the operating efficiency of the municipal bus terminals, based on
the use of ubiquitous technology [1] and concept of Big Data [2].
As well to be used in obtaining and processing information of
passenger demand, to be collected and processed in real time, in
order to maximize resource utilization and fleet operators, to meet
the needs of users of the displacement of the system, reducing the
waiting time on platforms, shipments and travel providing a better
quality of life for the population, as well as the improvement of
environmental conditions through the reduction of pollutants into
the atmosphere. In this proposed model the main purpose is to
qualify transportation services with the enhancement of the use of
RFID [3] technology and Big Data [2] for the collection and
processing of information by ensuring the implementation of
activities based on standards developed by adopting the best
practices of work. As well aiming at increase of satisfaction and
quality of transportation service.

Keywords—Technology ubiquitous concept of Big Data, needs
displacement, quality transportation service, environmental
conditions.

L. INTRODUCTION

T HE city of Sao Paulo with already industrial city
profile, today can be considered as a major pole of
attraction for businesses and services, in this way
transport systems face each day a greater demand for offsets
without the traditional transport planning which can follow
this growing trend with proper implementation of urban
infrastructure and other necessary investments.

Currently the manager and operator of transport do not
have the information in real time about conditions of
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manning of vehicles and platforms in order to provide
available resources at runtime in a rational way, providing
better service and flow of movement of vehicles and
passengers.

Considering municipal terminals as elements of regional
integration, the City's proposed model aims to collect and
process data on the daily movement of users in access,
shipments, vehicles and the effective use of services
(destinations) offered, aiming to reduce the time of
passengers waiting on the platform, better use of resources
fleet in order to avoid accumulation of vehicles at its
facilities and access, providing better fluidity of movement,
maximizing performance and avoiding saturation, and this
(model) is geared to efficiency, productivity and quality of
operation that is extended to the entire mass transit system.

Operational management of the terminal should enforce
the use of the information of passengers commuting via
public transportation, properly addressed in ITS applications
- (Intelligent Transportation System) and Big Data at
runtime which in  turn rely the advances in
telecommunication and positioning via GPS. Taking into
consideration the use of other technologies such as Radio
Frequency identification (RFID) in the identification of
travel profiles through the use of tag in smart card payment
(Bilete Unico) cards and readers / antennas installed in
vehicles, accesses, platforms and crossing points extending
to the terminal corridors and other stopping points of the
bus.

The mobility data collected will be used in real time by
management, supervision and planning teams in solving
performance problems of the system through improving
both terminal functioning and services provided by external
actors. .

The elaboration and systematization of measures of
operating performance was only possible by performing
costly field surveys, since data regarding the regional
mobility of the population does not include municipal
passenger terminals.

The organization of travel distribution will be essential to
meet the mobility needs of the city. This management model
aims to increase the capacity of transport systems in
terminals correlating the various operational elements,
creating indexes of fluidity and performance of the
operation, based on the conditions of platforms occupancy,
access and vehicles considering the best service to be
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provided. The model is also guided by a combination of
historical data and the profile of dislocations of users, the
occupancy rate of vehicles and points charts that meet the
lines involved in axis scroll managed, as well as projections
of traffic, in order to increase the commercial speed of
buses, safety displacement and reduce the negative impacts
of mass transit operations on the environment and mobility
in the city.

Such objectives can be achieved by collecting and
processing information at runtime, from the integration and
interoperability of joint systems and embedded devices as
well as in providing a planning framework based on
historical data around which can develop permanent
interaction between those responsible for monitoring and
fleet management, guiding the actions of regulation of the
transport system by bus terminals.

Simultaneously, it is proposed to increase the capacity of
the remaining operational control centers (Central, Regional
and Operator and future Mobility Centre) to track, monitor
and integrate preventive actions, especially in sections
where saturation of vehicles and road system may occur, or
any other type of conditions that may pose risks to the
operation of the buses.

Even though the potential for covering various classes of
transport, this proposal focuses on management mode of
The Passengers Bus Terminal , with the aim of providing
improvements in management and care of the user needs
and other stakeholders.

A. Context

The city of Sao Paulo has a population of over 10 million
inhabitants. If 38 surrounding counties will be added, the
result will reach almost 17 million people. In the
metropolitan area, about 55% of motorized trips are made
by public transport, a total of 6.3 million passengers per
working day [4].

To meet the such demand, the city currently maintains 30
municipal bus terminals, 10 of which are equipped with
technology (smart terminals) and bus lines operated by
private companies, under the management of Sao Paulo
Transporte SA - SPTrans. The system is operated by 16
consortia formed by companies and cooperatives,
responsible for the operation of 15 thousand vehicles which
operate in more than 1300 lines [4].

In accordance with the Law 13.241/01 and Decree No.
43.582/03 is for the city of Sdo Paulo, through the
Municipal Transportation - SMT organize, operate and
supervise the public transport services in its various modes
[4].

The Municipal Transportation System is composed of an
integrated network, created by the City Department of
Transportation, in conjunction with SPTrans in 2003. Such a
network allows quicker shifting and rational use of means of
transport in the city. [4]

To better meet the demands of bus transportation in the
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city mass transit system was divided into two auxiliary and
complementary systems:
1) Structural subsystem

Aimed to meet the high demands of displacement that
target from various regions and regional centers to the city
central areas. To fully meet these connections, this
subsystem main characteristic is to operate on the main axes
of displacement and transport corridors with vehicles of
medium and large size (articulated and bi-articulated).

In the general structure this integrated network service is
considered as the backbone of public transport as it provides
the connection to the various regions, as well as connects
several regional centers to the city center.

2) Local subsystems

Aimed to meet the demands with short displacements
needed in outlying areas, especially in places with limited
road vehicles and feed the system of structural mesh,
allowing the attendance to points of connection with the
structural subsystem and/or sub-centers through lines
operated by public buses and smaller vehicles, such as:
minibuses, small buses and midi-buses.

To facilitate the organization of the lines, the city was
subdivided into eight areas, each with a different consortium
and cooperative, and the vehicles follow the same color
pattern, according to adopted visual identity.

Nevertheless, the implementation of the activity of the
public transportation planning at the level of specification is
needed. Having in mind that various elements influence the
planning process, such as the identification of the basic
relationships between the main needs of population, in
context of the physical conditions of the neighborhood and
other characteristics of the city; the influence of the
operating conditions of the transport system and its
permeability in the road system.

In order to regulate, guide and monitor the
implementation of the provided services OSO's-Service
Orders by the Managing Operating System are issued which
stipulate the amount of matches, fleet type and other
characteristics for the performance of the activity by the
dealer or grantee of public transportation system.

B. Problem

With a lack of knowledge of the relationships between
displacements and the other conditions of the city as well as
its influences on the services of public transport, regulation
through the execution of orders (OSO) is insufficient to
understand due to the unfavorable conditions to the
transaction, whether in a particular terminal or in its
background and feeder systems (structural and local).

Regarding the complementary operational measures,
which must be taken into account to restore normal
operation, the indicators of production and productivity
should be considered (capacity and demand; occupation of
platforms and intermediate points; contracted level of
service and commercial medium speed).
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Exceptionally service orders do not show adaptability in
adverse situations (meteorological factors, heavy traffic,
strikes and other events) that may alter the conditions of
service causing discomfort to users.

There are currently no means of telling with the online
Monitoring System SPTrans if any service is being
impaired, in this case those responsible for the supervision
and control of the fleet, communicate to teams of
monitoring and management, to the operator to replace
certain vehicle (broken or damaged in a traffic accident) or
forwarding a particular service to a particular point of the
line or terminal, in order to avoid losses on the needs of
displacements of the system users.

Do not always the decisions taken by the management
team of operation produce an effective monitoring, as
determined correction action of a specific problem in a line,
may trigger sequence of adverse events that may cause
deregulation of the system, including: increased waiting
time at bus stop, increase in travel time, increase of
saturation levels of service in bus terminals and the
worsening of unfavorable conditions of the flow due to the
insertion of a service on a road already saturated.

Besides these situations, the operations of terminals in the
central areas of cities are influenced by scarcity of physical
space for operation and internal circulation, as well as the
traffic conditions and access. Such factors may cause delays
in the scheduled departures due to greater accumulation of
passengers on platforms and increasing the waiting time and
boarding the vehicles.

During morning peaks central terminals have large flow
of vehicles approaching the bus lines more frequently
operating, with platforms space not sufficient to
accommodate all the buses arriving in the terminal and
passenger demand relatively lower compared to the
peripheral terminals in the same time.

In this case, the vehicles tend to wait for the departure
time while the others move between platforms waiting for
space parking. In this situation, operators have capacity of
peripheral terminals reduced to the maintenance of the
scheduled fleet , generating the accumulation of users on the
platform, and in some cases the vehicles are only released
for departure after the arrival of another vehicle of the same
line, causing the cascading effect.

Depending on the geographic location of the terminal in
the city and the design of the public transport network, the
fluctuation of supply in various parts of the system results in
greater movement in the terminal, often surpassing its
ability to meet the pent-up demand in platforms. The traffic
generated as a result of these facts affect the circulation of
buses and vehicles in their vicinity in general.

Another fact to be added to understand the behavior
patterns of users in a given terminal, in some cases it is
observed that during the morning boarding peak passengers
use the first vehicle available, while in the afternoon peak
there is trend to wait in line for less crowded bus to travel
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sitting.
C.  Purpose

This article aims to apply the methodology and use of ITS
(Intelligent Transportation System) tools , integrating the
information acquired in the module for monitoring and
controlling the fleet together with the adoption of new
models of operational management.

Furthermore, it allows the adoption of knowledge for the
operational management from Terminal Transfer, allowing
these urban facilities greater autonomy in control of the
services, with the use of monitoring information across
spatial location latitude and longitude of embedded devices
(GPS / AVL [5]),the data collected and processed in real
time, using the technologies of data collection, radio
frequency - RFID , using tag (to be installed in public
terminal equipments, breakpoints and corridors and Smart's
charge cards - Bilhete Unico) combined with historical data
of the displacements of users via public transportation [7] .

The information provided to assist management teams in
system operation and decision making adjustments to the
regulation of services, determined by the orders of operation
service(OS0O), taking into account the level of current
service in vehicles and approximate ratio of users on the
platforms of the terminal.

The proposed model will maintain correlations with the
conditions of fluidity of regional transit and other related
factors that can change the characteristic of the operation or
the commercial speed, with the premise of providing
information to users about the conditions of manning of
vehicles approaching and alternative displacement, based on
the application of the concept of systems with big data.

The proposed these technologies in conjunction with the
new management model may provide a better understanding
of the behavior of the transport system, allowing the
validation of proposed models with the current conditions
(reprogramming, changes lines), filling partially empty gap
within the existing literature with regard to the basic
principles of planning and operation with the reality of the
system.

D. Relevance

The relevance of this topic is given to the fact that the
system monitor the real-time location of buses, following
the evolution of its service level according to the behavior
profile of demands over the route of the line. The quality of
transport is also related to the capacity of the vehicles, and
the users' perception, the last parameter depends on the
period in which passengers use the system.

In this case, the evaluation of the capacity factor is
through the relationship between the number of passengers
inside the bus and its stretch and critical period, to
maximum capacity and vehicle capacity.

With the identification of tag of payment cards and other
embedded devices (AVL / GPS [5]) any change of pattern in
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the level of service in operation, saturation of demand in

terminals or intermediate points of the bus lines will be

communicated to the teams of System Management and
monitoring.

The management model can provide alternative service
based on:

1) Current conditions of displacement of passangers
compared with historical data source and destination [7]
and the evolution of the displacements at runtime of
tags;

2) Application of projection level of service using
parameters employed by the management of services,
which will be calculated based on a combination of
established quality standard data of manning of vehicles
in operation lines (Ferraz , 1990), monitored at runtime
collected from tags (Mauricio Lima 2013) emarged
with historical data for demand response in the
intermediate and terminal points;

3) Recommendation of measures to regulate the operation
of services allocated in accordance with the minimum
standards for occupancy of the terminal platforms,
based on the provisions of the Transit Capacity and
Quality of Service Manual 2nd Edition ( Part 7/Station
and Terminal Capacity) including fleet availability and
operational costs;

4) Provision of information for the planning teams and
managers of service provider, to improve the adequacy
of the terms of schedules of work orders (OSO)
according to changes in demand or other factors arising;

5) Indication of teams that have irregular operating

Device AFC
(Automatic Fare Collection)

conditions or level of service at runtime in order to be
monitored, as well as finding irregularities, and further
penalisation;

6) Service of contingency systems until a situation of
discrepancy can be bypassed (eg strikes, high capacity,
adverse weather conditions, demonstrations, blocked
traffic, and other system failures).

II. DEVELOPMENT

Terminals allow passengers to make bus travel between
points of interest so they can freely choose between various
combinations in order to reach destination. Performance
measurements can be made on the operational conditions of
the whole system, since that is where greater intensity the
problems of operation of lines and corridors are reflected
with.

The proposed model of management operation terminal
provides with information displacements of users at run
time, based on of data collected by the antennas RFID
readers installed at the access and circulation areas of people
and vehicles.

This process of automatic exchange of data between the
device middleware [6] RFID system, filters, and aggregate
identification labels tag that RFID reader processed with
spatial reference latitude and longitude of embedded devices
(GPS / AVL [5D.
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Fig. 1 - Proposed model for data collection by tags — Mauricio Lima 2013
Source: M. Lima, E. Dias, 2014, Real time monitoring of public transit passenger flows through Radio Frequency Identification
- RFID technology embedded in fare smart cards, (in print
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For determining the level of service contracted, conflicts in the opposite direction and crusaders
combination of the following procedures should be applied: motion.
1) The proposed data collection by tags - Mauricio Lima |—— ----- 1&—-.—_.-.,_(9
(2013); @ @
2) Historical values of the exchange supply and demand, ___ i
3) Conditions for saturation of platforms and standards
levels of service as the manning of vehicles Ferraz Figure 4: Level of Service ‘C’
(1990) [8], which in Table 01, the lower the density of Source: TCQSM, 2003
passengers, the better the quality of the transport
service. * Level of Service “D” — Freedom to select walking
speed and pass others is restricted; high probability
Table 01 - Standard quality manning of vehicles [8] of conflicts for reverse or cross movements.
Level Density
of (Passenger/m2) . ®
Service E,.._.‘-..Q‘_ """" 3
A Only sitting @ (&
B 0al,5 . -
C 1,5a3,0
D 3,0a4,5 Figure 5: Level of Service ‘D’
E 4,526,0 Source: TCQSM, 2003
F >6,0
Source: Ferraz (1990) * Level of Service “E” — Walking speeds and
passing ability are restricted for all pedestrians,
only forward movement is possible; reverse or
4) For the conditions of saturation of the terminal cross movements are possible only with extreme
platforms on the proposed study the adaptation of difficulty; volumes approach limit of walking
service-level model is needed for common circulation capacity.

area (TCQSM, 2003) [9] with:

* Level of Service "A" - Walking speeds freely
selected; conflicts with other pedestrians unlikely.

% O
" Fig. 6: Level of Service ‘E’
Source: TCQSM, 2003

Fig. 2 - Level of Service ‘A’

Source: TCQSM, 2003 * Level of Service “F” — unavoidable contact with
others; reverse or cross movements are virtually
e Level of Service "B" - Walking speeds freely impossible; flow is sporadic and unstable.

selected; pedestrians respond to presence of others.

B 8
A I\ ®
! i
Fig. 3: Level of Service ‘B’ Figure 7: Level of Service ‘F’
Source: TCQSM, 2003 Source: TCQSM, 2003

* Level of Service "C" - speed walk freely selected;

unidirectional flows there can be shocks: minor With the use of all information collected allied to

parameters defined by the management of services, the
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breakeven point for the management of the terminal will be

established, taking into account the economic and financial

aspects applied to each operation of the bus lines involved.

In addition to the information relevant to the operation of
the terminal, with each pass of the vehicles equipped with
the system of collection in a particular notable point (bus
stop, transfer or terminal control line-TP/TS station), new
data submitted by equipment embedded (GPS / AVL [5])
being sent to update the system.

This update will be performed based on the concepts of
Big Data technology, the processing of data collected from
vehicle to vehicle from point to point of its operation, with
the other information coming from other related systems
(fleet management and tracking of buses, traffic and
information system planning with origin and destination of
travel [7]), statistical data for composition that will form the
basis for generation of alerts inconsistency of the transport
system at runtime.

All alerts are associated with operation indicators and
other parameters of calculations that focus on saturation of
the bus service, as well as monitoring the general profiles of
dislocation (demand) through the alignment of data users at
the point of capture or transfer stations where serve as input
to guide the actions of regulating the public transport service
by the management teams of transportation and transit.

Consignments of such information and alerts to the
monitoring system will be handled through the respective
control centers by management teams operating. The
purpose of this procedure is to enhance supervision of
services and fleet management and monitoring of the
situation of the road, rows of terminals and corridors that
offer greater risks degradation of service by the public
officials and operators of the system.

The information system will maintain historical
conditions and the movement of vehicles on the data lines,
as well as monitoring through management reports and
indicators in order to guide the planning actions aimed at
continuous improvement of the service specification and the
development of specialized routines for performance of
inspection teams in the field of transport system.

This proposal aims to assist the management of the main
system in the monitoring of potential risks based on:

1) Treatment alerts cartographic databases (points charts
with zoom levels and saturation);

2) Temporal transmission parameterized by the
monitoring system data concerning the probable
movement of the demands aiding decision making
processes in the implementation of fleet resources
rationally and effectively, considering the performance
indicators, resource availability and costs;

3) Identification of control data events, with possible
"bottlenecks" in the operation of commercial speed or
fall because of road impedances and propose based on
the demand profile and historical data and load flow
solutions;
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4) Serve as the basis of knowledge in the application of
contingency operations in situations of deadlock of
other modes of public transport or other adverse;

5) Preparation of management reports for analysis
planning teams and costs for improving the applied
models;

6) Providing information on system conditions in real time
to the general public.

111 IMPROVEMENTS

Besides knowing the location of public transport vehicles
the user can check the conditions of occupation of vehicles
approaching in order to get more comfortable ride.

Using data collected from embedded devices, system
managers can evaluate the performance of the operation,
plann interventions through estimates of arrival rates of the
lines and the conditions of arrival of demands in a particular
stop point or terminal.

Recognizing the critical points of the bus lines and
suggest service solutions, considering the array of
destinations [7], elaborating scenarios of changes in demand
profiles for each modification or correction of work orders
(0S0).

Provide support to managers and urban planners to
develop guidelines for transportation plans through
management of indicators of services.

Monitor system performance in the context of actions
taken to further analysis of the results.

Make public the information of system performance to all
stakeholders by issuing periodic reports.

Suggest new bus lines/connections rationally based on
displacement [7] array to improve the quality of care, with
better use of staff resources and vehicles.

Iv. CONCLUSION

The management model for measurement of performance
function support the planning and management of specific
and adverse problems, logistical support for decision-
making processes, promote continuous improvement of the
system as well as improved operational control using as
reference historical database.

The proposed study aimed to present the analysis of data
with relevant information on the density, flow and
displacement of passenger terminals in the public mass
transit system, that will:

1) Reduce the cost caused by waste or mis-sizing of the
terminal features;

2) Make the provision of services closer to the need to
travel for passengers;

3) Allow pro-active rescheduling of services based on the
systematic evaluation of recurrent changes in the use of
supply;

4) Develop new tools for informing users about the
conditions and ocupation of vehicles and other public
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transport facilities;

5) Application of technology in places of embarkingn and
disembarking in order to contribute to the operational
services regulation avoiding the saturation of the
terminal;

6) Produce database with inputs for the composition of
inspection plans of the bus lines, which include higher
accuracy and improved use of inspection teams;

7) Promote the allocation of resources and services
according to the need to travellers in critical situations;

8) Systematicall collect and analyse the data on the
conditions of the platforms, points of stops and
passenger capacity in the vehicles of the public
transport system;

9) Reduce the points of congestion caused due to long

embarking and disembarking due to excess of demand

and intermediate stops;

Provide greater flexibility in the allocation of resources

based on the assessment of demands, avaliable

resources and space allocation;

Undertake immediate correction of data aimed at

increasing the commercial speed and comfort of the

user.

The ubiquitous technology can adapted both in the
concept and design, to use other personal communication
devices such as mobile phones, tablets and other devices or
with Bluetooth technology to collect data essential for
management teams operation for organization and
monitoring of the system, providing however, that the user
can provide information in real-time about the conditions of
the transportation system.

Drafting new management model similar to those applied
in activities of port terminals, using identification of
approaching vehicles and their levels and quality of service
with the purpose to optimize the use of physical space and
streamline operations through the provision of bus bays or
in response to different traffic flows and demand.

Within the contrasts with the conventional schemes,
where all lines have pre-designated bays, the new systems
function under normal circumstances. However when one
bus is late, triggering high density of passengers on the
platform, the dynamic system can automatically relocates
other vehicle to a nearby free bay, accommodating
passengers waiting of the platform.

10)

11)
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Holonic concept 1n the heat production and
distribution control systems

Lubomir Vasek, Viliam Dolinay, and Tomas Sysala

Abstract—Thiscontribution shows the idea of the application of
holonic concept for decentralized systems in district heating systems.
Modern heating networks, referred as smart heat grids, require
quality control and communication infrastructure and the holonic
concepts appear to be appropriate for this purpose. District heating
network can be divided into the autonomous elements and it is
possible to define tasks and relationships between them. To manage
such kind of systems bring many benefits in comparison with
centralized systems.The first task of this research is to analyze the
behavior of each heating network element in detail and define
hierarchies and mutual bindings. The preparation of this holonic
application has already been started for the key elements of the
distribution network. The analysis focuses on operational data of
individual heat exchanger stations and their binding on other system
elements.

Keywords—Heat distribution, heat consumption, energy,
holarchy, holon.
I. INTRODUCTION
HEimportant aspect, leading to efficient energy

consumption is undoubtedly effective management of heat
production and distribution.Heat supply in the scale of the
municipality, termed district heating, means to provide the
transfer of heat energy from source into the place of
consumption in time when it is required and in the expected
quantity and quality. Quality of supplied heat energy is
expressed in the temperature of heat transferring media.
Quantity and quality of heat energy must go hand in hand with
minimal distribution costs [1]. It is obvious that the heat
distribution is inextricably linked to heat consumption,
therefore the management strategies of the heat production,
distribution and consumption must be solved as one unit.
Nowadays, modern low-energy,passive or even active
buildings are developed, smaller local sources are set up - such
as waste incinerators, extensively grows the use of renewable
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resources. At the same time, there are a large power plants
producing electricity with potential large residual heat
production. All of these factors change the view of the
management strategies. Current strategy and concepts have to
be upgraded or replaced by new one. Such modern concept is
the Smart Heat Grid [2]. To control such complex system as
smart heat grid it is advisable to use one of the distributed
management methods. The methodbased onholonic
architecturewas selected and ispresented in this contribution.

II. BASIC FEATURESAND PRINCIPLES OF THE HOLONIC
SYSTEMS

The term "holon" and “holonic system” appeared more than
40 years ago, it was introduced by Herbert Simon and Arthur
Koestler [4]. In recent years the concept of holonic systems
expanded, elaborated and applied inter alia in the field of
production systems, especially in discrete manufacturing. It is
one of the concepts applicable to distributed systems and their
management, but it has also potential for use in other areas.

This paper describes an application of this concept for the
production and distribution of energy, especially heat energy.
Modern trend in this area is the concept of Smart Grid,
respectively. Smart Heat Gridsare based on the application of
the distributed systems ideas and it is therefore suitable to
apply holonic concept.

Holon, in this context, could be defined as an autonomous
and co-operative building block of a production system for
transforming, transporting, storing and/or validating
information and physical objects. The holon consists of an
information processing part and often a physical processing
part. A holon can be part of another holon. It is also possible
to see it as a model of a particular element, i.e. part of the
model of the entire system. In this sense is holon used in this
article.

The Fig. 1 shows designed holarchy for the district heating
system. The term holarchy refer to a set of holons including
their mutual relations. Holarchy is a system of holons that can
co-operate to achieve a goal or objective. The holarchy defines
the basic rules for co-operation of the holons and thereby
limits their autonomy [8]. The abbreviations used in the
abovefigure mean the following:

HSH — Heat Sources Holon

LHSH - Large Heat Source Holon

HDH — Heat Distribution Holon

HAH — Heat Accumulator Holon

HCH — Heat Consumption Holon
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Fig. 1 Holarchy for District Heating System

The internal structure of holons can be made up of a group
of other holons, which can be described as "subholons". Any
such subholon is, of course, full holon. This allows a very
flexible way to define entire holonic system.

The most important features of holon are autonomy and co-
operation. Autonomy is characterized by its ability of self-
regulation, i.e. the capability to apply the flexible strategy
which allows holon to respond differently to changes in their
relevant environment. This ability to respond individually to
changing conditions in which holon work, must be connected
with a certain degree of intelligence to its reaction to change
and adapt to the demands of the environment to be efficient
and effective. Cooperation takes place between holons using
the corresponding parts "subholons" of each holon - the parts
that have the ability to implement relevant cooperation.

Good co-operation requires good communication between
holons.Holon exchange information with other holons
throughout holarchy. This direct, mutual communication
between holons manifests an important distinction between
distributed systems management and centralized management
systems. In centralized systems, all communication takes place
via a central element of the control system.

III. HOLONS AND HOLARCHY IN DISTRICT HEATING

The production, distribution and consumption of heat can be
characterized as a set of individual elements of different types,
which are linked together in a certain way - see Fig 2.These
elements of the system can be divided into several groups and
each group then into several subgroups.

Transmission @] Consumers

___ Heat exchangers

P,
%. h 'y

- Distribution
i
| I—g% supply lines
—q M 2tz lines

Heating plant

Fig. 2Heat transmission and distribution system [9]
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Heat sources

Structure of heat source holons (HSH) depends on the type
and the structure of the source. It is important to build the
structure of HSH in very flexible way to be able to match the
given source. Individual subholonsof HSH model the
particular technological equipments of the heat source.

The resulting structure corresponds to the level of HSH
intelligence. It is implemented by a set of methods, which is
the union of the individual methods of subholons and HSH
itself. Basic service, offered by HSH to other parts of the
system, is the timing of the possible energy supplies (heat and
for the case of cogeneration also an electricity) including
relevant economic parameters.

Heat sources can be classified into following groups:

e Large centralized sources, which usually produce thermal
and electrical energy (cogeneration systems). Their
management depends on priority forms of produced
energy or the ratio of their volumes. Individual variants of
these resources will also differ as to theused energy
technologies and source of energy.

e  Smaller local sources produce only heat in the traditional
way - by burning fossil fuels or biomass.

e Renewable energy sources that use different forms of
renewable energy (photovoltaic sources, solar heaters,
geothermal, heat pumps etc.)

Distribution network

Its implementation will vary depending on the heat transfer
medium and it corresponds to the structure of the
corresponding holarchy, which is modeling the distribution
network. In this case it is not possible to talk about one
holonof the distribution network but about part of holarchy.
Individual holons of the distribution network holarchy
correspond to elements of the distribution network, which will
be listed below. The basic function of used holons is to
monitor and control the hydraulic and thermal conditions in
individual parts of the distribution network. The distribution
network itself consists of the following parts:

e Heat exchanger, which is used for separating the primary
and secondary parts of the distribution network
(transmission and distribution) and to transfer heat
between them. There are several structurally and
technologically different types.

e Object transfer stations - have a similar function as heat
exchangers, the difference are that it serves to connect the
secondary and tertiary part of distribution network.

e The components of the distribution network for the
transport of heat transfer medium between the source and
consumers, such as various parts of pipe (straight,
forming a branch network junctions forming network
nodes), valves, pumps, etc.

Appliances — heat consumers

The individual types of consumers vary in their technical
design its properties and characteristics. This is reflected in the
group of holons for modeling this part of the system. Basic
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characteristics, and thus offered service of modeling
holons,are a timing diagram of heat consumption based on the
temperatures around the appliance. This will be different for
different types of consumers - heating residential building,
office building, schools, retail premises or industrial building,
or supplies heat for technological processes in various types of
production, etc. To determine required heating diagrams, the
modeling holons willuse the functionsfor analysis of historical
operating data and to update the consumption diagramwill
uselearning processbased on artificial intelligence methods.

Accumulator (storage tanks) of thermal energy

Accumulators allow eliminate differences in timing of the
availability of heat production on the one side and timing of
heat demand on the other side. An accumulator operates at
certain time intervals as the source and at other time intervals
as consumer. This corresponds to features and services of the
relevant holonsmodeling accumulators of thermal energy.

IV. SPECIFICATION OF THE HOLON PROPERTIES

Preparation of individual holons covering elements in the
heat supply system is based on their physical properties and
analysis of operational data. An example will be shown on
heat exchange station.

A. Heat exchange station

An important element of the heating system - heat exchange
station HES, is selected as an example.In practice, many types
of heat exchangers are used which vary for example in size or
purpose in the heat distribution system. However, their
behavior is very similar.

The elementary part of the heat exchanger station is heat
exchanger, see fig. 3 and the appropriatecontrol system or
mechanism.

Fig. 3 Double pipe heat exchanger [7]

The heat exchanger station holon and corresponding
subholons are show on Fig. 4

Fig. 4 Heat exchange station holon

The abbreviations used in the abovefigure mean the
following:
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HESH — Heat Exchange Station Holon

HEH — Heat Exchanger Holon

ODMH — Operation Data Measurement Holon
ICH — Inlet Control Holon

OCH — Outlet Control Holon

HCH — Heat Consumption Holon

Heat exchangers work based on convective heat transfer. In
this heat transfer mechanism, the transfer rate depends on
many factors such as flow velocity, pipe or tube surface, flow
arrangement, etc.

The heat duty can be defined as the heat gained by cold fluid
which is equal to the heat loss of the hot fluid. It can be
calculated as (heat loss in heat exchanger is ignored):
Q= muC.+ AT= My Cped Ty, (1)

In equation (1), the subscript C indicates the parameters
related to cold flow and h relates to hot flow. m is the mass
flow rate of streams, C is the specific thermal heat capacity
and AT is the difference of the flow input and output
temperatures [5].

According to Newton's Law of Cooling heat transfer rate is
related to the instantaneous temperature difference between
hot and cold media. In a heat transfer process the temperature
difference vary with position and time. The rise in secondary
temperature is non-linear and can best be represented by a
logarithmic  calculation. Typically the calculation of
convective heat transfer the LMTD (logarithmic mean
temperature difference) is used:

|Te=Thl

LMTD =
log (T¢/Th)

2

With definition (2), the LMTD can be used to find the
exchanged heat in a heat exchanger:
Q=U:ArLMTD 3)

Where: Q is the exchanged heat duty (in watts), U is the
heat transfer coefficient (in watts per kelvin per square meter)
and Ar is the exchange area.

Equations (1) — (3) describe main rules for HES. Detailed
analyses of the relationships are in [5, 6, 9]. Used equations
are also for HES models — i.e. holons. The parameters in
model will be determined from operational data analysis.

V. OPERATION DATA ANALYSIS

The following analysis is based on data from the heat
exchanger station.Fig. 5 shows the consumption of heat in two
working days with similar course of external temperature. The
Fig. 6 show their course of flow and the temperature in the
return line (Fig. 7) This measured operational data and their
evaluation are a source of information for determining the
necessary characteristics of the individual components of the
system, so also holons, forming the model. As expected,
pattern of consumption of heat are quite similar - the nature
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and quantity (red curve shows the day when night and the
morning temperature were slightly cooler and therefore higher
compliance in external temperatures would probably mean
even greater compliance in the consumed heat). The used
control strategy of the HES is based on the use of heating
curve for determining the water temperature in both, the
primary and the secondary circuit.
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Fig. 7Temperature of the output water from the primary circuit

The analysis of the presented data is the basis for defining
the properties of the Holon. Apparently, it is binding on the
outdoor temperature, time - day period.

In the above described method of control is also necessary
to consider the transport delay. Generallythis delay for the
primary circuit is several hours, in the secondary circuit it is a
few minutes.

The holonicmodel, that has the character of a simulation
model, can be used in two ways:

e To determine the suitable strategy for district heating
system management. From the measured data is apparent,
that the selected and applied control strategy results in
relatively significant variations in the operating state of
the system. This may not always be appropriate — e.g.
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cogeneration electricity production has to achieve the
desired course of electricity supplied is crucial to have a
stable behaviour of the whole system, therefore also its
thermal part. This can be achieved by changing the
management strategy.

e As an aid for the control process in specific conditions - to
allow verify the suitability of control actions by the
simulation, especially when dealing with unusual
situations - what-if analysis.

The task for the future holons (group of holons), is to solve
above described deficiencies of classical HES control
strategies. Based on the knowledge gained from the analysis
of HES operational data, and in cooperation with others
holons in entire system, dynamically select appropriate
strategies and parameters for HES control.

VI. CONCLUSION

The holonic distributed system for the modeling and control
of production, distribution and consumption of heat has been
designed and initiated its development. This concept is fully
consistent with modern structures used recently in power
systems - Smart Heat Grid and Smart Grid.

The holarchy system of production, distribution and
consumption of heat was created and different types of holons,
including their basic features were specified. The work also
focuses on methodology for the design, specification and
implementation of individual holons.
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Automatic complexity estimation based on
requirements

Radek Silhavy, Petr Silhavy, and Zdenka Prokopova

Abstract—This article disuses the automatic complex estimation
of a software project and the “effort measurement” of the
development process. The proposed methodology is based on a
requirements document and can therefore be used in requirements-
based development methods. The positive and negative impacts of
the proposed methodology, requirements associations’ influence and
requirements structure are also discussed. Moreover, requirement’s
writing style and the of influence personal consultants are also
investigated.

Keywords—Software estimation, complexity —measurement,
requirements, algorithmic methods, requirements engineering, system
engineering.

1. INTRODUCTION

COMPLEXITY Estimation is an important task for system
projects planning. Software-intensive systems dominate in
the system development sector. Therefore, the principles of
Complexity Estimation are investigated in this paper.

In the software engineering field, there are several principles
which have already been adopted. Probably the most important
of them is Functional Points Analysis. This method can be
used in the early stages of system projects. Albrecht first
introduced the method in 1979 [1]. Further development led to
the international standardized version [2], which is used for
various research purposes in the software engineering
measurement field.

In System Engineering, methods are used, which are similar
to Functional Points Analysis.

Therefore, in the following text, we describe our algorithmic
method - called “The System Size Estimation Method [3],
which is described and redefined in Section II. Several authors
have investigated and proven that factors like, team size [4],
project type [5], or technological platform have a significant
impact [6].

The actual system complexity is derived as being the
relationship between the number of functional points and the
input effort necessary for a system’s development [7].
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The traditional concept of Functional Points Analysis
describes a system as a set of transactions: Entry, Exit, Read,
Write. [8].

II. THE ESTIMATION APPROACH - DEFINITION

For estimation purposes, an analysis of the requirements is
necessary. The estimation process consists of the following
steps:

1) Set the importance of the requirement

2) Set the complexity level of the requirement

3) Set the complexity level of the non-functional
requirements

4) Calculate the Technical Factor

5) Calculate the Environment Factor

The requirements are clustered into three groups. The
complexity of the each group can be expressed as:

complexity = {simple; average; complex} (1)

The simple set contains the requirements which software-
based implementation needs and these are solved by 1
individual subsystem. The calculation weighting value is
5, as can be seen in Table I.

Table I Complexity List
Complexity Calculation Weight (Cy)

Simple

Non-Functional RQ 5
(NF)

Average
System Characteristics 10

(8O

Complex
Constrain RQ 15
(CR)

The average set contains the requirements that the hardware
user interface or data-processing need to be met. The
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calculation weighting value is 10.

The complex set contains the requirements, which involve
technological control, mechanical user interface or very
complex data processing. Here, implementation involves more
than 1 subsystem. The calculation weighting value is 15.

The total value of the parameters is calculated as follows,
for each group:

Simple: Y (NFxCf) (2)

Average: Y, (SCxCf) 3)

Complex: Y (CRxCf) @)
These values, when summed, determine the Raw

Requirements Points (RRP). According to the following
formula:

RRP =Y (NFxCf) + Y (SCxCf) + Y (CRxCA) (5)

III. TECHNICAL FACTORS

There are 15 technical factors. These factors can be seen in
Table II. The factors are a revised version of an earlier-
published work [4].

Table II Technical Factors

TF Description Value (V.)
Tl Distributed Architecture 2
T2 Business Critical 5
T3 Performance 1
T4 End User Efficiency 1
T5 Complex Internal Processing 1
T6 Reusability 1
T7 Usability 0,5
T8 Safety 5
T9 Security 1
T10 Sociotechnical Aspect 2
T11 Modular Architecture 2
T12 Maintenance 2
T13 Upgradability 2
T14 Graphical User Interface 5
TI15 Long Life-time 2

The role of the impact is to provide a description of the
problem domain form from a technical point of view.

Each factor is weighted according to its relative impact. A
weighting of zero indicates the factor is irrelevant; and the
value 5, means that the factor has the greatest impact.

The technical factors are used for calculating the Total
Technical Factor Value (TTV). Each TF value is multiplied
by the value of its significance (TFs):

TFs =<0, 10>, for each TF (6)
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The Technical Factors Value (TFV) is calculated as follows:

TFV =} (TFs x Ve) (7)
As can be seen, TFV represents the weighted value of each
TF (T1-TI15).

IV. ENVIRONMENTAL FACTORS

Environmental Factors (EF), estimates the impact on
productivity that various environmental factors have during the
system development process. Their role is to describe the
development environment and, moreover, the problem domain
itself.

The list of proposed environmental factors can be seen in
Table III. The factors are evaluated and weighted according to
their perceived impact and are assigned a value between 0 and
10. A value of 0 means the environmental factor is irrelevant
for this project; 5 is an average; and 10 means it has great
impact.

Table III Environmental Factors

EF Description Value (V)
El System Designer Experience 2
E2 Domain Experience 1
E3 Modelling Experience 2
E4 Analysis Capability 2
E5 Motivation 1
E6 Stable Requirements 2
E7 Subcontractors 5
E8 Integration Complexity 5
E9 Ecological Impact 3

(development)
E10 | Public Importance 1
Ell Cost of the Shelf 5
E12 Regular Cooperation -1
E13 National Level Evaluation 1
E14 | Methodology Experience 5
El5 Certification 2

The Environmental Factors are used to calculate the Total
Environmental Factor Value (EFV). Each EF value is
multiplied by the value of its significance (EFs):

EFs =<0, 10>, for each EF ()
The Environmental Factors Value (EFV), is calculated as
follows:

EFV =} (EFs x Ve) )
As can be seen, EFV represents the summed weighted value
of each EF (E1 — E15).
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V. CALCULATION FORMULAS

The final result of calculation is the Total Requirements
Points (TRP), which are calculated according to the following
formula:

TRP = RRP x ((CR1 x TFV/100) + (CR2 x EFV/100)) (10)

The values CR1 and CR2, are used for tuning the method.
These values are set according to historical project
measurement or statistical evaluation data.

The TRP value represents the coefficient of the system size.

Project Costs (PC), can be determined according to the
following formula:
PC =TRP x PP (11)

Where, PP is Price Per on TRP. The value of the PP is
individual for each system engineering company.

Development Time (DT) can be predicted in a similar way.
The only difference is that TRP is multiplied by the
coefficient: man-hour per one TRP (MHP):

DT = TRP x MHP (12)

VI. CASE STUDY

The proposed methodology will be described on the sample
project, which was adapted from [6].

In this sample, the development process of a pocket audio
player is described. The main, important project goal was to
offer a solution which was successful and usable and which
offered the appropriate functionality.

The Specification Package can be seen below. The
requirements are grouped into four basic groups:

1. User Friendliness
2. Durability

3. Performance

4. Media Capacity

The User Friendliness group defines the set of requirements
which deal with the quality of service of the audio player — e.g.
Keys Layout, Graphical User Interface and Scroller are the
primary requirements which play an important role in user
satisfaction.

Fourteen requirements can be found in the project. These
requirements can be clustered into Simple, Average or
Complex groups:

Simple: 5
Average: 5
Complex 4

The complexity for each group can be calculated as follows:

Simple: > (5%5)
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Average: Y (5x10)
Complex: ), (4x15)

Thus, the Raw Requirements Points are:

RRP =25+50+ 60

RRP =135

The next step is to prepare the Technical Factors and
Environmental Factors. Tables II and III will be used for this
purpose. The TFs and EFs values have to be set.

The significance levels for each of the Technical Factors
can be found in Table IV.

The Technical Factors Value (TFV) is calculated according

Table IV Technical Factors Significance

TF Description (Vo) TFs
T1 Distributed Architecture 2 0
T2 Business Critical 5 0
T3 Performance 1 10
T4 End User Efficiency 1 10
TS Complex Internal Processing 1

T6 Reusability 1

T7 Usability 0.5 10
T8 Safety 5 2
T9 Security 1 0
T10 Sociotechnical Aspect 2 5
T11 Modular Architecture 2 0
TI12 Maintenance 2 0
TI13 Upgradability 2 0
T14 Graphical User Interface 5 6
T15 Long Life-time 2 4

to the formula: (3 (TFs x Ve )). In the case study, TFV = 88.

The Environmental Factors can be found in Table V, where
the (EFs) values of the significance of the environmental
factors can be seen.

The EFV value — according the Table V is 66.

The TRP is calculated according to the following formula
(10), TRP =135 x ((0.7 x 88/100) + (0.5 x 66/100)).
The Total Requirements Points are: 83.43

The value CR1 is set to 0.7 and CR2 is set to 0.5. These
values are based on the average values of the correction values
— based on empirical research, which were based on historical
project measurement evaluations.

The Project Cost for the sample project is:

PC = 83.49 x 8500, where PP in (11) is in an undefined
currency. The result is: 709 665.
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Table V Environmental Factors Significance

EF Description Vo) EFs
El System Designer Experience 2 0
E2 Domain Experience 1 5
E3 Modelling Experience 2 5
E4 Analysis Capability 2 4
ES Motivation 1 4
E6 Stable Requirements 2 0
E7 Subcontractors 5 0
ES8 Integration Complexity 5 5
E9 Ecological Impact (development) 3 0
E10 | Public Importance 1 0
E11 | Cost of the Shelf 5 0
E12 | Regular Cooperation -1 10
E13 | National Level Evaluation 1 2
E14 | Methodology Experience 5
E15 | Certification 2 1

The Development Time (DT) can be predicted in a similar
way.

DT = 83.49 x 100. This resulted in 8,349 man-hours for the
proposed project.

VII. AUTOMATIC ESTIMATION ARCHITECTURE

In the section above, there was an estimation approach case
study. For real-life usage of the proposed methodology what is
important is to create Automatic Estimation Solution
architecture.

In the methodology section, the correction values (CRI,
CR2) are implemented. These two values can be used for
computational model tuning, based on historical data. This
ability makes a model versatile in different problem domains
and for various system engineering projects.

The calculation component can be implemented using
various approaches — e.g. Neural Networks or Genetic
Programming can be used or even, methods based on classical
Optimization principles can be used.

VIII. CONCLUSION

In this article, we introduce a System Size Algorithm, based
on System Requirements. The theoretical background is
adopted from Functional Points Analysis and the Use Case
Points” Method.

In Functional Points Analysis, the basic system-transactions
are analyzed. The Requirements List is used for such analysis.
This process is complex and non-trivial, which also has a
tendency to lose accuracy. Accuracy is influenced by
Requirements Writing Style and by the ability to calculate the
Functional Points.

In the System Size Algorithm, only the number of
requirements is taken and the project is described more
precisely by using the Technical and Environmental Factors
(TF and EF). The factors describe the relationship in the
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Requirements and the Describe Problem domain in which the
project is developed.

The Correction Values — are coefficients which allows for
tuning calculations. These can be used to adjust the calculation
models within the scope of an individual project team, or at the
company level.
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Abstract—Due to the complexity of Pediatric Emergency
Department, health care management has attracted the attention of
many researches which has led to intensive research in agent
technology. Multi-agent systems seem to be an effective approach to
design complex distributed applications. As the structure of hospitals
is divided into several autonomous and ancillary units, we propose a
new approach integrating jointly agent-based modeling and
optimization tools. In this context, mobile agent paradigm is also very
efficient once used through an optimization approach. In this paper,
we suggest a three-level agent-based architecture to solve a
distributed scheduling problem for resources allocation during patient
journey. Our interest is minimizing the waiting time of patients to
improve the quality of care process management as well as
optimizing resources allocation. This contribution is included in the
project ANR HOST (ANR-11-TecSan-010).

Keywords—~pediatric Emergency Department, Health Care
Management, Multi-agent Systems, Mobile Agents, Optimization, A
Three-Level Agent-based Architecture, Waiting Time, Resources
Allocation.

mergency services have a critical mission in health care

facilities. They feature the ability to satisfy the different
needs of every patient. In addition to the purely medical terms,
emergency medicine requires logistics (having the right
equipment and the right medical staff at the right time and the
right place) [1] and cooperation with other organizations. This
may involve modeling and simulation concepts necessary to
control and optimize patients flow. Planning and resources
scheduling are also responsible for performance management
and system control.

Health care facilities are facing more and more difficulties
to manage the rising patients flow. In emergency departments,
these difficulties consisted of overcrowding caused by chaotic
patients’ arrivals. Indeed, several studies have shown that one
of two emergency services work in overdrive, which means
that all patients do not have the privilege of being supported in
optimal conditions with extended waiting times [2].
Emergency services can be exploited in an optimal way by an
improvement in the services provided to patients and
operating costs reduction. Indeed, patient waiting time
improvement is a critical performance indicator related to the

INTRODUCTION
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quality of care in the emergency department settings. This
parameter has also an influence on costs.

Emergency Logistics system refers to a set of logistics
elements which interact and coordinate with each other in
order to complete emergency logistics requirements [3].
Therefore the system relays on a new set of distributed
applications using a huge amount of data spread on different
sites geographically separated). In such systems, data may
undergo various simultaneous actions (requests, storage,
update, etc.) which requires the access to different remote
information sources. This dynamic, distributed and open
aspect of the problem can be treated through different
interacting individual entities. Thus, Multi-Agent Systems
(MASs) have shown their relevance to this complex
distributed applications design [4]. The concept of agent is not
only an efficient technology, but it is also a new paradigm for
software development in which the agent is an autonomous
entity operating in a dynamic environment [5] and interacting
with other agents using languages and protocols.

In addition to the distributed aspect of the studied problem,
in the PED, actors behave in a critical and stochastic
environment where an optimal solution must be deployed as
quickly as possible in order to avoid the dramatic
consequences especially on patients.

In this context, mobile technology can be a major advantage
along with the artificial intelligence in the optimization of
patients scheduling due to their adaptability and efficiency in
heterogeneous and dynamic environments. The main objective
of mobile agent (MA) paradigm to navigate through system’s
functions and also to extend its functionality by supporting
disconnected operations. When the active mobile execute a
remote operation, it disconnects the client and reconnect later
to retrieve the results [6].

This option is based on the ability to move according to their
own needs to best accomplish accorded tasks. In fact, medical
staff which is the most critical resources can be treated
carefully using mobile technology. The goal here is to
simulate medical staff behaviors in the PED using MAs
which, unlike “stationary" agents, have mobility. Certainly,
these agents may move from one medical team to another,
operating alternately on different patients, according to the
skills required for the corresponding treatments. The paradigm
of MA has been discussed in many studies. They are shown to
be efficient [7] [8] [9] [10]. In this paper, we propose a
proficient using of MA paradigm through a MAS designed for
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patient journey management where actors provide smart
negotiation in order to execute and control patient’s treatment
tasks scheduling. More precisely, our study presents a set of
tools and approaches for optimizing patients flow in a PED.
Our goal is to model and implement a robust system for
patients’ treatment which is able to support a huge number of
simultaneous requests, optimizing the services management,
in order to satisfy patients with minimum costs and respecting
emergencies degrees. In fact, we will detail the optimization
models we used for the entire treatment of patients in the best
conditions based on needed resources scheduling such as
medical staff, beds, medicines, etc.

We will go through decisions regarding patients’ emergency
degree, resources availabilities and costs as well as the choice
of medical staff based on their skills and planning. The
presented solution comprises the use of a three-level agent-
based framework including an optimization and negotiation
scheme to resolve resources and patients scheduling.

This paper is organized as follows: a general formulation of
the problem is illustrated in the following section. After that,
an overall architecture of the MAS is proposed in section 3.
The global scheduling approach is given in section 4.
Experimentation and results are given in section 5. Conclusion
and possible future works are addressed in last section.

During periods of peak activity, the PED, main entrance of

sick children in hospital regardless their severity, overflows.
The waiting room is not large enough, parents crowded into
the narrow corridors of the service with their infants and
waiting time dramatically increases. The service then switches
into a new phase of operation, which we call "overcrowding"
to streamline the flow of patients.
The idea is to get a rigid and theoretical framework for the
service operation that would delight probably a specialist
bureaucratic organization, but who has the terrible drawback
of "waste" of resources. Thus, during peak activity, the
medical staff takes the initiative to commandeer randomly all
available resources, regardless of their theoretical
characteristics.

The main interest of the PED is to satisfy patients,
respecting responses delays according to emergency degrees
and minimizing treatment costs; the problem to be solved is to
ensure patients care quality as taking into account the severity
of their pathologies. The main goal of our work is to manage
patients flows by supporting and prioritizing the most serious
cases. Care must mobilize both human and material resources
in relation to (/with) their availabilities. Medical staff should
be deemed "most expert" for a given care task to get allocated
for treatment tasks.

PROBLEM DESCRIPTION
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Figure 1: Medical Staff movement

The integration of mobile paradigm into our software agent

gives the possibility to migrate towards the different boxes of
the PED where patients are waiting for treatment and which
can receive mobile entities (Medical Staff). In our proposed
system, we use mobile medical staff agents to travel through
the PED architecture to treat patients and to collect
intelligently needed information related to patient health state
in order to update the system data.
A task can belong to one or various patients. Medical staff
agents receive many requests for different patients’ treatment
and according to their availabilities and to the emergency
degree of patients they go for their treatment in the different
boxes of the PED.

The reliability of the services delivered by the PED requires

providing the necessary equipment to meet the requirements
of the emergency mission. For the material resources, the issue
is to deliver the resources avoiding stock-outs that can
paralyze the functioning of whole the PED. This is called the
procurement policy. It requires knowledge and total control of
treatment time and amount of resources to allocate. So delays
should be predicted and resolved earlier to minimize penalties
and resources quantities should be optimized to avoid stock-
outs and high wastage rates. On the other hand, before
assigning one of the medical staff for patient treatment, a
whole study should be done. Indeed, each medical assistant
must be qualified to be charged of patients. Their availabilities
must also be taken into account and their planning should be
optimized by reducing their idle time.
The main concern is to satisfy the demand of the different
actors of the studied health care circuit by providing efficient
management and high care service level. Accuracy is one of
the key objectives of the operations administration in health
emergency institution management.

I1l. SYSTEM ARCHITECTURE

In a scheduling problem, four basic concepts are involved:
tasks (or Jobs), resources, constraints and objectives. In our
case, to execute patients’ treatment tasks we have to consider
the resources (medical staff, boxes, beds, medicines, etc.) to
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assign, time needed for task execution which depends on the
emergency degree of patients. Additionally, we have to take
into consideration some constraints such as waiting time and
some objectives like costs minimizing as well as the
complexity of the environment characterized by uncertainty
and large number of actors in case of an overcrowding
situation that make the scheduling task in emergency health
care management highly complex.

Boxes and
operatingrooms
+ Number
Beds + Capacities
« Number + Availibility Boxesand
+ Availibility + Cost operating rooms
» Cost
Reception
Personnel
Medecines + Number s JEl
- Type - Skills s o)
+ Stock + Planning J}*
+ Cost + Availibilities

Patientcare tasks
.Emergency degree (Deadline for treatment) |
.Resources allocated (medical staff+material
resources)
.Patient journey

Figure 2: Typical model of a patient treatment scheduling
system

We propose to consider each actor of the PED as an
autonomous agent, able to interact with other actors [11]. Our
proposition is to resolve the problem described previously
through a system based on the coordination and cooperation
between different kinds of software agents.

- Gui Agent (GA): This agent interacts with system users
particularly the medical staff of the PED allowing them to
know different demands sent to them as well as patients
monitoring and the global state of the PED including the
number of patients waiting, so they manage requests, go for
patient treatment and then update the system data. When a
patient arrives to the PED, an agent Home Agent (HA)
responsible receiving the patients and their orientation and for
the pathology identification is created. HA has all the skills
required by the rules of registration plan, medical diagnosis
plan and patient orientation plan. It deals with the formulation
of the problem and then sends it to the Identifier Agent. This
corresponds to the creation of a medical record through the
Identifier Agent (1A) triggered by an administrative nurse.

IA: it receives the different information from HA about the
medical problem and identifies the skills needed for the
treatment referring to the medical protocols. It consults the
database of the different pathologies and the needed resources
for their (patients’) treatment.

- Scheduler Agent (SA): This agent has to optimize the
choice of resources for patients’ treatment taking into account
some of the constraints of our system. It has to assign
resources to patients’ treatment tasks minimizing total cost
and patients waiting time in order to respect emergency
degrees. First of all it organizes the queue of patients who
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need treatment taking into account their emergency degree
then it assigns resources to different task.

- Resource Agent (RA): this agent is responsible of the
monitoring and management of different resources available
for treatment tasks. It also detects whenever there are stock-
outs of medicines and informs the user through the 1A about
requested supply.

- Monitoring Agent (MoA): this agent is notified for every
taken decision and every task completed. It represents the
coordinator between all software agents and an informer for
the physical agents about actions and patients status.

- Integration and Evaluation Agent (IEA): this agent is
responsible for the whole system performance control. It
calculates the performance indicators of the system such as
waiting time of patients and treatment costs in order to
evaluate the overall schedule of patients in the PED.

- Medical Staff Agents (MSA): An agent MSA is a mobile
software agent which can move intelligently from one
treatment room to another in the PED in order to treat patients.
It is characterized by two variables (skills and availability).
This special kind of agent is composed of data, states and a
code and has a smart behavior. Once MSA achieves a
treatment task it can shift to another treatment room for a new
task execution. Therefore, the agent SA must take into account
this aspect when assigning human resources to tasks. Each
task represents a service which can be performed by different
possible MSAs, with different cost. To respond to tasks, it
needs data about MSAs availabilities and available skills
through the RA. Therefore, the SA agent must optimize the
assignments of resources to tasks. For this assignment
problem, we propose a three-level architecture as an
optimizing solution based on the alliance between MASs and
optimization tools. This architecture is described in the next
section.

IVV. THE AGENT-BASED DISTRIBUTED SCHEDULING SYSTEM

The system algorithm created for the scheduling based on
interacting agents is as follows (Figure 3):

a. Once a patient arrives, we create our system’s agents;
HA is created for patient receiving and orientation
and also for pathology identification. After
registration, the information about patient is passed to
MoA and to the IA.
The 1A establishes which kind of resources is
necessary for patient’s pathology treatment using
data histories. In addition to the material resources, it
identifies the needed skills for every treatment task.
Then, the SA is notified of information about
material and human resources to be allocated.
SA treats the patients care requests received and asks
for resources allocation from RA.
RA uses patient and pathology information received
from 1A to allocate the needed resources for the SA
to start the scheduling of treatment tasks.
SA then goes for tasks scheduling. If it is about
human resources, it identifies the needed skills for
every task and medical staff availability. Patients’
emergency degrees are given priority in this
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schedule. SA notifies the MoA and the IEA of the
schedule generated for patients treatment.

f. IEA uses performance indicators for the global
schedule evaluation.
g. MoA control the patients” physiological signs and
location.
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Figure 3: The Synchronized Distributed Patients
Scheduling

A. A three-level agent based architecture

There are several scheduling optimization algorithms that can
be involved in scheduling applications. But we can’t find an
agreeable and efficient scheduling strategy that is common to
each and every patient’s treatment tasks. In addition, resources
in health care field are various and for each type we have to
choose a different algorithm. In fact, operating rooms can’t be
scheduled like human resources for example. These are
different and their differences are due to their skills. Thus,
taking into account the characteristics of each type of
resources, we propose a three-level framework.

Figure 4 shows the three levels representing the architecture
suggested. The main level contains the MAS modeling actors
involved during patients’ journey. In this level agents are
collaborating and negotiating in order to make decisions on
scheduling strategies. The made decisions depend on data
received from the bottom level (PED). The higher level
contains scheduling optimization tools including different
mathematical models.
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As agents are autonomous entities characterized by decision-
making capabilities, we propose to implement in this level a
set of scheduling optimization algorithms, and according to
the complexity of the situation, agents evaluate the global
preference of a proposal to find out which scheduling
algorithm should be used in order to better respond to the
needs of lower level. The global preference is based on the
performance indicators calculated.

The assignment of resources is an NP-complete problem. This
complexity makes difficult the development and use of
schedules planning systems generation. Planning system must
consider organizational, treatment methods of resources and
legal programming rules and individual preferences (in case of
human resources scheduling).

B. Agent-based algorithm for patients scheduling

To execute treatment tasks, agents may decide to go for list
algorithm, particularly suited to the studied system due to its
dynamic priority rules. This algorithm is characterized by its
flexibility and is easy to implement in real time. The problem
is solved by static or dynamic priority rules.
The standard of this approach is to perform a scheduling of
treatment tasks using lists algorithms based on dynamic
priority rules. Specifically, at a given time T, among the
ready treatment tasks to execute, the task of highest priority is
scheduled. More generally, list algorithms develop first a
priority list, which is then used to build a solution. In our
problem the priority rule is dynamic. It is chosen by HA.
Depending on the pathology and the emergency degree, it may
be the smaller latest start date or lesser execution time.
The objective is to reduce waiting time of each patient; the
objective function is as follows:
Min (Z}:l maX(O, Cj— dj))
With:
- ¢; = the completion time of the treatment task t;
d; = the theoretical treatment time for the task t;
I= the total number of treatment tasks.
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List Algorithm
In: T (setof tasks to schedule)

Out: S
Begin
S={}:
While T # @ (set of ready tasks T is not empty) do
Begin
Determine among the set T, the task t; of
highest priority;
S:=SPt
End
End
End

S is a sequence of partial (or total) solution for tasks

scheduled.

S =ti @ S; means to insert the task t;in the sequence S, in the
position intended by the scheduling.

C. Mathematical Formulation of the scheduling problem

The main concern of our proposed system is to satisfy the
patients’ needs, respecting emergency degrees and minimizing
their costs and waiting times. At first, patients’ treatment
schedules are built by assigning material resources and
medical staff to the needing patient. Then, performance
indicators are generated to evaluate the overall performance of
the PED and to identify the assignments that need to be
readjusted, in order to get at the end patients satisfaction and
safety as well as medical staff idles and overdrive elimination.
A patient is satisfied if his request for treatment is answered
rapidly with quality services. We start the description of the
mathematical model of the treatment tasks scheduling problem
by introducing the necessary sets:

Let R be the set of material resources to be allocated.

R={ry, r,, _ ry}, with u the total number of these resources.
Let P be the set of patients.

P={P4, P,, ..., Py}, with h the total number of patients.

Let K be the set of skills that can characterize each MSA.

K= {Ky, K, ..., K¢}, where f is the total number of skills that
medical staff can have.

Let D be a boolean variable for MSA availability. If it is free,
D=true, otherwise D=false.

Let A be the set of MSAs Ag,, where X is his position in the
PED. Each MSA is characterized by Skills and availability,
Ag,=f (K, D).

Let T be the set of treatment tasks to be executed. T= {t, t,
.., 1.}, with L the total number of tasks to be scheduled. A
treatment task ;€T consists in the allocation of a number
{numberAllocated} of medical resources (resourcelD) to treat
a specific patient (patientID) under some constraints (the
deadline for patients treatment: d; and the treatment time p;).
A task is formalized as follows:

Ti: <patientID; MedicalStaffID; materialResourcelD; amount;
d;; pi>

D. Performance indicators evaluation

We choose to assign to patients treatment in the PED a cost
that represents the total treatment cost for satisfying the
patients. It is composed of fixed performance indicators. To
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formulate these indicators, we need some sets of binary
variables.
Let m be a member of Medical Staff A.
Let i be the index of treatment operation.
Let j be the index of patient.
Xmkij = affectation of Medical Staff having the skill k for
treatment task i of patient j.
Xmkij = 4 1 if Medical Staff is used

0 otherwise
The variable representing the use of material can be as:
Y:ij = use of material resource r for treatment task i of patient
1 if Medical material resource is used
0 otherwise
The performance indicators can then be defined as follows:
CMS4M= Medical staff cost for patients treatment,
cMatResources—\aterial resources cost allocation,
=Penalty of delay in treatment.

j.
Yr’i'j =

Waiting time
C g

Let C; be the cost of one working hour of one of the Medical
Staff m.

MStaff _
C - ZmieA le * Xm,k,i,j

Let C, be the cost of delay in treatment per minute for patient
r.

delay __
C - Z1a€P Cp * Dp
With Dy the total minutes of delay.
Let C; be the cost of the material resource r;.

MatResources__
C - ZrieR Ci

Once each cost is calculated, a comparison with reference

; . pMStaff  ~delay MatResources
costs will be done: Cp, -, Cp,,~and Crgy :

V. SIMULATION

To better explain our approach to resolution, we propose the
following illustrative example:
Representing an initial scheduling (Figure 5) consists of 9 care
operations assigned to two medical staff “nurse” and “doctor”
able to execute them. Medical care procedures can be done at
the same time (for example, in case of Concussion, a doctor
makes a diagnosis while a nurse is doing a carefully
Neurological Exam for the same patient). Therefore, the
operation can be performed carefully by mobilizing members
of the Medical Staff at the same time and with the same
duration or with varying execution times according to the
skills required for the treatment realization.

t1
Sequential

—

-‘!“1'1 o ] Zl
-

ELEIEE

Figure 5: Tasks scheduling
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At t=t;, a new patient arrives. A doctor is needed for his
treatment. Thus, the doctor (MSA) leaves the box where
patient 1 is being treated to go to another box to treat patient 5.
An operation may also be accomplished or interrupted by an
emergency.

A. JADE PLATFORM

We are developing our system with JADE (Java Agent
DEvelopment framework) platform [12]. JADE simplifies the
implementation of MAS through a middleware that complies
with the FIPA (Foundation for Intelligent Physical Agents)
specifications and provides a set of graphical tools supporting
the debugging and deployment phases. JADE system supports
coordination between several agents FIPA and provides a
standard implementation of the communication language
FIPA-ACL, which facilitates the communication between
agents which complies with FIPA specifications [13]. JADE is
written in java language, supports mobility, evolves rapidly
and until there, it is the only existent multi-agent platform
which tolerates web services integration [14]. In this paper, we
used a JADE graphical tool which sniffs message exchange
between agents. This tool is useful to debug a conversation
between agents.

Figure 6 shows the evolution of message exchange between
the different agents through the “sniffer” tool useful for
debugging.

et oo
b

Y 2HH eem N
[ N N N NN

=T
| ———

sgort
b

=l

Figure 6: Communication between agents

B. Scheduling system implementation

The final assignment solution of MSAs to tasks is deduced
from diagnosis generated by 1A and our list algorithm results.
On the Sniffer graphic tool (see Figure 6), “SAUVROOM”,
“AwakingROOM”, “PlasterRoom”, “waitingRoom”, “Box”
represent available PED department containers, where MSAs
can move in order to treat patients according to the adopted
contract model.
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istening or intra-platform commands on address:

//197.28.128.52:1920
Ju 2014 3:26:56 PM jade.core.BaseService init
INFO Se)u1ce jad
Jjuin 30, 2014 3:
INFO: Service ja
Juin 30, 2014
INFO: Service j
Juin 30, 2014
INFO: Service jad
Juin 30, 2614 3:
INFO: Service j
ijuin 30, 2014
INFO:

core.nanagement . AgentManagement initialized
56 PM .core.BaseService init
ging.Messaging initialized
eService init
2 e .ResourceManagement initialized
:56 PM jade.core.BaseService init
core.mobhility.AgentMobility initialized
:56 PM jade.core.BaseService init
.core.event.Notification initialized

26:56 PM jade.core.PlatfornmManagerImpl localAddNode

Adding nnde <PLRSTERRO0H> to the platform
A, 2014 3:26:56

PM jade.core.AgentContainerImpl joinPlatform

@14 3 56 PM j latfornManagerInplél nodefdded
— Node <PLRSTERRO0H> ﬂLIUE o
ervice jade.core.mohility.AgentMohility
juin 38. 2014 3:48:19 PM physicalfigents.AgentDoctor setup
INFO: AgentDoctor@Main-Container
Agent AgentDoctor moved to OFFICER197.28.120.52:1920
INFO: Service jade.core.mobility.AgentMobility initialized
30, 2014 3:48:16 PM jade.core.BaseService init
Service jade.core.event.Notification initialized
30, 2014 3 40@:16 PM jade.core.PlatformManagerImpl localAddNode
Adding node <WAITINGROOM> to the platform
30, 2014 3:40:16 PM jade.core.PlatformManagerImpl$l nodefdded
——— Node <WAITINGROOM> ALIVE ---
. 2014 3 6 PM jade.core.AgentContainerImpl joinPlatform

Juin
INFO:
juin
INFO:
Juin
INFO:

ngnt container WAITINGROOMP197.28.120.52 is ready.

Figure 7: Agent migration

VI. CONCLUSION

In this paper, we have proposed an intelligent system for the care
of patients in the PED based on framework for dynamic
scheduling. The proposed solution introduces the possibility to
satisfy the needs of patients while minimizing the costs related to
delays in treatment, human and material resources allocation and
waiting time of patients. This application proves the efficacy of
the approaches proposed by the multi-agent community to attain
some of our objectives. In a future work, we aim to detail the
behavior of MSAs.
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Program modules for control applications of
microcontrollers

Jan Dolinay, Petr Dostalek and Vladimir Vasek

Abstract—This  paper  describes  software library  for
microcontrollers intended for control applications. The library was
created to make it easier to develop control applications for
microcontrollers using modular approach - putting together modules
provided in the library. The library is written in C language and
works with Freescale HCS08 8-bit microcontrollers and the Kinetis
serias 32-bit ARM-based microcontrollers. However, it is easy to port
it to other platforms.

Keywords—discrete controller, microcontroller, kinetis, hcs08.

1. INTRODUCTION

IN present time microcontrollers (MCU) are found in
virtually any area of our life. Their applications range from
simple devices such as flashlights or toys to complex
embedded systems such as car and aircraft control units. In
many applications it is required to implement some control
algorithm on the MCU.

One of the greatest challenges in software development, and
especially for embedded systems, is the reuse of existing code.
Such reuse can save considerable time and money, but it
requires wisely designed and implemented code modules,
which are not focused just on fulfilling the task on given
MCU, but which also consider the possible reuse on a different
MCU. In microcontroller programming big part of the code
seems to be developed from the scratch for every application
[1]. This has some rational reasons, such as that the hardware
differs much across the applications, but may be in part also
caused by the lack of effort to write portable code. This is
probably consequence of the tight deadlines and pressure for
high performance from the employers and perhaps also small
effort from the developers — it is easier to write hardware-
specific specific code for single MCU than write more generic
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code which is ready for future porting to another MCU.
Whatever the reasons are, the result is that the cost of
embedded software is high and time-to-market is long. Or, in
some cases, the quality of the software is poor.

The solution is in the usage of program libraries, which
provide code usable in different applications. In the area of
embedded programming, however, the problem is that the
hardware may be very diverse in different applications and
therefore it is hard to create program libraries, which would be
usable on several types of microcontrollers. Nevertheless,
there are kinds of problems which are virtually hardware
independent. For such areas it is possible to create a library
which will work on wide range of devices [2].

One such area is system control. The control algorithms may
be relatively complex, which makes it hard and time-
consuming to implement and debug them, but on the other
hand, once the code is written and debugged in a portable
programming language, such as C, it can be used on many
devices without change.

In this paper such a program library for control applications
is described. The main part of the library consists of discrete
controllers, but it also proposes the framework for the whole
control application which allows separating the hardware-
dependent code from the independent and thus makes the
application easily portable to new MCUs. As a byproduct of
creating the library also some supporting code (such as
hardware drivers) was developed.

The described library was developed for Freescale HCS0S
8-bit microcontrollers [4] and for Freescale Kinetis family,
which are 32-bit MCUs with ARM architecture [5], [6]. The
idea of such a library originates from our previous work [8]
[9], but the design and code is completely new.

II. LIBRARY CONCEPTS

The requirements considered when designing the library can
be summarized as follows:
e Provide discrete controllers usable in many common
MCU applications
e Easy to use programming interface
e Easily portable to different MCUs

From the logical point of view the library can be divided
into three main parts:
e controller modules (functions)
o template code for user application
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e software-PWM generator
e supporting code (drivers)

A. Controller modules

Controller modules are the core part of the library. The
word module is used here in the meaning common in C-
language programming, that is, a set of functions and the data
used by those functions wrapped into a source and header file.
From the logical point of view a module is one type of a
controller, e.g. a discrete PID controller. Typically it contains
two C functions: the 1* one takes care of the initialization of
the controller and the 2™ function computes the controller
output in each step.

B. Template for user application

The library not only provides the modules (controllers) but
it also suggest a preferred way of using these controllers. This
is achieved by providing template files, which contain skeleton
code of a control application. The user is advised to include
these template files in his/her program and implement the
application-specific and hardware-specific code as outlined in
the templates. Example applications are also provided which
show how to implement this code.

However, the user is not forced to use this application
template or any other particular style of programming. He is
free to use any part of the library separately, e.g. just the
controller module(s), which are C functions and therefore can
be simply called from any C program.

C. Software PWM generator

The library also contains simple multi-channel generator of
pulse-with-modulated (PWM) signal. This signal can be used
as a simple replacement for digital-to-analogue converter and
therefore is used in many control applications for driving the
actuators, e.g. for turning a heating element on and off in
applications which control temperature.

In an application where there the period of the PWM signal
can be relatively long (about ls or more), the user can take
advantage of this software PWM generator provided by the
library, which is easier to use than hardware PWM generator
contained within most MCUs.

D. Supporting code

The library also contains supporting code, which was
developed in during the development of the library for testing
its functions on real hardware. An example of such a
supporting code is driver for serial communication interface
(UART).

The support code can be directly used in applications
targeting one of the MCUs supported by the library, or it may
provide starting point and working examples of the code which
will be very likely needed when using the library on a different
MCU.

E. Typical use

The preferred way of using the library is as follows: the user
will create an ‘instance’ of a controller by defining one
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variable (a C structure which holds the private data of this
instance of the controller). The fact that the user provides the
memory for storing these data is advantageous for embedded
systems with limited amount of RAM, because only as much
memory is occupied as is needed. Other approaches which
provide the memory internally and automatically in the library
may be somewhat easier to use, but they require more
resources. Either the memory needs to be statically allocated
inside the library which limits the number of available
controllers and wastes memory of the unused controllers. Or
there needs to be dynamic memory management used, which
bring large overhead to the code.

After creating the variable for controller data, user passes
this variable into the controller initialization function.

Then he/she ensures that controller ‘step’ function is called
regularly with the period equal to sampling period of the
system. This can be done using simple busy loop in the main
function, or (preferably) by using hardware timer.

The user is assumed to add to his/her project the template
files ucp_app.h and .c and ucp_hal.h and .c and implement the
application and hardware specific code in these files. The
application logic including the controller variable(s) is
contained in ucp_app.c file.

The following figure shows very basic user program:

#include "ucp app.h"

vold main()
i
ucp app init():

Tor(::;) {
ucp app on sample();
delavy():

Fig. 1 minimal version of control application with the library

As can be seen in the figure, there is standard C-language
main function, which calls function ucp_app init() at the
beginning and then periodically calls ucp app on sample().
Both these functions are implemented in the template file
ucp_app.c. The wucp_app init function performs any
initialization necessary, mainly the initialization of the
controller(s), but also initialization of the hardware, such as
AD converter or 1I/O ports. This is obviously application-
specific and the code itself should be written by the user. The
library offers standardized approach to the hardware-specific
code by providing hardware abstraction layer (HAL) files
ucp_halh and .c. The HAL defines functions for hardware
initialization (ucphal init), reading input (ucphal read_input)
and writing output (ucphal write output) and also reading the
set point (ucphal read_setpoint). Naturally, the library cannot
provide implementation of these functions, but if the user(s)
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adhere to this proposed API, it makes the implementation
straightforward and simplifies possible porting to different
hardware, as the hardware-specific code is isolated in one
place (the ucphal.c file) and at low level of the application.
The implementation of the HAL API itself depends greatly on
the application, for example, the ucphal read input can obtain
the measured input from AD converter, or from a software
driver which communicates with external smart sensor.
Similarly, the ucphal write output can produce the desired
actuating signal using DA converter, PWM or some external
device. And the wucphal read setpoint provides uniform
method of obtaining the desired value of the controlled signal
no matter if this value is obtained from a single potentiometer,
internal variable of the GUI code, etc. This is all hidden from
the control app, which just calls the HAL API functions.

III. TARGET HARDWARE

The library aims to be as much hardware-independent as
possible with the hardware-specific code easily portable to
other MCUs. However, it did need to be created and tested on
some hardware. We selected HCS08 MCUs and Kinetis series
MCUs as two candidates of relatively different MCU
platforms. Important role in the selection played the
availability of the device in a development kit. For these
reasons we used the development kit from the MCU-
programming lessons at our institute, which contains HCS08
GB60 MCU and new ultra-low-cost development kit FRDM-
KL25Z with the Kinetis MCU [6].

A. HCS08 8-bit microcontrollers

For testing the library on 8-bit MCUs we used development
kit M6SEVB908GB60.This kit is no longer manufactured but
still used in our lessons. The GB60 MCU itself is still a live
part and besides that, it should require very little effort to use
the code for the GB family on another member of the HCSO08
product line, e.g. the QG or SH.

Fig. 2 HCSO08 development kit with heating-plant model attached
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In the figure 2 the evaluation kit can be seen together with
model of a heating plant [7], which was used for experimental
verification of the library.

B. Kinetis 32-bit microcontrollers

Another hardware platform for which the library was
developed is Freescale Kinetis series of 32-bit
microcontrollers. Compared to the HCS08 microcontrollers
the 32-bit MCUs offer higher computing power and more
memory, which makes them suitable even for complex control
applications.

There is a line of low cost evaluation boards available for
these microcontrollers called Freedom platform [6]. In our
case FRDM-KL25Z board was used. This board contains
KL25Z128VLK4 microcontroller with 128 kB of Flash and 16
kB of RAM memory together with programming and
debugging interface (openSDA). The layout of the board is
compatible with the layout of popular Arduino platform [11]
which makes it possible to connect expansion boards (so
called shields) for Arduino to this board.

Fig. 3 FRDM-KL25Z board used for tests (32-bit ARM MCU) [5]

IV. CREATED MODULES

Currently two control algorithms are implemented in the
library — discrete PID controller (PSD) and a simple on-off
controller with hysteresis.

A. Discrete PID controller (PSD controller)

This module implements the well-known incremental
version of the discrete PID algorithm. The recursive equation
used to compute the control signal in each sample period is:

u(k) =u(k -1 +q,e(k) + g ek - +ag,e(k-2) (1)

Where k denotes the step, so for example, e(K) is the errbr in
current step and e(k-1) is the error in previous step. The
coefficients of the controller qy, q; and g, can be obtained by
methods for controller tuning, such as [3].

From the programmer’s perspective, the interface of this
module is represented by data structure UCP_PSD REG and
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functions ucp_psd_init and ucp_psd_step. Signatures of these
functions can be seen in the figure 4:

uint8_t ucp_psd_init(UCP_PSD_REG* pReg,
float q0, float gl, float g2, float g3);
float ucp_psd_step(UCP_PSD_REG* pReg,
float y, float setpoint, float minval, float maxval);

Fig. 4 Interface of the discrete PID controller

As mentioned earlier, there is “init” function, which the user
program calls one at the beginning to initialize the controller
and there is “step” functions which should be called in every
sample period to obtain new value of the control signal. Both
these functions receive pointer to the data structure of the
controller as the 1% parameter. Parameter y is the current
output of the controlled plant; the minval and maxval are the
boundary values for the control signal (e.g. 100% for PWM).
These are needed as the input of the controller because the old
values of u(k) stored inside the controller must correspond to
control signal really applied to the plant. The other parameters
are rather self-explanatory.

B. On-off controller

This module implements simple on-off type of controller
with optional hysteresis. The data structure for this controller
is called UCP_ONOFF_REG. Similarly as in the discrete PID
controller, there are 2 functions as shown in the figure 5.

uint8_t ucp_onoff_init(UCP_ONOFF_REG* pReg,

float up_hysteresis, float down_hysteresis);
uinté_t ucp_onoff_step(UCP_ONOFF_REG* pReg,

float y, float setpoint);

Fig. 5 Interface of the on off controller

As can be seen in the figure, the user can specify two values
of the hysteresis; one for the “up” direction of the controlled
signal and one for the “down” direction.

V. EXPERIMENTAL VERIFICATION

To verify the functionality of the library, we created several
control applications. As the controlled system a model of heat
plant was used [7]. This model represents a 2™ order system
with transfer function approximately:

G(s) = 0.8 @)
(86.55+1)(18.25+1)

1

Figure 6 shows result of control with the discrete PID
controller module. This is very simple control process, but it
demonstrates the correct function of the program modules. The
parameters of the controller were designed using method [3].
The control signal is created using the software PWM module
contained also in the library. In the figure, the set point and
output of the plant are depicted in degrees Celsius; the control
signal is shown in percent. The set point was fixed at 50 °C.
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Fig. 6 Expeﬁmental verification of the PID controller

VI. CONCLUSION

This article described our program library for control
applications. The library makes it easier and faster to create
microcontroller applications for control systems. This is
achieved by set of hardware-independent modules, which are
ready-to-use and also by providing framework for writing the
whole application including hardware-dependent code and its
interface with the rest of the application. The library is written
in C language and currently implemented and tested on two
types of microcontrollers: 8-bit HCS08 core and 32-bit Kinetis
(ARM) cores. It is possible to port it to other microcontrollers
easily.
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Evaluation of SolidWorks Flow Simulation by
ground-coupled heat transfer test cases

S. Sehnalek, M. Zalesak, J. Vincenec, M. Oplustil, and P. Chrobak.

Abstract — In this article validation of SolidWorks Flow
Simulation with IEA BESTEST Task 34 is presented. Firstly are
described steady-state cases used for validation. Afterward is
mention implementation of these cases on SolidWorks Flow
Simulation. Article is concluding with presenting the simulated
results with comparison of those from already validated simulation
software by IEA. At the end is presented discussion with outline of
future research.

Keywords — Heat transfer, Finite Element Method, SolidWorks
Flow Simulation, Software validation, Benchmark, Building
simulation

I. INTRODUCTION

hare of glass used in facades of buildings is

logarithmically increasing during the last two centuries.

This results from some valuable features of glass, which
are transparency, low weight and ability to separate different
environments. Since Le Corbusier’s era, glass is becoming
dominant in usage for fagades at the expense of conventional
materials. This fact could prove Scheerbart’s paraphrased
words “Bricks are only good to hurt”. In the way of usage of
glass for facades there is one important issue, which should be
always taken into account. Temperature gains caused by
internal and external heat sources. These gains affect comfort
of people inside these “plant house” buildings. A long-term
research of people’s comfort in 26 office buildings in five
European Union countries was executed [1]. Interior comfort
can be provided by ventilation systems, by shading systems or
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by their combination, which are not always energetically
sustainable. In recent years, there is a particular interest in
sustainability of buildings [2], [3]. Currently, there has been
growing interest in lowering energy performance of buildings.
This effort is also reflected in a new European directive,
which instructs to construct near to zero energy sufficient
buildings since year 2020. Regardless of our experience and
knowledge, there are always a risks of constructing an
inconvenient building. To prevent this, appropriate design of
building should be achieved. Thermal properties of a building
could be calculated in a development phase, but it is limited to
one-dimensional and rarely as two-dimensional problem
solutions thanks to the complexity of buildings and the
mathematical apparatus available. As a result of computational
power increase in last decades, it is possible to design a model
and implement mathematical simulation of thermal behavior
of a building also in three-dimensional space. For such
mathematical simulation it is used finite element method
(FEM). Thanks to the expanding performance of computers,
FEM is used for partial differential equations solutions as a
convenient way to validate building’s behavior. However, first
of all it is important to validate thermal simulation programs
(DTSP) [4], which is used. The solution can be achieved by
several ways. Judkoff and Neymark developed a methodology
for such intention in the middle of 90s [5]. Their approach is
based on the analytical solution for steady-state heat flow
through the floor slab. Although it was developed by
Delsante, Stokes and Walsh [6], although this problem has
been in focus of researchers for some time [7]. It is worth to
mention a simplified model by American Society of Heating,
Refrigerating and Air Conditioning Engineers (ASHRAE),
which calculates slab-on-grade perimeter heat-loss, operates
with perimeter length and an F-factor heat loss coefficient.
Delsante’s methodology focuses only on heat flow through
floor slab and omits above grade constructions. Standard
established by ASHRAE improved Judkoff’s and Neymark’s
methodology by adding cases which focus mainly on above
grade constructions and solar radiation [7], [9].

All mentioned methods and standards are based on finite
element analysis (FEA). In this paper, an application of
International European Agency Building Energy Simulation
Test (IAE BESTEST) Task 34 is described on SolidWorks
Flow Simulation (SW-FS). This task is already approved on
DTSP like are TRNSYS, Fluent, EnergyPlus and ESP-
1/BASESIMP. Besides that, investigation of COMSOL
Multiphysics on Task 34 was done by Gerlich [10].

In the section methods is included outline of 6 cases from
IAE BESTEST Task 34 along with a description of SW-FS.
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This chapter is followed by results section with description of
implementation of cases on SW-FS and finally with results
from simulation. Article is summarized by conclusion section
with discussion about results and outline of further research.

II. METHODS

This section of the paper cover several topics and is divided
in two parts. At the beginning of the section, Ground
Coupling In-Depth Diagnostic Cases is described. More
specifically: geometry, physical properties, initial conditions
and boundary conditions. In the second section the outline
capabilities of SolidWorks Flow Simulation 2012 SP 5 (SW-
FS) is tested.

A. |IEA BESTEST cases

International Energy Agency Building Energy Simulation
Test methodology was developed by Judkoff [5] in the middle
of 90s. Combination of empirical validation, analytical
verification and comparative analysis techniques are main
proceedings of this methodology. It operates only with slab-
on-grade heat transfer and became a stepping-stone for the
other approaches, such as ANSI/ASHRAE Standard 140
improved adaptation developed by ASHRAE accordingly with
American National Standards Institute (ANSI).

Methodology describes 6 cases of ground-coupled heat
transfers designed to be compared with verified whole-
building energy simulation software. Several of those already
tested by IEA are EnergyPlus, FLUENT, Matlab, TRNSys
and GHT. The first case, GC10a has its base in analytical
solution and it is the simplest one of all six cases.
Furthermore, these cases are subdivided into three series, each
with its own specification.

e Series a
» The main purpose of this series is to use to
validate whole-building simulation
programs.
* Namely: TRNSYS, SUNREL-GC, FLUENT
and MATLAB.
« It is recommended to apply this series as the
first one, if a tested software can run it.
e Seriesb
* In this series, parameters are adjusted for more
limited whole-building simulation programs
or standard.
* Namely: EnergyPlus and ISO 13 370.
* Provides basis for series “a” and “c”
e Series c
* This series is most narrowed in use of
boundary conditions, because it serves only
for comparison of BASESIMP with other
software.

1) Geometry
Geometry is similar in most cases, except for several
models, which will be described later. Figure 1 depicts the
elevation section of the examined test model, where F
represents far field boundary distance, E stands for deep
ground boundary depth, Tqg is deep ground temperature, T, is
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the outside air temperature, T;, is the inside temperature and
hine and hey represents surface coefficients of convection [5].
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Fig. 2 Plan view [11]

Figure 2 shows plan view of the proposed building with
slab dimensions. These parameters are similar for all cases.
The last dimension parameter worth mentioning is the height
of the conditioned zone. Table I enlists geometrical properties
for proposed cases, with inequality in GC10a, GC30a and
GC30c, which vary in ground depth and far-field boundary
distance [5].

Table I Geometry properties

Parameter Value [m]
B 12
E 15
F 15
L 12
W 0,24
Building height 2,7

2) Thermal properties
Besides surface coefficients of convection, the rest of
thermal properties are the identical for all test cases. These are
enlisted in table 2 where surface coefficients of convection are
applied on all surfaces with a value 100 W/(m? K), within
exception of specific cases which are mentioned later.

493
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Table II Thermal properties for soil, slab and above grade

construction
Soil and Slab Above-Grsjlde
Construction
Temperature
10 30
[°C]
Convective surface
coefficients 100 100
[W/(m? K)]
Thermal conductivity
[W/(m K)] 1,9 | 0or0,000001
Density
[ke/m’] 1490 | 0 or 0,000001
Specific heat
1800 | 0 or 0,000001
[J/(kg K)]

Several parameters which are not present in table IIza also
have to be taken into account: use slab thickness as low as
software allows for a stable calculation; for software
demanding below-grade foundation walls, use the same
thermal properties as soil; surface radiation exchange is not
included (if necessary set radiation to 0 or as low as possible);
the ground surface and floor slab are on the same height level
and both are considered to be flat and homogenous; for all
cases water transmission via material should be turned off or
reduced to its lowest level;, adiabatic walls of the above
construction are in contact with soil but do not penetrate it; no
windows; no infiltration or ventilation; no internal gains.

If the software does not allow entering direct surface
temperatures, user can apply very high surface coefficients of
convection with ambient air temperature. It is recommended
to set h > 5000 W/(m? K) if the program allows such surface
coefficient, if it be to the contrary use maximum h value that
tested software accepts. In some cases such a great number
can cause instability of some simulation software [5].

3) Case GC10a — Steady-State Analytical Verification
Base Case
Result from this case is verified by analytical solution
method and comparison with test numerical simulation
software can be considered as secondary mathematical truth
standard. Such approach is beneficial for later cases, where
exact analytical solution is unknown.

Changes to surface geometry is given
e This case has similar main geometrical and thermal
properties with exception of dimension. In this case,
ground surface is considered to be semi-infinite both
in downward and horizontal direction.

This case is based on Analytical Solution for Steady-State
Heat Flow through the Floor Slab in 3 dimensional space
conditions, which was developed by Delsante [6]. The total
heat flow through the slab into the ground is:
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1
q=k(T; —To);F(L, B,W) (1)
Where: T; is surface temperature of the floor
T, surface temperature of the outside ground
k conductivity of floor slab and soil
F(L,B,W) dimension function of L,B and W

4) Case GC30a — Steady-State Comparative Test Base
Case with Direct Input of Surface Temperatures
This test case method compares steady-state heat flow
results with verified numerical-model results. In this case
surface boundary conditions could be tricky for some
simulation software. Comparison of this case with GC10a
(GC30a—-GC10a) reveals the sensitivity to perimeter surface
boundary.
Changes to surface geometry are given
eDeep ground boundary depth (E) 30 m
eFar-field boundary distance (F) 20 m

5) Case GC30b — Steady-State Comparative Test Base
Case
Steady-State Comparative Test is used to compare
temperature divergence of zone air and ambient air with a use
of adiabatic zone interface boundary. This case compares
GC30a (GC30b—GC30a) checking sensitivity to steep surface
coefficients of convection versus direct-input surface
temperature boundary.

Changes to surface geometry is given
e hy =100 W/(m? K)
e heq=100 W/(m? K)

6) Case GC60b — Steady State with Typical Interior
Convective Surface Coefficient
In this case more realistic interior convective surface heat
transfer coefficient is used. Zone floor surface temperature
will be barely identical when more realistic coefficient is used.
Also, increment in outward temperature in direction from the
center can be expected. This case will be compared with result
from GC30b (GC60b—GC30b) to check sensitivity of
decreased h.

Changes to surface parameter is given
e hix=7.95 W/(m? K)

7) Case GC65b — Steady State with Typical Interior
and Exterior Convective Surface Coefficients
With this case is used similar conditions as with GC60b
only taking account one exception and that is lower h .
Similar increment in outward temperature can be estimated
and results from this case will be compared with GC60b
(GC65b—GC60b), where sensitivity on h gy is compared. And
also will be compared result with GC30b (GC65b—GC30b)
where compared sensitivity on h e and h jy are checked.
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Changes to thermal properties are given
e hin= 7.95 W/(m?K)
e heq=11.95W/(m?K)
8) Case GC30c — Steady-State Comparative Test Base
Case with BASESIMP Boundary Conditions
Purpose of this case is to compare numerical simulation
programs of boundary conditions compatible with
BASESIMP. With this model will be comparison of GC30b
(GC30c—GC30a) to check reduced interior surface coefficient
sensitivity.

Changes to surface geometry and parameter are given
e hiw 7.95 W/(m? K)
e Far field boundary distance (F) 8 m

B. SolidWorks Flow Simulation

SolidWorks Flow Simulation 2012 (SW-FS) is a fluid flow

analysis add-in package that is available for SolidWorks in

order to obtain solutions to the full Navier-Stokes equations

that govern the motion of fluids. SW-FS is tool which can be

used for wide range of fluid flow and heat transfer studies.

Some of physical calculation capabilities are [12]:

e External and internal fluid flows

Steady-state and time-dependent fluid flows

Fluid flows with boundary layers, including wall
roughness effects

Multi-species fluids and multi-component solids

Heat conduction in fluid, solid and porous media
with/without conjugate heat transfer and/or contact
heat resistance between solids and/or radiation heat
transfer between opaque solids (some solids can be
considered transparent for radiation), and/or volume
(or surface) heat sources, e.g. due to Peltier effect

Joule heating due to direct electric current in
electrically conducting solidsl

Various types of thermal conductivity in solid
medium, i.e. isotropic, unidirectional,
biaxial/axisymmetrical, and orthotropic

Fluid flows and heat transfer in porous media

Periodic boundary conditions.

1) The Navier-Stokes Equations for Laminar and

Turbulent Fluid Flows

SW-FS are solving Navier-Stokes equations formulated
with mass, momentum and energy conservation laws. They
are supplemented with nature of the fluid and with empirical
dependencies of fluid density, viscosity and thermal
conductivity. Finally the definition of geometry, boundary and
initial condition is specifying particular problem.

Several boundary conditions can be setup. Internal Flow
Boundary Conditions can be managed as same as External
Flow Boundary Conditions. The last of three is Wall
Boundary Conditions that can be managed as impermeable in
case of solid walls. There is also option to manage wall as
Ideal Wall, which corresponds to the well-known slip
condition.

SW-FS employed numerical solution technique so it is
usable for less knowledge about the computational mesh and
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numerical methods. But there are also included options to
adjustment values of parameters governing the numerical
solution technique to lover computer resources or to provide
superior results. Finite volume method is used on a cubic
Cartesian coordinate system with planes orthogonal to its
axes. If necessary it can by refined locally in specific region
during calculation [12].

Mesh in SW-FS is rectangular everywhere in the
computational domain. That means that cells sides are
orthogonal to specific axes. That means that boundary
between fluid and solid may have partial cells. The
computational mesh is constructed in the several stages. Basic
mesh is constructed firstly, dividing computational domain
into slices where user can specify number and spacing of the
planes in each axes. Intersection between solid and fluid are
divided uniformly into smaller cells to provide more
appropriate result in this boundary. Meshing procedures are
executed before the calculation so SW-FS is unable to resolve
all solution features well. To abandon this disadvantage there
is option during the calculation to change mesh in accordance
with the solution spatial gradients. That means that regions
with high-gradient are divided in more cells while in low-
gradient regions are cells merged. This feature is called
refinement and it can be imposed manually or automatically,
at any state of the calculation process [13].

Validation examples can be found in documentation or
elsewhere [13].

III. RESULTS

Result section will provide outcome of appropriate
application of IEA BESTEST cases on SW-FS software and
findings will be discussed in the second part of this chapter.

A. Application of cases on SW-FS

This chapter deals with implementation of IEA BESTEST
on SW-FS. Cases’ main parameters initiation will be provided
in subsections. First case is considered as parental for all the
other cases and only changes in those will be mentioned.

Geometry model was established as assemblies in
SolidWorks consisting of three parts. These are soil, slab and
Above-Grade Construction (cubicle), and each part
corresponds with model’s physical property. They were
modelled from center of the Cartesian coordinates and mates
together.

A new project in Flow Simulation by Wizard tool was
created for simulation. Selection of Unit Systems, in this case
SI units, follows the choice of appropriate name. The only
change made was a switch on temperature; from K to °C. Heat
conduction in solids as the only option was selected for
external analysis type. For a default solid material was created
a new entry in the Engineering database with thermal
properties of soil and slab described in Table 2. Initial
conditions of solid parameters were changed form 20 °C to 10
°C. The last adjustment in Wizard tool was made on initial
mash, which was set to 8 along with manual input of gap size
value 2.7m and wall thickness 0.24m. Setup of the study
continues with an insertion of thermal properties for the
cubicle. This can be done by Solid Material option and by
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creating a new entry in the Engineering database together with
a selection of appropriate geometry. Boundary conditions
were established separately for each surface with an entry of
appropriate convective surface coefficients and fluid
temperature. Finally, computational goals were selected.

B. Simulation outcome

After appropriate setup of the cases on SW-FS simulation
of each case was executed.

Results from simulation are shown in figure 3. Axis Y
represents heat flows in W, on axis X are displayed used
cases. The line at the top of each case is average without SW-
FS taken in account. Results for EnergyPlus, FLUENT,
Matlab and TRNSYS was taken from [5], results for
COMSOL Multiphysisc was taken from [10]. Results of case
GC10a and GC30a was not provided for EnergyPlus.

As can be seen in figure 3, results of SW-FS vary from
average by small percentage. Only in case GCl10a is result
lower than was desirable, particular because this case is
validate by analytical solution. This difference could be cost
by impossibility to make the perimeter infinite. The rest of
cases achieved satisfactory values, which differ almost in all
instants by 1% and case GC65b differ in positive direction
almost by 4% as reveals table III.

Softwares
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Fig. 3 IEA BESTEST Ground Coupling: In-Depth Floor Slab

Comparison of cases is displayed in figure 4. Axis Y is
similar to figure 3, axis x represents odds between cases.
Values were taken from same source as for figure 3. For this
comparison was EnergyPlus excluded because of missing
results for cases GC10a and GC30a. The evaluation for this
comparison is presented in table IV. As can be seen difference
vary from approximately 1% to 32%. Difference between
cases GCl0a — GC30a in about 15% reveals that the
sensitivity to perimeter boundary of SW-FS is slightly worse
than it should be. The comparison of GC30a — GC30b
illustrates that SW-FS is imbalance for steep surface
coefficients. On the other hand sensitivity to decreased h is
very positive, which proves comparison of cases GC30b -
GC60b and GC30b - GC65b.

Software
[ ] FLUENT
[ MATLAB
[E—— ] TRNSYS
VZ7777777] coMSOL

SolidWorks
Avarage

600 —

500 —

400 — —

300 —

Floor Heat Flow [W]

200 —

100 —

AR RN RN RN

0 —

~300 0o
3 S\ 3O

C C
C G 0(‘}“\0

. GO0 e e
GOV G 0

R
Cases [-]
Fig. 4 IEA BESTEST Ground Coupling: In-Depth Floor Slab
Steady-State Floor Conduction Sensitivity

Table IV Stationary test case comparison calculated by

Steady-State Floor Conduction

Table IIT Stationary test cases calculated by SW-FS

Solid Average ébsolute l.{elative
Case Works (W] difference | difference
[W] W] [%]
GCl10a | 2416,96 | 2431,59 14,63 0,6
GC30a | 255228 | 2567,48 15,20 0,6
GC30b | 2487,54 | 2498,73 11,18 0,4
GC30c | 2125,12 | 2161,20 | 36,09 1,7
GC60b | 2097,30 | 2126,70 | 29,40 1,4
GC65b | 1983,93 1914,11 -69,82 3,6

SW-FS
Case Solid Average Absolute Relative
com Works (W] 8 difference | difference
P 1w [W] [%]

GCl10a —
GC30a 135,33 | 159,41 -24,09 15,1
GC30a —
GC30b 64,74 95,49 -30,75 32,2
GC30b —
GC60b 390,24 | 395,96 -5,71 1,4
GC30b —
GC65b 503,61 | 510,94 -7,32 1,4
GC30a —
GC30c 427,17 | 470,65 -43,48 9,2
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During the simulation preparation phenomenon of SW-FS
have been discovered. That is inappropriate behavior when
SW-FS refining the mesh. When settings of mesh and
refinement kept on default, software are generates basic mesh
properly, after several iteration it starts to refine and
phenomenon occur. Several options were changed along with
geometry to figure what this asymmetry causing, without
positive answer.

For the proper calculations was mesh configured manually
to obey automatic refinement problem. This was done by
control planes, which divide geometry to parts and then spread
mesh between. The appropriate settings, which were use, can
be find in table V. The comparison of basic mesh with refined
mesh is depicted in figure 5. Basic mesh had totally 38 400
cells, where in direction X and Z had 40 cells and direction Y
had 24 cells. After refinement, number of cells increased to
331 553.

Side view of temperature distribution is disclosed in figure
6. This state is for case GC30b with basic conditions. Other
cases are similar to this only with little differences in
distribution and geometry sizes. Displayed temperature are in
°C and vary from 10 °C for exterior to 30 °C for investigated
slab.

Figure 7 represent heat flux on interior and exterior ground
surface from top view. Values reaching more than 83 W/m? in
corners of above-grade construction in opposition to exterior
surface where reaching almost zero.

Y

30.00

2818

2455
2273
2041
19.00
17.27

1545
1364
11.82
1000

Temperature (Solid) [*C]

Fig. 6 Side view of temperature distribution

b)

Fig. 5 Generated mesh by manual settings: a) basic mesh, b)
refined mesh for solids

Table V Control planes settings

Control | Name | Minimum | Maximum
planes in | X1 -23,7 -10,0
X X2 -10,0 10,0
direction | X3 10,0 23,7
Name | Minimum | Maximum
Cl"“t“’,' Y1 17,7 10,0
g’(a“es " y2 -10,0 3.0
direction > -3,0 0.0
Y4 0,0 5,6
Control | Name | Minimum | Maximum
planes in | Z1 -23,7 -10,0
Z 72 -10,0 10,0
direction | 73 10,0 23,7
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83.456
77.036
70617
£4.197
57.778
51.358
44938
38.519
32.099
25679
19.260
12.840
6.421
2.846e-04

Heat Flux [im2]

Fig. 7 Top view of heat flow

IV. CONCLUSION

The results indicate, overall, that SW-FS is capable of
mathematical simulation of heat flow through the floor slab.
Variation of 1% to 4% is very positive for such type of
benchmark. As is documented in [11], there was variety from
9% to 55% disagreement between firstly tested software with
the analytical solution. Afterward improvement in software
lowering that difference to the highest value of 24%.
Although version of SW-FS was 2012 and in present time is
version 2014 on the market, it would be interesting to
benchmark and compare results of that version with tested
version.

However, appropriate setup of mesh should be considered
along with proper analysis after generation. Also refinement
option should be acknowledge as results showed big

differences. Interest with refinement should be also in
symmetrical  object ~where SW-FS  showed high
disproportions.
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As next step should be to do testing on remaining 10 cases
from IAE BESTEST.pe These are similar to already tested
one, but they have sinusoidal variation of outside temperature.
Also condition to store every hour of ten year simulation make
it hard for storage space. Just for interest there was
accomplished case GC40b and whole data computed had more
than 1TB of storage space.

Further research should aim comprehensive
ANSI/ASHRAE Standard 140, and properly validate SW-FS
with it. Although, SW-FS is not mainly for building
applications, there is no snag why not to use it for such
industry. Moreover as results prove it is suitable and in some
cases more than other program adjusted mainly on it.
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Time Series Predictive Model Application to Air
Pollution Assessment

Claudio Guarnaccia, Julia Griselda Ceron Breton, Joseph Quartieri, Carmine Tepedino and Rosa
Maria Cerén Bretdn

Abstract—Physical polluting agents monitoring and control is a
relevant problem to be considered in all areas where human activities
take place. Air pollution, acoustical noise, electromagnetic fields,
etc., should be carefully assessed in order to protect human health.
Regarding air pollution, the importance of developing proper
mathematical models, able to fit observed data and predict future
behavior of pollutants is obvious. Among all the possible approaches,
regression methods seem to be feasible when a large dataset is
available and the trend and eventual periodicities can be evaluated. In
this paper, a Time Series Analysis model is developed and applied to
hourly CO concentrations in the urban site of San Nicolas de los
Garza, Nuevo Leon, Mexico. The calibration made on one year
dataset will show a 24 hours seasonal effect and a quite stable trend.
The validation on two different periods, not used in the calibration
phase, will exploit quite different results, showing that the general
slope of the data is quite good reconstructed, while the local
oscillation are difficult to be predicted.

Keywords—  Air  Pollution,  Criteria
Concentration, Regression Analysis, Time Series.

Pollutants, CO

. INTRODUCTION

HE physical and chemical processes of atmospheric

pollutants gases, particularly nitrogen oxides (NO,), CO
and volatile organic compounds (VOC), in the low atmosphere
result in the formation of secondary oxidized products. Since
many of these processes are regulated by the presence of
sunlight, the oxidized products are commonly referred to as
“secondary photochemical pollutants” being Ozone (O3), the
most important oxidant at the troposphere [1].
Tropospheric ozone has been recognized as one of the
principal pollutants that degrades the air quality in urban areas
([2], [3])- The production of high levels of ground ozone is of
particular concern, as it is known to act as the primary source
of OH radicals (the main atmospheric oxidant) and it is the
third most important greenhouse gas behind CO, and CH,. In
the upper layers of the atmosphere, ozone blocks an excessive
ultraviolet irradiation of the earth but at the ground level in the
troposphere, this pollutant has been related to adverse effects

C Guarnaccia, J. Quartieri, C. Tepedino are with the Department of
Industrial Engineering, University of Salerno, Via Giovanni Paolo Il, 1-84084
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on human health, vegetation and materials ([4-11]).

In urban areas, CO is one of the most important ozone
precursors as it is known to be a tracer of vehicle exhaust
emissions. Its outdoor sources include diverse anthropogenic
activities such as power station burning coal, combustion of
fossil fuels, making steel, etc.. Indoor sources of this pollutant
include tobacco smoke and biomass burning from cooking and
houses warming systems. In addition, CO it is known to be
toxic and cause several health affections. CO poisoning is the
most common type of fatal poisoning in many countries.
Symptoms of mild poisoning include headaches, vertigo, and
flu-like effects. Larger exposures can lead to significant
toxicity of the central nervous system, heart and even death.
Following poisoning, long-term sequelae often occurs. Carbon
monoxide can also have severe effects on the fetus of a
pregnant woman [12]. In developed countries, as for instance
United States, it has been estimated that more than 40000
people per year seek medical attention for carbon monoxide
poisoning [13].

For all these reasons it is important to know the behavior and
trends of CO in a given site and to understand the role that this
pollutant plays in the tropospheric 0zone formation. The main
atmospheric sink process for CO is by reaction with OH, and
this mechanism also makes CO a major precursor to photo
chemical ozone [14].

The day time increase in ozone concentration, which is a
pronounced feature of a polluted site, it is basically due to the
photo-oxidation of the precursor gases such as CO, CH, and
NMHC (non methane hydrocarbons) in the presence of
sufficient amount of NO,. In this process NO, acts as a
catalyst and continues to do so until physical processes
permanently remove it or it gets transformed to other oxides of
nitrogen. The well-known photo-oxidation cycle of CO can be
represented as [15]:

CO + OH>CO,

H+ O, + M>HO, + M
HO, + NO > NO, + OH
NO, + hv. > 0(P) + NO
A <420 nm

OCP)+0,+M>0; + M

Net: CO + 20, + hv 9C02 + O,
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Therefore, accurate characterization of CO is extremely
important for understanding tropospheric ozone formation and
accumulation, and crafting effective control strategies to better
address ozone air quality management issues. However, the
continuous monitoring of air pollutants is generally expensive;
most of the times it is limited only to big urban areas and
usually the number of the stations of the air quality monitoring
networks are not enough. Therefore, there is growing need to
implement predictive models that can provide a reliable
assessment in an economical way of air pollution levels and
other polluting agents (see for instance [16-25]). Among these
models, Time Series Analysis (TSA) models ([26], [27]) have
been largely adopted in several disciplines and have showed
good performances and adaptability to polluting agents levels
prediction ([28-31]).

This paper aims to apply TSA models to the hourly CO
concentrations dataset collected in an urban site of San
Nicolas de los Garza, Nuevo Leon, Mexico. Once the model is
calibrated on a given dataset, a validation on more than one
range of observed values (not used in the calibration) will be
performed, in order to estimate the predictive performances
and to understand the criticalities of the model.

The model adopted in this paper has been presented by
some of the authors in [28]. It is based on the Time Series
analysis (TSA) models idea. These TSA are mathematical
models largely adopted in Economics, Physics, Engineering,
Mathematics, etc.. (see for instance [32-34]), that are used to
reproduce the behaviour of data series and to predict future
slope.

The main aims of these kind of models are basically the
recognition of the phenomenon under study by means of data
trend and periodicity reconstruction, and the prediction of
future values of the time series. Thus, a general procedure may
be resumed as follows:

METHODS

Eventual seasonal effect detection in the data set
Lag (periodicity) evaluation

Smoothing (removal of periodicity) of the
calibration data time series

Trend and seasonality evaluation

Error evaluation (difference between observed
and forecasted values in the calibration dataset)
Final model drawing

The details of how perform the steps listed above can be
found in [28] and references therein, where different
approaches, in particular additive and multiplicative, are
presented and briefly discussed. The choice for this dataset is a
mixed approach, that is multiplicative between trend and
seasonality, and additive for the error component:

F; = T.S; + m, 1)
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where F; is the model prediction, T, is the trend, 5:1' is the
seasonal coefficient, m, is the mean of the error e, defined as
actual value (A;) minus forecast (Fy):
e =4 —F 2
Let us underline that TSA models are mostly adopted when
the data sets follow recurring seasonal patterns. The attempt to
adopt this kind of models in a so variable and random physical
phenomenon, such as air pollution, is extremely challenging.
Results shown in Section 4 will underline these difficulties
and open new ways to further improvement of this model.

Il1l. CASE STUDY

In Mexico there is not enough information about air
pollution and most of the studies about spatial and temporal
levels of criteria air pollutants have been focused to Mexico
City whose air quality monitoring network began operating in
1966. However, other important urban zones like the
Metropolitan Areas Monterrey and Guadalajara started
measuring of air pollution until 1992, thus the lack of air
quality information is even greater.

This study is focused on San Nicolas de Garza, one of the
twelve municipalities of the Metropolitan Area of Monterrey
(MAM), which constitutes the third largest urban area in
Mexico. MAM is a high profile center of education, tourism
and business with a population of 4,000,000 habitants. This
city is located at 25°40’N and 100°18” W at 537 masl and
covering an area of 580.5 km?. This area is characterized by
the presence of important education and research centers,
business activities and industrial development. Road
transportation and area sources (evaporative emissions from
solvents, storage tanks, coatings, fuel marketing and other
miscellaneous sources) are the dominant sources of Oj
precursors in MAM [35].

The Nuevo Leon State Government has been committed to
undertaking all necessary steps to protect public health from
air pollution, with sensitivity to the impacts of its actions on
the community and industrial activities.  Although air
pollutants and weather conditions have been measured from
90’s and some actions have been taken in order to improve air
quality, some pollutants may reach unhealthy levels during air
pollution episodes. In Mexico, with respect to carbon
monoxide, significant advances have been made since the
implementations by 2012 of a emissions limit from vehicles
(ranged from 3.418 to 4.536 g/km depending on the net
weight of the vehicle and fuel type) [36]. In addition, a
standard to protect population health against CO was
implemented in 1993, which regulates the ambient air levels
of this pollutant within a limit of 11 ppm (12.595 pug/m®) in an
8-h mobile average once a year as maximum [37].
Nevertheless, a better understanding of the behavior and
trends of this pollutant in MAM is required in order to develop
effective strategies focused to ozone abatement in this area.
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This paper describes the methodology for time series analysis
of air quality data and the development of a predictive model
for daily mean concentrations of CO, and gives an example of
this model application in order to predict CO levels from data
obtained at the air quality monitoring network of the
Integrated System of Environmental Monitoring (SIMA) of
Monterrey, Nuevo Leon, Mexico.

A. Case study area description

San Nicolas de los Garza, Nuevo Ledn, Mexico is located at
the northeast of the Metropolitan Area of Monterrey (Figure
1). Climate in this area is classified as semi-arid warm being
hot in summer (temperature reaches 35 °C in August), though
reasonably pleasant in spring and autumn. The average
temperature in winter is 8 °C. Rainfall is scarce, but more
prominent during May to September. Humidity in winter can
be high, although without showers. Snowfall is a very rare
event. The annual average precipitation is 615 mm and this
area is commonly influenced by frontal systems coming from
the north of the continent. The specific sampling site was
located within the facilities of Northeast Station of the SIMA,
located in the Laboral Unity District in San Nicolas de los
Garza, N.L. at 25° 43” 30 “N and 100° 18> 48” W at 500 m
above sea level, within an area with high density of population
(Figure 2).

Sampling Sit
pling Site
Nuevo Leon
=n

Mexico

=

25°43"30” LN
100°18' 48" LW

Fig. 1: Case study Location

B. Air pollution and meteorological parameters monitoring

The air quality monitoring network of MAM is operated by
the Integrated System of Environmental Monitoring (SIMA)
of the Mexican Environmental Protection Agency
(APMARN). This network has 8 fixed monitoring stations and
a Sodar Doppler System for meteorological conditions
measuring. Each monitoring station generates hourly
information of the ambient air concentrations of criteria air
pollutants and meteorological parameters [38]. Table 1 lists
the criteria air pollutants (O3, NO, NO,, NO,, CO, PM10, and
SO,) and meteorological parameters (wind direction, wind
speed, relative humidity, temperature, solar radiation and
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barometric pressure) usually measured in the air quality
monitoring stations and measurement techniques. The data set
used in this paper was limited to hourly CO ambient air
concentrations during 2012, obtained from the Northeast
Station of the SIMA whose location is indicated in Figure 2.

Tab. 1: Criteria air pollutants and meteorological parameters
usually measured in the air quality monitoring network of
MAM

Variable Measurement Units
Technique
Carbon monoxide (CO) | IR non dispersive ppm
attenuation GFG
Ozone (Oy) UV spectrophotometer | ppb
Nitrogen dioxide (NO,) | chemical ppb
luminescence
Sulfur dioxide (SO2) UV pulsed ppb
fluorescence
Particulate matter with | Beta ray attenuation pg/m*
aerodynamic radius
equal or lower than 10
um (PM10)
Wind speed Conventional km/h
anemometer
Wind direction Conventional vane Azimuth
grades
Ambient temperature Solid state thermostat | Celsius
grades
Solar radiation Pyranometer kw/m?
Barometric pressure Barometric pressure mm Hg
sensor
Northwest North
2 Station rr  Station Northeast
Northwest 2 Station
r Station
Northeast i
il 'T Station
Southwest
Station
T Southeast
Station
Center
Station

Fig. 2: Specific location of the northeast station within the air
quality monitoring network in MAM.

IV. DATA ANALYSIS AND RESULTS

The first step, in order to build the model, is to analyse the
dataset to be used in the calibration phase. The choice was to
consider the CO concentrations, during all the year 2012.

The calibration dataset is made of 8784 hourly CO
concentrations, measured in ppm, and the summary statistics
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are resumed in Table 2. As it can be noticed from skewness
and kurtosis values, the distribution is not normal. In addition,
the high value of standard deviation with respect to the mean,
together with the maximum and minimum values, exploits a
very spread distribution.

Looking at the time slope of the data, these CO
concentrations show a daily periodic pattern, together with an
average decrease in spring and summer. The daily periodic
pattern can be explained from distinct peaks which correspond
to morning rush hours. This is consistent with the assumption
that on-road vehicles dominate CO emissions.

The seasonal pattern of tropospheric CO, with its maximum
in winter and its minimum in summer and spring, has been
reported before by other authors ([39-43]). The boundary layer
usually becomes deeper in late spring and summer because of
greater solar insolation and stronger turbulent eddies. This
condition promotes released pollutants dilution at the surface
and results in lower ambient concentrations [39]. Therefore,
during summer, photochemical activity is increased and OH
concentrations are higher. In the presence of sunlight and
sufficient amount of NO, (urban atmospheres), photo-
oxidation cycle of CO begins with its reaction with OH
leading to the tropospheric ozone formation. The lifetime of
CO is sufficiently long (from some days over continents in
summer to over a year at high latitudes in winter) [40]. Thus,
higher OH concentrations and hence a decrease in the lifetime
of CO during late spring and summer result in a decrease in
tropospheric CO levels. On the other hand, during winter, a
longer lifetime of CO result in an accumulation of this
pollutant toward late spring until loss by OH surpasses inputs
of CO (emissions and photochemical production) [41]. In
addition, during winter months, thermal inversions and a
decrease in the boundary layer depth contribute to higher CO
levels.

The autocorrelation analysis on the entire calibration
dataset, made by means of correlogram, highlights the
presence of a 24 hours periodicity, as shown in Fig. 3. The
autocorrelation value corresponding to a lag of 24 hours is
0.371.

Series CO[, 2]

ACF
0.6 0.8 1.0

0.4

0.2

0.0

40

60

T T
80

Lag

Fig. 3: Autocorrelation plot (correlogram) as a function of the
lag (periodicity).
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Once the lag has been detected, the model has been built
according to procedure described in Section 2 and in [28]. The
results of the model are plotted in Figure 4, together with the
observed CO concentrations. In Table 2, the model parameters
are reported. It can be highlighted that the trend line is almost
constant and that the seasonal coefficients increase in rush
hours, since they are affected by vehicles emissions.

Tab. 2: Model parameters estimated on the 2012 CO
concentration data. by and b, are respectively the intercept and
the slope of the trend line, while S; is the seasonal coefficient
in the time range from i-1 to i hour.

Time Series Model parameters

by 0,64383730 b, 0,00000147
S 0,805094 Si3 0,886475
S, 0,723286 Sia 0,847639
Ss 0,680476 Sis 0,839873
Sy 0,644032 Sie 0,835991
S 0,657638 Si7 0,8627
Se 0,845082 Sis 0,9359
S, 1,23911 Sio 1,075612
Ss 1,542119 Sro 1,24604
S 1,469525 Son 1,274936
Sio 1,237873 Som 1,182683
Si1 1,038506 Som 1,08388
Siz 0,939687 Son 0,953364

It is interesting to notice that the general trend of the time
series is achieved by the model, even if the local strong
variations are not predicted by the model. These local strong
oscillations may be due to day to day variations related to
meteorological conditions (transport) and emission local
sources strength. The good performance of the model is
confirmed by the error distribution, evaluated according to
formula (2), whose mean is close to zero but whose maximum
value is 9.57 ppm. Thus the first consideration that can be
drawn is that this model is not able to locally predict the exact
behaviour of the CO concentration, but it can give interesting
results on a long term analysis basis and it can give reliable
predictions in periods in which there are not strong variations
with respect to the general trend. For instance, the comparison
between observed values and model predictions in the range
between 7000 and 7500 hours (Figure 5) is encouraging, even
if the single peaks are not reconstructed by the model. On the
contrary, during the summer time, the model clearly
overestimates the observed values.

Tab. 3: Summary of statistics of the complete data set, 8784

data, in ppm.

Mean | Std.dev | Median | Min Max | skew | kurt

[ppm] | [ppm] | [ppm] | [ppm] | [ppm]

0.66 0.67 0.47 0.08 | 10.01 | 522 | 40.96
502
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Fig. 4: Observed and predicted CO concentrations, during
2012 (i.e. calibration dataset).

7250

Time [hour]

~——observed ——Forecasted

Fig. 5: Observed and predicted CO concentrations, during
2012: zoom on the time range from 7000 to 7500 hours.

Tab. 4: Summary of statistics of the error distribution,
evaluated on the calibration dataset, in ppm.

Tab. 5: Summary of statistics of the error distribution,
evaluated on the first validation dataset (January 2013).

Mean Std.dev Median Min Max
[ppm] [ppm] [ppm] [ppm] [ppm]
0.34 1.09 0.03 -0.75 8.00

Moreover, when comparing results of the model with
observed values in May 2013, the obtained agreement is
evident (Figure 7) and confirmed by error distribution
statistics (Table 5).

1a0ms
Time [hour]

——observed —Forecasted

Fig. 7: Observed and predicted CO concentrations, during
May 2013 (i.e. second validation dataset).

Mean Std.dev Median Min Max
[ppm] [ppm] [ppm] [ppm] [ppm] Tab. 6: Summary of statistics of the error distribution,
0.01 0.65 -0.15 -0.79 9.57 evaluated on the second validation dataset (May 2013).
Mean Std.dev Median Min Max
In order to validate the model and to check its [ppm] [ppm] [ppm] [ppm] [ppm]
performances, a comparison between model predictions and 0.03 0.20 0.03 -0.58 0.84

observed CO concentrations has been made on two sample
datasets in 2013.

The first validation has been made on January 2013 data
(Figure 6): the model hardly predicts the peaks, while the
trend seems to be confirmed.

. co Iwm]l

| ‘ '
I U.

‘l
,fll %wﬁ “\} Tk Qljﬂlﬂ

Time [hour]

‘ |
\,A‘ I\J}

w‘fh

11

—observed

Fig. 6: Observed and predicted CO concentrations, during
January 2013 (i.e. first validation dataset).

— Forecasted
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Let us underline that the median of error distribution
evaluated on the two different validation dataset is basically
the same (0.03 ppm). This is due to the fact that the median is
much less sensitive to distribution outliers than the mean, i.e.
in our case, it is not strongly affected by local CO
concentration peaks.

Another consideration is that one should expect that the
model works better on validation periods closer to calibration
dataset. In this case, the model shows better performances on
the May 2013 validation period, even if the calibration is done
on 2012 data. This is probably due to the fact that in this
period there is a lower variability in the data and the slope is
closer to the model trend and periodicity, evaluated on 2012
data.

V. CONCLUSIONS

In this paper the authors deal with the problem of modelling
the time series of CO concentrations in the urban site of San
Nicolas de los Garza, Nuevo Leon, Mexico. A mixed Time
Series Analysis (TSA) model, i.e. a model that considers a
multiplicative relation between trend and seasonality of the
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data, and an additive correction related to the calibration error,
has been adopted. This model has been calibrated on the 2012
CO concentration data, obtaining a 24 hours periodicity and an
almost constant trend. The error in the calibration has been
evaluated as the difference between observed and forecasted
values, and its mean has been added to the product between
trend and seasonality, in order to obtain the final model. The
validation of the resulting model has been performed on two
different periods (January and May) of 2013 CO concentration
dataset, giving different results. Even though the graphical
comparison and the error means are quite different, the median
of the error distribution is the same for both periods. The
median, in fact, is a better measure of central tendency with
respect to the mean, in case of random peaks presence in the
dataset.

Thus, the TSA model presented in this paper is able to
predict the general slope of the data, while local variations and
random peaks are difficult to be predicted. Further studies on
multiple periodicity or different regression methods represent
the next steps of this analysis, and will be postponed to future
works.
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Educational microprocessor development kit
— low-cost access system application

Tomas Sysala, Petr Neumann, Filip Zanka, and Lubomir Vasek

Abstract—The article deals with a low cost development kit
based on the Atmel microprocessor. That development kit is
supposed to serve as an educational support for microcomputer
programming classes within the scope of subjects oriented at
microcomputers and PLCs. As that designed kit model application, a
low cost access system is described. The iButton family members by
Maxim Integrated Products are used for door lock opening
identification elements.

Keywords—Microprocessor development kit, Education, Access
system, Microprocessor programming.

1. INTRODUCTION

MICROCOMPUTERS and microcontrollers constitute a
common ingredient in our daily life. We are meeting
them without noticing it.

Microcomputers as a cheap and small form of digital
devices (computers) lived through their rapid development in
early 80-ties of the last century. Those microcomputers were
first in 8-bit version and later in 16-bit version then. The
model Intel8080 [1] and/or Zilog Z80 [2] may be mentioned as
the most popular models at that time.

Microcomputers in 32-bit version with the ARM core
gained popularity in more challenging application during
90ties of the last century [3].

One of our former projects was aimed at the 32-bit version
of a development kit with a color display and many options
oriented in the multimedia application field [4].

The low cost attribute of this project prefers the 8-bit
processor.

II. GOAL AND SPECIFICATIONS

Many subjects taught at Tomas Bata University, Faculty of
Applied Informatics, are oriented at technological processes
control. The microcomputer presents one of alternatives for
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such processes control.

The goal of one our project was to design a development kit
based on a 8-bit microcontroller with the AVR core which
should comply with following requirements:
¢ Low costs,

» Extended peripheral equipment for interfacing technological
processes,

» Extended peripheral equipment for various communication
modes,

 Dual line text display unit (2 x 16 characters),

e Peripheral modularity for a flexible expansion and/or
modification according to the particular purpose.

III. MICROPROCESSOR DEVELOPMENT KIT

A. Microprocessor

Processor is a core of each development kit. In our case, we
have opted for 8-bit processor from Atmel product range,
namely the Atmel® AVR® ATmegal28.

This processor is a low-power CMOS 8-bit microcontroller
based on the AVR enhanced RISC architecture. By executing
powerful instructions in a single clock cycle, the ATmegal28
achieves throughputs approaching IMIPS per MHz allowing
the system designer to optimize power consumption versus
processing speed.

The Atmel® AVR® core combines a rich instruction set
with 32 general purpose working registers. All the 32 registers
are directly connected to the Arithmetic Logic Unit (ALU),
allowing two independent registers to be accessed in one
single instruction executed in one clock cycle. The resulting
architecture is more code efficient while achieving throughputs
up to ten times faster than conventional CISC microcontrollers
[5].

The ATmegal28 provides the following features:
128Kbytes of In-System Programmable Flash with Read-
While-Write capabilities,
¢ 4Kbytes EEPROM,
¢ 4Kbytes SRAM,
¢ 53 general purpose 1/O lines,

e 32 general purpose working registers,

e Real Time Counter (RTC), four flexible Timer/Counters with
compare modes and PWM,

¢ 2 USARTS, a byte oriented Two-wire Serial Interface, an 8-
channel, 10-bit ADC with optional differential input stage
with programmable gain,
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Fig. 1 Block Diagram of the AVR Architecture [5]

o programmable Watchdog Timer with Internal Oscillator,
e an SPI serial port, IEEE std. 1149.1 compliant

The device is manufactured using Atmel’s high-density
nonvolatile memory technology. The Onchip ISP Flash allows
the program memory to be reprogrammed in-system through
an SPI serial interface, by a conventional nonvolatile memory
programmer, or by an On-chip Boot program running on the
AVR core. The boot program can use any interface to
download the application program in the application Flash
memory. Software in the Boot Flash section will continue to
run while the Application Flash section is updated, providing

ISBN: 978-1-61804-244-6

true Read-While-Write operation. By combining an 8-bit RISC
CPU with In-System Self-Programmable Flash on a monolithic
chip, the Atmel ATmegal28 is a powerful microcontroller that
provides a highly flexible and cost effective solution to many
embedded control applications [5].

The ATmegal28 device is supported with a full suite of
program and system development tools including: C
compilers, macro assemblers, program debugger/simulators,
in-circuit emulators, and evaluation Kits.
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A. AVRCPU Core

The ATmegal28 has an AVR® core architecture. The main
function of the CPU core is to ensure correct program
execution. The CPU must therefore be able to access
memories, perform calculations, control peripherals and
handle interrupts.

<
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|._.
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Flash Status
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Program Counter and Control
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Fig. 2 Block Diagram of the AVR Architecture [5]

In order to maximize performance and parallelism, the AVR
uses a Harvard architecture — with separate memories and
buses for program and data. Instructions in the program
memory are executed with a single level pipelining. While one
instruction is being executed, the next instruction is pre-
fetched from the program memory. This concept enables
instructions to be executed in every clock cycle. The program
memory is In-System Reprogrammable Flash memory.

The fast-access Register file contains 32 x 8-bit general
purpose working registers with a single clock cycle access
time. This allows single-cycle Arithmetic Logic Unit (ALU)
operation. In a typical ALU operation, two operands are output
from the Register file, the operation is executed, and the result
is stored back in the Register file — in one clock cycle [5].

The ALU supports arithmetic and logic operations between
registers or between a constant and a register. Single register
operations can also be executed in the ALU. After an
arithmetic operation, the Status Register is updated to reflect
information about the result of the operation.

B. LCD Display

For the sake of device compactness, low price, and
availability, the LCD2L4P02A [6] module has been selected
as a device management unit and as an input interface for
simple user data entering. That module is equipped with a
dual line text LCD display (2 x 16 characters), and it is
controlled by the Hitachi HD44780 controller. The user
interface consists of four buttons and of a piezoelectric
element for pertinent sound signalization what is well
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sufficient for basic operation.

C. Real Time Clock Module

The RTC module for actual datum and time retention is not
a part of that microcontroller. It was necessary to design and
realize it. The integrated circuit DS1307 by Maxim Integrated
Products seemed to be a convenient basic element for the RTC
module. The circuit design has respected the application
circuitry recommended in the data sheet [7]. The RTC beat is
controlled by an external crystal with the resonance frequency
of 32.768 kHz. When the power supply is off, the time and
data memory content is secured with a battery. In such back up
mode, the current consumption is only 500 nA what means that
the time and memory content can be kept for more than 10
years (the battery capacity 48 mAh at the room temperature
+25 °C).

The ease availability of datum and time represents a
remarkable advantage of that circuit family. They are coded in
the BCD, and it is possible to read the from internal shift
registers.

D. Other development kit parts

That designed device set includes some other modules,

namely:

e The memory card data storing module

e The Voltage Level Translator

o The power switch for external devices control
e Power supply

e The USART/USB conversion module.

The whole device set is of a modular design. That
corresponds with the low cost requirement because only
relevant modules for a particular application are connected and
installed.

IV. LOW-COST ACCESS SYSTEM

A security oriented composition was created for the
developed kit functionality and applicability evaluation. That
composition represented an autonomous system for access
security control. That security control application is oriented at
family houses and apartment houses where it attends one
entrance point (the electromagnetic gate). There is up to 20
such entrance points with a prospect for future increasing. It is
supposed that each device has a different approved set of
identification elements (tokens), and that it operates
independently. The memory stored identification elements
counts in tens at maximum.

A. The system requirements

The above mentioned security application identification
elements selection asks for a mechanically robust, cheap and
passive design. From the security point of view, such ID
elements counterfeiting should be much more complicated
than key imitating, and the ID elements misinterpretation
should be also quite unlikely during authorization process. The
access history evaluation, in case of a theft in commonly
shared rooms, for instance, should be possible with current
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design because it could retrospectively specify the access ID
and access time. The device control should be simple,
preferably without necessity to connect any other devices, like
programmers, computers, etc. However, that device is
supposed to be placed near the entrance point so that the
authorization interface should be protected correspondingly.
Further requirement relates to the device operability in case of
energy supply drop-out. The device power supply is either the
public electricity distribution network, or alternatively the
building local electricity distribution and/or battery back-up
power supply, for instance.
If we summarize the above mentioned requirements, the
developed device should fulfill the following features:
o Exploitation of microcontroller technology.
e User friendly design.
e Lost ID element quick and simple removal and new ID
element registration.
oID clements selection with
prevention.
e Storing data about authorized and unauthorized accesses.
¢ Unauthorized access to the control interface protection.
e Emergency access alternative without identification, for
instance protected emergency button, or a remote electronic
gate keeper.
e Price comparable to the common door lock replacement in
case of a lost key.

regard to counterfeiting

B. Identification element

The iButton contact elements have been selected because of
their interesting price to utility value ratio [8]. The only
disadvantage of those elements is the absence of direct
communication with microcontroller possibility. Those
elements exploit the “1 Wire Bus” which is to be emulated by
software.

Fig. 3 ID element iButton [9]

Maxim Integrated Products produces a wide assortment of
identification elements (tokens) under iButton family name.
The scope of application covers various access control system,
attendance systems, etc. Such element consists of a
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microcontroller chip encapsulated in a stainless steel package
with the diameter of 16 mm. The iButton elements make use of
their metal packages as an electrical contact interface to 1-
Wire bus and for power supply. Each element is identified
with a unique 64 bit identification code which is laser
engraved in the package surface.

The particular token identification safety provides the CRC
check sum with X8+X5+X4+1 polynomial. The authorization
reading is valid if the first 56 bits check sum is coincident with
the value stored in the seventh byte.

The iButton elements [8] are produced in about twenty
variants, and besides the ID number they can hold further
functions. The ID element basic version iButton DS1990A
holding ID code only has been selected for our project.

C. Accesspoint interface

The access point interface is comprised of an iButton sensing
module and of an electromagnetic lock (door open system).
With regard to 1-Wire bus software emulation, the sensing
module does not need to be equipped with data processing
logic. It could be just an electromechanical contact. An
arbitrary electromagnetic lock system with direct current
power supply of 12 V is convenient for the access point
unlocking. It is not important whether there will be used a lock
system with memory (activated by an impulse and deactivated
mechanically after door is open), or if there will be used a
standard lock system (deactivated with the electromagnet
supply termination).

D. Other part of system

Although there is possible to use a standard two wire serial
communication interface for the device management like many
other systems do, we have decided differently in this case.
There is necessary to connect a PC in standard situations
mentioned above. Such manipulation is not always user
friendly. In our case, we are using the serial interface only for
special and rare diagnostic purposes. Any regular device
management in our case is realized LCD display with a few
buttons.

The process of storing transactions data (entrance
permission or entrance denial) is realized as a data storing in a
text file on a SD/MMC memory card.

E. Systemblock diagram

The system block diagram has been created for particular
device component interconnection design:

* Microcontroller

* Programmer

+ USART/USB converter

+ Control interface — LCD display

» Real time clock (RTC)

+ Access transactions storing — SD card

* Voltage Level Translator

* iButton reader

* Access point interface — power switch

* Power supply
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Fig. 4 Block Diagram of the Access System

F. Sdected functions

From security reasons, there is an urgent need to arrange
passage for authorized persons even in case of energy drop-
out. That can be ensured either with a centralized sector and its
energy backup or with a local USP and/or a backup battery.

Administrator has to keep an updated register of issued
token ID codes with regard to lost token cases and token
blockage process. An urgent blockage minimizes the risk of
token misusing, however, the ID code records are to be
protected against theft or copying because an emulator can be
created with the knowledge of them.

Same strict measures apply to control interface
administration access PIN. Provided the administrator forgets
that PIN, it is possible to reset it by RTC battery removal after
the device cabinet opening.

In case of a security incident, there is possible to analyze
that data stored on a memory card and gain an overview about
individual entering a protected area. The memory card can be
removed even during a device operation. That device
continues in operation mode and serves users. It is of course
unable to record transaction data. Such memory-less state is
indicated by a quickly flashing blue LED [15].

The device can be switched off with a button at any time.
No action is necessary to perform before switching off.

V. CONCLUSION

The project main goal was to design and create a kit for the
verification of microcomputer programming student education
possibilities.

That designed device was verified for a security application,
namely for an autonomous entrance guard system. The result
corresponds with task assignment, and it fulfills the economic
goal as well. Our design is cheaper and carries more
functionality than commercial ones. The task solution
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composes from two parts, the hardware part and the software
part. The software part has been created in the AVR Studio 4
development environment in C language.

The hardware part is realized as a complete set including
electromagnetic lock system and iButton reader.

An economic analysis proved that our device set can be
manufactured with half of the costs of those existing
commercial products, and its functionality can be even better.
In comparison with a standard security lock, our device set is
more expensive, but it is true only until the first key loss.
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Fuzzy logic controller in servo drive control
system with speed limitation

Nikita Smirnov, Dmitry Lukichev
ITMO University

Abstract — The paper considers problem of a servo drive
speed limitation within the permissible values rate in condition
of different impacts types. A fuzzy logic controller with speed
limitation suggested for such electric drive. Control system with
tis controller was tested on the laboratory stand of telescope
rotary support axis.

Keywords — Fuzzy Controller, Servo Drive, Electric Drive,
Speed Limitation.

[. INTRODUCTION

High precision direct servo drive systems are widely
used in laser ranging systems. Rotary support of this laser
ranging systems with embedded synchronous motors and
optical equipment is characterized by low speeds at
relatively high moments of inertia. If rotary support
emergency strikes on the angle limiters, it should not get
irreversible mechanical deformation. Also there are limits
for maximum acceleration of telescope optical
equipment. Both of these requirements impose a limit on
the rotary support maximum speed.

To prevent failure in the telescope drive controller
integrated overspeed protection. If the maximum
permitted rotating speed was exceeded - protection works
and off power supply of rotary support electric motor.
Thus, there is an emergency situation that requires human
intervention, and fails object tracking cycle. In this
regard, the electric drive control system tasked rotary
support angle speed not exceeding the allowable limits
both at working by reference signal and when there is
external disturbance.

There are various techniques for limiting of angle
speed of rotary support. At the Electrical Engineering and
Precision  Electromechanical Systems Department
(EEPEMS), ITMO University, developed algorithm [1],
that builds reference signal with defined limits of the
speed and acceleration values. This algorithm
successfully copes with reference signal smoothing and
holds drive angle speed within the specified limits, if
external disturbances are absent.

Control system doesn’t differentiate external
disturbance and reference signal and tasked to reduce
mismatch error of feedback signal with reference. In
single-loop positioning control system, the speed limit
task is difficult because in these systems regulator works
on angle error and ignores the information about object
velocity. Restriction of the control signal is not effective
as a control signal sets current value in the synchronous
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motor that slew rotary support, so it defines the object
acceleration. Introducing of the second speed loop has the
following disadvantages: 1) saturation of the position
controller output reduces the sensitivity of the system to
position error, and 2) the possible overshoot in speed loop
does not exclude overspeed accident even there are
constraints on the speed reference signal, and 3) the time
constant of a two-loop system increases compared with
single-loop.

Due to the positive experience of the fuzzy logic
application in solving problems of motor control [2,3], it
was decided to develop controller based on fuzzy logic
with speed constraint. The proposed single-loop
positioning control system has a fuzzy controller with
additional input on the object's speed in the forward
control channel. It solves task of telescope rotary support
angle speed retention within acceptable limits. Maximum
allowable object speed is given by the coefficient of
speed feedback.

Fig. 1. Fussy controller structure

II. SYNTHESIS OF FUZZY CONTROLLER

The internal structure of fuzzy controller is shown in
Fig. 1. Developed regulator includes three input linguistic
variables: error €, the error derivative ce and the object
speed Vv; and one output linguistic variable - control signal
du (Fig. 2a). Linguistic variables €, ce and du have five
terms with fuzzy values “big negative” (bn), “medium
negative” (mn), “zero” (z), “medium positive” (mp) and
“big positive” (bp). That’s number of terms is the most
convenient and provides satisfactory regulator sensitivity
[3]. As membership functions were chosen triangular
functions defined by three numbers (a, b, c). Term
boundaries are selected from the conditions of their
symmetry with respect to the positive and negative values
of the input signals. In the defuzzification stage was used
the center of gravity method [4].

The object angular velocity (variable v) is used as an
additional parameter. If the object velocity does not go



Latest Trends on Systems - Volume Il

out of the specified range, output value of the regulator is
determined only by the value of the error and error
derivative. If object velocity exceeds the specified range,
the output value of the regulator limited. Based on these
requirements linguistic variable v defined by three terms
with fuzzy values “big negative” (bn), “zero” (z) and “big
positive” (bp). Terms bn and bp are defined by triangular
membership functions defined by the triple (a, b, c¢). To
localize the zone of influence of speed limits on the
control value the term z has trapezoidal membership
function, that defined by four numbers (a, b, ¢, d).

Membership function plots
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output variable "du®
Fig. 2. Initial membership functions
linguistic variables €, ce, vand du

of the terms of the

Fuzzy rules were synthesized after determining the
terms number of each linguistic variable and the
distribution of the membership functions. That rules are
shown below:

(IF e=A, AND ce=A, AND v= A,
"[THEN du=B, J (1

where Aj — set of a membership functions of a j-th
variable to a i-th term; Bi - set of membership functions
to the term i-th output variable. The total number of fuzzy
rules is the product of terms number on input variables,
i.e. 75 (Fig. 3). Divide the synthesis of fuzzy rules into
several stages.

First of all, fuzzy rules were developed excluding
limits by object speed, i.e. for the case when the variable
Vv corresponds to the term I (Fig. 3b). The greater angle
error between rotor position and reference signal
corresponds to the greater output signal of the regulator.
Control is also dependent on error derivative. If it
decreases, controller output signal decreases too even win
a big error. Conventionally, the shown system of 25 rules
can be divided into two halves: positive and negative
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error. In the first case, the controller generates a positive
output signal, in the second - negative.

Then the object velocity keeping was introduced and
advanced block rules was developed. Rotary support
movement was considered depending on the reference
signal. Variety of input variables combinations of the
controller can be qualitatively divided into eight modes:

e>0,ce>0,v>0;
e>0,ce>0,v<0;
e>0,ce<0,v=>0;
e>0,ce<0,v<0;
e<0,ce>0,v>0;
e<0,ce>0,v<0;
e<0,ce<0,v=>0;
e<0,ce<0,v=<0;

PRI W=

Graphical representation of the possible system
modes (Fig. 4, where z — reference signal, o — angle by
feedback signal, &, €. — error on k and k=1 step)
simplifies understanding of the desired behavior of the
controller. In drawing up the remaining rules situation
with positive and negative angle velocity must be
consider separately.

e €l bn |mn| z mp | bp

bn |z |z |z | z | =

mn |z |z |z|z| z

z z |z |z |mp|bp

mp | z [mp|mp|bp | bp

bp |mp|mp|bp | bp | bp
a)

€ bn [mn| z |mp| bp
bn [ bn | bn | bn [mn|mn
mn |bn|bn|mn|{mn| =z
z |bn|mn| z |mp|bp
mp | z |[mp|mp|bp|bp
bp [mp|mp|bp|bp|bp

b)

o bn [mnl| z |mp| bp
bn [ bn | bn | bn | mn|mn
mn |bn|bn|mn|mn| z
z |bn|mn| z | z | 2
mp|z |z |z]|z]|z
bplz |z |z |z]|z

Fig.3 Fuzzy rules for the cases: v ="bn (a), v=z (b), v =bp (c).
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Upon reaching dangerous values of rotary support
speed controller must stop the its acceleration and, if
necessary, slow it down. So the control signal must have
negative sign to the value of rotary support speed. Based
on these considerations the rules matrix transforms as
follows: control signal set to zero when its sign coincides
with the object speed sign and remains nonzero with
opposite signs (Fig.3, a, c¢) . Suchwise, the controller
resets output signal when the speed of the object exceeds
the allowable values and the object behind the reference
signal (Fig.4, scheme 1, 3 for positive speed and 6, 8 for
negative speed). The controller also prevents the object
target position deviation by external forces and
subsequent excessively sharp adjustment of the deviation
(Fig. 4, schemes 5, 7 for a positive speed and 2, 4 for
negative).

g0
cex=0
y= 0

e=0
ce=0
w20

ex=0
ce=0
y<0

e=0
ce=0
w0

Fig.4. Diagrams of the rotary support movement.

I11. BUILDING OF FUZZY CONTROL SYSTEM

Control system with suggested fuzzy controller was
built for electromechanical stand which is available to the
EEPEMS Department. This stand represents a telescope
elevation axis with moment of inertia, equals 0.39
kg.m®. Stiffness of the mechanical characteristic of
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this object is 1.6 kg.m%/s. Stand also has mechanical
resonances around 80 and 200 Hz, which imposes
additional constraints on the control system for
suppression of mechanical vibrations, manifested as
acoustic noise.

Identification problem for this electromechanical
system presented [5,6]. In [5] stand, discussed in the
article presents by single-mass model and describes as
second-order aperiodic link with output as object speed
and additional integrator to object angle (2).

_ K L b 1
(T, -s+1)T,-s+1) s s’ +a-s+a, S

W 2

Where by = 1173-105 deg's™/V; a, = 512,3 s™'; ag= 1173
s T4, T — time constants, K — transfer ratio.

Closed single-mass fuzzy control system of angle
regulation was developed in the Matlab software based
on the above considerations and the proposed method of
synthesis fuzzy controller (Fig. 5).

Real object as a feedback sensor uses optical
incremental encoder and velocity is calculated by a
electric drive controller. Therefore, the model uses the
same principle: the output angle from analog integrator
quantized in steps of the encoder scale factor. Speed
value at k-th step is calculated by the formula:

a(k)—a(k-1) ’
Td

v(k) = 3)

where v — speed, a — angle, k — discreet step , Tq —
discreet epoch. In the block of velocity calculating also
applied smoothing by averaging over the last two frames.

Fuzzy controller is implemented in a block FuzzyReg.
The rule base and the information about terms stored on
the block Fuzzy Logic Controller. Speed error is
calculated from the error signal on the basis of a similar
computation of the object speed.

Control input signals are normalized with coefficients
kb, k6, SpeedLimit. The control signal is amplified by a
factor K7. SpeedLimit equals to the reciprocal value of the
maximum allowable speed of 10 deg/s. Coefficients k5,
k6, k7 were tuned via a function block “Signal
Constraint” from Design Optimization Simulink library.

IV. THE SIMULATION AND TESTING RESULTS

Matlab simulation with closed-loop speed showed,
when speed reaches the maximum permissible values
high ripples of the control signal and object speed are
appear (Fig. 6, curve 1). Testing on a laboratory stand,
confirmed the presence of pulsations, manifested in
increased acoustic noise. Correction of coefficients k5,
k6, k7 has not led to a positive result.

Analysis of the feedback signals with controller
output signal showed that a velocity step change occurs
when the angle error value transiting through the value
0.3 - switching boundary terms of the linguistic variable.
Triangular membership function of the linguistic variable
Vv may cause velocity fluctuations and associated with its
acoustic noise.
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Fig.5 Fuzzy control system implemented in the Matlab
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Fig.6 Modeled rotary speed with controller rules from Fig.2 (1),
with corrected rules of v (2) and rules from Fig.7 (3).
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Fig.7 Corrected membership functions of the terms of the

linguistic variables €, ce, v and du

Based on these findings, the terms boundaries were
adjusted and new functions of linguistic variables, shown
at Fig.7. Modeling in Matlab package revealed a marked
improvement of the feedback signals. Presented on Fig.6
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curve 3 has not velocity pulsation and a step. Subsequent
testing on a laboratory stand confirmed modeling results.

On the laboratory stand was confirmed acoustic noise
absentness and tested system reaction on external
disturbance (Fig.8, 25-th second). On the 25th second of
the experiment (Fig.8) external active torque was
attached to the motor shaft for eight seconds. Under the
action of the active torque shaft is deviated from the
predetermined value by more than 20 degrees. After
closure of the external torque controller compensated
mistake and returned rotary support target position with
speed not exceeding the maximum allowed value. Then
the external torque was applied in the opposite direction
with the same result.

At experimental test the control system has
successfully coped with the speed limiting within 10
deg/s and mean square error (MSE) does not exceed 30
arc seconds. But its value depends on the position of the
rotary support and of resistance torque value at this point.
This MSE value is unsatisfactory for a optical guidance
systems. Aiming to reduce the MSE, it was decided to
close the inner current loop with PI controller, that was
increased the transmission coefficient for the control
signal of fuzzy controller and increased sensitivity of the
system to position error. It is not needed to retune the
controller coefficients and MSE decreased to a few
seconds of arc, which is a satisfactory result.

The constant component of the instantaneous MSE
value depends on the resistance moment, which says
about low astatism of control system.

60

1

1) .

30k

204

10 20 3n 40 a0 =]
time, 5

Fig.8 Reaction of the stand with fuzzy controller on active
external torque, where 1 — reference signal, 2 — feedback angle,
3 — feedback speed.

V. CONCLUSION

Designed fuzzy controller solves the speed limit
problem of telescope rotary support. In an experimental
investigation, we can draw the following conclusions:

1. Application of fuzzy controller can effectively limit
the angle speed of rotary support in positioning electric
drive, when reference signal has derivative higher than
the maximum allowable speed or when has place large
disturbing external influence.
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2. To reduce errors in a real system is required to
enter the inner current loop. The system remains stable
without retuning fuzzy controller, which indicates its
robustness.

3. Zero astatism by disturbance of the developed
system requires including of compensation in the control
channel.
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Chaos enhanced differential evolution with the
dissipative map for the PID tuning problem

Roman Senkerik, Michal Pluhacek, and Zuzana Kominkova Oplatkova

Abstract— This paper presents results of the utilization of
selected discrete chaotic map, which is Dissipative standard map, as
pseudo-random number generator for the differential evolution (DE)
optimization algorithm in the task of PID controller design for the 4™
order dynamical system. The results are compared with previously
published results and discussed.

Keywords—Evolutionary algorithms; Differential
Chaos, PRNG, PID controller, Optmization

evolution;

L.

HESE days the methods based on soft computing such as

neural networks, evolutionary algorithms, fuzzy logic, and
genetic programming are known as powerful tool for almost
any difficult and complex optimization problem.

In the past decades, PID controllers became a fundamental
part of many automatic systems. The successful design of PID
controller was mostly based on deterministic methods
involving complex mathematics [1, 2].

Recently, different soft-computing methods were used with
promising results for solving the complex task of PID
controller design [3]. These techniques [5-8] use random
operations and typically use various kinds of pseudo-random
number generators (PRNGs) that depend on the platform the
algorithm is implemented. More recently it was shown that
chaotic systems could be used as PRNGs for various
stochastic methods with great results. Some of these chaos
driven stochastic methods were tested on the task of PID
controller design in [4]. In [3] it was shown that Particle
Swarm optimization (PSO) algorithm could deal with the task
of PID controller design with very good results. Following
that in [9 - 12] the performance of chaos driven PSO algorithm
was tested on this task with great results.

In this paper, the influence of promising discrete dissipative
chaotic system to the performance of chaos driven heuristic
algorithm, which is DE, is investigated and results are
compared with previously published results of chaos driven
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evolutionary algorithm PSO [9 - 12] and with other techniques
[3,4] as well as with the canonical versions of DE (without
chaotic pseudo-random number generator - CPRNG).

II.

Till now the chaos was observed in many of various
systems (including evolutionary one) and in the last few years
is also used to replace pseudo-number generators (PRGNSs) in
evolutionary algorithms (EAs).

This research is a continuation of the previous successful
initial application based experiment with chaos driven DE [4].
In this paper the DE/rand/1/bin strategy driven by Dissipative
chaotic map (system) was utilized to solve the issue of
evolutionary optimization of PID controller settings. Thus the
idea was to utilize the hidden chaotic dynamics in pseudo
random sequences given by chaotic Dissipative map system to
help Differential evolution algorithm in searching for the best
controller settings.

Recent research in chaos driven heuristics has been fueled
with the predisposition that unlike stochastic approaches, a
chaotic approach is able to bypass local optima stagnation.
This one clause is of deep importance to evolutionary
algorithms. A chaotic approach generally uses the chaotic map
in the place of a pseudo random number generator [13]. This
causes the heuristic to map unique regions, since the chaotic
map iterates to new regions. The task is then to select a very
good chaotic map as the pseudo random number generator.

The primary aim of this work is not to develop a new type
of pseudo random number generator, which should pass many
statistical tests, but to try to test, analyze and compare the
implementation of different natural chaotic dynamics as the
CPRNGs, thus to analyze and highlight the different
influences to the system, which utilizes the selected CPRNG
(including the evolutionary computational techniques).

MOTIVATION

IIL

DE is a population-based optimization method that works
on real-number-coded individuals [8]. For each individual X, ;

DIFFERENTIAL EVOLUTION

in the current generation G, DE generates a new trial
individual X/; by adding the weighted difference between

two randomly selected individuals X, , and X,,; to a

randomly selected third individual Xx,;. The resulting
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the

individual X, ;. The fitness of the resulting individual, referred

individual X/, is crossed-over with original

to as a perturbed vector u,,,, is then compared with the
fitness of X, ;. If the fitness of «, ;,, is greater than the fitness
ofX,;, then X, is replaced withu,, ; otherwise, X,
remains in the population asXx,,, . DE is quite robust, fast,

and effective, with global optimization ability. It does not
require the objective function to be differentiable, and it works
well even with noisy and time-dependent objective functions.
Description of used DERand1Bin strategy is presented in (1).
Please refer to [8], [14], [15] and [16] for the description of all
other strategies.

(D

Ui =Xne T F- (er,G - xr},G)

IV. THE CONCEPT OF CPRNG

The general idea of CPRNG is to replace the default PRNG
with the chaotic system. As the chaotic system is a set of
equations with a static start position, we created a random start
position of the system, in order to have different start position
for different experiments. This random position is initialized
with the default PRNG, as a one-off randomizer. Once the
start position of the chaotic system has been obtained, the
system generates the next sequence using its current position.

Generally there exist many other approaches as to how to
deal with the negative numbers as well as with the scaling of
the wide range of the numbers given by the chaotic systems
into the typical range 0 — 1:

¢ Finding of the maximum value of the pre-generated long
discrete sequence and dividing of all the values in the
sequence with such a maxval number.

Shifting of all values to the positive numbers (avoiding of

ABS command) and scaling.

V.

This section contains the description of discrete dissipative
chaotic map, which was used as the chaotic pseudo random
generator. In this research, direct output iterations of the
chaotic map were used for the generation of the both integer
numbers and real numbers scaled into the typical range for
random function: <0 - 1>. Following chaotic system was used:
Dissipative Standard Map (2).

The Dissipative Standard map is a two-dimensional chaotic
map. The parameters used in this work are b = 0.6 and k = 8.8
as suggested in [17]. The map equations are given in (2).

SELECTED CHAOTIC SYSTEM

X,y=X,+Y,, (mod2rx)

2
Y, =bY, +ksinX,(mod2rx) @

The x,y plot of Dissipative map is depicted in Fig. 2. The
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typical chaotic behavior of the utilized chaotic map,
represented by the example of direct output for the variable x
is depicted in Fig. 2. Whereas Fig. 3 represents the discrete
direct outputs of the chaotic system.
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Fig. 2 Simulation of the Dissipative map (variable y — line-plot)

Iteration

Fig. 3 Direct output iterations of the Dissipative map — variable x
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The illustrative histograms of the distribution of real
numbers transferred into the range <0 - 1> generated by means
of studied chaotic system is in Fig. 4.

Finally the Fig. 5 shows the example of dynamical
sequencing during the generating of pseudo number numbers
by means of studied CPRNG.
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Fig. 4 Histogram of the distribution of real numbers transferred into the range
<0 - 1> generated by means of the chaotic Dissipative standard map — 5000
samples
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Fig. 5 Example of the chaotic dynamics: range <0 - 1> generated by means of
the chaotic Dissipative standard map

VI.  PROBLEM DESIGN

A. PID Controller

The PID controller contains three unique parts;
proportional, integral and derivative controller [1-4]. A
simplified form in Laplace domain is given in (3).

G(s) = K[l +SLTi ; sTdJ 3)

The PID form most suitable for analytical calculations is
given in Eq. 4.

G(s)=k, +£+ ks €))
s

The parameters are related to the standard form through:

ISBN: 978-1-61804-244-6

k, = K, k; = K/T; and k; = KT,. Acquisition of the combination
of these three parameters that gives the lowest value of the test
criterions was the objective of this research.

Selected controlled system was the 4™ order system that is
given by Eq. 5.

1

G(s)=
) st +6s° +11s* +6s

6)

B.  Cost function

Test criterion measures properties of output transfer
function and can indicate quality of regulation [1-4].
Following four different integral criterions were used for the
test and comparison purposes: IAE (Integral Absolute Error),
ITAE (Integral Time Absolute Error), ISE (Integral Square
Error) and MSE (Mean Square Error). These test criterions
(given by Eq. 6 — 9) were minimized within the cost functions
for the enhanced PSO algorithm.

a) Integral of Time multiplied by Absolute Error (ITAE)

T
Ly = [ t]e(t)at (6)
b) Int(;gral of Absolute Magnitude of the Error (IAE)
T
Ly = [le()ar 7
¢ Inotegral of the Square of the Error (ISE)
T
Lige = J‘ez (t)dt ®
0

d) Mean of the Square of the Error (MSE)

1< 2
Lysr = ;Z}:(e(t)) ©

VII. RESULTS

In this section, the results obtained within experiments with
ChaosDE algorithm driven by Dissipative standard map are
compared with previously published works [3, 4, 9 - 12].
Table 1 shows the typical used settings for the both ChaosDe
and Canonical DE.

TABLE I. DE SETTINGS
DE Parameter Value
IPopSize 25
IF 0.8
CR 0.8
Generations 50
IMax. CF Evaluations (CFE) 750

Best results obtained for each method are given in Table 2.
The statistical results of the experiments for one selected
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criterion are shown in Table 3, which represent the simple
statistics for cost function (CF) values, e.g. average, median,
maximum values, standard deviations and minimum values
representing the best individual solution for all 50 repeated
runs of canonical DE and ChaosDE. The bold values within

the all Tables 2 and 3 depict the best obtained results.

Furthermore an example of the step responses of the system
with PID controllers designed by means of Chaos DE is

depicted in Fig 6.

TABLE II. COMPARISONS OF RESULTS FOR OTHER HEURISTICS — 4™ ORDER SYSTEM PID CONTROLLER DESIGN
Criterion N Canonical DE Chaos DE Chaos SOMA PSO Chaos PSO
Step Response
IAE 34.9413 12.3262 12.3260 12.3305 12.3738 12.3479
ITAE 137.5650 15.1935 15.1919 15.3846 16.4079 15.5334
ISE 17.8426 6.40515 6.40515 6.41026 6.40538 6.40516
MSE 0.089213 0.032026 0.032026 0.032027 0.032030 0.032026
TABLE IIL STATISTICAL RESULTS OF ALL 50 RUNS OF CHAOS DE AND CANONICAL DE -ITAE CRITERION
DE Version Avg CF Median CF Max CF Min CF StdDev
Canonical DERand1Bin 15.2292 15.2171 15.3834 15.1935 0.0413201
Chaos DE with Dissipative Map 15.2251 15.2127 15.3212 15.1919 0.0337992
Output
12+
I ~
."II ..\-.
10 \ e —
|I N /
|I \\._/
08} |
| — IAE
Lo ITAE
|
o6F || ISE
F |
MSE
|
04t ||
L II
II
oz |/
. f 1 L Time
500 1000 1500 2000
Fig. 6 Comparison of system responses — 4™ order system - ITEA criterion
heuristic can be achieved. Thus the different influence to the
system, which utilizes the selected CPRNG, can be chosen
VIII. CONCLUSION through the implementation of particular inner chaotic
dynamics given by the particular chaotic system.
Promising results were presented, discussed and compared
with other methods of PID controller design. More detail

In this paper the chaotic dissipative standard map was
presented and investigated over their capability of enhancing
the performance of DE algorithm in the task of PID controller

design.

From the comparisons, it follows that through the utilization
of chaotic systems; the best overall results were obtained and
entirely different statistical characteristics of CPRNGs-based

ISBN: 978-1-61804-244-6

experiments are needed to prove or disprove these claims and
explain the effect of the chaotic systems on the optimization

and controller design.
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