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Erosion case study by Computational Fluid Dynamics 
(CFD) modeling and optimization in situ of clinker 

sampler probe design 
 
 

Héctor Alfredo López Aguilar1, Jorge Alberto Gómez3, Marco Antonio Merino3, 
Alberto Duarte Möller1,2, E. Orrantia-Borunda1 and Antonino Pérez Hernández1, 
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Abstract. This paper presents the design and modelling of a sampling probe 
and its erosion particle damage. Applying the simulation tool CFD 
(Computational Fluid Dynamics)-Fluent ANSYS 15.0, this study verifies and 
optimizes the dimensional configuration of the probe. The optimized device 
considers the cooling rate and the internal gases velocity for negative pressure 
generation (Bernoulli Effect) and its suitable for sampling in cement 
industry.The synergy with Computational Fluid Dynamics- Design of 
Experiments- Response Surface modelling (CFD-DOE-RS) tools, allowed the 
optimization of the operation of the sampler probe  and verifies the 
enoughcooling time to prevent contamination of the specimen in contact with 
air to maintain its crystallographic structure. The selection of materials for the 
construction of the device must resist heat transfer rate and abrasive erosion 
occasioned for friction between the micro particles specimens that moves at 
high velocity in the internal walls of the device proposed. 
 
Keywords: Bernoulli, cement, CFD, sampling probe, oxidative damage, 
erosion. 
 

1   Introduction 
 

Any industry requires the use of devices for process control and quality assurance. In 
cement industry the extraction of samples at high temperatures and inert atmospheres 
turns the extraction process into a complex activity by the potential degradation of the 
specimen in contact with oxygen from air. Xue [1] performed the analysis of a jet 
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type pump,Yimer [2] through Computational Fluid Dynamics (CFD) software, which 
principle of operation is based on the Venturi effect [3]. This effect is widely used in 
the automotive, aviation and flow measurement industries [4-7] and many researchers 
have modelled this phenomenon by finite volume element [8-13]. In cement industry 
it has been used for the design and optimization of calciners [14] and to simulate the 
main transport processes in rotary kilns [15]; there are also patents focused on 
sampling systems for combustion gases from the rotary kiln. Some patents deal with 
volatile gases, chlorine and sulfur compounds, and for the removal of lead in the 
sample [16-20]. 

In the jet type devices during operation are subjected to friction erosion between 
the fluid and the surfaces, models have been developed to study this phenomenon 
[21]. Kumar and Shukla [22] used a finite element simulation to simulate the crater of 
a particle which impacts a surface and Graham et al. [23] used the CFD analysis to 
study the erosion caused by high velocity fluid. Therefore during a normal operation 
of the proposed probe, it is convenient the selection of certain materials. For this 
study anerosion simulation in finite volume, (CFD) ANSYS FLUENT was employed 
as a complementary analysis of the design and optimization of the extraction probe to 
identify risk areas. 
 

2Materials and methods 

2.1. Design considerations of specimen extraction probe. 
Considering it is necessary a procedure to extract specimens during the formation 

process of cement clinker and keeping the structure in present phases through a quick 
cooling in a protective atmosphere, an extraction jet probe type is proposed. This 
design was based on fluid dynamics, especially on Bernoulli’s principle, considering a 
basic structure of two tubes connected in "T" shape, by passing a non-reactive high 
velocity fluid by one of the tubes, a drop pressure is generated and safe extraction of 
samples subjected to certain atmospheresis allowed.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Isometric view and CFD simulation inside cyclone process in cement industry. 
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On the other hand, in order to maintain the microstructural and chemical 
characteristics of the extracted samples under the mentioned extreme conditions, it is 
necessary a fast cooling and special-atmosphere device to avoid a reversible reaction 
in clinker phases or a reaction with oxygen fastened by the high temperature 
environment. The materials inside the cyclone (Fig. 1) are at temperatures close to 
1090 K in a CO2-rich atmosphere.  
 
 
2.2. Setup and operation of the sampling probe. 
 
For quality control in the production of cement, analysis of the samples before and 
after each process in the manufacture of cement clinker is necessary.  

To achieve the extraction and fast cooling in a CO2-rich atmosphere, the device 
shown in Fig. 2 is proposed.The device consists of an extraction tube that is 
introduced into the specimens’ extraction gate in the cyclones (Fig. 1).   

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2A) Full frontal view of the configuration of the sampling probe. B) Isometric view of 

the mesh of the sampling probe and lateral view with the details of the extraction tube and the 
gas inlets. 

 
A flow of CO2 (used as carrier fluid) is injected in both, the extraction and cooling 

inlet tube. The tangential position (Fig. 2 B) of each pivot promotes a helical flow of 
CO2. Inside the cyclone, the sample rotates and enters through the hole of the 
collecting tube. This hole is placed facing the direction of the particles flow within the 
cyclone, slowing the particles by the impact with the internal wall of the collecting 
tube. Once the particle sample is stopped, a gas flow is applied to produce a low 
pressure and it helps to generate a suction effect, in which the particles captured are 
sending from the collection inlet tube towards the cooling tube. 

A second helical effect on the cooling tube is generated by providing a CO2 flow 
in the cooling inlet tube; the primary objective is to force the particles to follow a 
helical path toward the same cooling tube to increase the residence time.  

In this way, i) by the second cold CO2 flow in the cooling cone, ii) the sudden 
change in volume of the mixture of the particles with the cold carrier gas and iii) the 
helical path, the original structure of the samples is maintained inside cyclones. 
Therefore, the chemical and crystallographic analysis performed to the particles 
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extracted with this invention is representative of the particles inside the extreme 
atmospheres in the kiln. 

From the process mentioned above, the particles experiment a new volumetric 
expansion from the second conical section to the sieves-holder tube, where are 
captured by the sieves and CO2 gases leaving the sieves-holder tube through the 
venting slots. After the venting slots the conical lid closes the system; the lid is 
removable in order to place or remove the sieves.  

 
 

2.3. Simulation and dimensional optimization of the device by ANSYS - 
FLUENT CFD: 
 
For the development of the present computational study, finite volume CFD package, 
FluentANSYS 15.1 was used. To verify the operation, the diffusive behavior of gases 
flowing into the proposed device was modelled using the Reynolds stress model 
turbulence model, based on the Navier-Stokes equations which describe the motion 
of fluids [25].  

To obtain the boundary conditions for the simulation of the probe, a simulation of 
the conditions of the internal flows in the cyclone during the manufacturing process of 
clinker was done. The same CFD software was used (Fig. 1) for this task.  

The mesh used to solve the conservation equations and the final configuration of 
the device is illustrated in Fig. 2A - 2B, this design was patented under Mexican 
registration with number mx/a/2014/002336.  

The simulation tool is alternated with the Design of experiments (DOE) and the 
Response Surface (RS) modelling; the DOE method is used to analyze experimental 
data and build empirical models to obtain the approximate representation of the 
physical situation, creating a table with the values of the variables to optimize. The 
RS methodology could be defined as a method to construct global approximations of 
the behavior of the system on the calculated results at various points in the design 
space. [26] 
 
 
Erosion modelation. 
 
One of the most critical wear mechanisms is erosion by particle impact. The overall 
correlation for the erosion rate has been established empirically [27-32]: 
 

 
 
where E is the rate of erosion (kg s-1),  is the particle flow (kg s-1), is a material 
onstant that define the erosion resistance, f(α)is the impact function of the angle, is 
the particle velocity (m s-1) and Vp is the velocity exponent, normally between 2.5 and 
3.0 [32]. 

A low impact angles α ≤ 18.5° the particles impact the surface removing one piece 
of material; the maximum erosion occurs at α = 18.5°. For impact angles higher than 
18.5°, the particles impact to the surface rebounding or accumulating, small craters 
are produced on the surface where material is accumulated [33]. 
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The angle factor,f(α), could be calculated in relation with Finnie [34], where 
y , and approximate its 

behavior to a piecewise-polynomial function (fig. 3) 
 

 

 

 

 

 
 

Fig. 3Piecewise-polynomial Finnie’s function. 
 
The erosion rate (kg m-2 s-1) on the wall is defined as [26]: 
 

 

 
Where the material constant, C(dp), is calculated in function of the particle 

diameter. 
Haugen et al. [30] recommends a value for C(dp)= 2x10-9for steel eroded by sand. 

According to the literature, the value recommended is C(dp)=1.8x10-9andn = 2.6 as a 
default constant value forangular sand (200-250µm)/ carbon steel systems, the same 
values that have been taken in this work. 
 

3Results and discussion 

3.1. Simulation and optimization. 
 
In Fig. 4 A, the isotherms of the simulation are illustrated. Note that in the inlet tube, 
the temperature of the gases is close to 700 K. Likewise, in the outlet of the cooling 
tube the temperature drop near to 290 K can be observed.  

The detail of the flow gases drawings is illustrated in Fig. 2 B. This picture 
perfectly defines the helical paths of the gases, and shows the temperature variations. 
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Fig. 4A)Longitudinal section of the device showing temperature contours inlet tubes, and 

carries cooling sieves.B) Detail 3D flow lines where gas temperatures shown from the inlet to 
the outlet of the device. 

 
 
3.2 Dimensional optimization. 
 
This design optimization is based on the construction of a response surface based on 
fifteen level DOE. 

The parameterized variables were: the main angle between the extraction tube and 
the main tubeθ (fig. 4), the inlet length tube and the cooling length tube L1, L2 (fig 2 
B). 

The optimal design angle between the two tubes is 90° among themselves, and 
there is no considerable effect of the length inlet tube in the extraction rate. It was 
found that the length of the inlet tube has not a dependency to the cooling rate. The 
SR indicates an optimal distance for a 162.2 mm to improve the heat dissipation rate. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5Isometric probe (in red) where the surface taken as a reference for the calculation of 

gas velocity and the angle θ. 
 

 
 
 
 

A)                                                                                           
 

θ 
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3. 3. Description of current sampling conditions and case study. 
 
For the optimization of the device performance, the Rosin Rammler (RR) distribution 
model for particles in the range of the sample under study was used (Fig. 6). For the 
analysis of the actual particle size distribution at the laboratory, a CILAS 1180 L was 
used conforms to ASTM C430. 

 

 

 

 

 

 

 

Fig. 6 Particle size distribution within the cyclone, obtained with CILAS 1180 L. 

 
The parameters to optimize were: the gases injection angles (extraction and cooling 

tubes) injection pressures (Fig 2B).  
To obtain the maximum velocity at the extraction inlet tube, a negative pressure in 

the x-axis direction will be generated by the Bernoulli effect, the optimum value 
obtained was -850.69 ms-1, calculated on the highlighted surface in red (Fig. 5). A 
pivot angle of the extraction tube of 21.479° is obtained with a pressure of 0.874 GPa, 
and a cooling pivot angle of 28.521° with a pressure of 0.2268 GPa. 

A 25levels DOE generated the RS simulation which relates the injection angles of 
CO2with the extraction velocity in the specified area (Fig. 5). Fig. 7 shows theSR 
relationship between the pressures of both pivots (p1, p2) and the temperature at the 
output of the device. It can be confirmed that at the magnitudes of the pressures 
selected as optimal, a minimum level of temperature is obtained at the outlet of the 
device.  

In this simulation, 99% of the path of 2220 particles (DPM) was followed, 
representing 1x106 steps of 0.01 m. The mean residence time of these particles was 
0.5619 s with a standard deviation of 0.8526 s. These results show that the heat 
transfer (heat rate) was -6.176e10-15 W with a cooling rate of 1423 Ks-1. 
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Fig. 73D graph of the pressure pivot in cooling tube (p2), the pressure pivot in extraction 
tube (p1) respect to outlet temperature device (TEMPOUTLET). 

 
In this simulation, 99% of the path of 2220 particles (DPM) was followed, 

representing 1x106 steps of 0.01 m. The mean residence time of these particles was 
0.5619 s with a standard deviation of 0.8526 s. These results show that the heat 
transfer (heat rate) was -6.176e10-15 W with a cooling rate of 1423 Ks-1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Temperature behavior in each node and position of the particle within the probe. 
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Fig. 8 shows the temperature behavior representing the values of every node 
conforming the simulation domain. This figure shows the heat transfer rate of both, 
the particles and the gas flow. This is true since the energy transfer condition 
approaches a concentrated system, since it satisfies the Biot number condition; i.e. the 
temperature changes are the same on the particle surface and inside the particle.In 
regions 1, 2 and 3 a cooling ramp is identified; region 1 shows how the particles and 
the carrier gas tend to a thermal equilibrium while region 2 shows a conic geometry in 
which takes place the expansion of the particle-gas system and a second gas injection 
at room temperature. At this point, a complementary cooling rate observed in region 1 
is generated. Finally, region 3 shows the mixture is thermally homogenized. Regions 
4 and 5 contribute to the feedback of the low-pressure gases to keep the necessary 
turbulence of the system allowing the collection of the samples in the sieves. 
 
 
3.4. Simulation of erosion rate 
 
The images in figure 9 display the damage for erosion rate on the interior surface at 
the extraction tube. It is seen colored the erosion rate according to the color layer (fig. 
9 A, 9B, 9C) are in different perspectives at the maximum erosion zone. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Erosion rate profiles of the extraction probe and velocity particle track. 
 

Once the particles enter the device through the extraction tube, some collisions 
occur on the front wall. This effect slow down the particles and these are extracted for 
the suction pressure generated by the device (fig. 9D). The particles are sent to the 
cooling section cone (region 2, Fig 6) and continue with the same path toward to the 
sieves tube. The particle impact angle is modified to achieve the critical angle within 
the extraction tube (fig. 9), is in this area of the probe where the maximum degree of 
erosion is achieved. When leaving the extraction tube and enter into the cooling tube, 
the particles are dispersed in a larger volume so it does not generate a measurable 

A                                                    
B  

 
 
 
 
 
C                                                                               

D 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 21



damage. The erosion model was found atotal erosionrate of 2.3439x10-3 kgm-2seg-1 or 
0.234 mgcm2seg-1. 

 
 

Conclusions. 
 
Through the analysis of finite volume CFD, has been possible verify the correct 
operation of the cement clinker probe sampler at high temperatures and velocity of the 
particles within a cement industry cyclone, and also included an erosion analysis of 
this device during normal operation. 

Simulation tools and the statistical analysis of the RS values contribute 
significantly to the design, performance optimization and materials selection for 
construction devices required to control the current industrial processes.In this 
particular study, the synergy of the CFD-DOE-RS tools, has allowed the optimization 
of the operation of the sampling device in the cement industry. 

This simulation verifies the enough coolingtime to prevent contamination of the 
specimen by contact with air maintaining the crystallographic structure of the sample 
inside the cyclones. The materials for the construction of the device must resist a heat 
transfer rate and an abrasive wear friction between the particles moving at high 
velocity and temperature in the internal walls of the device. The erosion model 
determine the most vulnerable erosion area and the optimal materials for construction 
could be selected, in which angular sand in carbon steel materials was selected in this 
analysis for the worst case.  
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Electrical Brackets for IP Cameras 

Milan Adamek, Dora Lapkova

Various sites used for installing cameras require specifically shaped brackets. 
Camera brackets exist in different colour and type designs. Brackets currently 
available on the market are designed for placement on the ceiling, walls, columns, etc. 
Their installation is simple and relatively quick. 

2 Current camera brackets on the market 

, Rudolf Chovanec, Petr Neumann, Miroslav 
Matysek 

 
Tomas Bata University in Zlín, Faculty of Applied Informatics, Nad Stráněmi 4511 

760 05 Zlín, Czech Republic 
{adamek, lapkova, neumann, matysek}@fai.utb.cz 

Abstract. The objective of this paper is to create an electrically-controlled 
bracket for analogue or IP cameras. The mechanical construction of the bracket 
itself and the possibilities of its movement are also described. The control 
device/unit assures the control of every individual part of the bracket. The 
primary operation of the various sections of the adjustable brackets is assured 
by bipolar stepper motors which are inserted into the mounting guide-rails. It 
also includes the design and implementation software used to control the 
bracket.  

Keywords: camera, holder, bracket/arm, control device/unit 

1 Introduction 

Various types of brackets are currently available on the market for reasonably low 
prices. The problem however is their effectiveness and the low level of effectiveness 
during positioning. 

 

 

 

 

Fig. 1 Types of base-mount [1] 
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2.1 Camera brackets with rotational heads 

This type represents one of many types of camera bracket, whose simplicity 
influences the price of other brackets offered on the market. This bracket is most often 
mounted on ceilings, walls, etc. 

2.2  Indoor hooked bracket with swivel head  

Different sites require the specific installation of brackets. Their use is relatively 
extensive and their price is acceptable. The holding bracket is bent into an L-shape, at 
the end of which is the mount for the camera. The length of leg of the bracket is usally 
25 cm, and the cabling to the camera is led in the hollow space within the tube. 

 

 
Fig. 2 Curved bracket-mount [2] 

2.3 Domestic camera bracket-mounts 

This is a practical bracket-mount specially developed for indoor cameras. This 
mount allows you to install the camera on the wall, and thus can increase the field of 
view of the camera. Its location versatility allows one to install the camera in places 
where the installation of an ordinary mounting is not suitable. The footage from the 
cameras is - if suitably located, much better and sharper - which is unachievable by 
supplementary processing of the image. Installation of the bracket is simple and 
quick, since the bracket is designed to ensure the security and stability of the dome 
camera [1]. 

 
 

Fig. 3 Bracket mounting for dome cameras [1] 
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2.4 Aluminium brackets  

This has to do with a strong bracket for industrial cameras, ideal for outdoor use. It 
can, of course, be used indoors. The main advantage is its solid construction which 
provides great stability and a secure mount for cameras. 

 

 
Fig. 4 Aluminium bracket construction [1] 

 

3 The construction design of our own bracket  

3.1 Mechanical construction design 

The bracket mounting is formed from aluminium profiles of various different sizes 
and wall thicknesses. Aluminium was selected for the construction due to its suitable 
physical properties. The design of the bracket mounting done using the VariCAD 
program is shown in Figure 5. 

 

 
 

Fig. 5 Bracket-mounting design using the VariCAD programme  
 

 
 

Fig. 6 Side view of the bracket mounting  
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Rotation of the individual components of the bracket mounting is assured through 
roller bearings. Roller Bearings allow the mutual relative movement of parts and the 
transfer of the forces and are characterized by the insertion of the rolling elements 
between two relatively moving elements. 

 

 
Fig. 7 A roller bearing set into aluminium material 

 

3.2  Electrically-equipped bracket mounting 

Panning and rolling of the bracket is assured by four stepper motors, which are 
inserted into aluminium profiles. 23HS8430 type designation bipolar stepper motors 
with a step angle of 1.8 ° were used for the construction [3]. 

 
Tab. 1 Basic parameters of a 23LC76 step motor 
 Type Step angle Current Resistance Induction Moment Weight 

 23LC76 1.8° 3A 1 Ohm 3.5 mH 
 
180N.cm 
 

1050g 

        
 

 
Fig. 8 Static characteristics of a step motor 
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Four-stroke control with two-phase magnetisation was used for the rotation of the 
stepper motor. It has to do with the control of a motor, with two adjacent phases 
switching. In this method of power supply, the equilibrium lies between the excited 
adjacent stator poles. Unlike four-stroke control with one magnetic phase, the rotation 
of the rotor is half-sized, while the step size remains unchanged. Then the time course 
of switching between each phase AB - BC – CD - DA is used for one direction; and 
switching phases AD - CD - BC - AB for the second direction to rotate clockwise [3]. 

 

 
Fig. 9 Time course of a four-stroke control mechanism 

4 Bracket mounting electrical rotation  

Control of the step motor is assured by means of an H5controller, which controls 
the individual motors one after another. The controller is connected to a computer by 
a data cable. The computer is equipped with software which assures communications 
with this control device. The controller can be connected to a computer in a number 
of ways, e.g. USB, RS232 or even an LPT - 25 pin cable [4]. 

 

 
Fig. 10 The connection of a step motor [4] 

 
 

 
 

Fig. 11 The controller 
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The H5 Controller, which can concurrently control four step motors, also has 
inputs which can be connected to five different switches or various inductive loads. 
The inputs are protected by diodes and 1 kΩ resistor. The relay outputs can be 
controlled by switching a stepper motor [5]. 

Connection of the motors is by means of four conductors, labelled: A1+, A1-, A2+, 
A2 [6].  

 

 
Fig. 12. Connection of a stepper motor [6] 

5 Software for controlling the bracket   

The MACH3program was used to control the controller, which is relatively simple 
for users, while at the same time ensuring minimal loss of communication at start-up. 
At first glance, a great range offered by the given program is obvious. All offers are 
grouped into a few logical groups, which are called control element families. The 
term control elements can be thought of as buttons and their assigned keyboard 
shortcuts to control not only the Mach3, but also to display information (i.e. 
DigitalReadOuts), tag-badges and LED indicators [7]. 

 

 
Fig. 13 Elements for switching between screens 

 
ScreenDesigner can be used to adjust the control elements of individual screens. 

One can modify or suggest screens from the beginning, thus it is also possible to add 
various control elements to each individual screen as required. 
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5.1 Manual positioning using a keyboard 

This program offers three regime modes for manual positioning:  
• Continuous 
• Stepper 
• MPG 

The individual modes can be selected using the JogMode, where the selected mode 
is indicated by a lit LED. 

 
 

Fig. 14 Manual positioning 
 

In the continuous mode, the bracket mounting rotates around its axis throughout 
the compression of the keyboard pad. The speed of movement is selected by means of 
the SlowJog Rate menu. Positioning speed in "continuous" is defined as the 
percentage of the maximum speed option values in the Slowpercentage DRO. This 
value can be entered within the range of 0.1% to 100%. Using the + / - buttons, one 
can change the value by 5%. The set positioning speed can be exceeded by just 
pressing the Shift key and the appropriate jogging key [8].  

Apart from the LED diodes that indicate the continuous mode, the LED diode 
immediately indicates the activation of the maximum positioning speed [5]. 

6 Conclusion  

The positional bracket proposed here can be operated in both internal and external 
environments. It is suitable for positioning analogue or IP cameras. The ideal location 
of the proposed bracket mounting is on the corner of a building such that the camera 
can be used to capture, for instance, two entrances to the building.  
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Abstract. The paper is focused on the analysis of communication principles 
between interested client and the physical hardware of ISES (Internet School 
Experimental System) remote laboratories. Different types of connections are 
allocated to use comfortably the real-time experimenting in a remote laboratory. 
Each ISES unit includes some communication mechanism to provide data to 
underling or superior unit to process it in a given way. The main reason for 
proper communication is to deliver control commands from clients to the 
physical hardware to accomplish programmed tasks in order to observe, 
measure and receive real physical or electrical phenomena in form of data. The 
ISES remote laboratory provides clients a unique educational tool for the 
purpose of the desired phenomena understanding. This tool is especially useful 
for distant students, who are often hampered to attend regular courses. 

In the first chapter, a state of the art is described to explain the ISES remote 
laboratory concept. As the next, an analysis is performed concerning data 
communication needed for a cooperation of the all units involved, i.e. physical 
hardware, Measureserver®, Internet, local area network and client. The further 
chapter proposes improvements of the most sensitive communication points. 
Two diagnostic systems are introduced to prevent or significantly reduce 
occasional faults and anomalies. The first system used is the internal units 
diagnosis solving communication deficiencies inside of the ISES remote 
laboratory. The second one acts as the network traffic diagnosis, dealing with 
the detection, identification and quantification of anomalies, which can create 
congestion in network and have an ill impact on administrators or clients. The 
last chapter summarizes benefits of these diagnostic systems for ISES remote 
experiments in order to improve communication among units. 

Keywords: ISES, Measureserver®, physical hardware, remote experiment, 
communication protocol, diagnosis, transmission 

1   Introduction 

The traditional methods of teaching, oriented on students at secondary schools and 
universities, are quite obsolete and not so broadly popular to understand taught 
scientific themes. The contemporary students demand higher level teaching methods, 
which help them to perceive phenomena in better way in the field of physics, biology, 
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chemistry and electro-engineering. Educational materials accessibility is important as 
well, especially for distant students who often prefer studying scientific themes via 
the Internet on their computers. These coveted advantages are provided by a remote 
laboratory (RL) called e-laboratory. RL is built on ISES, which has been developed 
for educational purposes. The ISES is a complex tool for real-time operation, data 
acquisition, data processing and controlling physical hardware (HW). It is an open 
system consisting of the basic ISES hardware and ISES WIN software intended for a 
local laboratory but it also has an option for the remote connection called ISES WEB 
Control Kit available anytime and anywhere. 

The RL based on ISES WEB Control Kit is perceived like the superstructure so 
called ISES remote experiment (ISES RE), which has been developed by Charles 
University in Prague. After some time, the ISES RE has been significantly improved 
on a higher level educational tool by Tomas Bata University in Zlín in cooperation 
with Charles University in Prague so called EASY REMOTE - ISES (ER-ISES) in 
order to simplify settings and usage for teachers. 

The ISES REs are categorized to several groups according to their complexity and 
the level of control as the basic, complex and scientific. Each RE consists of five 
cooperative units like is the physical HW (apparatus consisting of the ISES panel, 
meters, sensors and specific experimental devices generating given phenomena), 
Measureserver®, ImageServer, WebServer and WebClient. More technical details 
about the ISES RE are available in [1] and [2]. The clarifying scheme, including the 
communication relationships, is presented in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2   State of the art 

The ISES units dispose of adequate communication mechanisms to cooperate with 
neighboring units to deliver requested information. Since many different types of data 
(signals and packets) are being processed and transmitted, so the functional concept 
implements the signal converting process and communication protocols. 

 

 
Fig. 1. Arrangement of the ISES remote experiment [3] 
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2.1   Physical hardware 

A low-level communication based principle is used between the ISES RE physical 
hardware and the AD/DA (Analog-to-Digital / Digital-to-Analog) convertor - 12 bits, 
time of conversion - 0.01 ms, installed as the PCI 1202 interface card inside an 
administrative computer. This device converts a continuous physical quantity 
(voltage) to a digital number that represents the quantity's amplitude and performs the 
inverse operation back to the physical quantity. All the used modules of physical HW, 
including the AD/DA convertor, are demonstrated in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2   Measureserver® unit 

The Measureserver® (MS) is a significant software part of the ISES RE concept. It is 
perceived as a communication mediator between the physical HW and remote clients. 
The MS is constructed as the mathematical model used for designing of control 
programs by an external PSC program file to build a control and measurement logic. 

Towards the physical HW, the MS communicates in reality with a software driver 
of the AD/DA convertor. It is entirely digital process based on reading data (values) 
directly from particular pins and writing data to respective pins which are translated 
by the AD/DA convertor. These pins are perceived as the inputs and outputs located 
on the ISES board that allows connecting particular sensors and devices into the 
system. The low-level operation is always ensured by the PCI1202CardPlugin.ldp 
plug-in (intercommunication file) loaded by the ScriptablePlugin2.ldp plug-in, which 
exploits the first one for its internal functioning. The ScriptablePlugin2.ldp plug-in 
builds the ISES RE logic by a PSC program delivered to the system by a responsible 
administrator. This plug-in is able to load any intercommunication file within the MS 
startup, but presently, the PCI1202CardPlugin.ldp is only available. The CFG 

 
Fig. 2. ISES remote experiment including the AD/DA convertor card 

and a broad range of involved meters, sensors and probes [4] 
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configuration file, as a necessary part of MS intended for initial settings, includes a 
reference to the ScriptablePlugin2.ldp plug-in. A scheme of the data communication 
relationships among particular modules is described in Fig. 3. 

When data (control and measurement commands) come from a remote client to 
MS, the communication is realized by the TCP/IP (Transmission Control Protocol / 
Internet Protocol) protocol via the Internet and then goes to Intranet (local area 
network) in a building where the laboratory with ISES RE resides. Such the 
communication requires a static public IP address of a computer hosting the MS and 
other important supporting services. 

All commands, incoming from the entered client and physical HW on the other 
side, are processed by the deterministic way in a finite-state machine (FSM) realized 
by two involved parser mechanisms. 

The first is the LR(1) parser that processes commands from the CFG configuration 
file for the purpose of the GUI (graphical user interface) setting. This parser is based 
on the static state transition tables called parsing tables, which codify the language 
grammar. These parsing tables are parameterized together with a lookahead terminal 
(lookahead establishes the maximum incoming tokens that the parser can use to 
decide, which rule it should use). More technical details, including several parsing 
examples, are available in [5] and [6]. 

The second one is the Recursive descent parser processing commands from the 
PSC program file in order to create internal data structures for ISES RE. The parser 
uses a general form of top-down parsing where backtracking may be involved. The 
parsing principle is based on the walking through a tree. More details, with a parsing 
example, are available in [7] and [8]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3   Web server 

This unit is called Nginx that comes into the process when client enters a web page of 
the ISES RE by typing an IP address or URL (Uniform Resource Locator) in any web 

 
Fig. 3. Communication relationships among modules of the ISES remote experiment 
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browser (e.g. Firefox Mozilla, MS Explorer). Nginx is an open source reverse proxy 
server for HTTP, HTTPS, SMTP, POP3 and IMAP protocols and a web server [9]. 

When a client enters the ISES RE, the Nginx starts negotiating with the client and 
establishes a direct data communication between the MS unit and Java applet called 
ConnectionHub. Every applet, imported on the web page by the Nginx, uses services 
of the ConnectionHub to communicate with the physical HW via the MS unit. 

2.4   Data network 

As mentioned previously, the ISES RE uses communication protocols to negotiate 
with clients. When a client enters an URL of the ISES RE in a web browser to reach 
the physical HW, the communication starts by using the Internet Protocol Suite. After 
establishing the connection, initial packets enter a local area network (LAN) in the 
building where the laboratory resides. In the LAN, the connection is realized by 
Ethernet to communicate with the MS unit. 

2.5   Client’s interface 

It is only one interface the clients can access the ISES physical hardware, therefore 
the web page's design and serviceability play important role as presented in Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3   ISES remote experiment diagnosis 

A diagnostic system poses an important part of modern software and hardware 
applications. Contemporary applications became too complex and they communicate 

 
Fig. 4. Web page of the ISES RE "Faraday's law of electromagnetic induction" [4] 
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usually with different subsystems, therefore administrators and clients should have a 
comfortable diagnostic tool to maintain functioning of such the applications. 

3.1   Internal units diagnosis 

The ISES RE concept has many deficiencies related to the communication among 
particular units. The most problematic point seems to be between the MS and physical 
HW where the involved AD/DA convertor is important. 

Presently, the MS sometimes loses connection with the ISES RE or even stops its 
functioning. This is a serious problem that always has to be solved by the intervention 
of an administrator by experience-based actions (e.g. restart of the MS, re-connection 
of individual hardware modules). A solution is to deploy an intelligent diagnostic 
system intended for the communication that should primarily eliminate all the 
administrator's actions because a human factor can negatively influence the ISES RE 
functioning. The diagnostic system will be automatically monitoring and evaluating 
the internal connection between the MS and the AD/DA convertor. In case of the 
miscommunication, an alarm report will be generated and dispatched to the remote 
laboratory management system (RLMS), as a new unit of the improved ISES RE. The 
RLMS will be acting as a supervisor authorized to restart the MS as well to recover its 
functioning. Furthermore, the communication between the PCI1202CardPlugin.ldp 
plug-in and modules (e.g. ampere-meter, voltmeter), installed on the ISES board, will 
dispose of the robust self-checking mechanisms. When e.g. a cold link occurs in the 
connector linking the pin with module, a generated alarm report will be delivered to 
the RLMS to inform an administrator and entered clients about existing problem that 
obstructs the experimenting. The scheme, shown in Fig. 5, presents a deployment of 
the internal units diagnosis into the MS communicating with the ISES RE. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Arrangement of the improved ISES RE concept based on the remote 

laboratory management system and the internal units diagnosis [3] 
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3.2   Network traffic diagnosis 

As the second problematic point appears network traffic anomalies decelerating or 
blocking the communication between clients and the ISES RE. Anomalies are unusual 
and significant changes in network’s traffic levels, which can often span multiple 
links. It is an important problem to understand the nature of traffic anomalies in a 
network. Regardless of whether the anomalies are malicious or unintentional, it is 
needed to analyze them for the following reasons: 

• Anomalies can create congestion in the network and stress resource utilization in a 
router, which makes them crucial to detect from an operational standpoint. 

• Some anomalies may not necessarily impact the network but they can have a 
dramatic impact on network administrators or end clients. 

It is a difficult problem because anomalous patterns must be extracted and 
interpreted from large amounts of high-dimensional noisy data. Hence, a general 
method is used to diagnose such anomalies. This method is based on a separation of 
the high-dimensional space occupied by a set of network traffic measurements into 
disjoint subspaces corresponding to normal and anomalous network conditions. The 
separation can be effectively performed by the coordinate transformation method 
called Principal Component Analysis. 

An analysis of volume anomalies can be realized by using simple traffic 
measurements only from data links. The involved diagnostic method can: 

1) detect when a volume anomaly is occurring, 

2) identify the underlying origin-destination flow, which is the source of the anomaly, 

3) estimate the amount of traffic involved in the anomalous origin-destination flow. 

The introduced method is able to diagnose (i.e., detect, identify and quantify) both 
existing and synthetically injected volume anomalies in real traffic in two networks. It 
diagnoses the largest anomalies and does so with a very low false alarm rate [11]. 

3.2.1   Volume anomalies 

A typical network (e.g. backbone) is composed of nodes (also called Points of 
Presence or PoPs) that are connected by links. An Origin-Destination (OD) flow is 
define as the traffic that enters the network at the origin PoP and exits at the 
destination PoP. The path followed by each OD flow is determined by the routing 
tables. Therefore, the traffic observed on each network link arises from the 
superposition (two signals are added together) of these OD flows. 

The volume anomaly term refers to a sudden (with respect to time step used) 
positive or negative change in an OD flow’s traffic. Since such an anomaly originates 
outside the network, it will propagate from the origin PoP to the destination PoP. 
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A technique is used for diagnosing the volume anomalies. If a volume anomaly 
propagates through the network, it should be observed on all links it traverses. 
Anomalies based on the OD flow are identified by observing only link counts. 

The diagnosis difficulty stems in part from the fact that it uses only link data, 
which can be collected via SNMP (Simple Network Management Protocol). 
Necessary inferences must be formed about unusual events occurring in the 
underlying OD flows from these link data. 

Examples of this difficulty are presented in Fig. 6. The top plot on each side of the 
figure shows an OD flow time series with an associated volume anomaly - this 
information is not available to the algorithms, but just to show the nature of these 
anomalies. The point at which each anomaly occurs is designated by a circle on the 
timeline. Below the timeline are plots of link traffic on the four links that carry the 
given OD flow. These four plots represent the data that is available to the used 
algorithm. The diagnosis consists of processing all link data so as to: 

1) detect that at the time shown, the network is experiencing an anomaly, 

2) isolate the four links shown as those experiencing the anomaly, 

3) estimate the size of the spike in the OD flow. 

Three observations could be performed from these examples. First, while the OD 
flows have pronounced spikes, the corresponding spike in the link traffic is dwarfed, 
and difficult to detect even from visual inspection. For instance, the traffic volume at 
the spike time on links, defined as c-d and b-c in Example 1, is hardly distinguishable. 
Second, the temporal traffic patterns may vary substantially from one link to another. 
In Example 2, the i-f link has a smooth trend, whereas the other links for the OD flow 
have more noisy traffic. Separating the present spike from the noise in the traffic on 
the c-b link is visually more difficult than separating the spike in the i-f link. Thus 
isolating all the links exhibiting an anomaly is challenging. Finally, mean traffic 
levels vary considerably. In Example 1, the mean traffic level on the c-d link is more 
than twice that of the f-i link. The varying traffic levels makes it difficult to estimate 
the size of the volume anomaly and hence its operational importance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6. Examples of anomalies at the Origin-Destination flow level (top row) that is 

required to diagnose from link traffic [11] 
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The problem of diagnosing a volume anomaly in an involved OD flow can be 
separated, as mentioned, into the following three processing steps: 

• Detection consists of designating those points in time at which the network is 
experiencing an anomaly. An effective algorithm for solving the detection problem 
has a high detection probability and a low false alarm probability. 

• Identification consists of selecting the true anomaly type from a set of possible 
candidate anomalies. The method is extensible to a wide variety of anomalies. 
However, as a first step, the candidate anomaly set is the set of all OD flows. 

• Quantification is the problem of estimating the number of additional or missing 
bytes in the underlying traffic flows. The quantification is important because it 
gives a measure of the importance of the existing anomaly. 

The diagnosis also requires the detection of an anomaly time, the identification of the 
underlying responsible OD flow and the quantification of an anomaly. 

3.2.2   Data acquirement 

The method operates on link traffic data obtained by SNMP. Traffic anomalies can 
last anywhere from milliseconds to hours. It can be used on data with any time 
granularity, e.g. to work with data binned on 10 minute intervals. Binning is a way to 
group a number of more or less continuous values to a smaller number of bins [10]. 

In order to validate data against true OD flows, a set of link traffic counts must be 
obtained consistent with sampled OD flow data collected from the network. To 
perform this, the traffic matrix estimation method is followed and a construction of 
the link counts is then performed from OD flow counts, which use a routing table 
taken from the network in operation. 

3.2.3   Subspace analysis of link traffic 

The diagnosis of anomalies in traffic requires the ability to separate them from normal 
network-wide traffic. In this subchapter, the Principal Component Analysis (PCA) is 
described to separate normal and anomalous network-wide traffic conditions. 

The PCA is a coordinate transformation method that maps a given set of data 
points onto new axes. The axes are called the principal axes or principal components. 
When working with zero-mean data (mean value to zero), each principal component 
has the property that it points in the direction of maximum variance remaining in the 
data, given the variance already accounted for in the preceding components. As such, 
the first principal component captures the variance of the data to the greatest degree 
possible on a single axis. The next principal components then each capture the 
maximum variance among the remaining orthogonal directions. Thus, the principal 
axes are ordered by the amount of data variance that they capture. 
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An illustration of the difference between normal and anomalous traffic variation is 
shown in Fig. 7, as captured in the PCA decomposition. The figure shows sample 
projections of the network 1 dataset onto selected principal components. On the left, 
projections onto the first two principal components (u1 and u2) are presented, which 
capture the most significant variation in the data. These time series are periodic and 
reasonably deterministic and clearly capture the typical diurnal patterns, which are 
common across traffic on all links. Note that u1 and u2 are roughly 180 degrees out of 
phase, meaning that the two can be used in linear combination to roughly construct of 
sinusoid of any phase. Thus the extraction of common temporal patterns via the PCA 
does not require the underlying traffic time series to have the same periodic phase as 
reflected e.g. in traffic in the same time zone. The used subspace method is able to 
assign these traffic variations to the normal subspace. 

Presented Fig. 7 also shows projections u6 and u8. In the contrast to involved u1 
and u2, these projections of the data exhibit significant anomalous behavior. These 
traffic spikes indicate unusual network conditions possibly induced by a volume 
anomaly at the OD flow level. The subspace method treats such projections of the 
data as belonging to the anomalous subspace. 

A variety of procedures can be applied to separate the two types of projections into 
normal and anomalous sets. Based on examining the differences between typical and 
atypical projections, a simple threshold-based separation method has been developed 
to work well in practice. Specifically, a separation procedure examines the projection 
on each principal axis in order; as soon as a projection is found that exceeds the 
threshold, e.g. contains a deviation from the mean, that principal axis and all 
subsequent axes are assigned to the anomalous subspace. All previous principal axes 
then are assigned to the normal subspace. All the dimensions showing significant 
variance are assigned to the normal subspace when this procedure results in placing 
the first four principal components in the normal subspace in each case. 

The traffic is decomposed on each link into normal and anomalous components 
after separating to the space of possible traffic measurements into the subspaces. 

 

 

 

 

 

 

 

 

 

 
Fig. 7. Example of the projections onto principal components showing normal and 

anomalous traffic variation in data network [11] 
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3.2.4   Diagnosing volume anomalies 

The methods used for detecting and identifying volume anomalies draw from a theory 
developed for the subspace-based fault detection in multivariate process control. 

Detecting volume anomalies in link traffic relies on the separation of link traffic at 
any time step into normal and anomalous components. They can be also called as the 
modeled and residual parts of the link traffic in a network. 

The key idea in the subspace-based detection step is that, once both the normal and 
anomalous subspaces have been constructed, this separation can be effectively 
performed by forming the projection of link traffic onto these two subspaces. 

As the next diagnostic step is a process of the identification. In the subspace 
framework, a volume anomaly represents a displacement of the state vector away 
from the normal subspace. This state vector is expressed as a sum of the sample 
vector for normal traffic conditions and the magnitude of the anomaly, which is 
influenced by the vector defining the manner in which this anomaly adds traffic to 
each link in the network. The particular direction of the displacement gives 
information about the nature of the anomaly. Thus the approach to anomaly 
identification is to ask which anomaly out of a set of potential anomalies is best able 
to describe the deviation of state vector from the normal subspace. 

When an estimation of the particular volume anomaly was formed, the last step 
comes into the process called quantification. This method is able to estimate the 
number of bytes constituting this anomaly. 

3.2.4   Validating results 

The validation approach is centered on answering two questions: 

1) How well can the method diagnose actual anomalies observed in real data? 

2) How does the time and location of the anomaly affect performance of the method? 

The first question can be answered as follows. It is reached up by using the time 
series analysis on OD flow data to isolate first a set of true anomalies. This approach 
allows then evaluating the subspace method quantitatively. In particular, it allows 
making a measurement of both the detection and false alarm probabilities. 

The second question can be answered as well. It is realized by injecting anomalies 
of different sizes in OD flows and applying a procedure to diagnose these known 
anomalies from link data. This is performed repeatedly for each time step and for each 
anomaly to form the picture of how diagnosis effectiveness varies with the time and 
location of the occurred anomaly in a network. 

In each case, the performance of each step must be quantified in the following 
diagnosis procedure. A detection success is measured by two metrics: the detection 
rate and the false alarm rate. The detection rate is the fraction of true detected 
anomalies. The false alarm rate is the fraction of normal measurements that trigger an 
erroneous detection. An identification success is captured in the identification rate, 
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which is the fraction of detected anomalies that are correctly identified. Finally, a 
quantification success is measured by computing the mean absolute and relative error 
between the estimate and the true size of all identified volume anomalies [11]. 

4   Functional benefits 

The introduced diagnostic systems provide us an efficient solution how to avoid or 
reduce faults coming from some modules of the physical HW in the ISES RE. The 
second benefit is an elimination of the congestion in a network caused by wide traffic 
anomalies when clients are being connected to the ISES RE. 

Both the diagnostic systems should cooperate with the RLMS that performs proper 
accommodation actions based on scenarios in case of detected and identified ill events 
occurred during the experimentation. The scheme, presented in Fig. 8, shows an 
implementation of the diagnostic systems as new modules into the MS unit. 

 

 

 

 

 

 

 

 

 
 

 
 

 

 

5   Conclusions 

This paper has presented the extensive analysis of communication among particular 
units of the ISES remote laboratory, and provided you possible improvements by 
using two diagnostic approaches. It has been the objective of our work to analyze the 
low-level communication to understand its basic principles. The further part of this 
objective has been focused on the diagnosing an occasional miscommunication of the 
ISES hardware modules, and wide traffic anomalies in a network. We have analyzed 

 
Fig. 8. Implementation of the internal units diagnosis (IUD) and the network traffic 

diagnosis (NTD) modules into the Measureserver® unit 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 44



the suitable diagnostic approaches to implement into the ISES remote laboratory to 
avoid or significantly reduce such ill events during the operation. 

Our conclusions may be formulated as follows. 

1) The experimentation based on the ISES remote laboratory is a new approach of 
teaching and learning in comparison with traditional forms of education. 

2) The Measureserver® is a core unit of the ISES remote laboratory responsible for 
communicating between clients and physical hardware modules. 

3) The ISES remote laboratory exploits Ethernet that is a family of networking 
technologies for local area network protocols, and the TCP/IP networking model 
including a large group of communication protocols used for the Internet. 

4) The internal units diagnosis is a suitable approach for monitoring and evaluating 
the internal communication between the Measureserver® and the AD/DA convertor 
to avoid possible faults coming from the ISES physical hardware. 

5) The network traffic diagnosis fits to the wide traffic anomalies occurring in a 
network for the purpose of detecting, identifying and quantifying them, and to 
report ill events to administrators and clients using the ISES remote laboratory. 

6) We also plan the improvement of these diagnostic systems concerning intelligent 
corrections performed when faults or anomalies come into the system. 
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Abstract. Alarm systems are deployed to ensure the protection of people and 
property in the form of an intruder alarm system, hold-up alarm system, CCTV 
systems, access control systems or social alarm systems. In terms of 
electromagnetic compatibility is necessary to address issues of the conformity 
assessment of products, selection of suitable components and in particular 
method of installation in a specific area of deployment. The aim of the article is 
definition of legal and basic technical requirements for electromagnetic 
compatibility of components of Alarm systems. 

Keywords: Electromagnetic interference, electromagnetic compatibility, alarm 
systems, technical standards, government regulation, conformity assessment. 

1 Introduction 

Alarm systems and their components as electronic or electrical equipment are 
products which are the source and receiver of electromagnetic interference too. In 
terms of technical knowledge, components of alarm systems can be identified 
especially as receiver interference - potential "victims" on the surrounding noise 
signals, however due to their design (microcontrollers, power sources, 
communicators, remote peripherals-detectors, and cable lines) are also sources of 
electromagnetic interference. Components of security alarm systems as electronic 
devices must be designed and constructed so that the electromagnetic radiation do not 
exceed specified levels and to their level of electromagnetic immunity ensure that 
they operate without unacceptable degradation designated functions. This issue can be 
classified: 

─ in terms of a legally mandatory assessment of conformity process as a 
precondition to edition the EC declaration of conformity and the placing on the 
market, which manufacturers ensure testing and measurement of its products 
through accredited testing laboratory, 

─ for practical design and installation of alarm system, when it is necessary to take 
into account the technical principles of interconnection, location and installation 
of individual components and in particular evaluate the possible effects of 
electromagnetic interference on site. 
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In accordance with the requirements of technical standards, accredited test 
laboratories measure and test of alarm systems components connected in the assembly 
corresponding to the practical deployment and expected operating conditions of alarm 
system. In case of multiple possible combinations is created the set using the 
maximum representatives of all types, in practice connectable components (control 
and indicating equipment CIE + power supply, keypads, sirens, detectors etc.). 
Producer ensures test and measurement products and assemblies that wishes to market 
and which therefore needs to make a declaration of conformity. The fact that the 
individual components or systems meet the requirements of EMI and EMS does not 
necessarily mean that these components will operate in accordance with the 
requirements of electromagnetic compatibility on installation site. Alarm systems can 
then negatively affect every other device, but especially, their activity can be affected 
by ambient interference. Then electromagnetic immunity of the system is reduced 
(fault detectors, false alarms, disruption of communication between the individual 
components, CCTV image disorder etc.) [6]. Such situations may occur in cases 
where:  

• designed alarm system is different from the test set- for example peripherals other 
types or components from other manufacturers are used (the fact that the system is 
designed for a variety of elements that meet EMC requirements does not 
automatically mean that the final installation will meet EMC specifications), 

• original components have been replaced during the repair other types of products, 
• installation of the system was not made in accordance with the principles of EMC 

(parallel lines, shielding, grounding, surge protection elements ...), 
• sources of electromagnetic interference, whose values exceed the test levels, occur 

on installation site. 

Alarm systems and their components as electronic or electrical equipment are 
products which are the source and receiver of electromagnetic interference too. 
Manufacturer or importer cannot know when EMC tests to demonstrate compliance to 
an accredited laboratory in which specific environment will be an alarm system 
installed. EMC technical standards in general distinguish between residential, 
commercial, light-industrial and industrial environments.  For selected tests are 
specified test levels, depending on the potential deployment environments 
(environments with low EM radiation, mild EM environment, challenging 
environment). Therefore definitely will make a difference, whether we install an 
alarm system in residential areas without significant sources of spurious emissions or, 
in the case where the same system will be installed for example in the factory or in the 
area of photovoltaic power plants. In the process of setting up the alarm system is 
therefore in terms of electromagnetic compatibility must adhere to the following basic 
principles: 

• security assessment of object- electromagnetic interference inside and outside the 
guarded object, 

• selection of components meeting the legislative requirements for products, 
• design of alarm system wiring in accordance with manufacturer's recommendations 
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• design and installation- EMC principles- selection of suitable equipment locations, 
parallel lines, shielding, grounding, surge protection elements etc.). 

Figure 1 shows an example of pre-compliance measurement of electromagnetic 
emission of the relay modul. Relay module is controlled by signals from the control 
panel of alarm system and is designed to control non-alarm applications (lighting, 
blinds, heating, pumps, etc.). The differences in the measurement values were due to 
the different number of the connected electrical load. Higher values of EMI were 
measured at connect two electrical load on the relay module. This is due to the 
addition of cabling. 

 

 
 

Fig. 1. The results of measurements of electromagnetic radiation according to EN 55022 ed. 3, 
Article 6.1. 

2 Legislative requirements for electromagnetic compatibility of 
alarm systems  

The basic legislative framework in the field of technical requirements for products 
is Act No. 22/1997 Coll. on technical requirements for products [2]. Components of 
alarm systems include due to their construction (as electronic / electrical equipment) 
between the products, which could at an increased rate threaten the health or safety of 
persons, property or the environment (specified products). Based on this fact, such 
products may be marketed only if they comply with the technical requirements, which 
are specified in government regulations, issued for each group specified products. For 
the components of alarm systems are assigned the following government regulations 
issued to implement the Act on technical requirements for products: 
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• Czech Republic. Government Decree No. 616/2006 Coll. on technical 
requirements for products in terms of electromagnetic compatibility,  
(2004/108/EC),  

• Czech Republic. Government Decree No. 17/2003 Coll., technical requirements for 
low voltage electrical equipment, (2006/95/EC), 

• Czech Republic. Government Decree No. 426/2000 Coll., technical requirements 
for radio equipment and telecommunications terminal equipment, (1999/5/EC). 

In terms of the requirements for EMC alarm system is a basic national legal 
document Government Decree No. 616/2006 Coll. on technical requirements for 
products in terms of electromagnetic compatibility [1]. Czech Republic adopted by 
issue GOD No. 616/2006 Coll. into its national legislation system the Directive of the 
European Parliament and Council Directive 2004/108/EC on the approximation of the 
laws of Member States relating to electromagnetic compatibility [5]. Government 
Decree No. 616/2006 Coll. regulates: 

• basic technical requirements for products, 
• conformity assessment procedure of devices, 
• the conditions for authorization of legal entities. 

Technical requirements for products are generally determined with respect to the 
basic principles of electromagnetic compatibility- equipment must be designed and 
constructed so that: 

• the electromagnetic disturbance generated does not exceed the level above which 
radio and telecommunications equipment or other equipment cannot operate as 
intended, 

• it has a level of immunity to the electromagnetic disturbance to be expected in its 
intended use which allows it to operate without unacceptable degradation of its 
intended use. 

Further requirements for EMC regulate the area of fixed installations, when these 
installations must be implemented using good engineering practices and respecting 
the parameters of the individual components. 

Conformity assessment as a necessary process for placing the product on the 
market can perform manufacturer or the notified body (legal person who was by 
Member State of the European Union notified to authorities of the European 
Community and to all Member States of the European Union as a person authorized 
by a Member State of the European Union's to activities in conformity assessment 
products with technical requirements [2]). Documents on conformity assessment 
include: 

• the EC declaration of conformity, 
• the technical documentation. 

The requirements for products relating to their electromagnetic compatibility shall 
be deemed to be met if they are in accordance with the harmonized European 
standards or with harmonized Czech standards or foreign standards which transpose 
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harmonized European standards. Here, it is evident how (in this case by provisions of 
the law) otherwise generally unbinding Czech technical standards becoming 
compulsory. Demonstrate that the individual components of alarm systems or 
complete systems meet the requirements for electromagnetic compatibility in 
accordance with the wording of the Government Regulation No. 616/2006 Coll. 
requires practical perform measurement of electromagnetic radiation and testing of 
electromagnetic immunity of the product. Such measurements and testing, including 
the release of the test report, are realizable by accredited bodies, in this case EMC 
testing laboratories that have the appropriate technical equipment and professional 
staff. Currently (January 2013), the following entities are authorized for activities in 
conformity assessment of products in terms of their electromagnetic compatibility in 
the Czech Republic (these are also within the EU Notified Bodies): 

• AO 201 - Electrotechnical Testing Institute,  
• AO 202 - Engineering Test Institute,  
• AO 211 - TÜV SÜD Czech,  
• AO 224 - Institute for Testing and Certification,  
• AO 266 - Military Technical Institute. 

3 Technical requirements for electromagnetic compatibility of 
alarm systems  

Technical requirements for EMC of alarm systems and its components can be 
divided into the following areas: 

• methods of spurious emissions measurement, 
• methods for testing immunity to disturbance, 
• limits of spurious emissions, 
• test level of testing immunity 
• criteria functionality of equipment under test, 
• conditions for measurement and testing, 
• test setup, 
• arrangement of equipment under test, 
• operating conditions of equipment under test, 
• requirements for measuring devices, 
• requirements for the testing laboratory, 
• testing on site, 
• records measurement, measurement uncertainty, 
• requirements for the test report. 

The content of each of the above areas is defined in a wide range of relevant 
technical standards. In determining the appropriate requirements should be based on a 
range of application standards of alarm systems (EN 50130 to 50136) and from the 
relevant EMC basic, generic and/or product standards, which are legislative and 
technical support to meet the requirements for the products in accordance with the 
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provisions of Government Regulation No. 616/2006 Coll. In this context it should be 
to realize that the verification of the parameters for EMC of alarm systems and its 
components (as well as other electronic and electrical equipment), it is never 
sufficient to use a single technical standard. It is always necessary to study and 
subsequent application of the requirements set by out more types of standards that are 
mutually "linked" by reference. Table 1 shows a summary of selected application 
(branch) technical standards of alarm system and indicating the standards of 
electromagnetic compatibility to which these application standards refer.  

Table 1. Applications of technical standards for requirements for electromagnetic compatibility 
of alarm systems in accordance with application standards (EN 50130 to EN 50136). 

 
From the above data it is clear that the EMC requirements for alarm systems 

generally are regulated by product standard ČSN EN 50130-4 ed. 2 Alarm systems - 
Part 4: Electromagnetic compatibility - Product family standard: Immunity 
requirements for components of fire, intruder, hold up, CCTV, access control and 
social alarm systems [3] and by generic standard ČSN EN 61000-6-3 ed. 2 
Electromagnetic compatibility (EMC) - Part 6-3: Generic standards - Emission 
standard for residential, commercial and light-industrial environments. However, in 
case of measurement EMI of alarm systems  is currently applied product standard 
ČSN EN 55022 ed. 3 Information technology equipment - Radio disturbance 
characteristics - Limits and methods of measurement [4]. We can classify most of the 
components within the product group identified as information technology equipment 
(ITE). Components of alarm systems are tested according to specific technical 
standards in relation to the requirements for placing on the market. The manufacturer 
is obliged to state specific standards to the EC declaration of conformity. Table 2 
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ČSN EN 50130-4    (EMC immunity)           x x x  x   
ČSN EN 50130-5     (Environment) x             
ČSN EN 50131-1     (IHAS) x    x         
ČSN EN 50131-2-2    (PIR) x             
ČSN EN 50131-3     (CIE) x           x x 
ČSN EN 50131-6     (Power supply) x    x         
ČSN EN 50131-5-3    (RF 

 
        x     

ČSN EN 50131-8    (FOG System) x    x         
ČSN EN 50132-1    (CCTV) x    x         
ČSN EN 50133-1    (ACCESS) x x x x x x        
ČSN EN 50134-5    (SAS) x         x    
ČSN EN 50136-2-1 (ATS) 
 

 x x    x       
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shows a selection of examples of individual components and identifies relevant 
technical standards EMC, as reported to the EC declaration of conformity. 

Table 2. Examples of applications requirements of technical standards for selected components 
of alarm systems  

 
In practice differently references to standards are listed in the EC declaration of 

conformity for the same products. These differences depend on the body of the EC 
declaration of conformity is issued. Some producers declare eg. for PIR detectors only 
application standard (EN 50131-2-2). However, from these examples, it is clear that 
most often correctly product conformity cited with standards EN 50130-4 (EMS) and 
EN 55022 (EMI). The specific components are subject to the requirements of other 
standards, such as GSM devices (ETSI EN 301489-7). Due to the installation, it is 
possible in selected components of the alarm system to apply the requirements of 
other standards such as the standards for security systems on railways (IEC EN50121-
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x x             
CIA (PBX) - RF 
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GSM communicator x x     x        

PIR detector x x             

IR barrier x x             

Power supply  x x x  x    x     

Auxiliary relay   x            

Magnetic contact x              

Receiver hold-up alarm signal           x    

Recording card PC (CCTV)  x   x x       x  

IP camera x x   x x       x  

Network video recorder (CCTV)  x    x       x  

Digital video recorder  (CCTV)  x    x       x  

Card reader (ACCESS) x x      x x   x   

Fingerprint reader (ACCESS)              x 

Panic alarm (hold-up alarm)      x        x 

GSM camera       x  x      

Telephone communicator x x             
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4 Railway applications - Electromagnetic compatibility - Part 4: Emission and 
immunity of the signaling and telecommunications apparatus). 

Figure 2 shows an example of pre-compliance measurement of electromagnetic 
interference on the line terminals of the relay modul. The differences in the 
measurement values were due to the different number of the connected electrical load. 
Higher values of EMI were measured at connect two electrical load on the relay 
module.  

 

 
Fig. 2. The result of measurement of electromagnetic interference on the line terminals 
according to EN 55022 ed. 3, Article 5.1. 

4 Conclusion 

The use of alarm systems must be with respect to their correct operation to take 
into account in terms of EMI and EMS not only unintentional interference sources but 
also threats of intentional-action on alarm systems by technical resources of 
electromagnetic interference to compromising their function (increased incidence of 
false alarms, failure of communications, failure or destruction of electronic parts). In 
this context, it is necessary to ensure compliance with legislative and technical 
requirements for the individual components of alarm systems and not only because of 
the possibility of placing on the market, but mainly because of their subsequent 
reliable operation of the installation site. 

The correct orientation in the individual technical standards in relation to the 
classification of individual components into product groups, determining the 
environment in which it is expected to use the alarm system, application testing EMI, 
EMS and their scope and selection of test signals and limits is a prerequisite for 
compliance with legislative requirements under the placing products on the market 
(manufacturer, laboratory testing), but it is especially important from the design 
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phase, construction, manufacturing functional model or prototype of the product in 
the implementation of necessary diagnostic measurements and pre-compliance testing 
as an important condition to meet the technical requirements in the field of 
electromagnetic compatibility including compliance testing. 
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Abstract. The article describes some of the aspects of how the optosensors and 

laser scanners can be used in the field of security of protected areas and safety 

fields. The article presents some of the applied possibilities of measuring on 

spherical area using transmission formulas for gaining data and actual setting of 

active elements of the optosensors and laser scanners for the environment in a 

3D application security system. 

Keywords: laser scanner, optical electric sensors, position location system. 

1   Introduction 

Up-to-date optical electric sensors are based on various physical methods, for instance 

triangulation, phase shift measurement, or pulse propagation techniques. The use of 

optical electric sensors, along with powerful digital processors, allows realisation of 

very efficient and economically effective measurements, sensing, and security tasks. 

Light beams as the instrument of measurement techniques are fascinating – they allow 

touch-less measurements in very fast sequences, their range is long and the resolution 

is still high; moreover, they are almost immune to any interference effects. Therefore, 

properties of any other measurement techniques are really very far from comparison 

with the range of applications using optical electric sensors. Any use of light for 

measuring distances, detection of objects and protection of persons is always based on 

reflection of a light beam from an object. For achieving excellent results, optical 

electric sensors use the method of triangulation combined with the Charged Couple 

Device (CCD) sensor technology. Optical electric sensors are equipped with a number 

of the high-resolution CCD sensors. Laser diodes are used as the light source for 

measuring in the range of 20 mm up to 250 m. Optical electric sensors allow 

measuring objects with the luminous intensity of 6% up to 90% in the entire 

measuring range and, thus, guarantee data almost independent of the luminous 

intensity. Measured values may be read in the analogue and digital form. The sensor 

itself can be comfortably "taught" either manually, or via a simple parameter setup 

through the RS-22, RS-485 or the Actuator/Sensor (AS) PC interfaces. 

Optical electric sensors based on the phase shift measurement provide absolute 

measured values in the range of 0.2 m up to 170 m. The resolution can be 
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continuously regulated whereas the scatter in repeated measuring is ± 2 mm. These 

optical electric sensors read newly measured values every one millisecond and, thus, 

establish optimal conditions for functioning in fast position control loops. The red 

laser used significantly reduces requirements for installing, adjusting, and setting the 

sensor's position. Thanks to this flexibility of their properties, optical electric sensors 

are the ideal instrument for distance measuring in location detecting and positioning. 

In order to meet increasingly stringent requirements related to security of persons, it is 

imperative to ensure reliable security for the critical areas. Laser security scanners 

based on the pulse propagation can offer a number of genuine security benefits. The 

pulse propagation technique principle consists in spreading of light pulses emitted by 

a laser diode by means of a rotary mirror over the entire work area. This principle of 

measuring is suitable not only for security but also for a number of measurement 

applications. The scanner allows definition of up to four different couples of security 

areas. For process-dependent activities it is, then, possible to activate and deactivate 

each couple separately. 

1.1   Security Light Curtains, Grids and Bars 

The basic task of Safety Light Curtains (SLC) is to protect a person or other persons 

in the security zone area. Therefore, they must quickly detect intrusion of a person 

into the secured area and issue a respective signal about it. In the CSI, this primarily 

applies to securing of areas adjacent to buildings, outdoor garages, indoor garages, 

access roads and others. Security light curtains consist of separate transmitting and 

receiving units between which a protected area is created. The transmitting unit is 

equipped with a number of infrared (red) light sources transmitting cyclically short 

light pulses that normally strike respective light-sensitive sensors in the opposite 

receiving unit. However, when an opaque object enters the protected area and at least 

one beam is interrupted, i.e. the light pulse emitted does not strike the corresponding 

sensor, the receiving unit generates an output signal from which it is very easy to 

derive an alarm command. The width of the protected area is determined by the 

maximum range of the light curtain in which the sensor reliably receives all the light 

pulses transmitted; this range varies from zero up to several tens of metres. The height 

of the protected area is given by the design height of the transmitting and receiving 

units, which is normally the function of the number of transmitted light beams and the 

pitch between each other. The pitch, or the distance between neighbouring light 

beams, defines the resolution rate of the security light curtain and its effectiveness. 

The shorter the light beams pitch is, the smaller the object entering the protected area 

of the light curtain that can be detected. The resolution of the light curtain must 

correspond to the security level required. The evaluation electronics of security light 

curtains are either integrated into the receiving unit, or built in a separate casing that 

can be fixed on the wall. Nowadays, the electronics are usually based on a 

microprocessor controller or the customer Application-Specific Integrated Circuit 

(ASIC), which allows the easy addition of a number of useful functions widening the 

application range or enhancing the comfort of the light curtain operators. The LMS 

systems can also be used in the area of spatial scanning and detecting the size of 

vehicles, and the speed and direction of passing vehicles. Physically, the LMS laser 
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scanner is based on spreading the laser beam in the infrared spectrum and calculating 

the response (return) time of the beam transmitted. The possible spreading angles are 

360
o
, 180

o
, and 100

o 
with the range up to 150 m. Basic parameters are assigned for 

correct setting of the active elements of LMS and PLS, and also constituents for doing 

the measuring on the spherical area. 

1.2   Measuring on Spherical Area 

Let us suppose that the receiver elements are moving within a spherical area (r,ϕ, z) in 

the distance r=d from the rotation axis of the transmitter being measured. If we are to 

assume that the multiple rebounds between the two transceivers are small enough so 

that we can neglect them, we can thus deduce the transmission formula based on the 

basic Tauffer’s formulas with standard assumptions of linearity, constant frequency 

(e
jωt
) and the position in free space. It is not our aim to state here the deduction of 

needed relations, and because of that in the next part we will only give a very short 

statement of needed relations [1, 2]. The transmission formula that determines the 

measured relative data of the safety field bo´(ϕ, z) (complex receiver outputs) in the 

terms of transmission parameters T(γ) for the receiver being measured, and actual 

transmission parameters of the appliance R´(γ), will be formally identical as the 

relation (1), only the individual variables will be defined in a different way: 

0 0'( ) ' [ )]exp( )exp( )b F a j d j dγ= ⋅ − − ⋅∫P T(K) R'(K K P K  (1) 

0 0'( , ) ' [ ) )]exp( )exp( )
n

b z F a jn j z dϕ γ γ ϕ γ γ
∞∞

=−∞ −∞
= ⋅ −∑ ∫ T( R'(

 
(2) 

where a0 is a complex input of the measured receiver, F´ is determined by the 

mismatch between the receiver and transmitter, which we can express in this way: 

1
´

1 ´ ´L p

F =
−Γ Γ  

(3) 

ΓL´ and Γp´ are coefficients of the receiver and the transmitter. As the receiver does 

the scanning on the spherical area, the output is recorded bo´(ϕ, z) for 0≤ ϕ < 2π and –
∞≤ z < ∞. This means that the basic parameters of the transmission media bo´(ϕ, z) get 

measured for all values ϕ and z. Practically the z is always limited to final scanning 

and it is assumed that the bo´(ϕ, z) is limited outside this area. The integral (1) can be 

changed with help of the Kirilian’s transformation to: 

∫ ∫
∞
∞−

π
ϕγϕ−ϕ

π
=γ⋅γ=γ
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0 0
0

2
)exp()exp(),('

'4

1
)' dzdzjjnzb
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(4) 

Similarly as it is with scanning in level, even if we know the R´(γ) we cannot 
determine the T(γ), since in (4) there occurs a scalar product. What we can do, 

however, is to carry out a second scanning with a different receiver. For the second 

independent scanner we can write analogically same relations as (2) to (4), only 
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instead of bo´(ϕ, z) we will write bo´´(ϕ, z) and similarly for other quantities – this 

means we will use a0, F´´, ΓL´´, Γp´´, R´´(γ) and In´´(γ). Formula (1) and formula for 

In´´(γ) can be written in these constituents: 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

1 1 2 2

1 1 2 2

n n n n n

n n n n n

R γ T γ R γ T γ I γ

R γ T γ R γ T γ I γ

′ ′ ′+ =

′′ ′′ ′′+ =  
(5) 

Solving these relations (5) we will get: 

( ) ( ) ( ) ( ) ( ) ( )
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(6) 

Asymptotical relation applies in the safety field in spherical coordinates: 

0 0
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(7) 

The determination of the reception coefficients of the receiver R´(γ) can be done 
based on the known emitting characteristics of the sensing probe (which we can 

determine either by measuring or by calculation). If we know the reception functions 

of the sensing probe R(γ) with cylindrical system that has its central point on the 

probe, we can get the R´(γ) by means of:  

(2)

1 1'( ) )H ( )n m n mm
R R dγ γ∞

−=−∞
= Λ∑ (

 
(8) 

where Hm
(2)
(x) is Hankel’s function of the second kind, of the m order, Λ=(k2

-γ2
)

1/2
, 

d is the distance of the probe from the rotation axis of the measured antenna. We can 

write a similar formula for R1n´´(γ). This formula expresses a very interesting and 

useful property. Even if the reception function of the probe R(γ) can have a negligibly 
small number of members, it will give the R1n´(γ) for many values n. This means that 

the (8) can be used even with small receivers which are described by several spherical 

modes m, since the number of modes is determined similarly as for the measured 

spherical area. It is obvious that for the calculation of emitting characteristics we only 

have to program the relations (4) and (6), where we get the In´(γ) from the measured 

values bo´(ϕ, z) with help of the relation (2) and similarly we will get the In´´(γ) from 

the measured values bo´´(ϕ, z). 

To do the calculations, we will need the following measured quantities:  

d is the distance between the receiver and the rotation axis of the measured 

appliance;  

ΓL´ and Γp´ are the coefficients of the receiver; 

bo´(ϕ, z)/ ao the size and the relative phase of the transmission between the input of 

the measuring of the transmitter, and the output of the receiver. Usually the measuring 

bo´(ϕ, z) will be normalized in two steps given by analogical expression, such as:  
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0 0 0 0
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(9) 

where P0 is a selected fixed point. That means that in the beginning we will select a 

fixed point, e.g. the beginning of coordinates P0 =(0,0), where we will normalize the 

outcome of the bore, and then we will normalize all other measurements to this point.  

Using the FFT for the calculation of the relation (8) – and analogically for (3) – 

problems may occur due to the fact that the number of samples does not respond with 

power 2, which is required by algorithms (when using the MATLAB program it would be 

possible to use any number of samples, but the used algorithm is significantly slower than 

the algorithm for N=2
M
). In this case it is possible to complement the unmeasured values 

with nulls (for great values r and s which are located “in the middle” of the entry 
vector), and when doing the measuring in line (or in level) the algorithms do not change.  

A little more complex situation will come up when scanning in the angle of ϕ. Then for 

the addition of ∆ϕ =λ1/2a radians which is not dependent on the distance of the receiver 

from the measured transmitter, we will gain the space of the same size k1= 2π/λ1 
regardless of the number of samples (inclusive of “stuffing” with nulls). We assume for 

the simplification of the sum in the relation (4) – for R of the samples – in this manner: 

1 1

0 00 0
'( ) exp( ) '( )exp( )

R N

r r
b r jnr b r jnrϕ ϕ ϕ ϕ

− −

= =
∆ − ∆ = ∆ − ∆∑ ∑

 
(10) 

since the b0´(r∆ϕ) are zero for r ≥ R. Let ∆ϕ = 2π/R (usually the R shall be selected 

to be an even number). In order for us to use the relation: 

1

0
exp( 2 / )

N

n ii
H h j in Nπ−

=
=∑

 
(11) 

for the given ∆ϕ the n must be changed to n´=nR/N. Then, we will get jn´r∆ϕ 

=j2πnr/N. That means that with filling, only the “measure” n will change.  

Conclusion 

At present times, the possibilities of using the laser and optoelectronic sensors in the 

field of securing mechatronic constellations and systems are stunning. This involves 

securing spaces of horizontal and vertical orientation of the safety field, or securing 

spaces in 3D applications, as well as monitoring the entrances into objects, guarding 

flat roofs, guarding side facades with a possibility to set up alarm zones with 

resistance to weather changes, or applications via float functions. 
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Abstract. This work explores the area of security planning and related activities 
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1   Introduction 

Safety planning - as a form of activity of commercial security industry - is very 
important for the implementation of a comprehensive security system. Respects the 
fundamental rule, which is to protect human life, health, property and the 
environment. There is very important to follow the procedure and include all 
conditions that will support this system. The essence of it is coordination tasks in the 
commercial security industry and those within this system, which aims to provide a 
safe environment. An integral part of the planning process is the preparation of 
analyzes and forecasts that will help us uncover security reasons and to predict their 
correct position in the emerging process. An important part of security work in private 
practice - is to determine the organization's security policy. Describes a clear 
framework in which we can build the foundations of our system. The activities of 
security management will be crucial in this respect, because the whole planning 
system drive and also responsible for the entire process. The practical part will be 
given the situation faced by the organization in the field of private practice. Its task is 
to assess the security risk to the organization and make a safety plan. This procedure 
creates a security management team 

2 Security Planning 

The essence of security planning in the commercial security industry is to create 
a scientifically substantiated program activity systems apparatuses commercial 
security industry in order to achieve the objectives. 

All methods and procedures, which we describe below, are directed to complete 
the decision-making process in the comprehensive safety expertise, ie to build a 
comprehensive security plan for the organization and its detailed elaboration in the 
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form of the security project. The scope, complexity, preparation and assembly of the 
project is directly dependent on the size and complexity of the planned target. We 
deal with the issue of comprehensive security organization, it is to us is primarily a 
comprehensive security project that will include a number of sub-goals. Its 
completion will need to be more involved, within it will be dealt with more tasks and 
some even simultaneously, which requires high demands on the coordination of 
individual activities. The security plan (project) is characterized by a significant 
aspect of achieving the specified targets. At the moment of achieving the objectives of 
the plan (project) ends. Safety projects similar to other types of projects are 
characterized by some distinctive features, this usually involves the following main 
features: 

 
• Projects have well understood and defined objectives, 
• Projects include clear deadlines for their completion, 
• They contain a set of activities linked interrelationships, 
• To implement the allocated resources (in the form of budget), 
• Contains lists of staff responsible for project implementation, 
• Implement a rule project teams (their performance cannot be ensured only by 

man), 
• The role of planning, 
• Security selection and setting goals, 
• With the help of planning searching more effective ways and means to 

achieve these objectives, 
• With a schedule that specifies the required amount of forces and means to 

achieve them, and also to determine the optimal ways to deploy forces and 
equipment, 

• Using the Plan provides coordinated all articles and items of commercial 
security industry. 

 
At the beginning of the project is the question of defining the objectives of the project 
- it is absolutely necessary condition of each plan. If no target is set, we have nothing 
planned. The target must be determined and expressed clearly and unambiguously. 
Clearly, in the sense that it cannot be mistaken for any other purpose and understood 
in the sense that anyone who is on the plan and its implementation will be involved, 
he will understand. The project must also be measurable - only if it can qualify (for 
example, to mount the cameras in the house 7 A.) Alternatively, the possibility of 
achieving only two states yes/no goal fulfilled/unfulfilled goal. The formulation 
should not be too general, such that it increases the overall security organization. This 
formulation does not contain enough information that would guide the incorporation 
of the project. It is a proclamation without liability, rather than the intended target. 
The aim should ml be defined more precisely as the aim of the project is a 
comprehensive security organization in the field of information, technical, 
commercial spaces, and administrative personnel in accordance with the requirements 
of the law on classified information. Thus defined, the objective is to identify and 
understand all the workers involved. It's about the fact that the organization has met 
the safety conditions, requiring Act No. 148/1998 Coll., On the protection of 
classified information. Formulation of the planned goal, however, the results of 
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previous activities of the organization, respectively. Implementation of security 
expertise. In the beginning there seems to be a problem in the security field that 
organization wants to address. The reasons for this vary, but it is important that the 
organization intends to formulate the problem and solve it. The problem may be, for 
example the fact that the organization wants to participate in competitions and receive 
important government contracts, but where is the law determined by the condition that 
the organization must have a confirmation of the NSA security clearance. The 
organization is therefore faced with a problem that must be addressed. The outcome 
of the decision will be that it will solve the problem on your own, or whether the 
whole thing, or a specific stage left to supply a professional company. In this case, we 
will help subjugation problem analysis and synthesis, after which we obtain a certain 
level and deepen our knowledge of the problem. The result of this cognitive process 
will identify the current state of the level of security in relation to the already 
formulated problem. On the basis of relevant experts work out a solution to the 
problem, and usually in more variants. At the same time specify the original 
formulation of the problem, because it is under the influence of acquired knowledge 
can be amended. For example, it turns out that after the technical security of the 
organization is ensured in accordance with the requirements of the law, but the regime 
measures are not sufficient and are not observed. Based on the analysis of security 
flaws are discovered, specify a task that must be resolved. In our example, we then 
talked about the conditions of the relevant law in the area of lifestyle changes. Forms 
and methods of addressing these identified shortcomings are reflected in the existence 
of several proposed alternative solutions. On the basis of the variant-usually senior 
management of the organization - after studying decide which of the alternatives will 
undertake. The chosen solution is then a springboard for a final, accurate and 
understandable formulation of the planned target. Results for formulating the 
objectives of the plan are therefore the conclusions made by security expertise, to be 
more precise, security analysis. In addition to the security analysis has the final form 
of the project objectives a significant impact safety forecasting and security policy of 
the organization. 
Design has developed its techniques can be successfully applied to designing security. 
We talk about techniques to assist in the organization of the project and during its 
implementation. 

• Gantt chart, 
• A network diagram and its body diagram PERT, 
• Critical Path Method. 

 
2.1 Gantt chart 
 

In its principle, it is a very simple and effective method. Diagram shows a 
summary of the various activities, the time required for their implementation and 
mutual temporal relations between them. Each task in this diagram is indicated as a 
horizontal bar. Individual tasks are shown below, and between them are created 
graphically links that show, for example, that a certain task cannot begin before the 
end of the task, etc. All other tasks in the form of strips are placed below the 
horizontal time scale, from which we can easily subtract when a specific task has a 
start and end, respectively. in which at least has to be done. Diagram is preferable to 
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use the display duration of each activity and the overall project than the expression of 
mutual relations. This seo excellent control tool to determine the status of each task in 
time. 
 
 
2.2 Network graph 
 
It contains all the necessary information for the management of the project. Typical 
elements of the network graph nodes and connectors. Each node in the form of a 
small circle represents the point in time - commencement or termination. The activity 
is expressed by a straight line - a line that connects two nodes. When pronouncing a 
network graph, it is necessary to keep some general rules: 

• The graph must have a beginning and an end node, 
• Each node (except the initial) must be preceded by at least one activity, 
• Each node (except the end) must be followed by at least one activity, 
• Any two nodes may only link one activity. 

When drawing a graph, it is necessary to adhere to certain conventions applicable to 
imaging. For example, the start and end node are not shown as circles but as 
diamonds, etc. The network graph is for the use of project management useful if it 
includes, in addition to the aforementioned full range of activities (tasks), time 
information, the earliest possible completion of activities required no later than 
completion of all activities and identified critical path network diagram. 
 
2.3 PERT diagram 
 

It is a variant of a network graph. Unlike conventional network graph, requiring 
strict interconnection of all the tasks among themselves at the cost of using a zero-
length (so called dummy activities), PERT diagram may not display links to summary 
tasks, subtasks. 

The critical task is one that is critical to the completion of the project. In other 
words, such a delay will jeopardize the fulfillment of the project as scheduled. In 
terms of duration of the activities are non-critical tasks those that have some slack and 
critical ones that do not have any slack. The critical path begins at the start node and 
ends at the final node. Its length is equal to the sum of the duration of critical tasks 
and specify the length of the project. Critical Path Method is standard in managing the 
project for the identification of critical tasks. The basis of a mathematical model 
taking into account the relationships between tasks, their duration and any limitations 
on the availability of their resources. This method is used primarily for determining 
the start and end date of each task. This method developed in the 50s by DuPont & 
Remington Rand Corporation. 
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3   Security policy 

Organization's security policy is a summary of the responses of top management 
mainly on three questions: 

• What is safety organizations do and why, 
• What are the objectives in the field of organization wants to achieve, 
• How to manage different business activities and which will be followed by 

measures to achieve the objectives set. 
For effective functioning and effective enforcement of security policy of the 
organization is essential that all policies and measures were expressed in written form. 
Document security policy has the character of a general plan of security organization 
and has a very general character. Based on the sequence of the overall interests and 
objectives of the organization indicates that the security policy must be subordinated 
to the general strategic plan of the organization. It is for this reason that the security 
policy is only one segment of the overall activities and is also a critical activity. The 
statements in the document security policies are general-occupying the whole breadth 
of the issue within the organization and as such cannot be used without further 
elaboration for direct implementation. Effectively determine the policy and 
procedures for further action organizations in the area. Security Policy or the general 
policy of the organization cannot be confused with the vision of the organization. This 
vision is rather basic definition because of its existence and is usually expressed in 
very general terms. The foundation stone for the formulation of general security 
policy is the overall strategy of the organization, therefore, cannot be excluded that 
the security policy comes into conflict with the interests of the general policies of the 
organization. For example, the economic objectives of the organization and the 
security objectives of the organization are not usually completely identical to each 
other and may not always support. Still, it would therefore safety objectives should be 
open and sub-economic objectives. Along with the above mentioned issues by the 
security policy document should be answered in the next series of questions: 
• Who is responsible for the fulfillment of the conclusions security policy? 
• What is the time horizon for achieving the objectives of security policy? 
• How will the security policy put into practice? 

• What are the security policy subject to the requirements in terms of cost-
effectiveness? 

• How will compliance with the principles and objectives of the security policy 
enforced or sanctioned in case of violation? 

To clarify the connection with a safety project is to be noted that security measures 
concretization project is a detailed plan of implementation of the principles and 
objectives set security policy. Security project is therefore unlike security policy very 
specific and detailed, focusing on every detail including the monitoring of 
implementation costs. The issue of security organization is very broad and focuses on 
three key areas: people, property and information (interests). The issue of these three 
areas will also address also the general security policy of the organization. Each area 
that is subject to the security interests of the organization formulates as if it were a 
separate security policy: 

• Area Personnel, 
• organizational and administrative, 
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• Protection of property (building security, property protection policy, the 
policy of protection of intangible assets), 

• information systems, etc. 
Although there is an internal division document security policies according to the 
above criteria remain the formulation of measures and policies in general and its 
detailed elaboration is left to the individual projects. One of the cornerstones in the 
formulation of basic safety principles of organization's security policy is a principle of 
general policy organizations that form the framework for the formulation of inviolable 
principles of security policy. As already mentioned, in case of conflict between 
security objectives and general policies should be given to the policy objectives. In 
certain exceptional circumstances, it may be accepted that the objectives of security 
policy will have to be performed against the will of the organization, including 
outside the framework of the general policy and therefore will operate retroactively to 
the formulation of general policy principles of the organization. General principles 
will have to be corrected, for example through the adoption of laws, complying with 
safety within the organization some steps that affect originally formulated general 
policy of the organization. Among other statements of the principles of security policy 
are external factors - those outside the organization. Organizations such effects their 
actions can not affect, or only partially, may be for example the discussion of the 
upcoming law, etc. It is the legislative activity of the state, the existence of different 
contractual relationships affecting the organization, competitive environment. These 
are mainly international agreements, or contracts between business entities. These 
external factors pose barriers to organization's security policy. Another milestone for 
establishing the principles and objectives of the security policy are internal factors, ie 
internal barriers stemming from the possibility of the organization itself and generally 
an organization can influence with their actions. We are talking about the economic 
potential of the organization, its organizational structure, management level, the level 
of staffing organization, on a technical level, also on the level of internal 
communication, etc.. Both external and internal influences have contributed to the 
formulation of general policies of the organization. Strictly in terms of knowledge and 
understanding of the effects of their importance for the functioning of the 
organization. Within the formulation of security policy will be subject to re-analysis 
in terms of criteria other than in the formulation of general policy. The criterion for 
their exploring and understanding their impact on safety organizations will be safety 
considerations. By examining the external and internal circumstances and a targeted 
process knowledge (analysis, synthesis, prognosis) will meet again in search of 
answers to specific questions in the context of solving specific security problems - 
tasks of the organization. Security policy is a general plan of organization in the field 
of security and thus contains the ultimate goal of a particular term. Therefore 
continues to exist at the time the targets. It is not a project which would be completed 
at the time of its fulfillment. The objective of the safety policy is to achieve a certain 
level of respect and safety organizations. Interests of the organization and the state 
level, which will take in the future and will be a permanent part of the general strategy 
of the organization. Security policy is therefore to be understood as a continuous 
process, the content of which is permanently defined security policies, actions and 
needs of the organization in achieving the overall policy of the organization. Security 
policy is a compromise - often painful, between what the organization in terms of 
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security, on the one hand wants to can and may, on the other hand, does not want and 
cannot do. 

4   Summary of security policy as a means of security planning 

Development of safety analysis, safety prognosis, namely for security project 
(expertise) is influenced by the organization's security policy that: 
A) Based on: 

• existing laws and their direct application or indirect application through 
corporate normative acts, 

• Speciality security requirements to ensure the security interests of the 
organization set its direction, 

• Imagine the Company's management on the desired protection method: 
• the company's own protection (security services, etc.), 
• the supply (private security company), 
• Alternatively, as proposed by the expert, 
• Economic opportunities and willingness to protect the safety of funding 

organizations. 
B) characterizes 

• The method and solution procedures to protect the safety of the company, 
• Time Conditions solutions, 
• Financial terms of the solution, 
• Principles of emergency planning and incident resolution, 
• Methods of protection of the safety of the company, 
• Methods and ways of management, organization, coordination and control to 

protect security organization. 
The development of security analysis and the ensuing security forecasts that we 
describe in the following pages, eventually must necessarily depend on security 
planning. 

 

5   Security Analysis 

Collected and collated information process analysis process. Safety analysis can be 
characterized as a method of knowledge where the essence is the gradual division of 
the whole into parts, the study of these components and their interrelationships. It is a 
cognitive method, in which we proceed from the general to the specific. A general 
view of the issue provides general knowledge and researched object incorporates us 
into the surrounding environment, and tells all about its external ties, the gradual 
change of focus view penetrate below the surface of the investigated object and unveil 
to us the fact at first sight unseen. It is a part of the whole and the links between them 
- often unsuspected patterns and mechanisms of their functioning or malfunctioning. 
In order to reach the objectives and purposes of the analysis, we can not stop at a 
simple breakdown of a whole into parts and focus on detail. It is necessary to detect 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 67



these relationships between the respective parts, mechanisms and patterns of their 
mutual functioning. The process by which this can is called synthesis. In developing 
this process, we compose individual parts back to the whole, but we need to 
understand the different linkages - between the whole and its parts. At the time 
correctly performed the synthesis, we can answer questions such as why a process 
works and how it works; why the operation was successful or unsuccessful, whether 
security measures are able to perform tasks that are placed on them, etc. The analysis 
and synthesis are closely linked, at first glance contradictory, but there is a 
harmonious balance between them. In the human subconscious are often associated as 
one method at a time. If we continue to talk about the analysis, safety analysis, we 
must always bear in mind and then use the second method - synthesis. 
 
5.1 SWOT Analysis 
 
Among the advantages of SWOT analysis include the ability evaluation of the current 
and future state, which simplifies and clarifies choosing the most effective measures. 
Helps to improve the functioning of the security organization, provided that security 
personnel are able to correctly identify and understand the importance of internal 
weaknesses and external threats. This analysis can be repeated as often as men to be 
here frequently updated and may reflect changes in the internal and external 
conditions, particularly in terms of security organizations. 
 
 
5.2 PEST Analysis 
 

Like SWOT analysis was named the composition of the initial letters of the four 
words that characterize the subject of analysis. It is the political, economic, social and 
technology - on these areas is directed exploration. Analysis of events and trends may 
in these areas management to provide information about the surrounding environment 
in the wider context including likely future trends. By applying this method to the 
safety organization must narrow width examining only those events and trends in 
those areas that are or may be relevant to the organization's security. For professionals 
of the security industry, should be the method using a base that allows them to orient 
themselves in the field. It should not be created just for that contract, but insisted on a 
general level. Knowledge of events and trends in various areas - affecting the safety 
organization - is a precondition for quality professional level of organization 
providing security services, particularly in the area of security consulting. 

. Negative social movements are accompanied by their negative movements in 
general crime, it is a fact that we have to pay attention. This may not be the rule that 
the negative trend in the social organization always acts in a negative contribution to 
its security. The fact increase unemployment can lead us to reflect on the larger crime, 
and subsequently increased threat of theft of assets of an organization, and therefore 
need a more thorough physical security security guard. By this reasoning, we could 
use, for example, unemployment high school and university personnel within the 
organization to ensure safety and improve the quality of its security. In order to 
improve the social and working conditions of the legislature can determine the 
maximum possible number of overtime hours. It is very likely that in terms of 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 68



physical security deployments will need to consider the existing distribution service 
guards, and it is conceivable that the organization will make the recruitment of 
security personnel, or change the terms of a security agency which supplies these 
services to us. Such amendment of the law may be at first sight less important, but as 
a result may strongly affect the organization. 

 
 

5.3 Pareto analysis 
 
It is the most well-known quantitative techniques to assist management in analyzing 
commonly causes which stands for the consequences of uses. These are very 
complicated, but also not very precise technique. The mastermind of this technique is 
Wilfred Pareto, an economist from the 19th century, when examining population in 
Italy noticed that 80% of the property is owned by only 20% of the population. This 
technique can also call the 80 / 20th It was found that this rule finds application in 
many areas of life. In the field of economics, we can express in words the rule: 20% 
of the effort produces 80% effect - then the analysis of the causes, the consequences 
for the 80% is 20% of the causes. Due to its simplicity, which can be applied to the 
research problem, this method is applied in the processing security analysis. It focuses 
on the relationship between cause, effect and ability to express these relationships in a 
quantified form. The construct is necessary to quantify and sort in descending order 
according to certain criteria that you specify. For example, it may be a frequency or a 
range size consequential damages etc. Trace a vertical axis such cumulative relative 
frequency causes a percentage and the horizontal axis the incremental contribution to 
the overall effects as a percentage. 
This analysis is a method that would help us solve everything-it can be used on almost 
every issue, but it can not be applied to all problems simultaneously. Individual 
problems should be analyzed separately. The main benefit of this technique is that it 
shows us where to focus our attention. Other improvements in the development of 
analysis can be modified using the analysis of the degree of risk, including 
representation in crisis nut - This method is used in the field of crisis management. 
Analysis of the degree of risk giving opportunity to find out what is the probability 
that there will be some crisis or conflict, and what will its effects (consequences) 
when you actually occurs. Here it is very important to determine the precise working 
steps in the first phase should be possible crises or conflicts name. In the second 
phase it is necessary to define the period considered, because with increasing length 
of the period increases the likelihood that a crisis occurs. The hardest part of the third 
phase is to determine the degree of probability. You usually use a subjective 
assessment based on our experience. 
Maximum likelihood is represented by the 1,0 - ie certainty that crisis occurs, the 
predicted period. In the fourth phase, the effects of the crisis, because the effects can 
affect many areas of the organization, we are mainly interested in the area of security 
organizations. During the work with this method of use forms prepared to help 
illustrate graphically and writing anecdotal evidence, such as the scheme for 
determining the period, Scheme positioning outbreaks crisis in the matrix. In the last 
fifth phase must be prepared to write the evaluation form and the final transfer into 
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the matrix. This matrix represents graphically the entire area of a rectangle divided 
longitudinally and vertically to a total of nine fields. 
This method allows us to perform an analysis of the effects of various crises on the 
entire organization, so only the organization's security system, or part thereof. 
Languages such as technical security and the security of information systems, etc. The 
cross is necessary to define and describe - it must therefore be cooperation analysts 
selected by the organization. Work on crisis situations with which an organization 
may encounter in their activities is a prerequisite for conflict development 
organization in the future. We may also encounter cases where emergency planning 
and preparation for future crises or emergencies is the responsibility of that 
organization imposed directly by statute. It would be here on the obligation to prepare 
an emergency plan object protection by the NBU decree No. 339/1999 Coll. The 
object security. 
 
5.4 Event Tree Analysis (ETA) 
 
The method shows a possible end states of emergency that followed the initiating 
event. Event tree analysis considering the response of safety systems and operators in 
the initiating event and the likely end state of this accident. The result of the analysis 
of ETA are accident scenarios, a set of faults or errors that lead to an accident. These 
results describe the possible end states of emergency by a sequence of events 
following the initiating event. This method is suitable for the analysis of complex 
processes that have several levels of safety systems or procedures for emergency 
response appropriate to the specific initiating event. 

6   Conclusion 

Security planning has in its portfolio a huge range of activities, which cut several 
branches of human activity. Were mentioned and described all the essential starting 
points for planning activities should influence those that connect to it. Description of 
the method were taken more technological direction because technical issues in the 
design is concerned more with the area of security planning. Among the sub-steps of 
the safety plan also includes security policy, which is another very important activity. 
Many companies, however, until now no such concept have developed. It is not 
necessary to wait until the first incident, but security policy should be applied 
preventively. However, this is an excellent resource on which you build an entire 
system of security. The essence of planning is also creating several options for 
learning the direction of where to draw the planning. For the organization, this means 
surround yourself with a good team led by a qualified security manager. The security 
for the organization through planning and expertise for risk assessment processes 
procedures to minimize these risks. 

  

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 70



References 

1. Lukáš Ludek et al. Safety Technology, Systems and Management II 1st edition Verbum, 
Zlín 2012 ISBN 978-80-87500-19.4 

2. Pile M. et al. : Critical Infrastructure Protection in the Czech energy sector in 2014 1st 
edition ISBN 978-80-7385-144-6 

3. Fuchs, Paul and Vališ, David: Methods of analysis and risk management. Technical 
University of Liberec, Liberec 1st edition, textbooks. 

4. Grasseová Monika, Bohumil Brecht: Effective decision making: analyzing decision-making, 
implementation and evaluation. . 1st edition Edik Brno 2013, ISBN 978-80-7454-312-8 

5. Kerzner, Harold C.: Using the Project managemant Model: Strategic Planning for Project 
Management. Second edition 2005 ISBN 978-0-471-69161-7 

6. Yeates, Donald and James Cadle: Business analysis 2nd edition London, Britisch Computer 
Society 2010 ISBN 978-190-6124-618 

7. The first method of analysis FTA. I kvalita.cz: Portal sampler, available at: http / 
www.ikvalita.cz 

8.  QM Profi: Event Tree Analysis (online), available from http: / www.qmprofi.cz / 
9. National Safety Counsil: Safety Management Systems 2014, available from: 

http:/www.nsc.org./safety _ work 
 

 
 
 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 71

http://www.ikvalita.cz/�


Setting a method of determination  

of “Fire for Effect” firing data 

Martin Blaha, Ladislav Potužák, Milan Kalina, 

 

Department of Fire Support Control, 

University of Defence, Kounicova 65, 

662 10 Brno, Czech Republic 

martin.blaha@unob.cz  

Abstract. This paper is focused on setting a method of determination of Fire for 

Effect firing data in the perspective of automated artillery fire support control 

system. Artillery units of the Army of the Czech Republic, reflecting the current 

global security neighborhood, can be used outside the Czech Republic. The 

paper presents problems in the process of complete preparation, from results 

arising from creating a fictional auxiliary target; by using an adjustment gun; 

Abridged preparation and Simplified preparation. The paper presents problems 

of current Artillery communication and information system and suggests 

requirements of the future system. 
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1   Introduction 

Fire There are several ways to set firing data for Fire for Effect (FFE) of artillery 

units. They differ in accuracy and terms, which permit us to apply FFE. For FFE it is 

important to decide the most accurate way of setting the firing data in every situation.  

This decision making action was provided by artillery commanders during training 

activities, where they generally had only instruments and information, which usually 

resulted in one and the only way of setting firing data for effective fire. While using 

Artillery Fire Support Control System (ASRPP-DEL) it is necessary to define specific 

terms for setting firing data for effective fire by different means. 

Firing data for FFE can be set by these methods: 

 Complete preparation – Accurate Predicted Fire (APF); 

 By results from creating fictional auxiliary target; 

 By using an adjustment gun; 

 Abridged preparation; 

 Simplified preparation. [3] 

Terms and Conditions which permit the subsequent FFE are available in the 

publication Pub-74-14-01 Pravidla střelby a řízení palby pozemního dělostřelectva. 
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This chapter defines conditions by which ASRPP-DEL sets the way of FFE firing 

data computation. 

2   Accurate Predicted Fire 

The Complete preparation (APF) is the way of setting FFE firing with such 

accuracy that adjustment of fire is not necessary. This is the key to achieving the 

effect of surprise. Due to this reason APF is the main way of setting firing data for 

effective fire. For calculation of data using complete preparation these measures have 

to be included: 

1. Topographical-geodetically preparation; 

2. Reconnaissance and target detection; 

3. Meteorological preparation; 

4. Ballistic preparation. 

These conditions are mentioned in Scheme 35-The way of setting firing data for 

complete preparation, Complete preparation. 

2.1   Topographical - geodetically preparation 

Fire schedule will determine basis for tactical command of firing, especially choose 

of the unit which will lead the firing, time of fire, in case of need signals for start or 

end of fire Publication Pub-74-14-01 Pravidla střelby a řízení palby pozemního 

dělostřelectva sets terms and conditions of topographical-geodetically preparation for 

complete preparation as follows: 

- Fire position coordinates have to be set geodetically by using GPS, 

topographically by using a map of geodetically data and using instruments or 

topographical connector.  

- Orientation bearings to aim guns have to be set gyroscopically, astronomically or 

geodetically and by switching a bearing by simultaneously aiming on luminary object 

or by directional order and magnetically including calculation of compass 

rectification set in 5 km distance from fire positions and for leading set KPzP 

including calculation of correction of device for set place. [3] 

These conditions have to be perfectly known and applied by members of 

reconnaissance teams. These members have to mark an accuracy of gained 

coordinates and orientation bearings in “Sketch of topographical-geodetically 

positioning” (Basis for topographical-geodetically preparation for ASRPP-DEL, 2 

Content of “Sketch of topographical-geodetically connection”) [1].  

On the basis of setting coordinates and orientation bearings, accuracy standards for 

mentioned ways and technical possibilities of current instruments, it is possible to set 

maximal norms of accuracy for setting angle coordinates on the value of 40 m and 

orientation bearings on the value of 3 units of artillery quantity (dc).  

However there is one question remaining. Are topographical connectors, which are 

currently included in equipment of artillery units, able to reach this accuracy and in 

which conditions? In rules of fire from 1992 use of this topographical connector was 

restricted by length of marching axis (axis of march) for maximum of 3 km. This 
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distance, by the mistake of 3% of driven distance set by technical parameters of the 

instrument, represents a total mistake up to 90 m. But in publication Pub-74-14-01 

there is no restriction for marching axis distance. From the reason of securing an 

accuracy of artillery units fire and so its efficiency, it is useful to cut out a regulation 

about setting angle coordinates and orientation bearings using topographical 

connector from conditions for complete preparation until any instruments will be able 

to reach standards for topographical-geodetically positioning. 

2.2   Reconnaissance and target acquisition (TA) 

Fire Publication Pub-74-14-01 Pravidla střelby a řízení palby pozemního 

dělostřelectva sets, that for complete preparation target coordinates must be set with a 

maximal probable circle mistake of 50m. This is conditioned by carrying out the 

following requirements: 

- Targets must be found in bounds of effective range of artillery (TA) instruments 

(DPz). 

- Reconnaissance emplacement has to be desired geodetically, by GPS or 

topographically via a map and by using instruments or by using navigation 

instrument. 

- Orientation bearings have to be set gyroscopically, astronomically, geodetically 

with possibility of switching a bearing, or magnetically including rectification of 

compass set in the distance of 5 km from emplacement. [3] 

The term “effective range” of instrument is not defined anywhere. But it can be 

characterized as a distance at which it is possible to reliably acquire the target data 

necessary for artillery fire. Technical range of artillery TA optical instruments is 

mentioned in the table 1. However, acquisition of targets at the instruments maximal 

technical range is unreal, since above 10 km it is not possible to precisely identify 

objects. That means unreliable determination of target (if the target is a person, 

animal, civilian or a soldier, military or civilian vehicle, etc.). This is given by optical 

attributes of instruments (mainly magnification) and by possibility of “detection” of 

object by using optical instruments mentioned in table 1. It is necessary to bear in 

mind that detection means discovering the object (a person, personal vehicle, 

helicopter, etc.), not its determination. So it is necessary to count with an effective 

range of current optical instruments used by artillery units on its effective range up to 

10 km. In the case when new artillery TA instrument is established with such 

attributes, which allow this instrument to identify targets on distance above 10 km, 

this instrument will have to meet more strict norms on orientation accuracy so that 

spatial norm for determination target coordinates will not be exceeded. 

The mistake for setting coordinates of emplacement for PdPK Sněžka using 

navigation instrument is 0,2% of the driven distance. This means, 20ms fault of 

10kms movement. A probable mistake for setting the target coordinates by using a 

radar type SCB 2130 L-2 is 10 m in a distance and 2 units of an artillery quantity in a 

direction. The mistake in distance is constant and this accuracy is invariable with 

increasing distance. The mistake in direction increases with increasing distance and at 

the distance of 15 km the mistake is of 30m. In a case where PzPK is moving on a 

distance of 10 km, the setting of target coordinates accuracy for complete preparation 
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for targets in a distance above 15 km would not be allowable. If the PzPK 

emplacement position determination is more accurate and it is set on a value of 0,1% 

of driven distance, the target coordinates determination accuracy will be allowable for 

the target distance up to 20 km. From the mentioned dependences it is possible to 

deduce a relation for calculation of maximum target distance from an emplacement 

for PzPK Sněžka: 

dp = ½ [50 – (0,002 x dpř)] 

where: 

dp observer distance; 

½ constant, invert value of probable mistake for setting target coordinates using 

radar type SCB 2130 L-2 in direction (2 dc); 

50 constant, characterizing maximal mistake for setting target coordinates in 

direction in meters, which results from maximal probable circle mistake for setting 

target coordinates; 

0,002 constant, characterizing a mistake for setting emplacement for PsPK Sněžka 

coordinates using navigation instrument (0,2 %); 

dpř movement distance before taking observer emplacement by PzPK Sněžka in 

meters. 

 

A calculated observer distance (dp) is possible to take for an effective range of 

radar SCB 2130 L-2. 

The probable circle mistake for setting target coordinates, detected by radar 

ARTHUR in range of its technical possibilities, is 50 m including mistakes of its own 

positioning, which meets the requirement for APF. Effective range of radar ARTHUR 

is identical to its technical range. [2] 

The accuracy of artillery TA instrument positioning (setting coordinates) is defined 

with table T-2.1 in publication Pub-74-14-01. From this publication it is clear that the 

artillery TA emplacement has to be pinpointed with the same accuracy as gun firing 

positions. This means, up to 40 ms in length and 3 units of artillery quantity in 

orientation direction. 

In the case of compliance with the mentioned requirements, the conditions for 

determining target coordinates for APF are met. An artillery observer has to count on 

described values (target coordinates determination accuracy and artillery 

reconnaissance instrument positioning) and in the case of call for fire (CFF), 

according to CFF in ASRPP-DEL, he will declare information “accurate” or 

“inaccurate”, mentioned behind the figure target position. 

2.3   Meteorological preparation 

Fire Publication The publication Pub-74-14-01 Pravidla střelby a řízení palby 

pozemního dělostřelectva determines that for complete preparation, meteorological 

conditions have to be determined from meteorological message METC, METEO- 

-STŘEDNÍ or METEO-STŘEDNÍ PŘIBLIŽNÁ. All these messages have to comply 

with spatial and time validity. 
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METCM is valid for distances up to 50 km and for a 4h time period. Nevertheless 

in the message is stated time validity, which has to be considered in the case where 

the time period is shorter than standard validity of 4 hours.  

 

Table 1.  The range of reconnaissance instruments 

S.n. Instrument Parameter Value Note 

1 Infrared camera  

SOPHIE 

Range (target 

detection): 

- person 

- tank 

- helicopter 

 

3 km 

9 km 

11,5 km 

IPzS LOS, KPzP  

2 Laser range-finder  

HALLEM II 

Range 50 – 15 000 m IPzS LOS, KPzP 

3 Night vision KLÁRA Range 2,5 km KPzP  

4 Laser range-finder 

VECTOR IV 

Range 4 km KPzP 

5 Day overview camera Range (detection) 

target: 

to 5 km IPzS LOS 

6 Day aiming camera Range (detection) 

target: 

to 10 km IPzS LOS 

7 Infrared camera  

TD 92 B2 

Range (detection) 

target: 

to 9 km PzPK SNĚŽKA 

8 Laser range-finder 

MOLEM 

Range 20 km PzPK SNĚŽKA 

9 Radio locator SCB 

2130 L-2 

Range (detection) 

target: 

- person 

- tank 

 

9 km 

33 km 

PzPK SNĚŽKA 

10 Laser range-finder 

LPR-1 

Range 20 km Substitute 

reconnaissance 

instrument (by 

PzPK SNĚŽKA) 

11 Radio locator 

ARTHUR 

Range: 

mortars, 

guns, rocket 

launchers,  

tactical rockets 

launchers 

 

20 km 

30 km 

40 km 

 

 

 

METEO-STŘEDNÍ is valid for distances up to 10 km and for a 3 hour time period, 

or the distance up to 35 km and for 2 hours’ time period. METEO-STŘEDNÍ 

PŘIBLIŽNÁ is valid only for division units, whose meteorological squad created this 

message and it is valid for 1 hour time period. All these norms are valid for stabilized 
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weather conditions. ASRPP-DEL has to have available actual local time and overview 

of the real deployment of units, placing a great emphasis on fire positions. From 

meteorological messages the system gathers information about meteorological station 

position, about the time of processing the message and about its validity. On a basis of 

these mentioned entry data ASRPP-DEL automatically provides an overview about 

actuality of meteorological message from the time and space point of view. In a case 

where the time of the end of validity of the message is coming up (e.g. 30 minutes 

before the end of validity), it automatically sends a signal to starting probing. 

2.4   Ballistic preparation 

The publication Pub-74-14-01 Pravidla střelby a řízení palby pozemního 

dělostřelectva determines that ballistic fire conditions have to be set, especially total 

change of beginning projectile speed. This means that for meeting conditions for 

complete preparation it is necessary to determine distance correction for: 

- total change of muzzle projectile speed; 

- change of propellant temperature; 

- cartridge case of Czechoslovakian type (alternatively of the other, newly 

established type); 

- unpainted projectile. [3] 

Into weapon set individual corrections there is included distance correction for 

projectile weight change. 

3   Fictional auxiliary target creation – Registration fire 

According to the results of fictional auxiliary target creation (FPC) it is possible to 

determine data for FFE with such accuracy, after which it is not necessary to adjust 

fire. At the same time the following restrictions have to be met: 

- observer distance of created FPC cannot exceed artillery reconnaissance 

instruments technical possibilities (table 1); 

- adjusted distance and direction corrections can be used only for projectiles with 

the same table corrections for fire conditions changes; 

- time period of validity for values, determined by fictional auxiliary target creation 

is up to 3 hours; 

- switch of fire by simple method can be used in the case of  high-pitched trajectory 

fire, if the difference between the fictional auxiliary target bearing and eliminated 

target bearing (switching angle) equals 300 dc or if it is smaller than 300 dc, and if the 

difference between fictional auxiliary target topographical distance and eliminated 

target topographical distance equals 1 km or if it is smaller than 1 km; 

- switch of fire by coefficient of fire method can be used in the case of flat and 

rounded trajectory, if the switching angle equals 300 dc or if it is smaller than 300 dc, 

and if the difference between fictional auxiliary target topographical distance and 

eliminated target topographical distance equals 2 km or if it is smaller than 2 km. 
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4   The application of an adjustment gun 

A publication Pub-74-14-01 Pravidla střelby a řízení palby pozemního 

dělostřelectva establishment results in a statement that fire data for an effective fire 

can be determined by using an adjustment gun, if the fictional auxiliary target is 

created by one of guns of the whole battery and if a discrepancy between platoons 

(batteries) master guns and a battery master gun, which created a fictional auxiliary 

target, is known. [3] Use of ASRPP-DEL suppose directing fire from distracted fire 

positions and therefore from the one fire position area. And so these tasks are not 

performed by fire batteries but by a specific number of guns, which can be considered 

as one compact unit. In this case it could be possible to determine firing data for FFE 

by switch of fire from a fictional auxiliary target.  

The determination of firing data by using an adjustment gun could be considered as 

a good idea, if the subordinate task force will have an assigned fire unit, which would 

take a different fire position than other battalion fire units.  

This situation may happen in a case when it is necessary to support a task force 

which is performing tasks on its own direction, this means in an area where the fire 

cannot be directed from the main fire position area because of too long a range of fire. 

Then it is excluded that units from the main fire position area and assigned fire units 

could conduct fire into the area, where they could use results of a fictional auxiliary 

target creation by the second fire unit.  

The distance between fire positions is also very important. However, the 

publication Pub-74-14-01 does not set results of fictional auxiliary targets’ validity by 

using an adjustment gun in terms of mutual distance between units, which created a 

fictional auxiliary target and which will use all the results for the determination of fire 

data for an effective fire. For a case where it could be possible to use an adjustment 

gun to determine fire data by a unit located in another area, the determined process is 

represented in a scheme - The way of setting fire data for an effective fire, an 

adjustment gun. [1] 

ASRPP-DEL by this way, mentioned above, finds a value of a discrepancy 

between all of the guns and a master gun, which had created a fictional auxiliary 

target. Then this value is multiplied by a table distance correction for the 1% change 

of a beginning projectile speed for the specific projectile, filling, topographical 

distance and the final value is added to adjusted corrections for a fictional auxiliary 

target. By this action we can get calculated distance for a target to engage. Calculated 

direction (calculated side divergence) is obtained by a sum of topographical direction 

(topographical side divergence), adjusted direction correction and the difference 

between derivations on an eliminated target and derivations on a fictional auxiliary 

target. 

5   The Abridged preparation 

In the publication Pub-74-14-01 it is mentioned that fire data preparation is 

considered as an abridged preparation, if any of all conditions are not met, or if there 

is data gained from a fictional auxiliary target creation used for a setting fire data and 
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if these data are from 3 to 8 hours old. [3] In these cases, fire data for effective fire 

have to be set by adjustment fire. A decision-making process for considering 

achieving conditions is represented in a scheme - The way of setting fire data for an 

effective fire, using a complete preparation and according to results of a fictional 

auxiliary target creation. [2] 

The fire data for effective fire set by abridged preparation can be used for effective 

fire without any adjust fire, if that fire is led by a battalion on a multiple target with a 

purpose of “Scotch”, where conditions for complete preparation are not met within a 

maximum of two points and at the same time these borders are not overstepped: 

- fire positions coordinates are set topographically from the map of scale  

1:50 000 and by using instruments; 

- orientation bearings are set magnetically including the calculation of a compass 

correction, set in a 10 km distance from fire positions; 

- target coordinates are set by some of the ways mentioned in table T-2.1 of 

publication Pub-74-14-01 with the level of accuracy 1,2 or 3; 

- fire meteorological conditions are set from the meteorological message METEO- 

-STŘEDNÍ PŘIBLIŽNÁ, which is not older than 1 hour and which is used up to 1600 

m height; 

- there is included only the change of initial shell speed, caused by wearing out of 

the barrel, where corrections for changes of all shell ballistic characteristics are 

calculated, which are mentioned in tables for fire. 

For ASRPP-DEL it is necessary for this case to exactly set the number of firing 

guns. From the table T-1.4 from publication Pub-74-14-01 it is clear that the battalion 

can have 2-3 batteries and the battery can have 6-8 guns. This means that the battalion 

can have 12-24 guns. For ASRPP-DEL, a principle can be formulated, that if the 

system sets 12 or more guns for fire on the multiple target with the purpose of 

“Scotch!” and if all conditions from the chapter 5 Abridged preparation will be met, it 

will not be necessary to do an adjust fire for the setting of fire data for effective fire.  

Conditions and variants for setting fire data for an effective fire by abridged 

preparation are mentioned in the scheme -The way of setting fire data for effective 

fire, The Abridged preparation. 

6   The Simplified preparation 

Fire data set by simplified preparation is set extraordinarily for a battery, which in 

the case of ASRPP-DEL means 6 to 8 guns only if it is not possible to set fire data in 

another way. In the case of simplified preparation it is necessary to set firing data for 

an FFE by adjustment fire. 

 7   Conclusions 

It is necessary to separate the rating of meeting the conditions for topographical- 

-geodetically preparation. While mistakes of setting fire positions Cartesian 

coordinates are influencing the fire accuracy constantly with rising distance, mistakes  
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of setting orientation bearings are reducing the fire accuracy proportionately with 

rising firing distance. That is why the requirement on accuracy of setting orientation 

bearings in relation to setting Cartesian coordinates is relatively stricter.  

Conditions for a survey of a target position cannot be rated separately, because 

these conditions influence each other. The accuracy of setting a position of an artillery 

reconnaissance instrument shows itself in the accuracy of setting target coordinates.  

The accuracy of artillery reconnaissance instruments and the accuracy of setting 

artillery TA instrument position is mutually determined. [1]  

This means that the accurate detection of an artillery reconnaissance instrument 

position and the accurate detection of orientation bearings provides a possibility of a 

higher tolerance on artillery TA instruments’ accuracy.  

Contrarily, a more accurate observation instrument provides less accurate 

positioning and orientation. By expression of meeting requirements of accuracy for 

setting fire data by complete preparation in the part of reconnaissance and target 

detection the information from the artillery observer about accuracy of setting the 

target position is “accurate”. Otherwise (the setting of a target position is “not 

accurate”) the adjustment of fire is necessary. 

Processing the data of meteorological preparation can be fully automated by the 

ASRPP-DEL system. The system will have all necessary data and on its basis it is 

able to set the validity of the meteorological message for complete preparation and if 

it is necessary it can also point out a need for starting new probing. 

Using adjustment gun spatial standards of created fictional auxiliary target (FPC) 

validity, depending on distance of units both creating FPC and using FPC results, 

must be set. 

These units will also use these results for setting fire data. Fire data for FFE on an 

abridged preparation basis can be set by adjustment fire or without it. 

For ASRPP-DEL it is necessary to exactly set all conditions for each variant of 

setting fire data for effective fire. 
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Abstract. Transfer function as a kinetic model for tumor cell line, provides, in 
medical research, useful information on the evolution of the cell population 
during the experiment. The presence of a tyrosine kinase receptor inhibitor in 
the cell fraction dynamic process involves a distinct set of parameters specific 
to the process in vitro. The correlation between the evolution of cellular fraction 
dynamics specific to  tumor cell lines, in the presence of an inhibitor, and an 
electric discharge process of a RC (resistor-capacitor) quadrupole calculation 
can be based on the residues calculation specicific to statistical analysis. The 
transfer function is determined indirectly through a complex electronic 
structures: Quadrupole resistor-capacitance RC + Operational Amplifier AO. 
The calculation of such residues permits the validation of the model for the 
dynamics of cell fraction specific to tumor cell line GB9B derived from 
glioblastoma GB under the action of an inhibitor of receptors of tyrosine 
kinases. Such a mathematical model based on the transfer type allows 
highlighting the behavior of a system of type tumor cell line GB9B in the 
presence of inhibitor GLEEVEC.  

Keywords: transfer function, GB9B, GLEEVEC inhibitor, cell line, kinetic 
model, operational amplifier, receptors. 

1   Introduction 

Study on cell lines of action of inhibitors allow the development of complex treatment 
configurations. Tumor cell line is a continuous line that acquires a set of specific 
characteristics that lead mainly to loss of contact inhibition in culture growth without 
the appearance of signs of aging. GB9B tumor cell line is derived from a glioblastoma 
line, GB. 

Glioblastoma multiforme is the most common type of primary malignant brain 
tumors. At this type of brain tumor, one could note the unfavorable prognosis for the 
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patient resulting in average survival / patient for about a year. Even surgery with 
tumor removal above 90%, accompanied by a complex chemotherapy regimen does 
not necessary lead to the elimination of tumor appellants. An explanation could be 
that endogenous tumor cells are the source of new tumor cells [1]. 

On the other hand it seems that EGFR protein occupies a role in the development 
of glioblastoma. It is believed that EGFR protein stimulates cell division, cell survival 
and invasion through its role as a receptor of tyrosine kinase that activates the key 
oncogenic pathways. Since EGFR disorders arising in cases of glioblastoma is 
inferred to EGFR inhibitors may be part of treatment regimens, although we have a 
favorable response rate of ~ 10% of reported cases [2]. 

W. D. Parsons and colleagues investigated genetic alterations occurring in human 
glioblastoma tumor samples. These studies demonstrate the value of unbiased 
genomic analyses in the characterization of human brain cancer and identify a 
potentially useful genetic alteration for the classification and targeted therapy of 
GBMs [3]. It is known that human cancer cells have typically several chromosomal 
aberrations. We could note the  nucleotide substitutions and epigenetic changes that 
lead to malignant transformation. In this framework the Cancer Genome Atlas project 
(TCGA) has imposed. The objective of this project is to evaluating on a large scale 
scale, by a complex analysis of molecular characteristics that occur in human cancer, 
so in glioblastoma [4]. 

Development of a chemotherapeutic regimen for tumors of  type glioblastoma, 
GB, can only be done if turning the tumor lines developed from the malignant tissues 
collected from patients diagnosed with glioblastoma. 
Initially, the inhibitor GLEEVEC has been used only in clinical trials for the treatment 
of chronic myelogenous leukemia. GLEEVEC, (Imatinib), is a first generation 
tyrosine kinase inhibitor that is used in the treatment of chronic myelogenous 
leukemia, gastrointestinal stromal tumors , and other cancers. In Table 1 presents 
relevant data inhibitor GLEEVEC (see Figure 1) [5,6]. 

Table 1. Inhibitor GLEEVEC 

Synonyms 
CGP57148B, STI571,  
glivec, imatinib mesilat 

Molecular formula C ₂ ₉ H ₃ ₁ N ₇ O.CH ₄ SO ₃ 

Molecular weight 589.71 

Formulation A crystalline solid 

Solubility DMSO (100 mg/ml) 

Storage temperature / Stability -20 ° C / 2 years 
 

 
Fig. 1. Chemical formula of inhibitor GLEEVEC, (STI571) 
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Buchdunger E, and colleagues [7], extended the  inhibitor STI571 profile and 
suggest that in addition to chronic myelogenous leukemia, the STI571 may have 
clinical potential in the treatment of diseases that involve abnormal activation of c-Kit 
and PDGF  tyrosine kinases receptor. 

Schindler T, Bornmann W and colleagues [8], sought to determine the structural 
mechanism for STI571 inhibitor, tyrosine kinase inhibitor. The product, known as a 
small molecule inhibitor, is effective in the treatment of  LMC. 

For treatments of type chemotherapeutic regimens is essential the application of 
regimens leading to rapid improvement of the clinical status of the patient. If 
malignancy is desirable stagnating their development, in a first stage, followed by 
reduction or disappearance of them, in the later stages. 

We can follow a new stage, which has interesting traits, in elaborating the strategy 
of optimal regimens for the patient, leading to the construction phase of a 
mathematical model. We approach this stage through the correlation between the 
evolution of the dynamics of specific cellular fraction of tumor cell lines in the 
presence of an inhibitor, and the electrical discharge process of an RC (resistor-
capacitor) quadrupole which can be found in the structure of a complex electronic 
configuration. We address meaningfully an indirect construction of the mathematical 
model based on the known transfer function for complex electronic structure: 
Quadrupole RC + Operational Amplifier AO.  

This study ongoing in Clinical Research Laboratory of UMF Craiova is 
emphasizing a high potential of inhibition induced by STI 571 on the cell line GB10, 
derived from bioglastom, GB.  

2   Material and method 

Cell line GB10 was developed on the basis of tumor sections provided by Hospital 
Bagdasar Arseni in Bucharest, in patients with glioblastoma, according to standard 
procedures.  

Standard culture medium (Minimum Essential Medium - MEM) have been 
provided by the SIGMA – ALDRICH.(St. Louis, USA).  

Fetal bovine serum (FBS), and antibiotics have been provided by the GIBCO, 
(South America) and trypsin have been provided also by the GIBCO, (South 
America).  

GLEEVEC, (STI 571), inhibitor is present as the form of a solution of 100μM. 
GLEEVEC has been used on cell line GB10 in the Laboratory CRL. 

Treatment of cells. The cell line was grown in modified standard medium MEM 
(which is containing 10% fetal bovine serum (FBS), 1% antibiotics). The cells were 
grown in boards of 12 wells, and were maintained in incubator at 37°C, 95% O2 and 
5% CO2.  

At each interval of 2 days was imposed changing the standard MEM. The cell line 
was incubated for a period of 7 days. The cultured cells were detached with trypsin.  

In order to determine the kinetic model for GB10 cell line, after a incubation 
period, actual of seven days, it has passed to induction treatment with GLEEVEC 
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50μM in the same culture conditions (MEM modified). Inhibitor administration was 
done at an interval of 2 days.  

Cell viability. . Cell viability was determined directly at 8 hour intervals, in  marked 
areas,  for 56h, but can be determined using a modified MTT reduction assay. The 
medium was removed and fresh medium in the absence or presence of imatinib was 
added to the cultures. Compounds were not renewed during the entire period of cell 
exposure. Control cells without agents were cultured using the same conditions with 
comparable media changes. Compounds were not renewed during the entire period of 
cell exposure.  

3   Results 

Following the incubation process at which the cell line GB10 has been subjected, it 
resulted a strong cell viability after 7 days from the start of incubation. Following the 
treatment with GLEEVEC 50μM inhibitor after the scheme depicted in treatment of 
cells it resulted a strong decrease in the cellular fraction of GB10 line. Towards the 
end of therapy (<3d) the kinematic evolution revealed a cellular fraction value below 
0.16, according to Table 2.  There have been established the system variables as: 
celular fraction,  f / calculation time, t. 

Table 2. Celular fraction, f / Tumor cell line, GB10B 

Tratament day, n 1 2 
Calculation time, t,(1/3d)  0 1 2 3 
Celular fraction, f 1 0.75 0.47 0.39 
Treatment day, n 2 3 
Calculation time, t,(d)  4 5 6 7 
Celular fraction, f 0.26 0.24 0.17 0.16 

 
Different stages in the development of a cellular tumor of cell lines GB10 in the 

presence of the inhibitor GLEEVEC 50μM  is presented in Fig. 2. 

 
2.a 
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Fig. 2. Complex network of specific tumor cell line GB10. 

 
Building of mathematical model for analyzing the cellular fraction of GB is 

performed by analogy with the electric structure of type electric pasive quadrupole. 
Based on complex electronic structure in Figure 3, mainly encompassing a  
quadrupole RC, asignal repeater A1, and a signal noninverting amplifier A2, we built 
the mathematical model through operational calculus. We have the relations:  
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Fig. 3: Electronic structure: RC + OA.     
Obs.:  - R1, R5 -undefined; A1, A2 - precision AO with input jFET; I -  CND+CNI; 

  - the scheme does not apply to direct measurements.  
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Fig. 4. Residuues Diagram 

The transfer function, ( )pH21
 (5) encompasses a pole, (as system stabilizing 

element). It is considered that the initial status of the system, corresponding to 
complex electronic structure (RC + A1 + A2)  in Figure 3 is the state U2=1V. Loading 
of capacitor C to the value UC=1V was achieved from the voltage source U1>1V, 
through the contactor I. Requiring the condition on obtaining the voltage U2=1V, is 
imposed the choice of structural elements K1, K2, so as to respect the relationship: 
K1K2=1. 

At the time moment t=0 the command is given in order to discharge the capacitor 
C through the resistance R and the contactor I. The voltage on capacitor C (and 
implicitly the output U2) decreases to 0, after a period of time depending on the time 
constant of quadrupole RC, namely τ=RC. 

Taking into consideration the type of the followed process, one could choose a 
relatively large constant value, τ=1d. We can fill the second row of Table 3 with the 
calculated values based on the model ( )[ ] τ4

021
1 =

=
− t

tpHL . These values are predicted 
values in our case. The observed values are filled in the third row (the cell fraction, f 
in Table 2). The fourth row contains residuues. These represent the values of 
prediction error calculated as the difference between the observed and predicted 
values, see Figure 4. 

Table 3. Calculation of residuues 

Calculation time, t,(1)  0 1 2 3 
Predicted values (2) 1 0.7 0.5 0.37 
Observed values (3) 1 0.75 0.47 0.39 
Residuue values (4) 0 0.05 -0.03 0.02 
Calculation time, t,(1)  4 5 6 7 
Predicted values (2) 0.28 0.22 0.18 0.15 
Observed values (3) 0.26 0.24 0.17 0.16 
Residuue values (4) -0.02 0.02 -0.01 0.01 
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4   Discussion and conclusions 

The cell line GB10 (tumor cell line GB) was incubated in the Laboratory LCT in the 
UMF Craiova. The incubation process revealed a strong cell viability, accompanied 
by a large increase in the growth rate of the cell fraction. 

After proper incubation period, cell line GB10 followed a period of treatment and 
monitoring (3 days). Treatment was based on the inhibitor Gleevec. Treatment 
schedule consisted of injecting doses of GLEEVEC 50μM every 2 days after 
incubation. Monitoring line GB10 was performed directly by counting the cells on 
marked areas,  at time interval Δt=12h. This revealed the cellular fraction profile, 
emphasized by: strong decrease on line GB10, subjected to treatment with GLEEVEC 
50μM. At the end of treatment (56h), the kinetic evolution reached a negative jump of 
over 84% from the time of launch treatment initially. It is noted that in Table 3 we 
worked with computation time (turn 1), that begins after flowing the inertia phase of 
the kinetic evolution of the cell line. 

In another study [9] we identified a specific kinetic model of cellular dynamics 
fraction of glioblastoma lines, GB, subjected to a process of incubation and cell 
proliferation. Model identification in the form of transfer function was done indirectly 
through a complex electronic structure, (composed mainly of  the RC quadrupole, the 
signal repeater A1, amplifier/ signal inverting A2, amplifier/ signal inverting A3).  

The transfer function of electronic structure RC quadrupole + operational 
amplifier OA determines forecast values for the proliferation process of tumor cells 
gliblastoma. Based on the analysis of residues one could accept that such a 

mathematical model ( ) ( ) τττ /1
11

2121 +
⋅⋅⋅==

pp
KKHpH GB  is valid for the 

proliferation process of the cell line,GB9B, of  GB tumor cell type. Calculation of 
standard residues explains our choice to accept indirect construction of the 
mathematical model specific to this process by cell dynamic type on tumor cells GB 
[9].  

Such a model allows, by generalization, an anticipation of the evolution of cell 
mass on continual cell lines, that is an important aspect specific to  in vitro research.  

One could note that over time gave been proposed various models of tumor cell 
mass increase in volume. In these models the size of the cancerous mass is measured 
experimentally as a volume. Another expression of cell mass dynamics  is a function 
of the number of cells, (Norton, 1988). Such a model describes the early stage of 
tumor growth dynamics, in conditions that do not involve constraints of  nutrition 
type [10]. 

Other work highlight a number of models describing the dynamics of tumor cell 
mass under the action of combinations of cancer drugs. The assessment of such 
effects, the establishment of therapeutic strategies is imperative in such cases. Ana 
Catarina Pinto and colleagues have proposed a model that establishes the correlation 
between drug dose and the corresponding effect, as a form of  inhibited cell growth 
[11]. 

There are currently developing personalized therapies by molecular tests that are 
based on the identification of mutations in genes examined tumor tissue. The analyzes 
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are performed mainly on gene HER-2, ALK, c-MET, FGFR, PIK3CA, EGFR  [12, 
13]. 

Further on we would look for proving that a mathematical model described by a 
differential equation of order 2 with concentrated parameters could be accepted for a 
complex process of xenobiotic absorption [14]. Within the structure of a modulated 
absorption system, with a target type xenobiotic, one could identify specific elements 
of xenobiotic compounds dissipating type and of xenobiotic compounds accumulating 
type. As is already told, a mathematical model depicting a xenobiotic absorption 
process could be a differential equation of order 2 [15,16].   

Continuous and sustained pursuit of subjects which have a xenobiotic induced 
retardation in speech is vital in the areas of permanent and intensive monitoring. 
Detection and quantification of retardation induced impermanent implementation on a 
subject affected by a xenobiotic can be implemented by using the elements of 
statistical analysis, more precise by watching crowd sounds appearances interrelated 
groups [17,18]. 

We can say that the study of forced inhibition of tumor cells in vitro is important 
to building the specific mathematical model process. Construction of the 
mathematical model in the form of the transfer function can be obtained by analogy 
with complex electronic structures: quadrupole RC + AO. 

It is possible to develop mathematical models for analyzing cellular fraction GB 
based on a so-called indirect construction process mathematical model. In our case the 
mathematical model for analyzing the cellular fraction GB was built indirectly by 
analogy with the mathematical model of passive RC quadrupole. It is important to 
emphasize that during the construction of such a model it is compulsory to have a 
mathematical model validation stage. Residuue analysis permits to validate a 
mathematical model of the dynamics of cellular fraction, based on the mathematical 
model built on complex electronic structure, namely quadrupole RC + AO. 

The transfer function of electronic structure: quadrupole RC + AO determines the 
expected values for cellular fraction derived from glioblastoma tumor cells. Based on 
the analysis of residuues one can accept that such a mathematical model, 

( ) ( ) ( ) 11
21

21 +
=

+
==

pp
KKpHpH GB τ

τ
τ

τ ,  (under the condition: 64 RR = , 73 RR = ), 

is valid for dynamic cell line, GB10, subjected to the action of an inhibitor of tyrosine 
kinases receptor, GLEEVEC 50μM. It is considered that the inhibitor process on 
tumor cells GB is defined by the points: (0,1), (τ,e-1),  (2τ,e-2), (3τ,e-3). We took into 
account that the inhibitor used had a high concentration leading to a high extinction 
tumor cells, GB, in a range of 3-4 time constants specific to the process.  
Calculation of standard residuues explains our choice to accept indirect construction 
of the mathematical model, the specific biochemical process by type cell dynamic on 
tumor cells, GB, under the action of the inhibitor GLEEVEC.   
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Abstract. Integration of the alarm systems is a modern way of using the current 
technological capability elements of intruder alarm system, camera systems, 
access control and hold-up alarm systems. These applications can be integrated 
with each other or to supplement the non-alarm systems and thereby provide 
simplify the automation processes in commercial and residential buildings. 
Integration of alarm and non- alarm applications is solved by various technical 
solutions, starting with a simple connection of input / output contacts to 
sophisticated software solutions. This article describes software integration 
methods of integrated alarm systems. The key output of the article is the 
proposal of classification of functions and methods of software integration for 
integrated alarm systems.  

Keywords: Integrated alarm system, Software, Integration, Intruder alarm 
system, non - alarm application. 

1 Introduction 

Integration of alarm and non- alarm applications is solved by various technical 
solutions, starting with a simple connection of input / output contacts to sophisticated 
software solutions.  

Integrated Alarm Systems (IAS) is defined according to relevant technical 
regulation ČSN CLC / TS 50398 as systems having a one or more common devices at 
least one of which is an alarm application [1]. The alarm application designed to 
protect life, property or environment: 

• intruder and hold-up alarm system (I&HAS),  
• closed circuit television used for security and surveillance (CCTV),  
• access control system (ACS), 
• social alarm system (SAS),  
• fire detection and fire alarm systems  (FDAS),  
• environmental alarm systems and lift alarm systems. 

The above systems can be integrated with each other or with non- alarm 
applications (lighting, heating, air- conditioning, ventilation, irrigation, building 
management, energy management).  
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At present, the issue of integration is described only in a single technical standard: 
ČSN CLC / TS 50398 Alarm Systems-Combined and integrated systems-General 
requirements. This document, as the name implies, describes only the general 
requirements for IAS and basic types of configurations. In terms of software 
integration support, document describes only the software of evaluation elements. 

The software of each system may affect other software application. It is therefore 
appropriate to ensure the separation of software already in the design of system 
(separate modules and documentation). t is also appropriate to describe the possible 
mutual negative impacts for normal operation and fault condition of system. [1] 

In terms of needs of formulation and the subsequent drafting of an integrated alarm 
system is an important factor of the selection of appropriate elements- method of 
technical solutions interconnection systems. Therefore it is necessary to categorize - 
to classify the different techniques of integration and to create a basic guide the 
preparation of implementation IAS. Classification of technical solutions of integration 
is also important for evaluating the effectiveness of alarm systems. Currently, this 
problem is not described in any of the literature or technical regulations. Selection of 
appropriate methods for integration is an important point of the system design as the 
first phase of the setting up the IAS, especially due to its feasibility, requirements for 
operation, adequacy of financing costs and particularly the possibility of any further 
expansion of the system. [2] 

The technical ways of interconnecting the individual applications can be divided 
into the following basic groups: 

• hardware methods of integration, 
• software methods of integration. 

The hardware (HW) methods of integration are based on the interconnection of 
systems through their inputs and outputs and on the technical parameters of alarm 
systems, which may include, in addition to the basic security functions also specific-
expanding elements (modules) to control alarm or non alarm applications (lighting 
control, heating, access control, etc.).  Hardware integration methods can be divided 
into the types: 

• IN/ OUT integration, 
• I&HAS - integration element, 
• ACCESS - integration element, 
• CCTV - integration element, 
• Automation system- integration element.  

The proposal of classification SW integration methods is presented in the 
following sections of article. 

2 Materials and methods  

The proposal of classification of functions and methods of software integration for 
integrated alarm systems is based on on the analysis of the following issues: 
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• basic forms of system integration, 
• technical requirements for integrated alarm system, 
• technical requirements for the process of integration of alarm applications, 
• possibilities of software products, 
• customer requirements for building automation. 

The processing of the proposed classification is based on the analysis of the 
following types of documents -technical standards- I&HAS, CCTV, ACCESS, SAS, 
technical product specifications, installation manuals of relevant systems and their 
elements, legislation-  definition of technical requirements for the components IAS. 

Integration of alarm and non- alarm applications can generally be included in the 
field of system integration (although this is mainly associated with information 
systems), which is understood as the delivery of services based on connecting 
heterogeneous subsystems into one functioning whole. Basic forms of system 
integration are divided into the following types: 

• technology integration, 
• functional integration, 
• integration of user interface, 
• data integration, 
• methodological integration. 

The software products can support of the fulfillment of all the above types of 
system integration. The key document in integrated alarm systems is a technical 
standard ČSN CLC / TS 50398 Alarm systems - Combined and integrated systems - 
General requirements. Although the standard issued as early as 2005 and then 2009, 
not many interested companies (distributors, installation companies) this fact is not 
known or have only general information about the issue of the CEN / CENELEC, 
which has the status of technical specifications and its acceptance by the national 
standards of members of the CEN / CENELEC is not required (only an obligation to 
ensure notification of the existence and availability of CLC / TS 50398). The standard 
solves the issue of definitions of basic terms and describes basic types of IAS 
configuration, system requirements, requirements for documentation and training.  

Technical standard ČSN CLC 50398 generally only specifies three IPS 
configuration: 

• Type 1 can be applied for  the combination or integration of two or more single-
purpose (dedicated system) alarm systems and single purpose non-alarm systems 
that are connected to a common complementary device (Additional Facility) – i.e. 
a device not required by the standard (e.g., signaling panel, PC), 

• Type 2A can be applied for the combination or integration of alarm and non-alarm 
systems that use (in accordance with the requirements of the standard) common 
transmission paths and common devices. Fault in any of application has no 
negative effect on other applications. 

• Type 2B is defined well as type 2A with the difference that a fault in any of 
application can have a negative effect on other applications. 
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The technical standards (ČSN EN 5013x series) for each type of alarm applications 
(I&HAS, CCTV, ACS, SAS) describe the integration of very briefly. Each application 
must primarily comply with its own standards (I&HAS, CCTV, ACCESS, SAS, see 
ČSN EN 5013x series) and must meet specific requirements for system integration 
[3]. Common components used under integration must then comply with all relevant 
application standards. In the case of differing requirements of the standards must be 
used the most stringent requirements relating to the operation of the system.   

3 Software Integration 

The methods of software integration are based on linking of separate applications 
via a communication bus, and their control, management and visualization are 
providing by software products, which are installed on an external computer (server, 
client PC) or at unattended control centers equipped with the necessary software. 
Alarm systems and non- alarm applications can also be connected to the server via the 
network (LAN, WAN). PC client is connected to the application via the serial 
interface or USB port for simple applications. User access to the main functions via 
your computer or via mobile devices is a common element of integration with the use 
of software products.   

Software products ensure the implementation of functions integrated alarm 
systems. These functions support of integration of activities, data, user interfaces and 
technologies. I propose the following classification of functions: 

• system administration, 
• programming  
• user management, 
• monitoring,  
• visualization, 
• technology Integration, 
• control 
• automation 
• management of attendance 
• registration - visits, entrances 
• evaluation of events 
• monitoring of events, 
• logistics support. 

This classification of functions is intended to support of the system design, system 
realization and evaluation of the effectiveness of the integrated alarm system. 

Software products provide multiple functions for integrated alarm systems. From 
this perspective, I propose the following classification of software products to support 
of the integration of alarm systems: 

• software of control panels of alarm systems, 
• software for user administration, 
• security software, 
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• visualization software, 
• integration software. 

3.1 Software of control panels of alarm systems 

The Additional programs delivered to the various types or line of control panel IAS 
providing local or remote connection panel (control unit) with a PC in order to realize 
the basic functions - programming, monitoring, evaluation and event logger. These 
programs serve the need for installation and service companies. Here we talk about 
integration from the perspective of a central evaluation and event activation of control 
panels, that can be hardware linked to other systems. 

3.2 Software for user administration 

These programs ensure user settings of control units (control panel) connected 
systems. In the area of security is usually a control panels I&HAS, which are 
complemented by access control system superstructure. The user has, in addition to 
basic functions (evaluation, monitoring, archiving events), especially possibility: 

• setting up user profiles, create descriptions of subsystems zones, terminals,  
• creating time schedules  of access, 
• allocation and registration of identifiers (cards, fingerprints)  
• filtering of event history (type, time, place, and person). 

3.3 Security software 

This type of software combines security and logistical functions. Software is 
intended to ensure an overview of the situation in buildings. Software can ensure the 
following tasks: 

• integration of management methodology of access and entry 
• records of persons and vehicles in the object 
• saving of event history 
• a current overview of movement of persons and vehicles in the object 
• overview of the movement of assets 
• asset management, 
• creating a "black list" database of unwanted persons, vehicles and companies, 
• combination with fire 
• protection and work safety, 
• records of postal items, 
• automatic printing of access cards, 
• visual records of processes in the object. 
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3.4 Visualization software 

The visualization programs provide in contrast to programs for user management 
other comfort function- transparent visualization of system status in real time. The 
operator can monitor system status and controls selected functions - on / off 
surveillance subsystem or zone, opening doors, turning on the camera or control PGM 
outputs [4]. Software uses a building floor plans (buildings or outdoor space - there 
are also software for visualization of perimeter protection) with a graphical showing 
of the locations of individual components (detectors, cameras, card readers, terminals, 
etc.). 

3.5 Integration software of systems of buildings 

Interconnection of security systems and other technology of building are 
implemented through software product, which is installed on the server. These 
systems (alarm and non-alarm) are controlled by the client PC through a web browser 
[5]. The individual systems are connected in a LAN. Integration software is an 
additional service, allowing for example:  

• setting the automatic links between systems, visualization of systems, 
• local and remote control, systems management and users  
• control activities of operator,  
• management of attendance in continuity to payroll system,  
• definition of roles and rights of users (employee, operator, manager, receptionist, 

etc.). 

Failure of activities of integration SW may adversely affect the functionality of the 
connected systems. It is therefore for appropriate ensure integration of important 
system bindings by the hardware level. Integration software usually consists of 
separate modules that can be combined according to customer requirements (IAS, 
HAS, CCTV, ACCESS, FDAS, attendance, the map interface etc.) 

4 Conclusion 

The aim of the article was to present the proposed classification of software 
products and its functions for support of integration of alarm systems. SW integration 
methods can be classified according to their basic functions, which SW products can 
provide. Proposal of classification is based mainly on the analysis of technical 
requirements for integrated alarm systems and possibilities of software products.  

The importance of the deployment of software products for the integration of alarm 
systems: 

• central control of events and alerts in the system, the central management of user 
data,  

• ability to integrate products from different manufacturers, the implementation of 
on-line service,  
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• reducing of false alarms, 
• better overview of the situation in the building,  
• obtaining before-alarm information, 
• faster response to emergency events, user control and operators, operative changes 

of system, 
• standard (graphical) user interface, reducing the cost of supervision in the building, 

maintenance, training, human resources, expansion the possibilities of connected 
devices. 

The benefits of processing classification of software products and its functions to 
support of integrated alarm systems: 

• starting material for preparation of technical report to support of the interpretation 
of technical standards in the field of integrated alarm systems, 

• basic assumption to selection of integration methods in the design of of an 
integrated alarm system, [5]. 

• better orientation in software products to support of the integration of alarm 
systems, 

• establishment of criteria for evaluation of the effectiveness of the integrated alarm 
systems, 

• support of the process of comparison of hardware and software integration 
methods. 
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Abstract. The paper presents a study of analysis of tolerance requirements for 
positioning mechanism for measuring on cylindrical surface with respect to 
precision of the positioning mechanism (azimuth/elevation) in the field of 
measuring of near and distant zones of electromagnetic fields of electro-
technical devices in the anechoic chamber. 
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1   Introduction 

Electromagnetic compatibility represents a science discipline dealing with the 
question of undesirable affecting of the function of various technical and biological 
systems through the action of electromagnetic field while individual system can have 
or need not have mutual functional relationship. For that reason, the new integrating 
discipline called electromagnetic compatibility (Elektromagnetische Verträglichkeit 
(EMV) in German, elektromagnitnaja sovmestimosť in Russian) with 
internationally recognized abbreviation EMC as a reflection of the necessary 
coexistence of electro-technical systems mutually as well as in relationship with 
respect to live organisms. Sometimes occurring Czech term “elektromagnetická 
slučitelnost” is not considered to be suitable by most of the Czech experts.  

Electromagnetic interference (hereinafter EMI) is a process at which the energy 
produced by an interference source is transferred through an electromagnetic link in 
the interfered systems.  

Electromagnetic susceptibility (EMS) is a property of equipment and systems to 
operate without defects or with a precisely defined acceptable effect in the 
environment in which electromagnetic interference is present.  

Measurements of electromagnetic interference are very wide and important field. 
It includes measurement methods and procedures for quantitative assessment of the 
selected parameters in particular at the interfaces of interference sources and 
receivers, namely in the field of both near and distant zone. Besides measurements, 
the field of testing of electromagnetic susceptibility of buildings using so called 
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interference simulators has developed quickly recently. Testing is carried out not only 
on the finished equipment, but mainly also during its development. 

The paper provides basic pieces of knowledge about measurements of the 
parameters of microwave aerials in the near zone. The objective of this paper is to 
provide an overview of advantages and disadvantages of the measurements in the near 
zone and a comparison of measurements in the near and distant zones. The study is 
determined in EMS and EMI fields in which quite different problems are solved – 
programs for numerical field calculation in the distant zone including probe 
correction, reverse projection and gain, software for displaying calculated values, 
programs for control of scanning equipment and measuring instruments, hardware and 
apparatuses for measuring including construction of scanning equipment. 

Reliable estimate of measurement errors is one the basic requirements for any 
measuring method; this applies in particular to the methods that use a high level of 
mathematical analysis such as measurements of areas in the near zone. Determination 
of limits of errors for any measuring system for a given combination aerial/probe/near 
zone may be difficult and time demanding task and mathematical complexity is the 
main reason of the difficultness. For that reason, attempts to bypass mathematical 
methods and to set the limits of errors for a general method of measuring using 
measurements for a certain aerial are made frequently. Results of measurements in the 
distant and near zones are compared when using this approach and the differences 
between these two methods are taken as a criterion of measurement errors in the near 
zone. Theoretical relationships that are important for making measurements more 
accurate (analysis of final dimensions of scanning for cylindrical scanning any 
analysis of accuracy of the scanning mechanism) are described in the paper. These 
relationships form a base for analysis of the tolerance requirements for positioning 
mechanism for measurements on the cylindrical surface with respect to the accuracy 
of the positioning mechanism (azimuth/elevation). The method of cylindrical 
scanning attracted probably the least interest in analysis of errors of all generally used 
scanning methods. It was assumed usually that errors will be similar like errors in 
planar surface, which is naturally true but it is necessary to investigate some sources 
of errors that have different impact. Similar analyses have indicated that errors 
resulting from the measuring system are main sources of errors. 

2   Errors of Setting of the Measured Aerial 

We will consider spherical (R,θ,ϕ) and cylindrical (r,ϕ, z) system of coordinates 
according to Fig. 1 for next analysis. The vertical axis (z axis) will usually be the axis 
of rotation for scanning on cylindrical surface. 

It is possible to use theoretical analysis for planar scanning in the plane x,y, that is 
mentioned in [3] and [5] to estimate errors in the position of the probe in the direction 
of axis z. In case when the main bundle is approximately perpendicular with respect to 
z axis, the errors for maximum gain and lateral lobes are as follows: 

8,7 (rms)
( , ) ( , )z

dB
z

G g
D

θ ϕ θ ϕ
η
∆

∆ ≤  for the main lobe, (1) 
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4,3 ( , )
( , ) ( , )z

dB
z

P g
D
θ ϕ

θ ϕ θ ϕ
∆

∆ ≤  for the lateral lobes, (2) 

where G is aerial gain, P is relative diagram, Dz is main aerial dimension, η is 
efficiency of aerial aperture and ∆z is position error in the z axis. The function g(θ,ϕ) 
is a ratio of diagram maximum with respect to amplitude in the considered direction. 
E.g. for the lateral lobe -40 dB, g(θ,ϕ) equals to 100. We consider a spectrum of 
errors for angles (θ,ϕ) in the equations (1) and (2). To eliminate a random error, errors 
with the same effective value (standard deviation) are considered, which is 
emphasized using rms denomination. When considering analysis, it is obvious that all 
conclusions associated with scanning in plane (error of position x, y) including the 
mentioned examples apply similarly. If you know the spectrum of errors ∆z of the z 
position, you will get very realistic estimates of errors in the near zone. The upper 
limits of errors when we consider only the maximum value of errors will be created in 
relatively special cases. 

Fig. 1. Spherical system (R,θ,ϕ) and cylindrical system (r,ϕ, z). 

3   Limited Measurement Surface 

For planar scanning in the near zone, the aerial is installed in a fixed manner and the 
probe in the near zone moves along the planar surface in both x and y directions so that 
it is possible to scan matrices of samples of field (both amplitude and phase). Similarly, 
when scanning on the cylindrical surface, a matrix of samples of field for movement in z 
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direction and in azimuth ϕ is scanned. The range of scanning for measurements in the z 
direction indicated in Fig. 2 is important when accuracy of measurements on cylindrical 
surface in the near zone is considered. The size of the measured aerial and the size and 
location of the final scanning surface (cylinder) is defined with the critical angle Φ. 
Calculated emission characteristics of the aerial will be applicable in the zone between 
±Φ. The following equation applies to the given scanning range L: 

2L D P d tg= + + Φ , (3) 

where D is measured aerial diameter, P is probe diameter and d is the distance 
between the probe and the measured aerial. Complete angular covering can be 
achieved only by means of scanning on fully spherical surface in the near zone. For 
example, critical angle Φ = 70° can be achieved using scanning that is larger by six 
wave lengths on each side than the aerial aperture in the distance of two wave lengths 
from the aerial.    

The restricted scanning area has two effects. Firstly, the resulting emission areas 
are applicable only inside of the zone defined in Fig. 2 for the area larger than the area 
aperture. This criterion is used for determination of the minimum dimension of the 
scanning plane for the given required zone of angles and separation distance d. As the 
lower limit for d is given by physical structure of the area and multiple reflections, 
compromise both between the maximum angular covering together with reduction of 
errors as a consequence of limited scanning (when small d is required) and minimum 
multiple reflections (when big d is required) is usually required. 

a) b) 

Fig. 2. Scanning range determination (a), measuring on cylindrical area (b). 

Occurrence of errors for calculation even for the “applicable zone” illustrated in 
Fig. 2 is another effect of the limited scanning area. The following equation applies to 
preliminary estimate of errors as a result of the limited scanning area for 
measurements in planar surface: 

0( ,́ )( ) ( )
( ) 2 cos ( )

m m

m

L bI I
I S I

ραλ ρ ϕ
γ

∆
≤

K K
K K

, (4) 
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where S is aerial aperture area, Lm is maximum width of the scanning area, α ≈ 1 – 
5 is a coefficient of amplitude drop (1 for uniform exposure, but practically not more 
than 4 commonly used exposures), bm(ρ´,ϕρ)  is maximum amplitude of probe output 
on the edge of the scanning area with respect to the maximum probe output on the 
scanning area and I (K0)/ I (K)is a ratio of the maximum amplitude in the direction 
K0 with respect to the amplitude in the direction K (so called inverted value of 
standardized diagram in distant zone). (11) applies as the upper limit for angles up to 
90°, but it can be said very approximately that the equation (4) represents a relatively 
reasonable estimate of the upper error for the zone of angles smaller than Φ/2 while 
the estimate (4) is much higher than the actual errors are for larger angles.   

The mentioned equation requires less information, however, it generally provides 
much more higher upper limit of errors. This equation can be used according to [5] 
also for the aerials that are separable in the x,y plane only when scanning along aerial 
axes as was demonstrated not only theoretically but also experimentally. 

( / 2) 1 ( / 2) 1
, ( / 2) ( / 2) ( , )exp 2 ,

2
x y

x y

N Nx y
o p x ym N n N

x y

om pnm n j
N N

π
π

− −

= − = −

  ∆ ∆
= ∆ ∆ − +      

∑ ∑E F  (5) 

However, it is necessary to mention that the above mentioned equation does not 
consider a change of phase along the scanning area periphery when measuring along 
the aerial axes and for that reason, it could give bigger errors in most cases. It means 
that it can be assumed that this equation for planar scanning can be used as upper 
estimate also for cylindrical scanning. 

Conclusion 

The paper is based on the analysis of errors made in a number of studies. All 
significant sources of errors were specified, all sources of errors of measurements in 
the near zone were measured and estimated and the shape of the function dependence 
of errors was determined in many cases. Combinations of individual components of 
errors were ascertained in order to obtain a realistic estimate of the resulting 
measurement errors. 
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1   Introduction 

With development of information and communication technologies (ICT) and their 
intrusion into all sectors, gaining management and delivery of IT services different 
dimension and meaning. The quality of providing or managing of IT services can 
greatly affect the operation or performance of the company. For this reason it was 
introduced, the now internationally acclaimed standard known as ITIL®. It is an 
abbreviation for Information Technology Infrastructure Library. It is a set of concepts 
and practices that allow better planning, use and improve the use of IT, whether by 
the providers of IT services or by the customers. 

The project originated in Great Britain in the mid 80s. Development of the first 
version lasted until 1995, and except of Great Britain it was applied and also used in 
the Netherlands. Since then undergone a series of changes so that it always match the 
current demands and conditions. Currently is ITIL® in version 3 (ITIL ® V3) and 
consists of five key books (titles) - hence the name for the library: 

1. Service Strategy 
2. Service Design 
3. Service Transition 
4. Service Operation 
5. Continual Service Improvement 

According to the general definition of tool is a means of realizing certain activities, 
possibly used to communicate the results of that activity. The tool is tied to a specific 
technology or with some real technological or social procedure (or process). Based on 
this definition and the current version of ITIL® v3 can say that ITIL® is an arbitrary 
software tool which use leads to provably improve and streamline the providing and 
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managing IT services. The only condition is that there must be a SW. It follows that 
as ITIL® tool can be used even standard office software. Everything stems from its 
use. Many SW is described as ITIL® tool, but if not properly used so labeling it as 
ITIL® tool is certainly not in place 

The uses of ITIL® tools are complicated due to the wide range of offered tools and 
often very expensive. This caused and to a certain extent still causes small and 
medium companies are disinterest of the use of ITIL®. On the other hand, recently is 
beginning to discover significant amounts of Free and Open Source SW even between 
ITIL® tools. 

2   Categories for ITIL® tools 

Due to the variety of software tools that support service management according to 
ITIL ® is very difficult to create and define a formal category for ITIL ® tools. The 
vast majority of software tools that are currently used in practice support a variety of 
processes. Tools focused on only one process is almost a matter of history. 
Categorization ITIL tools according to the current version of ITIL ® V3 is so 
complicated that the current version focuses on the management of IT services 
compared to the ITIL ® V2 was focused on the processes which allow easier 
categorization. 

SW, which can be used as ITIL® tools, can be generally divided into three basic 
categories by (fig. 1): 

1. Availability - way of licensing 
2. Number of main functions  
3. Main purpose 

2.1 Division by availability 

The simplest division ITIL® tools are according to availability or by the license 
under which it is available. 

1. Proprietary SW 
• Commercial SW 
• Freeware 

2. Open Source SW 
3. Free SW 

Proprietary SW. Also known as a closed source software is software where its 
author modifies licenses (typically EULA) or otherwise, the possibility of its use. For 
such software is usually available free source code or it is impossible free to make 
modifications and distribute the resulting work.

Commercial SW. It is distributed for a fee. This means that if you want to use the 
product, you have to pay for creators. Such software usually can only be used by the 
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limitation of its license. It is often limited by number of installations of software 
simultaneously, transfer, license or right to modification of the product. 

Freeware. This type of software is distributed free of charge (or for a symbolic fee 
type of mission cards, often the author allows (but does not require) for the 
satisfaction of sending a donation), sometimes is talked about the type of software 
licenses. Conditions for the free use and redistribution are defined in the license 
agreement, which is often specific to each freeware. 

The freeware author retains the copyright, for example, does not allow any 
program modification or restrict free use only for specific purposes (eg various 
combinations of the following restrictions: only for non-commercial purposes, only 
for personal use, only the home PC, only education in schools, only charities, only 
specific types of equipment, just to view files generated by the actual paid software, 
etc..). In some cases, the author also requires free registration or restricts the manner 
of distribution. Some freeware can also be used in companies working on computers, 
but only if it is not used for the direct providing of commercial services. Freeware 
software is so different from Free Software or Open Source software. 

Free and Open Source SW. At first sight, the differences between Free and Open 
Source SW minimal and for layperson it is easy to swaps between these two types of 
SW. The main difference is the ideology of Gross. 

Open Source SW. According to the Open Source Initiative, the SW must meet several 
requirements. These assumptions are not restricted as it could of Open Source 
associate only to the obligation to provide the purchaser access to the source code of a 
computer program, but also include other legal relations. These are the following 
requirements to be met by the license terms to a computer program (the definition of 
Open Source version 9.1): 

─ Free redistribution 
─ Source code 
─ Derived works 
─ Integrity of the author's source code 
─ No discrimination against persons or groups 
─ No discrimination against fields of endeavor 
─ Distribution of license 
─ License must not be specific to a product 
─ License must not restrict other software 
─ License must be technology-neutral 

Free SW. Free software” means software that respects users' freedom and community. 
Roughly, it means that the users have the freedom to use this SW. Thus, “free 
software” is a matter of liberty, not price. To understand the concept, you should think 
of “free” as in “free speech,” not as in “free beer”. 
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A program is free software if the program's users have the four essential freedoms: 

1. The freedom to run the program, for any purpose. 
2. The freedom to study how the program works, and change it so it does your 

computing as you wish. Access to the source code is a precondition for this. 
3. The freedom to redistribute copies so you can help your neighbor. 
4. The freedom to distribute copies of your modified versions to others.  

2.2 Division by main purpose 

Based on the experience from practice ITIL tools can be divided into seven 
categories according to their primary purpose. 

1. Service desk 
2. Monitoring, event & remote management  
3. Service life cycle 
4. Service portfolio and management 
5. Cloud 
6. Information security 
7. Others 

Service desk. Service Desk is the single point of contact between the service provider 
and users. A typical Service Desk manages Incidents and service requests and handles 
communication not only with users but also with the management of the company. 
For its correct operation are needed different tools. They are mostly integrated into a 
single software solution most often in the form of a portal. However, there are a 
number of tools aimed at specific function or process (e.g. Service Level Management 
- SLM). 

Monitoring, event & remote management. Previously, these tools can be found 
under the name of NSM (Network and System Management). Allow monitoring 
networks and individual elements, systems, servers, applications and tracking 
incidents and other events by setting thresholds for optimal use of allocated resources 
and components. Although it is not a rule, it is integrated into the Incident 
Management and in most cases allows remote management. 

Service life cycle. Specifically, it is a tool aimed at managing and supporting the 
entire lifecycle services. This area is also called the ALM (Application Lifecycle 
Management). But here come the tools of the field, which formally ITIL® does not 
cover (e.g. software development). 

This type of instruments covering various platforms for developers, including 
support for versioning (source code revision tool), visualization platforms and 
different ways of testing (functional, security, load, ...) and both manual and 
automated. 
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Fig. 1. Systemization of ITIL® tools 

Service portfolio and management. Tools in this category helps manage and control 
a complete portfolio of services, projects and programs. In addition, it is support a 
variety of processes such as Demand Management, Project Management, Program 
Management, Financial Management, Time Management and Resource Management. 
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Cloud. In this category are tools for the management and providing services in cloud 
for providers, as well as for users, or customers. Tools allow offer services (ordering), 
activation (deployment), their providing (provisioning) and of course invoicing 
(billing). However intervene here even instruments from category Service Desk and 
all functions are integrated into a single portal solution. 

With taking into account to the events at present there is a great emphasis on 
speed, security, automation and intuitiveness of a particular solution. This category of 
instruments is typically proprietary software because they are designed for producers 
and their HW. However, Open Source software today has actually covers a wide 
range of areas and also for this category is not a problem to find a representative 
between Open Source and Free SW. 

Information security. This category includes instruments starting with the anti-virus 
protection, through various tools for data security and test programs (penetration 
tests) to tools for monitoring. When monitoring is, however, an emphasis on security 
attributes (data theft, hacking, data corruption, etc.). Included in this category are 
access control systems (Access Management), which include central authentication 
and authorization of users, including the use directory services to control access to 
network elements, mobile devices. Finally, there are also physical security 
management, data protection and compliance with safety standards. 

3   Conclusion 

Update ITIL v3 has brought a number of changes. One of them is the approach to 
ITIL tools. This change led to simplify the implementation of ITIL, or allow IT 
managers to choose from a much wider range of software tools that can be considered 
as ITIL tools. Use of ITIL® tools is complicated and often very expensive due to the 
offered a wide range of tools. This caused and to a certain extent still causes small and 
medium companies are disinterest of the use of ITIL®. On the other hand, recently is 
beginning to discover significant amounts of Free and Open Source SW even between 
ITIL® tools.  

The aim of dividing and systemization of  ITIL® tools is make the orientation in 
the offered SW tools not only easier, but also to prove to IT managers working in 
small and medium-sized companies that the use of  ITIL® tools and thus the 
implementation of ITIL® is not a matter for only large companies and international 
enterprises. 
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Abstract. In the present the level of interference critically increases as a result 
of increasing amounts of electrical equipment and appliances in our 
environment. This interference exist in the frequency ranges from 0 Hz till 
hundreds GHz and possibility of mutual interference between devices is high. 
For this reason every electronic device should be tested if it meets the 
requirements for electromagnetic compatibility. Frequently sensitive electronic 
devices have to work in the environment with strong interference and based on 
their insufficient electromagnetic immunity happens many errors and unwanted 
situations. This type of unwanted situation is for example damage of faxes, 
answering machines and telephones in the storms. The reason is their low 
overvoltage resistance and improper or missing overvoltage protection.  

Keywords: electromagnetic compatibility, electromagnetic susceptibility, 
immunity, fast transient, burst 

1   Introduction 

Electromagnetic compatibility as an individual scientific and technical discipline was 
established in the United States in the sixties of the 20th century. At the beginning 
this topic was interesting just few experts working in the military and cosmic 
industry. With the progress of electronic, microprocessor and communication 
technology the electromagnetic compatibility reach our everyday life and still more 
and more scientists start to study it. [1] 

Electromagnetic compatibility is basically the ability of coexistence of devices and 
systems in the common electromagnetic environment without significant influence of 
their normal function. Within security alarm systems electromagnetic compatibility is 
important especially in the cases of mutual integration of alarm and non-alarm 
applications. With regard to stability of function of security systems cannot come to 
changes in their condition, to damage of their components or essential features by the 
effect of electromagnetic interference. [2] 

The aim of this paper is to explain the problems of electromagnetic compatibility 
with a focus on electromagnetic susceptibility follow by proposal and realization of 
testing workplace of electromagnetic susceptibility for testing electrical fast 
transient/burst consistent with the basic standards of electromagnetic compatibility. 
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2   Terminology and Definitions 

Electromagnetic compatibility (EMC) is the ability of equipment, system or device to 
function satisfactorily in its electromagnetic environment. In this environment are 
present sources of electromagnetic signals, which can have adversely effect. 
Electromagnetic signals can have natural or artificial character. Another part of EMC 
is the ability of equipment, system or device to function without introducing 
intolerable electromagnetic disturbances to anything in that environment. 

 
Fig. 1. The basic breakdown of problematic of EMC 

Electromagnetic interference (EMI) is the process of transmitting signal, which is 
generated by the source of interference, into the disturbed system. This signal is 
transmitted by the electromagnetic binding. Particular it is about the identification of 
sources of interference, their description and measurement of interference signals, 
identification of parasitic transmission paths and establishing of actions primarily in 
the resources of interference and their transmission paths. EMI deals with the causes 
of disturbance and their removal. 

Electromagnetic susceptibility (EMS) (immunity to a disturbance) is the ability of a 
device, equipment or system to function without degradation in the presence of an 
electromagnetic disturbance. They must work without error or with clearly defined of 
possible influence. EMS deals with the technical measures which increase 
electromagnetic immunity of receivers. EMS is focused on removing the 
consequences of interference, without removing their causes. 

By reason of proposal and realization of testing workplace of electromagnetic 
susceptibility for testing electrical fast transient/burst we should be familiar with the 
following terms and abbreviations: 

• EUT - abbreviation of the equipment under test; 
• EFT/B - electrical fast transient/burst; 
• Transient is pertaining to or designating a phenomenon or a quantity which 

varies between two consecutive steady states during a time interval short 
compared with the time-scale of interest; 

• Burst (of pulses or oscillations) is a sequence of a limited number of distinct 
pulses or an oscillation of limited duration; [3] 

• I&HAS (Intrusion and hold-up systems) is a complex set of technical 
equipment which solve the protection against unauthorized entry to the 
building.  
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3   Normalization in the Field of EMC 

Due to the impossibility of achieving absolute electromagnetic immunity of devices, 
systems or equipments they need to be established specific unified international 
standards, recommendations and EMC regulations. These documents are describing, 
for example unified standards and limits of the maximum permitted interference level 
for specific types of equipment or accurate and reproducible conditions for the 
measurement and verification of the electromagnetic susceptibility equipment.  

Directive 2004/108/EC Electromagnetic Compatibility(EMC) (Directive 
2004/108/EC repealing Directive 89/336/EEC is valid in all countries of the European 
Union. This directive is strictly monitored and sanctioned. It provides the general 
requirements of the EMC for commissioning of the equipment or system on the 
market. Devices are prohibited to sell, to exhibit or advertise if they do not comply 
requirements from the directive and there are not demonstrated its requests. Such 
device can be financially sanctioned and prohibited. 

When we need to explain the terms related to the issue of EMC we should have the 
International Electrotechnical Vocabulary (IEV) IEC 60050 - Chapter 161: 
Electromagnetic compatibility. It describes all the basic terms. Czech version of this 
dictionary is CSN IEC 60050. [4] 

Standards relating to EMC is multitude, but the basic sets of standards have a 
designation of CSN IEC 1000 and CSN EN 61000. Interference immunity is 
especially devoted to set of standards CSN EN 61000-4. Primarily, we follow the 
standard CSN EN 61000-4-4 ed. 2 Electromagnetic compatibility (EMC) - Part 4-4: 
Testing and measurement techniques - Electrical fast transient/burst immunity test in 
this contribution. Another important standard is the standard for the electromagnetic 
immunity for security systems CSN EN 50130-4 ed.2 Alarm systems - Part 4: 
Electromagnetic compatibility - Product family standard: Immunity requirements for 
components of fire, intruder, hold up, CCTV, access control and social alarm systems. 

4   Test Levels, Equipment and Set 

EFT/B represents the low-energy broadband interference pulses in the form of the 
groups of short transients. Usually they are created from the influence of inductances 
of switching processes in the power supply, signal or data networks. They may be 
also created by the influence of contact bounce electromechanical relays or the 
influence of switching high-voltage switches. Their typical characteristics are very 
short rising edge, short duration, low total energy (10-3J) and high repetition 
frequency. Generally EFT/B does not cause the direct damage to electronic 
equipment, but by its wide spectral range (up to approx. 200 MHz) they produce a 
significant high frequency electromagnetic interference. This interference is 
undesirable especially in numeric systems. Process EFT/B interference is similar to 
the work signals of the numeric devices and so it may arise an error in the transmitted 
signals in the numeric systems. [1] 

Test conditions for testing of fast transient / burst are described in the basic 
standard CSN EN 61000-4-4 ed. 2 [3]. The aim of the test is to demonstrate the 
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immunity of the EUT against fast transients, which arise at the switching contact or 
repeated discharge on the rebound contacts (relays, contactors, switching inductive 
loads). During the testing EUT is exposed to the groups of pulses containing a large 
number of fast transients, which are introduced to the input/output power supply, 
control, signal and data ports of the test devices. The interfering signal is represented 
by the Electrical Fast Transients grouped into groups of pulses (burst). [5] 

Test levels for testing fast transient phenomena are presented in the following 
table. This are the test levels usable for the power supply, grounding, signal, data and 
control inputs and outputs of the test equipment. 

Table 1. Test levels 

Output testing of open-circuit voltage and repetition frequency of pulses 

Level 

On AC and DC power supply ports On signal, data and control ports 
I/O (input/output) 

Open-circuit 
peak voltage 

kV 

Repetition 
frequency 

kHz 

Open-circuit 
peak voltage 

kV 

Repetition 
frequency 

kHz 
1 
2 
3 
4 
X 

0,5 
1 
2 
4 

special 

5 or 100 
5 or 100 
5 or 100 
5 or 100 
special 

0,25 
0,5 
1 
2 

special 

5 or 100 
5 or 100 
5 or 100 
5 or 100 
special 

„X“ is the open level, which should be determined in the specifics of a particular device 

Selection of the test level is realized on the base of the expected and the most 
realistic of installation and environmental conditions in which the device should 
work. It will be followed by the immunity test of the device at these levels. Test levels 
are divided into 5 levels. 

• Level 1: well protected environment;  
• Level 2: protected environment; 
• Level 3: typical industrial environment;  
• Level 4: adverse industrial environment;  
• Level 5 (X): Special situations which must be analysed. 
The key device for testing electromagnetic susceptibility is the generator of 

impulses (burst), which in our case is chosen the testing device AXOS5 from Haefely 
EMC Technology. The main elements of the generator are: 

• high voltage source (U), 
• charging resistor (Rc), 
• energy storage capacitor (Cc), 
• high voltage switch, 
• pulse duration shaping resistor (RS), 
• impedance matching resistor (Rm) 
• DC (direct current) blocks capacitor (Cd). 
Simplified diagram involvement of the generator is shown in the following figure. 
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Fig. 2. Simplified diagram of the generator of the electrical fast transient/burst 

For acceptance test of the input/output AC/DC (alternating current/ direct current) 
power supply is requested coupling/decoupling network (such as three-phase power 
network). Capacitive coupling clamp provide a bond of fast transient / burst into the 
test circuit without galvanic connecting with terminal input/output EUT, with the 
shielded cables or other part of EUT. 

The test suite for testing EMC for electrical fast transient/burst contains the 
following basic test equipment: 

• test generator, 
• coupling equipment (network or clamp), 
• decoupling network, 
• ground reference plane. [3] 

5   Proposal and the Design of the Workplace 

The testing of the electromagnetic susceptibility of devices is performed with the help 
of interference simulators (EMC simulators). Based on the testing is practically 
verified EMS degree of the test equipment or its individual components. 

For the testing of EMS are for the components of alarm systems specified tests 
and related test level (values of the voltage drops, test voltage, the field strength, 
frequency range and modulation type of interference signals etc.). These tests and test 
levels are determined for indoor and outdoor applications, for fixed, moving and 
portable devices. 

On the testing device, which is a component of I&HAS - wireless relay AC82, we 
will perform the test in an accordance with CSN EN 50130-4 ed. 2 [6]. A time of each 
test is set at 1 minute. The value of the test voltage is corresponds to the level 3 
according to basic standard CSN EN 61000-4-4 Ed. 2 [3], which is characterized as a 
typical industrial environment. There are not suppressed EFT/B in the power supply 
and signal circuits, industrial circuits are not completely separated from other circuits, 
power supply lines is not completely separated from control, signal and 
communication cables and moreover there are used dedicated cables for power and 
signal lines. [5] 
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Fig. 3. Diagram of the proposed workplace for the testing EMS 

Description of the testing set up shown in Fig. 3: 
• Generator EFT/B + CDN (coupling/decoupling network) - testing device 

AXOS5; 
• EUT - wireless relay AC82; 
• Load - two 15W light bulbs; 
• RC – remotely control RC86W; 
• PIR – PIR detector JA83P. 
The proposed workplace was placed on a wooden table 80 cm high, with the upper 

surface of 150x100 cm. Table was placed on the ground reference plane and on the 
entire surface of the table was also placed ground reference plane. EUT and all cables 
connected with the EUT were placed as described in the standard CSN EN 61000-4-4 
Ed. 2 on an insulating underlay of 10 cm above the ground reference plane and at a 
distance of 0.5 m from the other conductive structures (e.g. walls of the room). 
Testing device AXOS5 was powered from the network 230V/50Hz and all the test set 
was properly grounded. 

The parameters of the testing device AXOS5 from Haefely EMC Technology 
satisfy the requirements arising from the provision set of standards CSN EN 55016 
Specification for radio disturbance and immunity measuring apparatus and methods. 
On the tested wireless relay AC82 was connected load in the form of two 15W light 
bulbs and EUT wirelessly communicate with the PIR detector and remotely control. 

 
Fig. 4. On the pictures: testing device AXOS5 (left), wireless relay AC82 (right) 
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At the beginning of the testing was on the EUT performed functional tests and 
EUT was subsequently connected to the proposed test workplace. During testing the 
device was monitored whether or not the EUT occur status change at any of the tested 
voltage peak and after each test was verified full functionality of the EUT. Repetition 
frequency for fast transients was set to 100 kHz, and the length of one test was 1 
minute. According to the criteria for meeting the requirement in accordance with CSN 
EN 50130-4 ed. 2 it must not experience any damage, malfunction or change of status 
of the EUT during testing. Only the flashing indicator was permissible if it does not 
occur any residual change in the EUT. To these requirements the wireless relay AC82 
complied since during testing, there were no changes in status, faults or damage to the 
EUT. 

Table 2. Record of the measurements of the EUT 

Number of 
measurements Peak voltage Regime of the 

EUT 
Change 

during testing 
Functionality of 

the EUT 

1. + 200 V OFF none full functionality 
2. + 200 V ON none full functionality 
3. - 200 V OFF none full functionality 
4. - 200 V ON none full functionality 
5. + 1000 V OFF none full functionality 
6. + 1000 V ON none full functionality 
7. - 1000 V OFF none full functionality 
8. - 1000 V ON none full functionality 
9. + 2000 V OFF none full functionality 

10. + 2000 V ON none full functionality 
11. - 2000 V OFF none full functionality 
12. - 2000 V ON none full functionality 

6   Conclusion 

Because of the impossibility of eliminating all the real or potential sources of 
interference signals is necessary to ensure, that the electronic equipment function 
properly in their presence. Great accent on the electromagnetic immunity is given to 
components of I&HAS. Their aim is to detect and signal the presence, ingress or 
attempted ingress of the intruder into the building, or the alarm status caused 
intentionally by the user. It is therefore important for components of I&HAS to be 
tested for EMS. Their trouble-free operation must be ensured not only in the 
residential and commercial environments, but also in the industrial environments. 

Rules and processes for performing of the test of susceptibility to interference of 
type electrical fast transient/burst are generally described in the standard CSN EN 
61000-4-4 ed. 2. EFT/B can arise when the switching contactor is repeated discharge 
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on the rebound contacts (relays, contactors, switching inductive loads, etc.). Though 
EFT/B usually does not cause the direct damage to electronic equipment, it is a short 
overload of the circuit, which is unwanted for us. The influence of overload can arise 
faulty transfer of information, which for I&HAS components may cause unwanted 
change in the status of the equipment, or induce false alarm.  

To the EMS for components of I&HAS, CCTV, access control and social alarm 
systems there is a separate standard CSN EN 50130-4 ed. 2, which describes more the 
individual immunity tests for each type of interference that they have an effect on 
these devices. According to this standard the EUT was exposed to the fast transients 
fed to the power input during the test for susceptibility to EFT/B. Test function of the 
EUT was performed according to the instructions before was started testing and after 
each one test. During the testing with different voltages of the EUT was monitored 
whether does not occur some change in its status. Wireless relay AC82 complied all 
the requirements. The EUT was fully functional during all the time of testing and at 
each test there was no fault or status changes. 
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Abstract. In spite of the fact that remote laboratories have been existing for at 
least three decades, virtually no attention has been devoted to the security of 
this new subject. The paper deals with the security of the data storage of the 
Datacentres (DTC)‚ with remote laboratories working under the Laboratory 
Management System (LMS). Especially, the security risks for the data storage 
and corresponding data processing to ensure the operation of the data 
warehouse are described in detail. 

Keywords: data security, database security, data storage, rig, remote 
experiments, work with data in the data warehouse, data warehouse design. 

1   Introduction - Remote laboratories and laboratory management 
systems - state of the art 

At the present stage of the development of Information Communication 
Technologies (ICT) there are plenty simulations and remote experiments for science 
and education purposes [1][3][9]. Remote experiments and informatics resources are 
tools that are closely related and definitely need to process and store substantial 
amounts of data. Data, used with remote laboratories (RL), may have the form of 
simple queries, data analysis, comparative analysis and data mining for associative 
analysis, extrapolation or predictive trend analysis. Surprisingly, in spite of the fact 
the RL have been existing for at least three decades [1], virtually no attention has 
been devoted to the security of this new ICT subject [8].  

 
The present paper deals with the security and safeguarding of the data processed and 
especially stored in the DTC with remote laboratories, especially that with Laboratory 
Management System (LMS). 
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In this connection we will use the term data warehouse (DW) (see Figure 1 data 
warehouse functioning) [4][6], referring to a complex system that allows to collect, 
organize, store and share consolidated data from all available operating systems, 
optimized for reporting, analysis, and data archiving. Users exploit the data 
warehouse for reporting, in this respect synonymous for business intelligence 
technology, based on the use of the data and its accumulation, preservation and 
presentation. The working principle of the DW is that the data we need to process is 
first stored into the database in a raw state, then follows data classifying using OLAP1  
in data cubes l (see Figure 1) and then,  using  architecture  model (e.g. experiments 
evaluation or search), and subsequent  results storing and reporting.  

 
Fig. 1. Schematic representation of the data warehouse functioning. 

The layout of the paper is following. In Chapter 1, the typical scheme of the 
communication of a typical   remote experiment (RE) , built as the finite-state 
machine (FSM) [2], using  the Internet School Experimental System (ISES) physical 
hardware, is described[10]  (for the  ease of reading we will next denote the set of the  
individual remote experiment by the word rig).  Also, the control program compiling  
and the type of the data generated and transferred is shortly described. More detailes 
may be found in corresponding literature [2][8] 
 
The Chapter 2 is devoted to describing the architecture Remote Experiments and the 
corresponding integrating management system, called for our purposes Remote 
Laboratory Management System (RLMS) [10]. The Chapter 3 is devoted to the actual 
risks, the remote laboratories are exposed. [13][14] The Chapter 4 is then focused on 

                                                           
1 Online analytical processing: OLAP tools enable users to analyze multidimensional data 

interactively from multiple perspectives. 
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the corresponding security of a typical DW of a university datacentre (DTC) with 
LMS for remote laboratories. The final chapter 5 is oriented on prospective future 
warehouse security measures, followed by conclusions. 

2  ISES Remote experiment (RE) and Remote laboratory 
management system (RLMS) – tools used 

Only recently has emerged a serious problem stemming from analysis of research 
data. ISES is a powerful tool for process and experiments control, acquisition, 
collecting and data processing in real time. Let us mention the basic features of the 
ISES system, more detailed description may be found elsewhere [2][10]. The basis of 
the system is ISES board, which is available in several versions, differing depending 
on the number of inputs/outputs and also on type of communication with the control 
PC (by PCI card, USB connector, Wi-Fi). To this board are, by a unique connector, 
plugged in sensors like: ammeter, voltmeter, thermometer, position sensor, ohmmeter, 
load cell, anemometer, microphones, sonar, light gate, pH meter, conductivity meter, 
heart rate monitor, etc. [8]. The layout arrangement of the RE is in Figure 2. 

 
Fig. 2. ISES – Internet School Experimental System. 
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The most important component is the Measureserver module, functioning as finite-
state machine (FSM) controlled by the controlling program of the PSC script file. The 
main feature of the Measureserver, is to communicate with the physical hardware and 
to check the setup of the ISES panel and its sensors/meters and to take care about 
their data collection and processing. Other parts of the system are ImageServer for life 
view of the remote experiment, Web server for the communication between RE and 
the client. Also, aprt of the RE is the communication web page as the interface 
communicating with the RE over the Internet by the client. 

The invevitable part of the RE system is the data warehouse for the storage of data for 
all above systems. It is a centralized repository service to Measureserver, web server, 
image server and other components of the solution.  

In this article we will discuss this last part of the system with respect of data security, 
but not only from the perspective a single RE, but of the whole RLMS. The layout 
arrangement of the RE is in Figure 3.  

 
Fig. 3. REMLABNET function mode 1 – multiple clients. 
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A serious problem stemming from security aspects of e-laboratories has emerged only 
recently[]. Let us describe first the data generated and that are processed in every 
ISES rig working on the communication principle server-client and the functioning of 
the superordinate Remote Laboratory management system (RLMS). The controlling 
of every rig by client is enabled via Web interface, by means of which the user can 
perform the appropriate settings, options, and starting or stopping of the remote 
experiment (RE). 

The measured data from the experiment   delivered from the MeasureServer are stored 
in the data storage . RLMS is a system for a database-driven Web application. This is 
seen from the figure 3, where LMS is divided terms of safety in three parts. Database-
driven Web applications are very common in today’s Web-enabled society. LMS 
consist of a back-end database with Web pages that contain server-side script written 
in a programming language that is capable of extracting specific information from a 
database depending on various dynamic interactions with the user. 
 

Remote experiments problematic is the topic of scientific activities of the group 
since 2005, when the first remote experiment started to be built. We relied on the 
enormous know-how of Assoc. Prof. F. Lustig from Department of Physics Education 
of Faculty of Mathematics and Physics, Charles University in Prague, where the 
universal and very useful modular computer oriented set Internet School 
Experimental System ( ISES) was designed at the beginning of 90th [Lustig, F.: 
"Počítačem podporované školní experimenty s měřícím systémem ISES pod 
Windows", In: sborník MEDACTA 97 - vzdělávanie v meniacom sa svete, 404-408, 
Ústav didaktickej technológie, PF UKF v Nitre, Nitra, ISBN 80-967339-9-0, 1997 
and Lustig, F. and Schauer, F.: "Creative laboratory experiments for basic physics 
using computer data collection and evaluation exemplified on the ISES", Proceedings 
first european conference on Physics Teaching in Engineering Education, 125-131, 
Copenhagen, Denmark, ed. Oehlenschlaeger, 1997]. 

 A database architecture for Remote Experiments  

A database-driven Web application for LMS has three tiers: presentation, logic, 
and storage. To help you better understand how Web application technologies interact 
to present you with a feature-rich Web experience, Figure 4 illustrates the three-tier 
schema. 
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Fig. 4. Three-Tier Architecture Remote Experiments. 

The presentation tier is the topmost level of the application. It displays information 
related to such services such as information web page about LMS, reservation system, 
and it communicates with other tiers by outputting results to the browser/client tier 
and all other tiers in the network. 

The logic tier is pulled out from the presentation tier, and as its own layer, it controls 
an application’s functionality by performing detailed processing. The data tier 
consists of database servers. Here, information is stored and retrieved. This tier keeps 
data independent from MeasureServer, reservation system and web server. Giving 
data their own tier also improves scalability and performance. In Figure 4, the Web 
browser (presentation) sends requests to the middle tier (logic), which services them 
by making queries and updates against the database (storage). A fundamental rule in a 
three-tier architecture is that the presentation tier never communicates directly with 
the data tier; in a three-tier model, all communication must pass through the 
middleware tier now. Conceptually, the three-tier architecture is linear. 
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In Figure 4, the user open his Web browser and connects to web page for remote 
experiments (http://euremlab.eu). The Web server that resides in the logic tier loads 
the script from the file system and passes it through its scripting engine, where it is 
parsed and executed. The script opens a connection to the storage tier using a database 
connector and executes an SQL statement against the database. The database returns 
the data to the database connector, which is passed to the scripting engine within the 
logic tier. The logic tier then implements any application or business logic rules 
before returning a Web page in HTML format to the user’s Web browser within the 
presentation tier. The user’s Web browser renders the HTML and presents the user 
with a graphical representation of the code. All of this happens in a matter of seconds 
and is transparent to the user. 

In this slide show we describe the html code displayed on the station.  

This component is represented in the LMS applications REMLABNET web server 
[2][16]. Web Server takes care about available ports for the LAN communication. It is 
a common habit by the system administrators to block all ports for security reasons 
except ports 80 and 443. HttpRelayServer dynamically changes communication port 
to that available. 

We extend this model by MeasureServer. MS is most important informatics SW 
component of the remote experiment, functioning as finite-state machine (FSM). It 
communicates with the apparatus, processes the measured data and control 
commands. The main feature of the MeasureServer is setting of the ISES panel, the 
sensors/meters for data collection and processing the control commands. [16] The 
module dynamically responds to signals from the physical HW, as well as the 
commands transmitted from the client´s interface. MeasureServer has three main 
components - the MeasureServer core, Hardware plug-in and PSC script file. The 
MeasureServer core is responsible for the data and command transfer, client handling 
and for execution of all the controlling commands. The execution of process is 
controlled by the PSC script file which is directly imported to MeasureServer. The 
PSC script is a unique programming language specially designed for the ISES system. 
The PSC script is non-compliable language defining the MeasureServer’s core 
behavior of remote experiment. The Hardware plug-in provides required functionality 
to control the ISES panel translating signals from/to the  physical HW apparatus.  

In Figure 4, the user open his rig(s) and connects to MeasureServer. The 
MeasureServer that resides in the logic tier loads the script (PSC file) from the file 
system and passes it through its scripting engine where it is parsed and executed. The 
MS opens a connection to the storage tier using a database connector and executes an 
SQL2

                                                           
2 Structured Query Language: SQL is a special-purpose programming language designed for 

managing data held in a relational database management system. 

 statement against the database. The database returns the data to the database 
connector and then returns the requested data to MS. Before returning the data to the 
Web server. The Web server then implements any final logic (results and details of 
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the experiment) before presenting the data in HTML format to the user’s Web 
browser within the presentation tier. The user’s Web browser renders the HTML and 
presents the user with a graphical representation of the code. All of this happens in a 
matter of seconds and is transparent to the user. 

Based on the system of RE, clients have a non-stop accessibility to enter RL through 
their web browser's interface connected to Internet from anywhere.[16] The most 
significant advantage is the real-time experimenting with the apparatus installed in a 
laboratory. An authorized student can comfortably communicate with the remote 
apparatus of the visualized RE via a web page. The apparatus promptly reacts and 
sends adequate responses/signals/data through particular subsystems back to the target 
client/student. After the completion of RE the student will arrange the data in 
formatted, sorted and filtered form and also in graphic charts displayed on the screen 
and find the corresponding answers regarding the phenomena observed. 

3   Database security risks of remote experiments 

LMS is a specific technically sophisticated complex system. The availability of 
these system and the sensitivity of the data that they store and process are becoming 
very important. Web page that presentation LMS on Internet contains supporting 
infrastructure and environments use diverse technologies and can contain a significant 
amount of modified and customized codes. The very nature of their feature-rich 
design and their capability to collate, process, and disseminate information over the 
Internet or from within an intranet makes them a popular target for attack. Also, since 
the network security technology market has matured and there are fewer opportunities 
to breach information systems through network-based vulnerabilities, hackers are 
increasingly switching their focus to attempting to compromise applications. 

 

3.1   SQL Injection of database attack 

SQL injection is an attack in which the SQL code is inserted or appended into 
application/user input parameters that are later passed to a back-end SQL server for 
parsing and execution. Any procedure that constructs SQL statements could 
potentially be vulnerable, as the diverse nature of SQL and the methods available for 
constructing it provide a wealth of coding options. The primary form of SQL injection 
consists of direct insertion of code into parameters that are concatenated with SQL 
commands and executed. A less direct attack injects malicious code into strings that 
are destined for storage in a table or as metadata. When the stored strings are 
subsequently concatenated into a dynamic SQL command, the malicious code is 
executed. When a Web application fails to properly sanitize the parameters which are 
passed to dynamically created SQL statements (even when using parameterization 
techniques) it is possible for an attacker to alter the construction of back-end SQL 
statements. [15] When an attacker is able to modify an SQL statement, the statement 
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will execute with the same rights as the application user; when using the SQL server 
to execute commands that interact with the operating system, the process will run 
with the same permissions as the component that executed the command (e.g. 
database server, application server, or Web server), which is often highly privileged. 
 
It is important to have a clear understanding of how your data entry influences a SQL 
query and what kind of response you could expect from the server. 
Figure 5 shows how the data sent from the browser are used in creating a SQL 
statement and how the results are returned to the browser. 

 
Fig. 5. Information Flow during a SQL Injection Error. 

If an attacker to modify the website to query the database, such as a change in url, 
web server just creates a SQL query, parses the results, and displays the results to the 
user. The database server receives the query and returns the results to the Web server. 
This is very important for exploiting SQL injection vulnerabilities because if you can 
manipulate the SQL statement and make the database server return arbitrary data 
(such as usernames and passwords from the Web site) the Web server has no means to 
verify whether the data are legitimate and will therefore pass the data back to the 
attacker. This is one of the most common attacks on the database and need from 
development to propose the necessary measures. 
 
Of recent history 

In 2011, Sony suffered a 23 day network outage after a breach of security that 
allowed the theft of approximately 77 million registered accounts from its PlayStation 
Network. It is to date the largest computer data exploit in history. A month later, 
hackers claimed in a press release to have stolen personal information of 1 million 
users from the website of Sony Pictures by a single SQL injection attack [17]. 
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3.2   DoS and DDoS of database attack 

Another attack, more difficult to prevent, is a DoS, or DDoS (Denial of Service, or 
Distributed Denial of Service), the overloading of a website or any kind of server with 
requests, for the purpose of bringing it down. 
Denial of Service (DoS) is an inelegant but effective attack against web, database, and 
any type of public server. The goal is to overload the server with requests to crash it 
or make it unavailable for normal operations. A DoS is most of the time targeted 
towards a web server, and affects SQL server on the rebound. The first way to handle 
this is to protect the web server, for example, with a network firewall, which will 
automatically block suspicious IP addresses, or a Web Application Firewall (WAF). 
Here, we will provide some recipes to increase protection in SQL Server itself. 
How to do it... 
DoS risks are increased when you allow queries to be created dynamically in the 
client application, especially when you offer multi-criteria search forms. Since the 
user can search with any combination of criteria, it can lead to complex queries where 
it will take time to execute and exploit the resources of the server. A few of these 
queries running simultaneously can effectively decrease the performances of the 
whole server. 

4   Security of scientific remote experiments 

A greater level of baseline, hardware-enforced security features are important in 
all categories of remote laboratory system for part systems such as database server, 
MeasureServer, web server, reservation system, control system etc. These capabilities 
will protect the information on the device itself, and the information that is accessed 
from the device. They’ll enable greater trust in the device, and because of this trust 
we’ll be able to provide users of the device with access to more resources.  
For LMS security, these baseline hardware security capabilities will provide help in 
key focus areas, including threat management, ID and access management, data 
protection, and remote monitoring. Some expected baseline capabilities include 
protected environments, encryption, hardware acceleration, enhanced recovery, and 
integration with security software. 

 

4.1   SQL Injection of database based defense 

SQL injection is the action of adding characters to a SQL query in order to modify 
its action and execute an exploit, such as getting more information, modifying data or 
data structures, or even getting access to the underlying operating system of the 
database server. [17][6][7] It can happen when a dynamic ad-hoc SQL query is built 
in the application code. 
 
Let's see how it is necessary to protect the data storage LMS and what needs to be 
done on the website of remote experiments. 
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The SQL query is built dynamically in a string in web page of remote experiment in 
browser on client PC. [4][12][15] It leaves a possibility of something to be added to 
cause harm. we can find numerous and cunning ways to manipulate a query, by using 
SQL operators, functions, or constructs that can circumvent basic protection. For 
example, in T-SQL, the BULK INSERT command could be used to read the content 
of a file on the disk and return the result as a result set, or the xp_cmdshell extended 
stored procedure could be used to run Windows or even Active Directory commands. 
To eliminate the threat, replace those strings with parameterized stored procedures. 
The parameters will never be evaluated as a part of the query syntax and cannot be 
used for adding other behavior to it. They could still be used to get more information 
than expected, but not to run commands.   
 
The best way to stay safe is to encapsulate SQL code inside parameterized stored 
procedures. But this sometimes defeats the first purpose of building a query 
dynamically: to fit a multi-criteria sear Chapter For example, if the name of the rig is 
part of the search, we add a JOIN to the rigs table in the query; otherwise we don't, 
which simplifies the query and optimizes performances. 
 
Removing the dynamic SQL is the best solution in terms of security, because there 
will be no chance for an attacker to inject code inside the SQL statement. The 
variables can now only replace values that are evaluated inside a comparison. 

4.2   DoS and DDoS of database based defense 

The first thing to do is to improve the quality of your code. One simple thing you 
can do is to ensure you have created the needed indexes on your tables, to avoid 
costly table scans. You can use the Database Tuning Advisor (DTA) packaged with 
the SQL Server client tools. You can make a .sql file containing some costly queries, 
and feed the DTA with it. 
 
You can also limit the number of concurrent connections allowed on SQL Server. By 
default, the limit is 32,767 in MS SQL Server 2012 (the configuration value shows 0 
in this case). You can change the value in the configuration pages of the instance (see 
the next screenshot, Figure 6) by T-SQL and set: 
 
SELECT value_in_use  
FROM sys.configurations  
WHERE name = 'user connections'; 
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Fig. 6. Set restriction long-running queries. 
In the previous screenshot, you can see another server configuration that could be 
useful: Use query governor to prevent long-running queries. If activated, the SQL 
optimizer will block execution of any query estimated to cost more than the number 
of seconds defined in the value. This is far from bullet-proof, as it is simply an 
estimation from the query optimizer, in pseudo-seconds (just a way of weighing plans 
to compare). If you choose, for example, a value of 30 seconds, it simply means that 
SQL server will not execute a query that it estimates costing more than 30 seconds. 
The actual query could finally run much faster or conversely run for hours if locks are 
blocking it. But it is a way to stop queries that are estimated to be heavy, and limit the 
risk that the server will be overloaded by a few queries. 
Another way to limit resource usage is the use of Resource Governor. This addition to 
the SQL Server administrator toolbox is available only in the Enterprise edition. With 
it, you can define workload groups inside resource pools. In short, you can limit the 
amount of CPU and memory allocated to a group of sessions. For that, you create a 
classifier function that returns the name of a workload group. This function allows 
you to define the classification rules you want, based on SQL code, system variables, 
and functions (the login name, the time of day, and so on). Then you declare this 
function in Resource Governor along with you pools and groups. 

5   Datastore in datawarehouse in the future 

Let us predict, in the light of constantly developing ICT, the way of the safety 
precautions of the future data warehousing. Among the most growing trends, let us 
mention: 

 
• Local data storage warehouseswillbe integrated into mega-integrated 

database centres of mega - companies such as Microsoft or Google, 
• Authentication will run via a centralized authentication service USERID, 
• Data scheme will be managed by mega-datacentres services and edited by 

higher order instruments. Thus, global consistency and the general design of 
structures to store and work with data will be ensured.  

• Data mining will be integrated into functionalities of data protection and 
auditing. 

• Exiting data warehouses will be more open to the needs of governmental and 
other institutions to control corruption and terrorism.  
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• Data warehouses will include integration buses and standards for reciprocal 
linking will be developed. 

• Direct access of individuals and companies to research data warehouses 
worldwide for teaching, sharing information, and the like will be assured. 

• Mega development of remote data centres, simulation technology centres, 
global centralization of knowledge and clustering into a single unit through 
integrators. 

• Direct and audit subjected access of persons to information in the global 
knowledge centres (mega-integrated database centres).  

 

6   Conclusions 

This work describes a series of recommendations and procedures to secure data 
storage in the scheme of the data warehouse for the needs of remote laboratories. The 
work includes a vision for the future regarding security and direction of data 
warehouses, aiming to direct readers to the problems of data warehouses from all 
perspectives and to learn, what are the risks of today and how to comprehend security. 
In the course of the work on the data warehouse we learned how to realize a safety 
problem as well as design security. We believe, that the article sheds some light on a 
number of acute problems but simultaneously opened to us many other questions to 
consider in connection with data warehouse security. The article also describes the 
introduction of new terms on issues of security and shares experience in terms of 
theory and our practical experience. 
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Abstract.Mental model is a fundamental term in human-computer interaction 
(HCI). The process of HCI creates different qualitative levels of user experience 
(UX) which can be determined by the quality of communication between a 
technological product (the system) and a user of this product. The level of user 
experience is indirectly derivable from measurement of different qualitative and 
quantitative aspects of the interaction (achievement of objectives, satisfaction, 
comfort, time required to perform the task). The user experience is the key 
factor which determines the popularity of web or mobile applications and 
software applications in general. During the HCI, the user is unconsciously 
comparing his mental model (own idea of functionality) with the system image 
(the real graphical user interface – GUI). The distance between the user’s 
mental model and the system image should be minimal. Creation of successful 
GUI requires a real user-application interaction testing and statistical evaluation 
of the testing data. This paper describes a design of a software tool for user 
mental model collection and visualization in the area of mobile applications 
with emphasis on context of the HCI. 

Keywords: conceptual model, mental model, mobile application design, system 
image, user experience, user interface. 

1 Introduction 

Recently, more and more mobile applications developers are facing the question of 
proper graphical user interface design. Area of mobile application development is 
rapidly growing along with increasing number of mobile applications users. 
According to Flurry Analytics [1], overall mobile applications use in 2013 growth by 
115% year-over-year and it is expected that this trend will continue.  

In segment of native application development, there is possible to follow 
guidelines for GUI design related with some specific platform. But these guidelines 
are describing only fundamental patterns or use cases. In contrast with web 
application UI design, there is a noticeable lack of studies and research in the area of 
mobile application design. Moreover, if we consider the hybrid mobile application 
development, a large amount of user interface design frameworks is not strictly 
following particular platform UI guidelines and achieving a successful mobile 
application design is not therefore a simple task. 
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The interaction between a user of mobile application and a graphical user interface 
could lead to some misunderstandings, errors and frustration from inability to achieve 
a goal. Designer is able to prevent this situation with a good UI design with respect to 
the user mental model (UMM). 

By the user-application interaction, a user is comparing his UMM (complex idea of 
how the system works) with the system image (application GUI). If the distance 
between this two models is too high, it means that the design is confusing and users 
may not be able to accomplish their goals. 
 Good UI of a software application (system image) should help a user to create a 
productive UMM of the system. [2] This paper discuss best practices for 
consideration by a designer creating a conceptual model of an application and a 
software tool for UMM collection and evaluation. 

2 Mental Models in Software Design 

In the area of human-computer interaction (HCI) there are defined fundamental terms 
describing and simplifying the human computer recognition process. 

2.1 Mental Models 

The term Mental Model was firstly introduced by Craik [3], but in the 80th it became 
the fundamental part of terminology of the newly established field of cognitive 
science. According to Norman [4] and Krug [5], UMM is the key factor in user’s 
perception of an object functionality and behavior. Users of an object are creating in 
their minds a simplified model that describes their ideas how the object works, or how 
to interact with it.  

2.2 Conceptual Models 

By the process of developing a software application, a conceptual model is created by 
the designer. This conceptual model reflects designer’s understandings of the task and 
tools and abstractly describes the functionality of the system and its relations. [6] This 
model should be good understandable for end user and should focus on key 
functionality of the application. [7] 

2.3 System Image 

User of a software application compares unconsciously by working with GUI objects, 
own idea about virtual environment functionality, with real GUI objects which are 
creating the system image. In simplicity, by the process of HCI, user compares own 
mental model with the system image. [8] 
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Fig. 1.Relation between conceptual model, user mental model and system image. 

3 Conceptual Design Best Practices 

Good conceptual model is an essential part in development process of successful 
software application. [9] Therefore application designer should consider following 
best practices published by IBM Corporation. 

3.1 Simplicity 

Mental models are the simplified image of reality, therefore GUI should simplified 
the key functions of the system. This key functions should be highlighted, lesser-used 
functions should be in background. 

3.2 Familiarity 

Users in general have some prior knowledge and using this knowledge, they are 
creating own mental model. The GUI should allow them to build on this 
knowledge.[10] The process of creation an adequate mental model, can be strengthen 
if the user is able to apply prior experience gained from the real world. 

3.3 Availability 

Because human beings are better at recognition then recall, GUI should contain visual 
stimulus, to fast identification of an object functionality.[10] 
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3.4 Feedback 

GUI should provide continuous feedback about the results of actions.[4] Using 
appropriate feedback is possible to support user’s mental model creation.[10] Positive 
feedback is good for strengthening current user’s mental model, whilst using the 
negative feedback is possible to adapt the model. 

4 Proposed Software Tool – MeMo2Ap 

In order to assess the accuracy of the conceptual models, it is necessary to obtain a 
general UMM of specific application and to evaluate the extent to which these two 
models fits. Collecting the user models can be very costly activity and requires special 
commercial software or a test observer. 

This paper describes a design of a context focused software solution for mobile 
application user mental models collection and visualization (named MeMo2Ap). 
Before the design of this software tool, these goals were formulated: 
1) Simple implementation 
2) Easy preparation of test scenario 
3) Context focus (target application, target device) 
4) Distributed test deployment 
5) Results visualization and simple evaluation 
 
To meet this objectives, hybrid mobile application development approach was chosen. 
Within this approach it is possible to use web technologies which are easy to 
implement and moreover it is very easy to distribute the test application to end users 
using URL address. In other way it is also possible to wrap the test application by 
wrapper technology, such as PhoneGap [11] and publish it on official distribution 
channels. 

4.1 Principles of Testing and Data Collection 

Hybrid mobile application MeMo2Ap is a client-server application which is able to 
perform a testing scenario and observe users touch gestures.  Testing scenario 
contains 1 to N test cases, while the test case is determined by a test screen, 
description of user task to perform, and success area, where user should touch to 
complete the task. If the user touches the success area, the test was successful in other 
case, the test failed. 

Testing result is immediately sent from client mobile device to database table on 
the server. Timestamp, vertical and horizontal position of the touch gesture are stored. 
This communication between client and server is established using JSON web 
service. The main advantage is the possibility of distributed testing and simple 
delivering to end testers. 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 136



4.2 Technologies Used for MeMo2Ap 

As for server side, PHP programming language and MySQL database was chosen. 
The server was developed using QCubed [12] – open-source rapid application 
development framework, which uses ORM technology [13] and code generation [14] 
to accelerate the development process.  

-
). Database 

table names and relations are shown in Figure 3. 
 

 
Fig. 2.MeMo2Ap database table relations. 

 

 
Fig. 3.Visualisation of target area within  test screen. 

The server side consists of the tests administration area (automatically generated 
QCubed Form Drafts [15]) and web services for the mobile client. The client side is 
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created using web technologies – HTML, CSS, JavaScript, jQuery and jQuery Mobile 
and it is possible to process the application in a mobile browser or a Web view within 
a native mobile application using Phonegap wrapper [11]. 

4.3 Proposed methodology of collecting user’s mental models using 
MeMo2Ap 

Using MeMo2Ap testing software is possible to create test scenarios in following 
way: 
1) New testing project with specific name and identifier is created using server 
administration tool. 
2) Within this project, new testing scenario can be created. 
3) Testing scenario consists of 1 to N testing screens. Each testing screen is 
represented by PNG graphic file and is possible to prepend user task text which is 
shown as a modal dialog window, before the test screen.  
4) When the project testing scenario consists of at least 1 test screen, it is possible to 
run the script for setting target area (Fig. 4). Setting the target area is done using drag 
& drop technology, by the administrator. 

Once the test scenario is set, the user testing can be performed remotely, if needed 
(Figure 5) and the testing results are obtained in real time. 

 

 
Fig. 4.Distributed testing using client-server architecture. 

Using MeMo2Ap testing software from tester point of view: 
1) Competition of initial form (information about gender, preferred platform, 

experience…) 
2) Reading a user task. 
3) Longer tapping the area to complete the task. 

 
Points 2) and 3) are repeating for each test screen. 

4.4 Testing Results Visualization and Evaluation 

Once testing is complete (or during the testing), visualization can be displayed using 
MeMo2Ap software tool (Figure 5). Each test screen is overlaid with testing results 
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with successful touches in green and unsuccessful touches in red color. There is also 
obvious the frequency of tapping into particular area, from the color density. 

 
Fig. 5.Visualization of testing results. 

In the left corner of each test screen, there is available the numerical information 
about successful tests in percent. Percentages are given by a success percent sP (1) of 
each test screen, where tT is number of total test count and sT is number of successful 
taps in target area. 

100⋅





=

tT
sTsP    (1) 

5 Method ofIncrementalGUI Design Using Mental Models 

Creating a mobile application with usable, attractive and especially understandable 
design can provide higher sales and growing numbers of users. On the other hand, bad 
user experience makes an application unsuccessful.  

During the application design phase, conceptual model of the app is created. This 
conceptual model produces the system image with which the real user interacts. 
Inaccurate system image do not support creation of correct mental model of the user.  

With respect to user mental model linked with specific application screen, it is 
possible to rearrange and redesign problematic parts and redo the tests. Comparing the 
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results between the first system image and the redesigned system image is possible to 
highly improve the user experience. 

After the testing, a successful threshold for each test screen should be set up. If the 
success percentage of the test screen is lower than the threshold, design improvements 
are necessary. Another test should contain the improved test screen and again the 
success percentage is evaluated. 
Better mobile design with high user experience can be achieved using this 
incremental testing (Figure 6). 

 
Fig. 6.UI design with incremental testing. 

6 Future Research 

Software tool MeMo2Ap for collecting mobile application user’s mental model was 
developed as an open-source and allows easy creation of test scenarios, which are 
focused on evaluation the accuracy of conceptual models. Using this tool and 
incremental mehod of GUI desing testing, an improvement in UX could be achieved. 

In future research commonly used GUI patterns could be tested and the extent to fit 
user’s mental model could be evaluated. It is also possible to search for the error 
dependence on user preference for specific mobile platformby using patterns linked to 
another platform. 
Another interesting area is the creation of proper user mental modelsupported by 
appropriate UI techniques, such as overlap help. Research can be conducted with two 
testing groups – users who have not seen the overlap help and those who have seen 
the overlap help in prior. 

7 Conclusion 

Method of collecting mobile application user’s mental models using the proposed 
software tool MeMo2Ap was introduced in this paper and best practices for mobile 
application GUI design were discussed. The software tool was designed as an open-
source client-server application, to meet these goals: Simple implementation, easy 
preparation of test scenario, context focus (target application, target device), 
distributed test deployment, results visualization and simple evaluation. 
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Using the MeMo2Ap tool, the success rate of each test screen is reflecting the 
correctness of the conceptual model and if the correctness is insufficient it is possible 
to improve it with incremental design enhancing and testing. 
Also opportunities for further research, such as established GUI pattern success rate 
testing and evaluating or supporting methods of creation the proper user mental model 
are mentioned in chapter 6. 
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1   Introduction 

With development of information and communication technologies (ICT) and their 
intrusion into all sectors, gaining management and delivery of IT services different 
dimension and meaning. The quality of providing or managing of IT services can 
greatly affect the operation or performance of the company. For this reason it was 
introduced, the now internationally acclaimed standard known as ITIL®. It is an 
abbreviation for Information Technology Infrastructure Library. It is a set of concepts 
and practices that allow better planning, use and improve the use of IT, whether by 
the providers of IT services or by the customers. 

ITIL® is a collection of books in the form of extensive and widely available 
manual for IT service management. The experiences and recommendations have 
become best practices. Provide sufficient flexibility to adapt the recommendations 
from books ITIL® requirements and needs of a specific corporation. ITIL® provides 
a free available framework, covering the entire cycle of IT services. ITIL® is suitable 
for all companies that operate IT services. As a framework, ITIL® is full of tips, 
warnings, knowledge, omissions, instruction, warnings and things to do or not do. 
One of the greatest benefits of ITIL® is a fact that it is based on experience of others. 

According current version of ITIL® v3 is possible to say that ITIL® tool is an 
arbitrary software tool which use leads to provably improve and streamline the 
providing and managing IT services. There is only one condition – it must be a SW. 

The uses of ITIL® tools are complicated due to the wide range of offered tools and 
often very expensive. This caused and to a certain extent still causes small and 
medium companies are disinterest of the use of ITIL®. On the other hand, recently is 
beginning to discover significant amounts of Free and Open Source SW even between 
ITIL® tools. 
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2   Evaluation Criteria 

On the market is really wide range of Free and Open Source ITIL® tools and 
orientation between them is very difficult. This problem is also related to selection of 
the most appropriate tools for a specific company. Therefore, below are defined and 
described the basic criteria for selection and evaluation of these tools. However, it is 
important to say that each company may have different requirements and other 
criteria. So, same tool is useful for one company and at the same time might be 
useless for another company. 

Basic criteria for Free and Open Source ITIL® tools are divided into several 
groups: 

1. Product Functionality  
2. Requirements for Free and Open Source Project 
3. Specifications 
4. User friendliness 

2.1 Product Functionality 

Criteria relating to the functionality vary by application category. A large number 
of features do not necessarily mean that the application is better than competing 
product with a shorter list of features. This point cannot be assessed quantitatively as 
a measurable criterion of selection, but rather as an overview which may apprise 
readers and provide them information about the basic functions of the product.  

2.2 Division by main purpose 

Open source project is meant organizing and managing a group of people who are 
involved in the development of the product. 

• Duration of the project; version in which the product is available. 
• License, under which the product is offered. 
• Activity on the mailing lists - community 
• Option of commercial support. 
• Appropriate documentation - is the absence of the necessary documentation 

was in the selection of appropriate tools stumbling block relatively large 
number of projects. The basic requirement in this case, I consider the 
existence of technical documentation and user documentation. 

• Demo applications. 

1.3 Specifications 

Most of the Free and Open Source products use of ready-made programs usually 
also available under any other Free or Open Source licenses. This covers programs 
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such as the Apache web server, or database servers MySQL, PostgreSQL, e-mail 
servers Postfix and so on. 

Technical parameters are therefore a considerable amount and in particular, for 
each of this software may vary. Therefore, it is evaluation only directly influenced by 
the following parameters: 

• HW requirements 
• Supported operating systems - Cross-platform 
• Integration with other SW 
• Difficulty of configuration 

Other parameters such as licenses, programming language, etc. are given only as a 
parameter list and have only informative value to the end user, which can serve to 
more specific evaluation according to the requirements of the specific company. 

1.4 User friendliness 

User friendliness is the main parameter that affects the user's ability to learn to 
work with a new product and use all functions. Improperly designed user interface 
can greatly influence user's work. 

Evaluation of this criterion is very subjective and based primarily on practical 
experience. At the same time here enter localization - the used language and of course 
the entire GUI (Graphic User Interface). Some tools are merely for the Command 
line. 

2. Evaluation of ITIL® tools 

The rating is divided into 2 parts. The first part is evaluated on the basis of defined 
criteria. The second part of the evaluation is intended for basic evaluation by users; 
this means that the use of the tool led to increase efficiencies in managing of the 
provision of IT services. This project is primarily focused only on the first part and is 
intended to provide basic guidance on valuation of available Free and Open Source 
ITIL ® tools. At the same evaluation procedure in the first section can also serve as a 
guide or template for creating a custom evaluation according to specific needs and 
requirements of the company to any SW, not just for ITIL ® tools. 

   (1) 

H overall rating 
Ki i-th criterion 
Vi stength of i-th criterion 
n number of the criteria 
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Evaluation of the first part is according to the above equation (1). It is the degree of 
fulfillment of the essential requirements for the Free and Open Source ITIL ® tools. 
The procedure is as follows: 

1. On the basis of the tables establishing a rating for the basic criteria. 
2. Obtained values are multiplied by the strength of standardized criteria 

according the table. 
3. New standard ratings of criteria are added together. 

Overall rating is expressed as a percentage - the sum of the standardized criteria is 
divided by 5 (the highest possible score for each criterion) and then multiplied by 100. 

3   Conclusion 

Due to the widespread of information and communication technologies, which 
today affects absolutely all human activity is the IT management absolute necessity. 
ITIL® framework has deal whit this issue with more than 20 years of experience. It 
gathers the best experience in IT management and provides advice and tips on how 
companies can improve overall IT management efficiency. 

The main objective of the project was to design a procedure for evaluating Free 
and Open Source ITIL ® tools. Licenses for commercial products are often going up 
to the order of hundreds of thousands of Czech crowns. And even so there is no 
guarantee that the product purchased for a particular company is the right solution. 
Another option is to choose from Free or Open Source solutions. However, they are 
on the rise and each year comes a large amount of new projects. Not all of them have 
high quality and have a future. Another fact is the absence of a database or a web 
portal, which would be devoted to the issue. Based on these fact was created project 
about the evaluation of Free and Open Source ITIL® tools. 
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Abstract. This paper is focused on analysis of a direct punch which was chosen 
from many striking techniques of professional defence. The analysis is aimed to 
find the velocity and dependences of this velocity on input parameters. Our goal 
was to find out if the velocity is suitable physical value for analysis of the direct 
punch. During the experiment a high-speed camera Olympus i-Speed 2 was 
used. For data analysis two pieces of software were used – i-Speed Control 
Software and MINITAB. 30 participants took part in this experiment. The 
results are presented in this paper – especially dependence mean velocity on 
time and difference in velocity between genders.  

Keywords: Direct punch, Professional defence, Velocity, Gender Differences 

1 Introduction 

Physical protection has a very long history and it belongs among basic parts of 
effective protection of people and property. Human factor is very important for data 
analysis and for quickly solving some unexpected situation. For these people 
professional defence training is necessary for effective work. During the training the 
participants are taught to stop attacker, to neutralize an attack or to solve conflict 
situations.  

The striking techniques are one of the basic elements of the majority of combat 
sports [2], martial arts [5] or combat systems [9]. In these techniques the striking 
energy [8] is transferred through arms, legs or head. In this paper the direct punch 
velocity is closely analyzed. The direct punch is delivered by the arm following a 
direct line. The hitting area is a closed fist [11]. The aim is to stop the attacker and 
increase distance between the defender and an attacker.  In the following experiment 
the punch was delivered by the back hand (see Fig. 1). 

The aim was to measure the velocity of direct punch and then to find out 
dependence of velocity on inputs parameters – a training level, body’s height and 
weight and a gender. 
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Fig. 1. Direct punch [11] 

2 Measuring station 

A high-speed camera Olympus i-Speed 2 was used for measuring of velocity. This 
camera has CMOS 800x600 sensor, full resolution recordings to 1000 fps (fps = 
frames per second) and 33000 fps maximum recording speed. We used recording 
speed 1000 fps. [1, 4, 6] 

During this experiment we used only one camera, so we choose direct punch from 
all striking techniques because only this punch is made directly. The result is that 
during the whole movement of the hand we have had a focused image.   

The measuring station consists of a punching bag and a construction of its 
suspension. Paper with two perpendicular lines was stuck on the right of the punching 
bag. Horizontal line was for leading the hand during movement. The aim of the 
vertical line was to determine the beginning of data analysis. The result was that the 
all direct punches were measured in the same distance from punching bag. This 
distance was 60mm. The end of the measuring was at the moment when the 
movement of the hand was stopped in axis “x” – the deformation of punching bag was 
at the maximum. 

 

 

Fig. 2. Measuring station with the camera and the punching bag 
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3 Experiment 

The total of 30 participants took part in the experiment; 24 men and 6 women. Based 
on the previous training and experience the participants were divided into following 
three groups: 

• Untrained – These people have never done any combat sport, martial art or 
combat system.  They have no theoretical knowledge of the striking 
technique. The technique was presented to these people before the 
experiment for safety reasons. Noted further as UTM (for men). 

• Mid-trained - These people have the theoretical knowledge of striking 
techniques and they have attended the Special physical training course for at 
least six months. The course is focused on self-defence and professional 
defence. Noted further as MTM (for men) and MTW (for women). 

• Trained – These people do some combat sports, martial arts or a combat 
system for longer than two years. Noted further as TM (for men). 

 
During the experiment each person made one strike (Except one man from training 

group. He did two strikes.). During the measurement the target was positioned in such 
manner that the center of the punching bag was in line with the striking person´s 
shoulder. That way the punches have the maximum velocity and force (as there is no 
decomposition of force or velocity into the other axes). The person was made to stay 
at the same place for the whole experiment. Any unnecessary movement (e. g. lunge 
etc.) would lead to data distortion. 

Reflective markers with diameter 10mm have been stuck on the hand of each 
person. 

 

 

Fig. 3. Reflective markers 
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4 Results 

For data analysis we used i-Speed Control Software. It is used for image analysis and 
for work with images – modification of contrast, brightness etc. On the basis of 
sequential labelling of markers on hand the software it is able to calculate the velocity 
of the hand. The rate of images (1000 fps) and the distance of markers between two 
images are known. 

 

 

Fig. 4. I-Speed Control Software 

For velocity analysis we used software MINITAB. It was possible to find out 
dependence of the mean velocity on time, dependence of the maximum velocity on 
body’s height and weight, dependence of the maximum velocity on training level and 
also on gender.  

Fig. 5 shows dependence of the velocity on time. There are clear differences 
among signals due to the training level and the gender. The aim was to find out a 
simple statistical classifier which would helps us to classify people on basis of their 
training level. Possibilities are the maximum of velocity and its standard deviation 
(Table 1).  
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Fig. 5. Dependence of mean velocity on time 

 

Table 1. Results overview 

 Mean StDev CoefVar Minimum Median Maximum Number 
of 
samples 

UTM 3,169 1,6269 51,85 0,8354 2,916 5,989 8 

MTM 2,848 1,8631 65,65 0,4849 2,474 6,325 13 

TM 4,203 2,545 60,13 0,727 3,705 8,109 4 

MTW 2,0223 1,239 61,05 0,4493 1,663 4,347 6 

 
Very important part of experiment was to find out if it is possible to determine 

dependence of maximum velocity on body’s height and weight. This is so important 
because it is expected that tall men with bigger weight would have stronger punch 
than small and thin men. 
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Fig. 6. Dependence of maximum velocity on body’s height and weight for untrained 
men 

 

 

Fig. 7. Dependence of maximum velocity on body’s height and weight for mid trained 
men 
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Fig. 8. Dependence of maximum velocity on body’s height and weight for trained 
men 

 

 

Fig. 9. Dependence of maximum velocity on body’s height and weight for mid trained 
women 
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It can be seen there is no evident dependence of the maximum velocity on body’s 
height and weight. Only in category of trained men there is a trend of bigger 
maximum velocity with lower height. In category of untrained men there is a trend of 
bigger maximum velocity with lower height and also with lower weight. 

5 Conclusion 

The experiment was focused on analysis of direct punch with a view to velocity. The 
high-speed camera Olympus i-Speed 2 and software i-Speed Control Software and 
MINITAB were used. The results are measuring of velocity in time and the maximum 
velocity. The aim was to find dependences of velocity on input parameters such as 
body’s height and weight, gender and training level. It can be stated that there is a big 
difference between genders on the same training level. Dependences on body’s height 
and weight are not evidential. The future experiment will be focused on gathering 
larger sample of people and then we can establish if some dependence exists.   
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Abstract. The paper contains description of modernized artillery 

reconnaissance set LOS –M. It summarizes  technical achievements which were 

made during the modernization process and it highlights the main advantages of 

the device. There is pointed out to importance of artillery reconnaissance and 

fast information flow. This is realized through modernized computers, software 

and generally through technical equipment. The modernization process is result 

of permanent need for better results and performance. 

Keywords: artillery reconnaissance, reconnaissance device and vehicle, 

information flow, observing device, detection of targets. 

1   Reconnaissance set LOS – M 

All currently used means of artillery reconnaissance have during determination 

process of reconnaissance data specific limitations. These limitations can be solved by 

adding additional reconnaissance devices or resources, or their modernization 

throughout artillery reconnaissance system so that new devices are not doubling 

existing activities, but increasing the level of its quality.  

Therefore, chief of artillery of the Czech Armed Forces adopted and already 

partially implemented projects related to modernization of artillery reconnaissance, 

both in yielding sets as well as in reconnaissance sets. By modernization or by 

inclusion of new devices will be cover the full spectrum of artillery reconnaissance 

tasks. 
During the development of artillery reconnaissance devices is necessary to pay 

attention to connecting devices and their possibility of passing the real data to the 

required distance and in the required format. [5] 

One of the first devices of artillery reconnaissance, which is currently undergoing 

modernization, is the observation set LOS. Its modernized version is called LOS - M.  

LOS - M device is part of the fire control system of an artillery unit, which 

replaces an artillery observer. We count with its deployment mainly on exposed areas 

of the battlefield, where the standard observer of artillery fire control system would be 

exposed to unreasonable risk, primarily in terms of shelling enemy firing means, or 

from the viewpoint of chemical warfare agents, respectively other form of 

contamination of the surrounding environment. The LOS-M device will also be 
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preferably used at forward positions, which will be quickly stationed, or that are 

inaccessible to artillery observers and also for the securing the critical areas and 

objects, both civilian and military. 

Observing device LOS-M has, in practical terms, benefits that due to extensive 

computer support for operator activities in comparison to the current level of artillery 

observers fire control system workplaces, significantly increases the efficiency of 

management of reconnaissance activities of the artillery forces. 

Due to integrated connecting means is better communication between mechanized 

forces and artillery. LOS - M reconnaissance device allows by its modular concept 

prospective expansion to other exploration sensors and subsystems. 

The design and the possibility of changing system operators LOS-M allows 

virtually continuous combat operations of artillery observer throughout the 

reconnaissance system. 

Used subsystems for the reconnaissance and their relative configurations, allows to 

create reconnaissance equipment with long-range detection and identification of 

targets. Established SW structure largely taking into account operator comfort and 

allows modifications to the requirements and the experience of the user. LOS-M 

system is also equipped with a simple kit for conducting spare reconnaissance. 

For the crew are intended four places. Original driver's seat was retained. Place 

behind a driver is designed for a substitute or an advanced forward air controller posts 

(FAC). Commander´s workplace and integrated operator station is located to the left 

and right of the tower. 

2   Function  

LOS - M device allows, among other functions, to perform all tasks of the artillery 

observer fire control system ie.: 

 Allows to search targets and determine their coordinates with high precision, 

day or night, and transfer them to superior. 

 Plans and requires artillery and mortar fire. 

 Correcting the results of shooting at different methods  

 Coordinates the fulfillment of firing tasks of the artillery and mortar units in 

conjunction with combat activity of supported mechanized units. 

 It provides the communication with the superior fire support coordinator and 

also fire control section and batteries. 

 Allows monitoring of the tactical situation and enemy units on a digitized 

map, displaying areas of interest. 

 It provides a connection to the commander of supported mechanized unit. 

 It allows determination of their own stand and navigation using GPS. 
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3   Upgraded sensory subsystem 

Upgraded sensory subsystem consists of the following components that are built 

into the sensory head:  

 TV camera MERLIN-2;  

 TV camera HK-170;  

 Thermal imaging camera LIRC 640;  

 LDM 38 laser rangefinder;  

 INU TALIN 3000;  

 Laser marker. 

TV camera MERLIN-2  

It is a color / monochrome (Day & Night) TV camera that is designed for close, 

especially for remote optical reconnaissance for the day and at dusk.  

Detection of 16 km;  

Reconnaissance 5 km;  

Identification of 2.5 km. 

TV camera HK-170 

This is a TV camera mounted monochrome CCD sensor, which can be used as a 

sensor reconnaissance and combat means of orientation in the field, the field 

reconnaissance, to search and detect targets during the day and at dusk.  

Detection of 10 km;  

Reconnaissance 3,5 km;  

Identification of 1.5 km. 

LIRC 640 Thermal Camera  

It is a thermal Module 3 generation operating in the spectral range to 10 micron.  

Detection of 9.0 km  

Reconnaissance of 3.0 km  

Identification of 2.0 km 

Laser rangefinder LDM 38 

It is a high performance module eye safe laser rangefinder. It features a ruggedized 

compact design and is designed for installation in military applications. 

Minimum distance measuring 100 m 

Maximum distance measuring 20,000 m 

Accuracy of distance measurement ± 5 m 

Laser marker 

It will provide marking of the observed target for other units that are equipped with 

observation devices operating in a narrow band near IR region of the spectrum. 
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4   Software 

Application software will provide two basic modes of research:  

 Viewing Mode  

 Monitoring Mode 

Viewing mode will be used to reconnaissance of the field and will be fully 

dependent on the operator's activities, ie. It is integrated in the operator´s workplace, 

he will operate reconnaissance subsystem by his instructions and will concentrate on 

field observations. 

Monitoring mode will automate surveillance activities in the form of programmed 

activities, which will perform autonomously without operator intervention. The 

operator defines interest points, which will focus sensory subsystem, and after 

running the tracking mode, image sensors scan the set area. The monitored area can 

also set motion detection area, the system will automatically inform the operator of its 

integrated workplace disruption of any monitored area. 

5   The following facts 

Artillery Reconnaissance set LOS - M is supplemented, as opposed to the original 

type, by surveillance subsystem of the commander, who will provide him an overview 

of the vehicle's surroundings full 360 ° both in the day and at night. This subsystem is 

solved by integration of camera modules on the outside of the vehicle and display 

elements of the system on the commander's inside. [8] 

The modernization of reconnaissance device will also replace existing radios for 

modern radios fully compatible with radios used by other NATO armies. The vehicle 

has been fully implemented by system BVIS-V, which is the basic communication 

node of today's military devices in the Army. 

The big advantage is the replacement of the original yielding electric generator, 

which is built into the body of the vehicle and will apply without taking out. It is 

equipped with a means of air conditioning units that ensure suitable working 

environment and service deployment in climatic conditions quite different from those 

on which the original reconnaissance vehicle was designed. 

It is also calculated with a modifying of software, to ensure a smooth transition of 

operators between the upgraded reconnaissance set and other reconnaissance sets with 

the modernization or development, is expected in the future. [10] 

For the modernization of LOS set has been extensively used test subsystems that 

are used in the vehicle PANDUR, especially in the reconnaissance version KBV-Pz. 

This is complete integrated reconnaissance subsystem, which will make extensive use 

of components and subsystems identical with integrated reconnaissance system KBV-

Pz, which greatly simplifies the logistics of LOS-M set. 

Reconnaissance LOS-M device is assigned to the degree of artillery unit at the 

same level as an artillery observer, respectively artillery reconnaissance team. 

Inclusion of set LOS – M in the structure of artillery sections intended for direct fire 

support is subordinated to the appropriate commander, or it is subordinated to the 
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commander of a mechanized unit for which this reconnaissance vehicle is destined. 

[9] 

If artillery fulfills tasks of general fire support is the inclusion of LOS-M device 

directly subordinated to the commander of the section. 

6   Conclusion 

Modernization of reconnaissance set LOS was focused on advancement of the 

overall utility performance to the level of today's modern reconnaissance systems and 

was also focused on eliminating the existing gap, which was particularly manifested 

during its deployment in international missions of the Czech Armed Forces. 
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Abstract. The objective of this research is to develop the diamond 
recommendation system by using K-Means and Collaborative Filtering 
techniques. The prototype system suggests users automatically in order to 
maximize users’ satisfaction. The system design and development will be in the 
form of Android (android operating system). We illustrate the methodologies 
and experimental results of this system. In this project, it was divided the result 
by the research purposes into 2 parts: developing the Mobile application for 
diamond recommender users and evaluating and testing the system. The results 
showed that the experts and users are satisfied with the system at a good level. 
The guide to buying diamonds actually works.  

Keywords: Recommendation system, K-Mean, Collaborative filtering, Android  

1 Introduction 

With the advance technologies, there is an overwhelming amount of information 
available in the world and it is very difficult for customers to find the suitable 
products. To provide needed information, recommender system is the application of 
knowledge used to make a decision to users and it is a significant component to the 
businesses. Many recommendation systems were developed for use in industry and 
education that aim to create a list of suggestions and provide information to help 
customers for choosing the products. For instance, a Grundy system [1] is the first 
recommendation system that described models of users by using stereotypes and the 
result shown that user modes are effective in guiding its performance. 

Collaborative Filtering is one of the significant techniques used in recommender 
systems to suggest products and services for customers on e-Commerce systems. This 
approach advices user based on the preferences of similar users and it generally 
analyzes relationships between users and products or services to identify the user 
product/service associations [2]. Ratings were given by customers to catalog 
items/products and users who have similar tastes will have similar tastes in the future 
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[3]. The number of items associated with users is evaluated the accuracy of a 
collaborative filtering approach. There are two types of collaborative filtering: user-
based and item-based. User-based collaborative filtering predicts user’s preference 
items from rating preference of similar users in the past and item-based collaborative 
filtering depends on the similarity items and this approach is based on the user rating 
history to indicate the ratings pattern [4]-[5]. 

Also, recommendation system is interested to researcher because the results of this 
research cause to effect in many fields and it is divided in 3 categories according to 
the suggested method as follows: Collaborative filtering, Content-base 
recommendation, and Hybrid approaches.  In this paper, we present the prototype of 
mobile application for recommendation users by using K-Means and Collaborative 
Filtering techniques because Collaborative Filtering approach is sensitive with 
sparsity rating data in small group of users. Hence, K-means and Collaborative 
Filtering approaches were adapted in this project to reduce the sparsity rating 
problem. Furthermore, user preferences were considered to enhance the quality of this 
prototype.  

The remainder of this paper is organized as follows. Section 2 presents related 
works and research methodologies used in this work. Section 3 we describe the 
system architecture based on the purposed model and section 4 shows the results of 
this experiment. Finally, the conclusion and future research are presented in section 5. 

 

2 The Methodologies  

2.1 Collaborative filtering (CF) 

 Collaborative filtering (CF) is one of the most effective and successful 
techniques of recommender systems. This technique uses the relevant feedback from 
other similar users to predict or recommend to other users. Amazon.com [6] is the 
most famous recommendation system. This recommendation system incorporates a 
matrix of the item similarity. In order to find the similarity of the users, the Pearson’s 
correlation coefficient is used to compute similarity between usera and useru  

 ua rr

ua
ua, σσ

)r,covar(rC =
 (1) 

where  Ca,u  is  the Pearson’s correlation coefficient between user a and user  
u 

 ra and ru  is the received score from user a and user u   
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Let    ra,i and ru,i  are  the received score of product i from user a and user u      
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 ua randr  are the average of score product from user a and user u 
and m is the number of the co-rated items 
 
 According to Herlocker et al [7], they suggested to weight user similarity and 

computed a prediction by performing a weighted average of deviations from the 
neighbor’s mean. 
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where  pa,i is the prediction for item i of user a 
  n  is the number of neighbors 
wa,u  is the similarity weight between user a and user u   

2.2 K-means  

 K-means is one of the simplest unsupervised learning algorithms for 
clustering data. The procedure follows a simple and easy way to classify a given data 
set through a certain number of clusters (assume k clusters) fixed a priori [8].  This 
algorithm aims at minimizing an objective function, in this case a squared error 
function. The formula of Euclidean distance is as follows: 
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 is a chosen distance measure between a data point x j
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and the 

cluster centre c j , is an indicator of the distance of the n data points from their 
respective cluster centers  

3 The Experimental Setup  

 In this section, we described an overview and detail of the proposed system. 
we collected data from 150 users and each user was asked to fill out his/her personal 
profile including age, gender, income, type of jewelry, style, diamond shape and  
preferences. K-means was used to cluster into 3 groups of users by measuring 
distance from a point centriod Euclidean. Then collaborative filtering step calculated 
the similarity among each user and selected a user that is similar to the current users 
from finding the similarities and then the rating data is processed to predict the value 
prediction. Finally, the system will present the results by selecting from the highest 
rating for the current user.  
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4 The Results   

 In this project, it was divided the results by the research objectives into 2 
parts: developing the mobile based on K-Means and Collaborative Filtering 
techniques and evaluating and testing the application.  

4.1 Developing the mobile application 

In this section, to develop the mobile application, Fig 1 and Fig 2 were shown the 
results of mobile application. 
 

 
Fig. 1. The main page of application 

 
Fig. 2. The results page of application 

4.2 Evaluating and testing the application 

 Black box Testing and Questionnaires by 5 experts and 150 users were used to 
evaluate and test the qualities of this application. Respondents were asked to rate the 
recommendation results and the rating score was from 1 to 5. Black Box testing is the 
testing approach that focuses only on the outputs generated in response to selected 
inputs and execution conditions and the internal mechanism of a system or component 
is ignored [9].  Black box testing was assessed in the error of the project as following: 
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functional requirement test, Function test, Usability test, Performance test and 
Security test.  

Table 1. The results of Black box testing 

 Experts Users 
 SD  SD 

1.Function Requirement Test 4.46 0.51 4.22 0.56 
2. Functional Test 4.2 0.57 4.27 0.64 
3. Usability Test 4.16 0.55 4.25 0.59 
4. Performance Test 4.00 0.50 4.33 0.63 
5. Security Test 4.25 0.47 4.19 0.54 

 
Functional Requirement Test is evaluated the satisfaction on the ability of the 

system so as to meet the needs of users and   functional test was used to 
evaluate the accuracy of the system. Usability test is a measurement of the suitability 
of the system. The performance of the system is assessed the processing speed of the 
system in Performance Test. Finally, Security test was evaluated the security of the 
system and Table 1 and Fig 3 were shown the results of Black box testing.  

 

 
Fig. 3. . The results of Black box testing 

The results showed that the Diamond recommender system based on Mobile 
application was satisfied the requirements of users. Means for 5 experts and 150 users 
were 4.2 and 4.25 respectively. 

5 Conclusion 

 In this work, we proposed the diamond recommendation system by using K-
Means and Collaborative Filtering techniques based on Mobile Application. This 
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system provides more suitable recommendation information to users. K-means was 
used to cluster optimal groups and Collaborative filtering produced recommendation 
results based on user’s voting and preferences. The initial results showed that our 
approach is successfully generated the recommendation results matching with the 
group of users. As for the future work, we need to explore more reasonable other 
technologies to apply in this project to enhance the quality and quantity of services to 
users.  
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Abstract. The article describes possible technical systems within the field of 

flood protection, which serve as remote monitoring and detection of floods. It is 

focused on local flood warning systems, methods of measuring water surface 

and discharge flows with the possibility of remote transmission and processing 

by means of a gauging station, special software, and other support elements. 

The conclusion includes a description of the use of these stations within the 

process of emergency management and protection of the population.  

Keywords: Flood Protection; Population Protection; Emergency Management; 

Information Systems. 

1   Introduction 

The development of society, constructions, agriculture, and industrial production 

leads to hazards and risks associated with it. These hazards include extraordinary 

events caused by humans as well as natural extraordinary events. Natural 

extraordinary events are natural disasters, which cause extensive damage and harm in 

many countries, including the Czech Republic. Floods are ones of these disasters. Not 

only does damage and loss affect property and districts but also the lives and health of 

the population. Floods, in particular, are one of the most serious problems in the 

Czech Republic as regards natural disasters. According to [1], the flood in 1997 in the 

Czech Republic caused damage of 2.25 billion Euros (based on the current conversion 

rate) and claimed 60 human lives. The flood affected 536 municipalities and the 

damage represented about 3.5 % of GDP in the respective year. Also in the following 

years the floods caused extensive damage to the country. Specifically, it was in 2002 

when the flood claimed 17 lives and caused damage of 2.6 billion Euros (based on the 

current conversion rate). In total, the floods in the Czech Republic claimed 123 lives 
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and caused damage of 6.15 billion Euros (based on the current conversion rate) 

between 1997 and 2010. Due to the number of fatalities and the extent of damage it is 

necessary to develop methods for flood protection. The prompt detection of flood is 

necessary for the timely deployment of protection systems. 

2   Problem Formulation 

Owing to the seriousness of flooding and the extent of damage and harm, the issue of 

flooding became a part of Czech legislation. In particular, the flood protection and 

related problems are provided for by the regulations: Act No. 254/2001 Coll., “the 

Water Act”; Act No. 239/2000 Coll., on the Integrated Rescue System, and some 

other regulations. Furthermore, security bodies and bodies responsible for protection 

of the population together with Management of water flows also gives great 

awareness to floods. 

2.1   Floods 

The flood can be defined as substantial temporary rise of the water surface caused by 

abrupt discharge flows or temporary constriction of a river bed, particularly in the 

event of ice formations. [5] 

Based on the course of floods and time of their formation, they can be divided as 

follows:  

- winter and spring floods, 

- summer floods caused by persistent regional rainfall, 

- summer floods caused by short term intensive rainfall, 

- winter floods caused by ice formations. 

The extent of flooding and resulting damages and harm are affected primarily by 

the following factors [6]: 

- persistent rainfall, torrential rains, intensive thaw with rain causing melting of 

snow and releasing of ice, 

- capacity and condition of the river bed, 

- resistance and sufficient height of flood banks along the watercourse against 

surging and flowing water, and resistance of dikes against overflowing, 

- influence of retention of waterworks (reservoirs, ponds, polders) and other 

technical protections (weirs, flood banks along watercourses, etc.), 

- influence of the retention capacity of the land, 

- built-up areas and the use of floodplains, 

- timely notification of flood hazards; 

- operative administration of water management processes during floods, 

- precautions for the protection against floods. 
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2.2   Protection against floods 

From the perspective of time, the protection against floods and coping with them can 

be described as follows. Precautions taken: 

a) prior to the occurrence of floods; 

These precautions include, for instance, construction changes to river beds, 

construction of protective elements, such as waterworks and weirs, preparation of 

flood protection plans, etc. 

b) in the event of floods; 

Evacuation of affected persons, building of improvised flood banks, water barriers, 

etc. 

c) after the flood; 

Cleaning and decontamination of affected areas, regeneration of the area, 

revitalization, etc. 

The protection against floods is administrated by the flood protection authorities in 

all three periods of time. 

Flood protection authorities. In the Czech Republic the protection against flood is 

administrated by the flood protection authorities that within their territorial scope 

provide services for the preparation for flood management, organization and control 

of all relevant actions during flooding as well as in the period immediately after the 

flood, including management, organization and control of other participants involved 

in flood protection. Activities of flood protection authorities are governed by flood 

protection plans. Status and activities of flood protection authorities are specified at 

two time levels: 

a) off-flood protection authorities:  

- municipal bodies and bodies of municipal districts in Prague, 

- local authorities of municipalities with extended powers; authorities of municipal 

districts established by the Statute of the City of Prague,  

- regional authorities, 

- The Ministry of the Environment; provision for the preparation of rescue 

operations falls within the competence of the Ministry of the Interior. 

b) protection authorities during the flood: 

- flood commissions of municipalities; flood commissions of municipal districts in 

Prague, 

- flood commissions of municipalities with extended powers; flood commissions of 

municipal districts established by the Statute of the City of Prague,  

- flood commissions of regions, 

- Central Flood Commission. 

2.3   Detection of the flood origin 

In order to implement protective measures it is important to obtain information about 

the actual origin of the flood. This information can be acquired during the flood or 

within a short period prior to its origin (before the arrival of a flood wave).    
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As stated by [2], the acquisition of information in advance (dozens of minutes up 

to 2 hours) significantly lowers the probability of loss of human lives and it helps to 

protect their property to some extent. 

Specifically, timely detection of floods is crucial for the so-called “flash floods”. 

For these floods it is not possible to use conventional methods of a weather forecast 

given to a small size of the affected area and the speed of the formation. Detection by 

means of these methods is quite difficult and unusable in practice. The local warning 

systems for individual rivers installed directly in the relevant areas are one of the 

means of “early detection.” The description of a similar system and its 

implementation within the municipality with extended powers in Uherské Hradiště 

can be found in Chapter 3 

3   Problem Solution 

Local systems for early warnings can efficiently be used for monitoring and giving 

timely notification to flood protection authorities and population within the areas at 

risk of flash floods. This system is a comprehensive summary of technical and 

software equipment that serves for detection of approaching floods. Timely detection 

enables acquiring some time for the implementation of protective measures. 

3.1   Materials and methods 

For testing of the system for timely warnings against floods at the territory of MEP 

UH, a gauging station composed of a universal registration and control unit M 4016-

G3 with an integrated GSM/ GPRS modem, RS232 interface and pressure sensor of 

water surface PTX 7500 was used. In order to control the station the “MOST” 

software was used; this software enables the overall setting of all necessary 

parameters for the station. Apart from the “MOST” software also the “web viewer of 

measured data” was employed. This web interface serves for limited settings of the 

station and for storing and displaying outputs of measurements.  

The system of timely warning is based on the method of continuous measurements 

of water surface and the wireless transmission to the server, or mobile station (mobile 

phones). 

Some municipalities in the territory of the MEP Uherské Hradiště face similar 

problems. A similar system, its components and problems connected to its 

implementation within the municipality with extended powers in Uherské Hradiště is 

described in this contribution.  

Implementation and engagement of the system within the processes of flood 

protection is quite difficult. The implementation of the system in the territory of the 

MEP Uherské Hradiště and its testing was accomplished as follows. 

3.2   Local systems for early warnings 

Implementation of the local system for early warnings consists of following steps.   
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Gauging profile. The first step of installation is the choice of an appropriate gauging 

profile, in other words finding a suitable place for installation. 

The suitable profile must comply with the basic requirements, which are in 

particular: 

- distance from the area at risk, 

- power supply, 

- firm attachment, 

- GSM network coverage. 

On selection of the suitable profile the actual installation of individual parts of the 

system was accomplished.  

 
Fig. 1. The scheme of Local systems for early warnings [4] 

Installation of individual parts of the system and their interconnection. The main 

parts, which included the registration and control unit M 4016-G3 together with the 

pressure sensor of water surface PTX 7500, were mounted on the fixed part of the 

bridge structure. The sensor was placed below the water surface at a height of 0.5 m 

above the bottom of the river (this height protects the sensor from fouling). The 

registration and control unit was mounted on a lighting column at a height of 2 m 

above the top edge of the bridge in a metal protective casing. Mounting it on a 

lighting column enabled connection to the source of electrical energy and thus 

ensured a permanent power supply (12 V). In the event of a power outage the station 

is equipped with a rechargeable battery. The battery allows operating up to 48 hours. 

In order to connect the station with the sensor a RS232 bus was used. 

For the actual application of the system, the station was connected to the server by 

means of the GSM network (through data SMS messages). Individual parts of the 

system and their interconnection are very apparent in Fig. 1. 

Scanning the water surface of the watercourse. Scanning of the water surface is 

provided by a pressure sensor PTX 7500, which operates on the principle of scanning 

the pressure of the water column above the sensor. The sensing part is thus located 

under water surface in a place that reduces the likelihood of fouling. 
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Discharge flow calculation – the water level. In order to calculate the discharge flow 

a graphical-numerical method consisting of the manual measurement of water flow 

rates by means of floats was employed [5]. Based on the examination of the bottom of 

a suitable gauging profile, a model of this profile was created (see Fig. 2). 

Furthermore, bridge pillars were integrated into the model and subsequently, a cross 

sectional area of the water surface was calculated. To calculate the surface, the data 

from the gauging station was used, namely the water level. 

The following section of the article describes the process of detection of regular 

discharge flow. 

 
Fig. 2. The gauging profile model 

 

The regular discharge flow was calculated based on formula No. 1, where Q is the 

resulting discharge flow in [m
3
*s

-1
], F is the surface of the cross sectional area of the 

water surface in [m
2
] and VS is the velocity of the discharge flow in [m*s

-1
]. The 

resulting discharge flow is 43.2 [m
3
*s

-1
]. In order to reduce the influence of 

measurement errors, the velocity of the discharge flow was measured 10 times and 

subsequently the average value VS was calculated (see the equation No. 2). These 

values are specified in Tab. 1. 

 

(1) 

 
 

(2) 

By means of the calculation, the value of the average discharge flow of water in the 

place of the gauging profile was acquired. Consequently, based on the average 

discharge flow it is possible to derive an equation for determining the standard flow, 

namely on the basis of changes in water surface and velocity of discharge flow. 

 
Table 1.  The table of the velocity of the flow for equation 2 

Experiment 1 2 3 4 5 6 7 8 9 10 VS 

Vx [m*s-1] 0.6 0.55 0.5 0.55 0.5 0.55 0.5 0.6 0.55 0.5 0.54 

  

VS = 0,54 [m*s
-1

] 

Q = 80*0,54 

Q = 43.2 [m
3
*s

-1
] 

(3) 
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Implementation of outputs of the system. The actual installation of the local system 

for early warnings is only one of the basic steps in protection against floods. 

Nevertheless, the following steps included in the implementation of the station’s 

outputs are also significant. The outputs can be connected to a desktop software 

application. However, in order to ensure a quick response, the connection to the web 

application and particularly to the mobile GSM stations (mobile phones) is more 

convenient. Owing to this connection it is possible to report on the imminent hazard 

within one minute. In particular, notification by means of the GSM gateway is the 

main advantage of this system. Communication is based on the GSM module 

(gateway) employing a user’s SIM card (the station then works as a standard GSM 

station - the mobile phone). By means of this device, the signal is transmitted through 

the public mobile network to the user (desktop application, web application or GSM 

station). Owing to the universal registration and control unit M 4016-G3 it is possible 

to set up required alarm values whose evaluation serves for reporting alarms or 

process information. 

 

 
Fig. 3. The software application for system management 

 

Once the limit values are reached and evaluated by the gauging station, the alarm 

signal is transmitted to the server and individual mobile stations.  

The universal registration and control unit M 4016-G3 has 20 relays that allow the 

connection of up to 20 input devices. Apart from the sensors for water surface (e.g. 

PTX 7500), it is possible to connect rain gauges and other technological equipment. 

Owing to this fact, the station can be used as a comprehensive weather unit. Warnings 

and informational SMS can then be sent from each input separately. 
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4 Conclusion 

Local systems for early warnings enable a significant increase in the quality of 

protection against floods. They are important for the protection against the so-called 

“flash floods” as well as common types of flooding. The manner of their use is fully 

dependent on the location of their installation and nature of the watercourse. The 

actual installation is constrained by several conditions that allow obtaining accurate 

and useful data. Ideally, it should be possible to acquire information on the high 

probability of flooding several hours in advance. In real-life situations, however, it is 

possible to obtain warnings in advance of dozens of minutes up to an hour.  

Nevertheless, the local systems for early warnings using the gauging station and 

GSM information transmission have one major disadvantage. This disadvantage is the 

dependence on the functionality of the GSM networks. At present however, the risk of 

failure of GSM networks is acceptable because of two reasons. The first reason is a 

high reliability of GSM networks only with occasional failures due to network 

overload. The second reason is vital for public administration, whose staff, in the 

Czech Republic, is responsible for dealing with the flood situation. There are the so-

called “emergency SIM cards” that operate within GSM networks even when the 

service is blocked for ordinary users. The probability of malfunction of GSM 

networks is thus minimal. 

Another advantage of employing local systems for early warning is their relatively 

low price and the possibility of obtaining real-time data.   

The previously described characteristics were verified during a test installation and 

operation of the gauging station in Uherské Hradiště. Results obtained from the 

installation, and the operation of it proved it to be a highly reliable system. However, 

they also revealed a possible large deviation when determining discharge flows. A 

possible approach for improving accuracy in discharge flow measurements is a topic 

for further research. An area worth further research appears to be the interconnection 

of outputs of the gauging station with SW applications, or technological equipment. 

This interconnection could lead to the possible extension of the gauging stations and 

their outputs.  
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Abstract. This paper responds to requirement to improve the orientation 
between offered SW, as ITIL® tools. There are really a lot of amount thus 
offered tools and very often leads to poor implementation of ITIL® on the basis 
of badly chosen tools. So this article aims to create dividing, which should 
facilitate choice of a suitable tool. Simultaneously, this division will serve for 
further work on creating a methodology for evaluation of ITIL® tools.  

Keywords: ITIL®, ITIL® tools, tools categorization, IT service support, ITIL 
implementation. 

1   Introduction 

ITIL presents extensive and generally available manual for IT service management 
in a form of collection of books. The experiences and recomendations included by 
ITIL have become the best pracices. Those practices provide enough flexibility to 
accommodate the recommendation of the ITIL books to its needs and also to the 
needs of particular organization. The ITIL provides freely available scope which 
includes whole cycle of IT services. The ITIL is suitable for all companies operating 
in IT services (fig. 1). The ITIL is for example full of advices notices knowledge and 
warnings and also full of  lessons what to do and what to not do. Standarts like ISO 
9000 or ISO/IEC 20000 and models for property administration are used in practice 
cause they all have been proved relevant for service proveders. One of advantages of 
ITIL is the fact that it is possible to gain experience from experiences of the others. 

2 IT Service Design 

Service Design is a relatively new industry, which sees the functionality and form 
of services from the perspective of the user. "Apply tools and design methodologies 
for intangible products, ie services for the purpose of producing solutions that are 
useful, usable and attractive from the perspective of the customer, competitive and 
efficient from the perspective of providers". It combines many different disciplines 
such as marketing, corporate strategy, human resources or IT 
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2.1 ITIL® Service Design 

Service design is one phase of ITILs® life cycle. It provides manuals for design 
and development of services and processes. It also presents design methods and 
principles which can help to transfer strategic objectives into the portfolio of the 
services and service assets. Service design responds to the needs of business user or 
targeted client and it is based round defined strategy of the company (Service 
Strategy). So it includes many functions processes and procedures, not only service 
design itself. 

• Design coordination  
• Management of the services catalogue  
• Management services layers  
• Capacity management  
• Availability management  
• IT service community management 
• Information security management 
• Supplier management 
• Metrics definition 

Whole process of design and deployment of the new service consists of few partial 
phases. 

1. Strategy 
2. Design 
3. Transaction 
4. Operation 

However all these phases are solved complexly because Service Design does not 
focused on each individual parts. Thats the reason why the ITIL® (mean Service 
Design) should be completed with other techniques and practices. In this case is 
appropriet to use AGIL techniques or even better choice a RAD (Rappid Application 
Development). 

2.2 Rapid Application Development 

It is methodology oriented to objects themselves and it is able to simplify software 
development. The RAD includes some tools and procedures which are based on 
AGIL methodology. Those tools and procedures can be used to software 
development, which is their primary objective also can be used to development of 
systems products and processes. The RAD reduces the time for planning and focuses 
its potential into the development itself. The methodology consists of four basic 
aspects – methods tools management and people. If there is something wrong with 
one part it has influence on the development speed and quality. The method has a list 
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of tasks and particular structure of work progress (workflow). This procedure is 
designed to achieve the highest possible speed of development. Functional prototype 
can be designed very quickly by using these procedures. Also there is still possibility 
to do any changes in the prototype. The prototype is used very often for software 
development also for development of new systems products web pages etc. More 
precisely it’s used in every case where it is needed to see a basic structure of 
application and its mode of operation. If it’s already able to meet our requirements or 
some changes have to be done. The prototype also allows the cooperation of more 
developers and involves the client into the development process and product testing.  

Dominant tools supporting Rapid Application Development methodology are tools 
generating application code. These are mostly the tools supporting teamwork 
development called CASE. The tools selected by developing team should be able to 
process the system requirements and creates functional database and most of the 
application code.  

 
This leads to the following requirements: 
• The tool must produce a code which has multilayer structure. 
• It generates prototype without the need of direct typing of the code. 
• It allows modifying the generated code.  
• It can be used in whole development. 
• It must not cause more troubles than benefits.  

Advantages and disadvantages of Rapid Application Development 

Advantages of the RAD method: 
• Shorter developing time 
• Creation of the functional prototype which can be easily modified 
• Feedback of the final user and cooperation with him 
• There is possibility of creation of powerful developers team 

Disadvantages of the RAD method: 
• It needs very experienced developers 
• Lack of know ledges and use of the RADs tools and procedures 
• Incorrectly chosen tools 

3 The Life Cycle Comparison for Rapid Application 
Development and ITIL® 

The development of any application service or system has a certain life cycle. 
Mostly it starts with putting together requirements of the final user and realistic 
requirements which can be fulfilled. Selection of the right procedure and method for 
the developing is based on those requirements. When the ITIL and the RAD 
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methodologies are compared so we can see if they are able to cooperate together, we 
can see that there is a certain similarity in their life cycle. 

First step of both methodologies is planning and strategy selection. There is a little 
difference at the next step. The steps that are divided into two blocks in ITIL 
methodology are executed at the same time in RAD methodology. The RAD performs 
operations like draft design, group discussion, development itself, testing and 
consultation with final user in one phase of its life cycle. On the other hand the ITIL 
has similar steps divided into two phases. So there is an advantage of RADs 
involvement into the ITIL methodology of IT service development. Differences of 
both life cycles (ITIL® and RAD) are compared in next table (Table 1.) 

 
Table 1.  Comparison of RAD and ITIL® V3 life cycles  

Rapid Application Development ITIL® V3 
Planning * Identification of 

requirements 
* Compilation a team of 

developers 
* Strategy 

Service strategy * Identification of 
requirements 

* Source links 
* Terms and 

Conditions 
* Strategy 

 
Development * Appearance  design 

* Group discussion with 
JAD 

* Product development 
* Testing 
* Consultation with the 

user 

Service design * Packed of service 
models 

* Standards 
* Architecture 
* Models of the 

solution 

Transition * Service Operation 
* Application Operation 

Service Transition * Updated packages 
of service models 

* Test Solutions 
* Deployment plans 

 Service Operation * Operational plans 
* Service Operation 

 
5 Conclusion 

The best advantage of combination of both methodologies is reduction of time. 
Because the functional prototype of the application is ready quite soon and it is 
constantly improved. Another important advantage is communication with the final 
user and his evolvement into the developing process. The cooperation is based on 
AGIL methodology.  
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Abstract. Software application of mathematical modeling of critical 
infrastructure element resilience is one of the security research project “The 
critical infrastructure element and sector resilience evaluation system” outcome. 
In the article the basic mathematical relations will be expressed from the 
perspective of internal structure of software application with relevant 
visualization. Application will be presented as a logical expression and 
algorithm use as an outcome of developed critical infrastructure resilience 
evaluation methodology.  

Keywords: Critical Infrastructure, Resilience, Software Application, 
Mathematical Modeling, 

1   Introduction 

In the process of mathematical application of critical infrastructure resilience 
evaluation software application development was the resilience evaluation 
methodology selected. Methodology application is seen and represent the approach 
and phase of critical infrastructure element resilience evaluation, where the resilience 
is understood „The ability of systems, infrastructures, government entities, businesses, 
and society to adapt to adverse events, to minimize the impact of such events (keeping 
the system running), and also to anticipate future adverse events and be able to 
prevent them.“ (CRN Report, Focal report 6, Risk Analysis, Resilience – trends in 
Policy and Research)[1] 

2 Critical infrastructure element resilience evaluation methodology 
algorithms 

Critical infrastructure elements and elements system resilience evaluation 
respects the principles of critical infrastructure resilience evaluation. Depending on 
the purpose, the evaluation should be done as an external or internal resilience of 
critical infrastructure element or elements. It should be based on knowledge of nature 
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and basic functional, technological and spatial attributes of the evaluated critical 
infrastructure elements.  

Multi-criteria evaluation is one of the appropriate methods for evaluating the 
resilience of critical infrastructure element and system. This method allows 
implementation of a comprehensive evaluation of relatively independent indicators 
and parameters. It uses a semi-quantitative expression of the size of the individual 
indicators. Its disadvantage is a lower level of resilience level performance. It allows 
to rate a critical infrastructure element in an appropriate range of resilience levels. 
The result of evaluation unfortunately does not specify how long the element of 
critical infrastructure can withstand the influence of negative factors. The advantage 
is the evaluation of the protection measures quality in relation to identified threats.[2] 

 
Critical infrastructure element resilience evaluation includes the following 

phases: 
a) System analysis of evaluated critical infrastructure element 
b) Analysis and Risk assessment 
c) Determination of evaluated areas of security/safety 
d) Determination of the attributes and indicators calculation 
e) Calculation of critical infrastructure element resilience 
f) Evaluation of critical infrastructure element resilience. 
 

In the next part of article we will express only those methodology parts whose 
are most important in relation to mathematical modeling of resilience evaluation in 
the context of software application development. 
 
2.1 Analysis and Risk assessment 
 

Analysis and risk assessment is in the context of above-mentioned methodology 
two steps process where we use: 
 

1. Semi-quantitative risk analysis, 
2. QARS analysis 

 
In the first instance, the risk is semi-quantitatively expressed by the relationship: 

 
             (1) 
where: 
R - Risk value, 
P - The probability of threats application, 
N -  Is the impact value. 
 

In risk and vulnerability evaluation process is necessary to use relevant 
methodology for the expression of the mutual relationships and interdependencies 
between identified risks. For this purpose, the QRAC (qualitative risk analysis by risk 
importance correlation) methodology was selected. 

The importance of this method is especially in connection with the diversification 
of risk based on level of risk activity (the risk ability or potential to cause further risks) 
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and passivity (possibility that the risk may be caused by other risks) in relation to other 
risks. 

The process of implementation of the QRAC analysis is multi-steps process, where 
in the first step the list of risk is created. The next step is focused on the expression of 
importance relations and interdependencies between the identified risks in the form of 
spreadsheet correlation. 
 

Table 1 List of Risks 

 Index  1 2 3 4 

Index. The Threat Of 
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1 High temperature x    

2 Lightning 1 x 1 0 
  

 
x - Reflects the fact that the risk itself cannot cause, 
1 - Is the real possibility that the risk Ri may cause risk Rj, 
0 - Expresses a condition where there is no real possibility that the risk Ri may 

cause risk Rj 
To calculate the coefficients of the relationships and interdependencies we apply: 

              (2) 

where: 

iARC is the value of activity coefficient, 

ip RC is the value of passivity coefficient, 

∑ iR is the sum of risks, 

x - total number of risk, 

After adding values to the correlation table for the tree fall risk, the horizontal axis 
(activity coefficient) and vertical axis (passivity coefficient) after using equations has 
following parameters: 

Table 2 Coefficients and risk index 

 
Subsequently, the values were plotted in the graph, which ultimately enables the 

most significant risks in term of its potential (high activity and passivity potential). 

1−
= ∑

x
R

RC i
iA 1−

= ∑
x

R
RC i
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For the risk evaluation or for the process of determinig the most significant risks, 
must be the graph divided into segments that diversify risks according their 
significance. To divide  the grapf into 4th segments is necessary to define S1 and S2 
lines that divide the graph itself and the risks to the segments where it is assumed that 
in the first segment will be 80% if major risks. 

To express the parameters for line S1 and S2 we use the equations: 
 

     (3) 
where: 

minmax ; AA CC Minimum and maximum values of activity coefficient, 

minmax ; PP CC Minimum and maximum values of passivity coefficient, 
 

Then the lines are implemented into the graph and we divide the risks by 4 
segments that represent the level of risks: 

1. I. Segment - Primarily significant risks – the highest activity and passivity 
coefficients, 

2. II. and III. Segment – Secondary significant risks, 
3. IV. Segment – Tertiary significant risks – low value of activity and passivity 

coefficients, 
 

 
Figure 1 Graph division to 4 segments 

This process allows us to divide risks by the highest potential in relation to system 
functionality degradation due to domino efect, which can be seen as expression and 
evaluation of vulnerability (parameter Vi)[3,4]. 
 
2.2 Software application 
 

In relation to above-mentioned, the second step of risk analysis and assessment is 
the risk the list of risks creation. This method is based on the use of simple 
mathematical equations. In connection with this fact the excel calculator was selected, 
mostly to easy editing and graph work. Resulted table was: 
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Table 3 Risks correlation table 
i Table of correlations 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

Energetics
1 Short-term electricity outage 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 Long-term electricity outage 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 Outage of water supply 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0
4 Outage of gas supply 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

Natural impacts
5 Flood 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 Prolonged drought 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 Extreme heat and drought 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
8 Thick frost 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
9 Pandemic, epidemic 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 Conflagration 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 Explosion 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 Robbery 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 Leaks of pollutants in the area 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 Outage in logistics 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 The virtual attack 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 The terrorist attack 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
17 Disruption of public order 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 Unavailability of staff 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 Sudden rush of patients 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 Technical failures 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 Sabotage 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 Violent criminal activity 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
23 Acts of vandalism 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 Plundering 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 Reserve 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0
26 Reserve 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

Risks associated with the human factor

Reset  
 
After the process of table fulfillment and the use of appropriate mathematical 

background the resulted graph and risks segmentation was: 
 

  
Figure 2 Risks correlation graph 
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where:  
 

S Segment properties

1 Areas of primary and secondary dangerous risks

2 Areas of secondary dangerous risks

3 Areas of primary dangerous risks
4 Relatively safe area  

Figure 3 Segment properties 

For the process of determining the value respectively the risk coefficient/parameter 
HRzi we select risks, which can be considered critical - located in I. Quadrant of 
QARS. These risks value is seen through first phase of risk assessment and analysis, 
which takes into account the degree and significance of the impact of the selected 
risks to the system. For the determination of the risk value we applied relationship: 

 
             (4) 
 

where: 
HRZi  - is the risk value of i-th risk in range <0,1> 
HRi - is the original risk value expressed in the first phase of the risk  analysis  
HRimax - the maximum attainable risk value within the value range. 

 
After the select values of risks components, the final list for evaluation of critical 

infrastructure element risk value is presented: 
 

i Risks Active Passive S

Energetics

1 Short-term electricity outage 0.04 0.00 2

2 Long-term electricity outage 0.04 0.00 2

3 Outage of water supply 0.17 0.22 1

4 Outage of gas supply 0.09 0.13 1

Natural impacts

5 Flood 0.00 0.09 2

6 Prolonged drought 0.00 0.04 4

7 Extreme heat and drought 0.13 0.04 3

8 Thick frost 0.04 0.00 2

9 Pandemic, epidemic 0.00 0.04 4

Risks associated with the human factor

10 Conflagration 0.00 0.04 4

11 Explosion 0.00 0.00 2

12 Robbery 0.00 0.09 2

13 Leaks of pollutants in the area 0.00 0.09 2

14 Outage in logistics 0.00 0.09 2

15 The virtual attack 0.13 0.04 3

16 The terrorist attack 0.09 0.00 1

17 Disruption of public order 0.00 0.04 4

18 Unavailability of staff 0.04 0.00 2

19 Sudden rush of patients 0.04 0.04 4

20 Technical failures 0.04 0.00 2

21 Sabotage 0.04 0.04 4

22 Violent criminal activity 0.09 0.00 1

23 Acts of vandalism 0.00 0.04 4

24 Plundering 0.09 0.00 1  
Figure 4 Risks assessment list 

maxRi

Ri
RZi H

HH =
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2.3 Correlation value  
 

Determination of correlation coefficient Ks is an important aspect that expresses 
the position of the linkages and dependencies in CI within the critical infrastructure 
system. Generally speaking, the main linkages and dependencies areas are: 

a) Logical linkages and dependencies, 
b) Physical and dependencies, 
c) Territorial linkages and dependencies. 

To determine the value of correlation parameter the relationship is applied: 
 

     (5) 
 
where: 
Ks  - correlation parameter value 
Sum Si  - the sum of the dependence degree of the i-th CI elements groups to other CI 
areas 
Smax  - is the maximum value of corelation 
 
2.4 Software application 
 

After the mathematical expression of correlation value parameter the final list 
for critical infrastructure element correlation value calculation was: 
 

Electricity supply yes no 0
Gas supply yes no 0
Water supply yes no 8
Food supply yes no 6
Functionality of communication networks yes no 4
Access to data services yes no 0
Availability of staff yes no 0
Supply of medical materials yes no 7
Forecasting and warning service yes no 1
Public Administration yes no 3
Transportation yes no 0

 Is the element Hospital care 
dependent on another product 

Product or Service
Depend

ency 

KS 0.26Reset
 

Figure 5 Correlation value  

2.5 Robustness coefficient evaluation 
 

The robustness expressed by KRO, represents strength, durability, resistance to 
deformation. It is the ability to resist and withstand the effects of negative events 
without significant function degradation. In this methodology is the element 
robustness divided into structural robustness and security robustness. These two areas 
respectively their expression formulates a relationship for the evaluation of the system 
robustness: 

maxS
Si

Ks
∑=
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𝐾𝐾𝑅𝑅𝑅𝑅 = 𝐾𝐾𝑅𝑅𝑅𝑅 ∗ 𝐾𝐾𝑆𝑆𝑆𝑆      (6) 
where:  
KRO  - is the robustness coefficient, 
KRZ  - is the structural robustness coefficient, 
KSR   - is the security robustness coefficient. 
 
2.5.1 Security robustness coefficient evaluation 

 
Evaluation of security robustness coefficient KRZ in relation to the evaluation of 

resilience is seen in a wider context. Security robustness coefficient expresses the 
extent and quality of the critical infrastructure element security in connection with 
identified risks. Individual measures according to the nature and effect are grouped 
into specific areas of security. It is an area of physical security, information security, 
administrative security, personnel security, etc. For each type of critical infrastructure 
elements should the responsible entity recommend the different security areas. The 
security robustness coefficient basically consists from: 

 
• level of physical security MFB -  which is an expression of the extent and 

quality of the measures taken in the critical infrastructure element physical 
security, 

• level of information security MIB -  which is an expression of the extent and 
quality of the measures taken in the critical infrastructure element 
information security, 

• level of administrative security MAB  - which is an expression of the extent 
and quality of the measures taken under the critical infrastructure element 
administrative security, 

• level of personal security MPB  - which is an expression of the extent and 
quality of the measures taken in the critical infrastructure element personnel 
security. 

It is obvious the selected areas of security in context of critical infrastructure 
element protection and resilience would have different weights (importance), so it 
was necessary to define it by:  
 
             (7) 

 
Where: 
VFB – physical security weight, 
VIB – information security weight, 
VAB – administrative security weight, 
VPB – personnel security weight, 
 
For security robustness evaluation process has been formulated following relationship 
[5]: 

 
         (8) 

 

𝑉𝑉𝑖𝑖 =
∑𝑣𝑣𝑖𝑖
𝐾𝐾𝑣𝑣

 

PBPBABABIBIBFBFBRZ VMVMVMVMK **** +++=
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2.5.2 Software application 
 

In relation to software application of security robustness expression we used 
comparison of selected security areas importance by Fullers triangle: 
 

0 Physical and object security

1 Physical and object security

1 Physical and object security

1 IT security

0 IT security

0 Business continuity management

Compare the importance of individual areas

Administrative security

IT security

Business continuity management

Administrative security

Business continuity management

Administrative security

 
Figure 6 Security areas importance comparison 

and selected security areas checklists fulfilment: 
IT security Yes No

Antivir

Firewall

Identification and authentication

RAID

Access control

Traffic Control

256-bit encryption

Ensuring steril ity of environment

Staff training

Prevention  
Figure 7 Selected security area checklist 

2.5.3 Structural robustness coefficient evaluation 
 

The evaluation process is represented by scoring of the main attributes that 
determine the magnitude of the structural robustness. The structural robustness 
coefficient KSR varies in the interval 0.8 – 1. Structural robustness coefficient KSR 
expresses the influence of topological structure, complexity and other properties or 
characteristics of the deterioration of protective measures effect of evaluated critical 
infrastructure element. If the coefficient of structural robustness KSR is lower, the 
more attention should be paid to emergency preparedness. Main attributes by which 
the evaluation of the structural robustness should be performed include: 

 
• type of topological structure, 
• complexity, 
• number of key technologies 
• flexibility 
• redundancy 
• perimeter protection. 
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The values of topology index It, complexity index Is, key technologies index Ikt, 
flexibility index If, redundancy index Ir and perimeter protection index Ipo were based 
on special methodology which will be presented in software application of this part of 
robustness evaluation. 

The resulting coefficient of structural robustness KSR is calculated using a formula 
which respects the "Pareto rule" 

𝐾𝐾𝑆𝑆𝑆𝑆 = 0,8 +
𝐼𝐼𝑡𝑡 + 𝐼𝐼𝑠𝑠 + 𝐼𝐼𝑘𝑘𝑘𝑘 + 𝐼𝐼𝑓𝑓 + 𝐼𝐼𝑟𝑟 + 𝐼𝐼𝑝𝑝𝑝𝑝

60
 
   (9) 

KSR  -  structural robustness coefficient[5] 
 

 
2.5.4 Software application 
 
Software application of structural robustness evaluation is divided into two parts. First 
is the highest hierarchical level and it is presented by following: 

> 1000 m2 < 1000 m2 > 1 km2 1 – 10 km2 < 10 km2 > 10 km < 10 km

0-2 of technology 3-4 of technology 5 or more technologies

no yes

no yes

unprotected local complete

simple (under 10 employees) medium (10-100 employees) complex (over 100 employees)

point area line network
Type of topology method

Complexity

Number of core 
technologies

Flexibility

Redundancy

Perimetric protection

0.93KSR Reset
 

Figure 8 Structural robustness evaluation 

In case, that the topological type is a network, it is necessary to fulfill additional 
information by following table: 

Type of topology

Number of core nods

The number of nodes

The average number of edges per 
node

bus

1 node

to 5 nodes

to 1,5 edge

6 - 15 nodes 16 - 40 nodes over 40 nodes

1,6 - 2,2 edges 2,3 - 3edges more than 3 edges

2 nodes 3 nodes 4 nodes and more or none

star / circle tree polygon

 
Figure 9 Additional table for network structural robustness evaluation 

 
2.6 Preparedness coefficient evaluation 
 

Preparedness of critical infrastructure element expresses its ability to restore its 
function after its degradation by the effects of negative factors (risks). Preparedness is 
evaluated through the preparedness parameter/coefficient KPR, which can be 
understood as an expression of the ability to adequately reaction respectively response 
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to the outbreak of an emergency or incident as well as the ability to recover and return 
to desired system functionality. 

Mathematical expression of preparedness of the selected CI element is given by: 
 

   (10) 
 
where:  
 
Kr - coefficient of identified risks accuracy, 
Kp - CI subjects crisis preparedness plan quality coefficient, 
Ki - CI subjects crisis preparedness plan implementation quality coefficient, 
 
2.7 Software application 

 
Each part (defined coefficients) of the preparedness coefficient had different 

check list, so we present the example of selected one and the final software 
application of critical infrastructure element preparedness coefficient evaluation. 

 
Crisis preparedness Yes No

Security audit

Identification of possible events

Contact Information

Organization structure

Insurance contracts

Description of the main activities

Probability of events occurrence

List of procedures

List of needs and resources

Determination of responsible persons  
Figure 10 Crisis preparedness plan quality coefficient 

and the final software application of critical infrastructure element preparedness 
coefficient evaluation:  

6
Number of risks identified by 
control authority in first segment

KR 0.83

KP

KI

0.6

0.8

 
Figure 11 final preparedness coefficient evaluation 

3
ipr

PR

KKK
K

++
=
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2.8 Critical infrastructure element resilience evaluation  
 
It is obvious that the multi-criteria evaluation should relate to the areas of security, 

which have a positive impact on the level of resilience (robustness and preparedness), 
including their components. Each area of security, having a positive impact on the 
robustness and preparedness should be assessed in relation to the established 
standards (criteria), for selected area through checklists. A comprehensive evaluation 
requires expressing the value (coefficient) of the risk and its relationship and impact 
to the value of resilience in relation to selected element or sector of critical 
infrastructure. This highlights the fact that the total value of resilience under evaluated 
system is the average value of resilience in relation to i-th risk. For a complex multi-
criteria evaluation of selected CI element or elements resilience was established 
mathematical relationship: 

 
   (11) 

 
where: 

 
ODP - selected CI element resilience value 
ODi  - CI element resilience value in relation to selected i-th risk 
xi - number of selected risks 
Mathematical expression of CI elements resilience in relation to the i-th risk: 

 
   (12) 

where: 
 
HRzi - the value of i-th risk, 
Ks - correlation parameter,  
KRO - robustness parameter,  
VRO - robustness weight, 
KPR - preparedness parameter, 
VPR - preparedness weight, 

 
Equations (1- HRzi) and (1- Ks) reflect the fact, that risk and correlation value 

negatively affect the value of the critical infrastructure element resilience.  
The presented facts are the basis for the final evaluation of the critical 

infrastructure element or group of elements resilience in the relevant sector. 
The final qualitative evaluation will be presented in software application part of 

final critical infrastructure element resilience evaluation. 
 
2.9 Software application 
 

For final critical infrastructure element resilience evaluation were above-mentioned 
facts and mathematical expressions used and they were presented by following: 

 
 

xi
ODi

ODP ∑=

( ) ( ) ( )
3

**11 PRPRROROSRZi VKVKKHODi ++−+−
=
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i Risks S P N HRZi Odi
Energetics

1 Short-term electricity outage 1 3 1 0.12 0.77
2 Long-term electricity outage 1 2 3 0.24 0.73
3 Outage of water supply 1 3 1 0.12 0.77
4 Outage of gas supply 1 3 2 0.24 0.73

Natural impacts
5 Flood 1 2 2 0.16 0.76
6 Prolonged drought 2 3 2 X X
7 Extreme heat and drought 3 1 0 X X
8 Thick frost 2 2 0 X X
9 Pandemic, epidemic 2 2 0 X X

Risks associated with the human factor
10 Conflagration 2 0 0 X X
11 Explosion 2 0 0 X X
12 Robbery 1 2 1 0.08 0.78
13 Leaks of pollutants in the area 1 2 3 0.24 0.73
14 Outage in logistics 2 0 0 X X
15 The virtual attack 1 3 2 0.24 0.73
16 The terrorist attack 1 3 1 0.12 0.77
17 Disruption of public order 2 0 0 X X
18 Unavailability of staff 1 0 0 0 0.00
19 Sudden rush of patients 1 0 0 0 0.00
20 Technical failures 1 0 0 0 0.00
21 Sabotage 3 0 0 X X
22 Violent criminal activity 1 3 4 0.48 0.65
23 Acts of vandalism 2 0 0 X X
24 Plundering 1 3 1 0.12 0.77

ODP 0.59
 

Figure 12 Final resilience evaluation 

Qualitative expression of critical infrastructure element resilience evaluation is 
represented by: 

 

0.5 0.5

0.4 0.4

0.3 0.3

0.3 0.3

0.2 0.2
system is not ready for the 
majority (more than half) 

of the identified risks

as a result of the 
relationship

VFB, VIB, VAB, VKO

system is ready for all 
identified risks, none risks 

was neglected

system is ready for all of 
the important identified 

risks

systém is ready for the 
most of important 

identified risks

system is ready for the 
most of the identified risks

The minimum value of 
preparedness

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

as a result of the 
relationship

Great        
(A)

0,8– 1

Very good      
(B)

0,6 – 0,8

Good         
(C)

0,4 – 0,6

Enough     
(D) 

0,2 – 0,4

Unable to 
resist         
(E) 

0 – 0,2

Resilience 
evaluation

Value of 
ODP

Verbal rating The minimum value of 
the robustness

The minimum value of 
the robustness of 

security

as a result of the 
relationship

Is given by the 
weights of individual 

parameters

VFB, VIB, VAB, VKO

Is given by the 
weights of individual 

parameters

VFB, VIB, VAB, VKO

Is given by the 
weights of individual 

parameters

VFB, VIB, VAB, VKO

Is given by the 
weights of individual 

parameters

VFB, VIB, VAB, VKO

Is given by the 
weights of individual 

parameters

PRPR VK *

RORO VK *

RORO VK *

RORO VK *

RORO VK *

PRPR VK *

PRPR VK *

PRPR VK *

PRPR VK *

RORO VK *

 
Figure 13 Qualitative expression of resilience evaluation 
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3   Conclusion 

It obvious that for an objective resilience evaluation of the selected critical 
infrastructure element group or sector is needed the establishment of security 
standards and requirements which are sectorial specific, assuming their definition and 
acceptance of a leading governmental authority. Previous text and whole article 
discuss about software application of mathematical modeling and expression of 
critical infrastructure element resilience evaluation using simple approach and 
resilience evaluation methodology application implementation to the excel calculator 
environment. We know that critical infrastructure resilience evaluation problematic is 
more complex and difficult but it is necessary to make a first step. This should be seen 
as a beginning of our future research work. 
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Abstract.The first part of the paper is focused on current situation in the field 
of intrusion and hold-up alarm systems and on the description of 
requirementsthat have to be accomplished. The main part of the work deals 
with testing the security of analog intrusion and hold-up alarm system and 
necessity to digitalize communication between a control and indicating 
equipmentand each element. In case of possibility to disconnect the detector 
without notifying the control and indicating equipment, the lots of objects 
would be threatened by robbing. In the conclusion, there are discussed the 
results of the paper and future recommendations. 
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1   Introduction 

The designation “intrusion and hold-up alarm system”(I&HAS) was introduced by 
the norm named CSN EN 50 131-1 ed 2. in 2010. The main contrast lies in unification 
of the previous norm CSN EN 50 131 – 1 (intrusion alarm system) and CSN EN 50 
131-5 (hold-up alarm system). [1] 

The main purpose of an intrusion and hold-up alarm system consists in protection 
of life, health and properties. The acronym IAS (intrusion alarm system) is used in 
cases of finding out of intrusion of an intruder into the protected object by the system. 
The acronym HAS (hold-up alarm system) is used in cases of alarm activation 
intentionally.[1] 

Currently it is prospective to utilize analogs, digitals or wireless control and 
indicating equipments(CIE)for object security. The digital systems are the most 
appropriate from the viewpoint of protection against sabotage and interference. 
Nevertheless, the price of digital systems is approximately five times more expensive 
than the price of analog systems. The advantage of wireless connection between a 
CIE and detectors in comparison with wire connection lies in simple installation and 
higher level of protection against sabotage; however, the main disadvantage lies in 
highersusceptibility to interference and increased acquisition costs. An analog system 
is very often used for protection of the object for the lower price of each element. 
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IAS is applied for protection of family houses, cottages, flats, companies, banks 
and so on. The main purpose of IAS includes discovering a presence of unauthorized 
person in secured object and sending an information about intrusion into an object to 
a mobile phone or to an alarm receiving center. Nowadays, sending alarm message of 
the object intrusion to mobile phone is the most often used; however, it is necessary to 
realize an importance of each minute in case of intruding into the object and it is 
important to check the object as soon as possible. 

The work is divided into three parts. The first part describes each element of 
intrusion and hold up alarm system, the second part describes the testing of whole 
system. The last part of the work is focused on the results and on possible threatement 
of objects and subjects in case of using analog intrusion and hold up alarm system.  

The main parts of intrusion and hold-up alarm system contains: 

• Control and indicating equipment 

• Hold-up devices 

• Detectors 

• Keypad 

• Output devices 

• Alarm transmission system 

• Device for receive an alarm message 
 
Control and indicating equipment 

Control and indicating equipment is elemetary component of intrusion and hold-up 
alarm system. It controls an activity of all components conntected to I&HAS, 
provides the power for whole system, evaluates signals from keypad, saves an alarm 
history to a memory, receives an alarm signals and sends an alarm information by 
using alarm transmission system to predetermined place if the object is disturbed.  

The control and indicating equipment of I&HAS is divided on wireless or metalic. 
The main benefit of wireless connection between a control and indicating equipment 
and components consists in simpy installation; however, the advantage of metalic 
connection consists in lower risk of false alarm caused by interference. 

Hold-up device 
Hold-up device is facility, which is used for inducing an alarm intentionally by 

activation of public or hiden hold-up device. 
The usage of hold-up devices are the most common in banks, where they are used 

for intentional alarm activation by their employess, caused by treading or pressing of 
hold-up device. 

Detector 
Detector is component of intrusion and hold-up alarm system. The main purpose 
consists in guarding of predefined area and sending an alarm information to 
thecontrol and indicating equipment in case of disturbing. 

Microwave, ultrasound or passive infrared detectors for  guarding an area, 
glassbreaks for detections of broken window and magnetic contacts for detection of 
openning the door or window are the most often used detectors. 
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Intrusion alarm keypad - intrusion alarm keypad isused not only for placing in 
guarding state, but also for programming of whole system. 
Alert indication - signalization equipment usually represents optic or sound 
signalization and its purpose lies in frightenning an intruder and in informing of 
surrounding area about object´s disruption. 
Alarm transmission system - it is possible to transmit an alarm messages from the 
secured object to alarm receiving center or to mobile phone by alarm transmission 
system.  
Other used terms 
False alarm-an alarm caused by defect of electronic componentsor by otherfailureof 
the detector. [2]  
Digital communicator- a part ofthe alarm system,whichforms an outputinterface for 
transmittingmessages betweenI&HASand alarmtransmission network. [3]  
Periodiccommunication -"Periodic" means, that at leastone reportshould has been 
realised in predefined interval to ensure, thatcommunication works. [4]  
Expander- an electronic equipmentused toextend the functionality ofI&HAS. [5]  
Interconnection- resources, that help messagesor signals with transmission between 
componentsI&HAS. [6]  
Subsystem –a part of an I&HAS located in a clearly defined part of the supervised 
premises capable of independent operation. [7] 
Zone - assessed area where abnormal conditions may be detected.[8] 

2Testing of Analog Intrusion and Hold-up Alarm Systems 

This chapter describes the procedure of testing if it ispossible to disconnect 
thedetector without noticing by the control and indicating equipment. All testingis 
basedon the fact,that eachcontrol and indicating equipment has to have a 
timeinterval,during whichthe resistance changeis notrecorded. Nevertheless, acording 
to thestandards this time interval cannotexceed 400ms. The next condition, which has 
to be fulfilled, is that the tolerance of closed resistor is between 20-35%.  

2.1 Connection of Analog Control and Indicating Equipment to Each 
Component 

Connection of each part to control and indicating equipment is shown in figure 1. 
Each analog security system has 6, 8, 16 or 32 analog zones and each detector is 
connected to a zone using a circuit, which has to be closed by terminating resistor to 
provide protection against sabotage.  

The principle of analog I&HAS consists in measuring the resistance of each 
circuit. Each detector has one alarm contact and one tamper contact connected to the 
circuit.  
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Fig. 1.Connecting of analog detectors to the I&HAS 

2.2 Measuring of theVoltage on theTerminating ResistorandConnecting ofa 
Voltmeter 

Firstlyit is necessary toinsulatethe conductor onrelevantcircuit.  

 
Fig. 2. The area where it is necessary to insulate a conductor 

Connecting of a voltmeter shown in figure2 is identified by green color and 
thenumber2. There is pictured a parallel connection of a voltmeter for determining a 
voltage on theclosed resistor.The most frequently usedvalue ofthe closed resistoris1 
kΩ. But there also exist control and indicating equipments, that they are possible to 
change their ready state to 1100 Ω, 2200 Ω, 4700 Ω or 5600 Ω.  

2.3 Ammeter Connecting 

Ammeter connecting is shown by light green color and by number 3 in figure 3. 
The ammeterisconnected to a switchto the circuit between nodes“A” and “D”. 
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Fig. 3. Ammeter connecting 1 

The next step of connecting an ammeter to the circuit consists in disconnecting the 
conductor between nodes “C” and “D”. Further, it is necessary to put the switch to 
position “A”. The situation is pictured in figure 4. Once the switch is set to position 
“A”, the ammeter displays the value of current, which flows through the resistor. 
Further, it is necessary to disconnect the conductor between nodes “B” and “E”. 

 
Fig. 4. Ammeter connecting 2 

2.3 Closed Resistor Connecting 

Purplecolorin figure5 showsthe resistor “RA“ connected to the nodes“B”and“E”, 
which replaces the closed resistor. The value of the resistor “RA“ was calculated from 
the current and voltage values, that were measured in the previous points. 
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Fig. 5. Closed resistor connecting 

2.4 Changing the Switch to Position “B” 

Changing the switch to position “B” is pictured by blue color and the number 6 in 
the figure 5. This change causes, that the current doesn´t flow through the closed 
resistor anymore, but flow through the resistor “RA”. Switching has to be fast to the 
CIE doesn´t note this short interruption. After this switching the CIE will not respond 
to any change in detector´s connected to the circuit. 

2.5 Process of Testing and Summary of Results 

All testing was realized on the CIE named DSC 6000. The detector was connected 
to the circuit via connection described in the previous chapter. The equipment used 
for testing are control and indicating equipmentnamed DSC 6000, keypads, voltmeter, 
ammeter, switch, detectors, conductors and resistors. 

The procedurewas applied10 times, while the CIEdid not noticedisconnection of 
the detector 8 times. Procedure success is equal 80%. However, for testing was used 
ordinary switch. It ispossible to usemore suitableswitches, for which the switching 
takes less time. This way it could be possible to increase the efficiency of described 
procedure. The procedure, which enables the disconnection of the detector without 
noting by the CIE, is effective if an intruder gains access to the circuit. However, 
according to the standards the connection between the CIEand detectors doesn´t has 
to be protected against a sabotage and also doesn´t has to be placed in the armed zone. 
This situation can cause a threat of many objects. In practice, the analog detectors are 
used for security of cottages, garages, houses, flats, etc. Thus we are discussing about 
security of level 1, 2 and 3. According to the standards there is a duty to notice a 
delay, modification, replacement or loss of signals or messages only in security level 
4. Therefore, there shouldn´t be used analog control and indicating equipments in 
security level 4. 
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3Conclusion 

The whole workwas focused on theprotection of analog control and indicating 
equipments against sabotage and on the need of digitalization of data transfer between 
the control and indicating equipment and detectors. 

Presented resultsdescribed in the chapter “Process of Testing and Summary of 
Results” shows that it is possible to disconnect the detector of analog intrusion and 
hold-up alarm system without noticing by the control and indicating equipment. This 
fact enables to trick the security devices and gain the access to a secured object 
without any knowledge of security code. But the burglary also depends on knowledge 
of circuits that connect the control and indicating equipmentwith detectors and on 
finding a way, how to get to these circuits. Due to the fact that the connection 
between components don´t have to be in secured zone, the possibility mentioned 
above can happen easily. Currently, analog control and indicating equipmentsbelong 
to the most often used, because of the low price of their parts and of their good 
interference immunity; however, the analog systems cannot be recommended for 
building security. In the fieldof analogintrusion and hold-up alarm systems there 
would be appropriate to digitize the transfer minimally between analog elements or 
utilize already used digital systems despite their higher acquisition costs. 
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Abstract. Java is a widely used multiplatform programming language,  which 
we used to create ISES (Internet School Experimental system) control software 
of remote experiments spread across the Internet. However recently, due to the 
security constraints, we have been forced to change our original concept with 
the main goal is to find the suitable substitute for Java applets in controlling 
ISES remote experiments. The contribution describes the Java security model 
and its holes, which can be abused by the hackers´attacks. In finding a suitable 
choice we pay attention to the programming languages such as JavaScript, 
ActiveX and Dart,  their  comparison and selection of the best alternative.  

Keywords: ActiveX, Dart, Java applet, Java security, JavaScript, ISES remote 
laboratory, Security holes. 

1   Introduction 

In this article we deal with the  safety issues of Java applets and alternatives to 
replacing them. This issue directly affects us because in our Internet School 
Experimental system (ISES)  remote laboratories, where Java applets have been used 
for remote control of ISES experiments. In 2002, when the first remote experiment 
"Water level control", was designed, and made available on the page http://kdt-
14.karlov.mff.cuni.cz/en/mereni.html, the most appropriate method of the 
transformation from laboratory experiments to real remote experiments, Java applets 
were used. It was then the best solution for the authors of the ISES remote 
experiments (RE) [1], [2], [3] because Java applets recorded in these years its biggest 
boom with the  brightest prospects for the future. 

Unfortunately due to the security threats that are currently occurring on the 
Internet, it is not possible to continue along Java lines. The situation requires Java 
applets to be replaced by other approaches. Therefore, we started to analyze various 
replacement alternatives how to renew controlling programs for the ISES experiments 
in the most appropriate manner so as to preserve its functionality and to avoid security 
hindrances. 
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The days when the Local Area Network (LAN) was the most widely used are 
behind us. Now, most Local Networks have been connected directly to the Internet, 
which means the security issue is more important than ever before. We need to try to 
protect our data with advanced security mechanisms such as firewalls, secure shells, 
virtual private networks and a lot of other means, discussed later in this article. 
Connecting computers together in a network allows computer users to share devices, 
files, data, programs, and each others' computational resources. In most cases pages 
are not only purely static but contain a lot of dynamic content that extend their 
functionality and design. On the creation of dynamic content  and Internet 
communication  many toolsare used, among others, JavaScript, PHP, CSS styles, and 
of course Java. Thanks to the development of information and communication 
technology (ICT) and many others the number of users connected to the Internet is 
growing at an increasing rate every year. Along with these abilities and large numbers 
of connected computers it comes to the question about computer security. 

2   Java Language 

This chapter introduces the language Java with the main attention paid to its security 
policy. 

There has been a lasting a problem of writing cross-platform applications. As a 
result, the platform independent programming language Java, its first public version 
was introduced at the SunWorld conference in 1995which was later in 2010 bought 
by Oracle Corporation [4].Java works on the general principle that the majority of the 
code is automatically downloaded from the network and runs on your computer. Java 
can be run on a computer that has a Java Virtual Machine (JVM) installed. Because 
Java byte code runs on the Java Virtual Machine, it is possible to run Java code on 
any platform [4]. The Oracle Corporation provides on its website the following 
describe of the Java programming language: Java is a high-level language. It is 
simple, object oriented, distributed (your system can directly interact with an object in 
the remote host), multithreaded, dynamic, architecture neutral, portable, high 
performance, robust secure [5]. 

Java can be used to create two different kinds of programs, which are applications 
and applets,  the main differences  are that the applet needs to run under the control of 
a browser, whereas the application runs stand-alone, with the support of the virtual 
machine . Next, let us discuss the Java applets from the point of security view. 

3   Java Applets 

Let us have first a definition of the Java applet, as it is defined on  Oracle website [5]. 
“The Java applet is a special kind of Java program that a browser enabled with Java 
technology can download from the internet and run. The applet is typically embedded 
inside a web page and runs in the context of a browser. The applet must be a subclass 
of the java.applet.Applet class. The Applet class provides the standard interface 
between the applet and the browser environment. “ There are two main types of 
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applets either sandbox applets (unsigned) or privileged applets (signed). Sandbox, 
applets which are considered untrusted are run in a security sandbox. Privileged 
applets can either run in the sandbox, or can request permission to run outside the 
security sandbox and have extensive capabilities to access the client. Applets loaded 
over the network are usually considered to be untrusted code whereas local applets are 
considered to be more trustworthy. Implementing the security restrictions is the 
responsibility of the java.lang.SecurityManager class about which will be discussed 
below [5], [4].  

3.2   Parts of the Sandbox Model 

The default sandbox consists of three interrelated parts: Verifier, Class Loader, and 
Security Manager. These parts must work perfectly because if any of the three parts 
crashes, the whole security system crashes, leaving the door wide open for attack. 

The Security Manager depends on Class Loaders to correctly label code as trusted 
or untrusted. Class Loaders also shield the Security Manager from spoofing attacks by 
protecting local trusted classes making up the Java API. On the other hand, the class 
loader system is protected by the Security Manager, which ensures that an applet 
cannot create and use its own Class Loader. The Verifier protects both the Class 
Loaders and the Security Manager against language-based attacks meant to break the 
VM. All in all, the three parts intertwine to create a default sandbox.  

The Java security model was subsequently extended to include more parts in new 
versions of the Java. First came the java.security package later came Access 
Controller, Code Source etc. [4].  
The Verifier  
As we said from the beginning the Java is cross-platform language through the use of 
bytecode. Java bytecode is verified before it can run. The Verifier provides a first part 
of defense against malicious codes that could be dangerous to users. This verification 
scheme is meant to ensure that the byte code, which may or may not have been 
created by a Java compiler, plays by the rules.  

Thus, class files which contain bytecode are verified, Java automatically examines 
untrusted code before it is allowed to run. If the Verifier finds any problem with a 
class file, it throws an exception and the class file never executes.  

The process of the verifying is divided into two major steps: internal checks that 
check everything that can be checked by looking only at the class file itself and 
runtime checks that confirm the existence and compatibility of symbolically 
referenced classes, fields, and methods. 

The validated bytecode satisfies conditions that the class file has the correct format 
and proper length; stacks will not be overflowed or underflowed; bytecode 
instructions all have parameters of the correct type; no illegal data conversions occur; 
private, public, protected, and default accesses are legal; and that all register accesses 
and stores are valid [4].  

As it is known, the length of time which it takes for a launch of the Java applet is 
no too short. Many people are thinking falsely that it is caused by downloading the 
applet from the internet to user's computer. In this time a connection to the Internet is 
reasonably fast so the part that takes the longest time is verifying code. 
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The Class Loader 
The Class Loader is used to load the Java code from the network. Class loaders 
perform two functions. First, class loader finds the bytecode which VM needs to load 
for a particular class of the applet and it undergoes to the bytecode control by the 
Verifier. Second, class loader defines the namespaces seen by different classes and 
how those namespaces relate to each other. Problems with namespace management 
have led to a number of serious security holes. The Applet Class Loader is the most 
important part of the Java security model [4].  
The Security Manager  
The third part of the base Java security model is the Security Manager. The job of the 
Security Manager is to keep track of who is allowed to do which dangerous 
operations. A standard Security Manager will disallow most operations when they are 
requested by untrusted code, and will allow trusted code to do whatever it wants. 

The Security Manager is a single Java object that performs runtime checks on 
dangerous methods. The Security Manager can veto the operation by generating a 
SecurityException. It makes the final decision as to whether a particular operation is 
permitted or rejected. When a dangerous call is made to the Java library, the library 
queries the Security Manager. These queries use a set of methods that check access. 
The Security Manager is installed in each JVM only once. 

Responsibilities of the Security Manager are that it prevents installation of new 
class loaders; it protects threads and thread groups from each other; it controls the 
execution of other application programs; it controls the ability to shut down the VM; 
it controls access to other application processes; it controls access to system resources 
such as print queues, clipboards, event queues, system properties, and windows; it 
controls file system operations such as read, write, and delete; it controls network 
socket operations such as connect and accept; it controls access to Java packages, 
including access to security enforcement classes [6].  
The CodeSource 
The CodeSource encapsulates the code's origin, which is specified as an URL, and the 
set of digital certificates containing public keys corresponding to the set of private 
keys used to sign the code. 
The AccessController 
The java.security.AccessController class is used for deciding whether access to a 
critical system resource should be allowed or denied, based on the security policy 
currently in effect; for marking code as privileged, thus affecting subsequent access 
determinations; for obtaining a snapshot of the current calling context, so access-
control decisions from a different context can be made with respect to the saved 
context. 

3.3   Types of security attacks 

Java applets can be subjected to potential hacker attacks. Now follows a brief 
description of four of many possible attacks, namely  - attacks that deny legitimate 
use of the machine by hogging resources, - attacks that modify the system, - attacks 
that invade a user's privacy, -  attacks that antagonize a user and attacks called Zero-
day attacks [7]. 
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Denial of Service Attacks 
A Denial of Service Attack abbreviated DoS attack, is an attempt to make interrupt or 
suspend services of a host connected to the Internet. 

The DoS attack belongs to less seriously attacks because this attack consumes only 
system resources and can slow your computer or your network connection 
considerably. For example, attacks may involve completely filling a file system, 
hogging all possible screen space, allocating all of a system's memory, creating many 
high-priority threads, or using all available file pointers [6].  

The Java sandbox does not protect against DoS attacks. Therefore, we should not 
allow applets which come from suspects and unverified sources [4].  
System Modification 
This type of attack is the most severe class of attacks. It is able to intrusion into the 
system itself and consequences of these attacks can be critical and dangerous. Applets 
that implement such attacks are attack applets.  

System modification attacks may modify the contents of memory, create, modify, 
or delete files, directories, database entries, kill processes or threads and install 
malware as is trojan horse, worm, back door and many more to the user computer. 
Invasion of Privacy 
This type of the attack includes disclosing information about a user or host machine 
that should not be published. The forging mail can also be perceived as an attack to 
privacy. Especially if we value our privacy or we have some confidential files on the 
computer, this attack may be a very annoying issue.  
Antagonism 
The most commonly we encounter with this type of attack. There are attacks that 
merely antagonize or annoy a user. For instance, antagonism applets are able to play 
unwanted sound files, open a large number of new windows simultaneously, etc. 
Zero-day attacks  
Zero-day vulnerabilities in computer science marking attack or threat that tries to 
exploit computer vulnerabilities, refer to a hole in the software that is unknown to the 
vendor. This security hole is then exploited by hackers. Zero-day here does not 
indicate the number or the number of days, but the fact that the user is at risk, until a 
patch is still in the works to fix bugs (ie, the zero day). 

Let's now look at specific examples of security attacks. Attacks are listed 
chronologically by date of publication. 

Targeted attacks to chemical companies, named The Nitro Attacks, started in July 
2011 and continued into September 2011. The 29 companies in the chemical sector 
and another 19 in various other sectors, primarily the defense sector were affected by 
this attack.The attackers first researched desired targets then sent two types of mail. If 
the mail was targeted to a specific recipient it contained invitation to meeting. Or if 
the mail was being sent to a broad set of recipients the email claims to be an update 
for some piece of commonly installed software. In both cases the mail contained 
attachment with a malicious Trojan called PoisonIvy which was included in a zipped 
file with the password. The PoisonIvy allowed access to other computers in the 
company workgroup. They could copy the content, and upload the information to 
servers external to the compromised organization. The purpose of the attacks was 
likely industrial espionage, and the attackers appear to have been seeking intellectual 
property, including design documents, formulas, and manufacturing processes, for 
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competitive advantage. The source of the attack was identified as a computer system 
that was a virtual private server (VPS) located in the United States. The system was 
owned by an individual named Covert Grove from China [8].  

An indisputable advantage of the Java language is a cross-platform but this can 
easily be exploited to an attack as a good example is following Java applet malware. 
In April, 2012 the infection volume is reported at over 600,000 computers with Mac 
and Windows operating systems. This threat proceeds in three phases. First, Java 
Applet malware is loaded. Second, if the threat is running on a Mac operating system, 
it downloads a dropper type malware written in Python. Or if the threat is running on 
a Windows operating system, it downloads a standard Windows executable file 
dropper. This Trojan only checks whether it is the required operating system. Finally, 
one of two back door Trojans depending in OS is dropped on to the computer. These 
Trojans can download files, open a remote shell, upload files, send informations about 
CPU details, disk details, memory usage, etc. [9].  

July, 2013 Symantec published a campaign is targeting government agencies by 
sending phishing emails with a malicious attachment in the form of the Java remote 
access Trojan (RAT). Cyber criminals use recent hot media topics to entice users. In 
this case they used the news coverage surrounding the NSA surveillance program 
PRISM. The phishing email contains two legitimate non-malicious PDF documents 
and one Java file named US National Security State. The most of targets were located 
in the United States [10].  

July, 2013: The target of the attack could also be the SIM card (Subscriber 
Identification Module) which is present in all mobile phones. Every smart card is 
responsible for the unique identification number known as the IMSI (International 
Mobile Subscriber Identity) and also for handling the encryption when 
communicating with the telephone network. If an attacker send a cleverly crafted 
silent binary SMS update message over-the-air (OTA) to the mobile phone although 
the device will refuse the unsigned message but it will answer with an error code 
signed with the 56-bit DES private key. After the private key is deciphered, an 
attacker can sign malicious software updates and send them through OTA updates to 
the mobile phone. For instance, malicious applets can send premium text messages, 
reveal the geo-location of the device or misuse of payment systems [11].  

November, 2013 Symantec has discovered a new back door worm-type threat 
which targets servers running Apache Tomcat. The Apache Tomcat is an open source 
web server and servlet container developed by the Apache Software Foundation 
(ASF) and based on Java language. Servers are quite valuable targets, since they are 
usually high-performance computers. Back door type Trojan horses and worms enable 
the attacker to control a computer remotely. Infected computers could be used to 
attack other Tomcat servers by sending the malware to them and this would lead to 
DoS attacks [12].  

In early January 2014, on a website of a major Japanese book publisher and 
distributor, of books, magazines, comics, movies, and games was encountered a 
malicious iframe leading to another website hosting an exploit kit. This malware is 
intended for the purpose of stealing information and located in Japan. The malware 
monitors open windows for two online banking sites, three online shopping sites, 
three Web mail sites, three gaming/video websites and fourteen credit card sites. Most 
providers of these sites are aware of the security risks and have implemented 
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additional layers of protection and verification for their online customers. It is not 
surprising that contested pages belonged to regional firms that had not done sufficient 
safety measures [13].  

February, 2014 a new spam campaign appeared in the form of the Java remote 
access Trojan (RAT) known as JRAT. The spam email’s sender claims that they have 
attached a payment certificate to the message and asks the user to confirm that they 
have received it. An attachment with the file name Paymentcert.jar was actually a 
malicious Trojan virus. The Windows, Linux, Mac OS X and Solaris computers are 
threatened by RAT. This attack affected the most individuals in the United Arab 
Emirates and the United Kingdom [14].  
The incidence of vulnerabilities 
As mentioned Java programs run in the sandbox which is responsible for a security. 
Since Java is so widespread is not surprising that there are constantly incidence of 
security breaches and are used to hacker attacks. Therefore, the Oracle is continuously 
working on improving its product. The Critical Patch Updates (CPU) are published on 
their web every 3 months starting from January. Exceptions are updates that needed to 
be done immediately, given the severity of the security risk. In addition the CPU are 
published on the website the Common Vulnerabilities and Exposures (CVE). 
Common Vulnerabilities and Exposures is a dictionary of common names for publicly 
known information security vulnerabilities. CVE includes just one vulnerability and 
makes it easier to share data across separate network security databases and tools, but 
where CPU can contain multiple CVE. 

In the figure 1 can be seen the bar graph of the number of vulnerabilities (Security 
Alert, Critical Patch Update Advisory or Security Alert) by year, based on data 
mentioned by Oracle. The graf includes data to the April 18, 2014 [15], [16].  

 

Fig. 1. Graph of the number of vulnerabilities by year [15] 
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It can be seen that with increasing numbers of users and extension of the Java is 
also an increasing number of security vulnerabilities discovered because hacker 
attacks occur more frequently. 

4   Alternatives for Security Improvement 

Next, let us analyze alternatives of programming environments with whome it is 
possible to replace control Java applets of experiments.  

4.1   JavaScript Language 

JavaScript was developed by Brendan Eich while working for Netscape 
Communications Corporation. It was first introduced in 1995 under the name of 
LiveScript. However, due to marketing purposes it was renamed JavaScript. 
JavaScript’s official name is ECMAScript, which is developed and maintained by 
theECMA (European Computer Manufacturer's Association) International 
organization. Today, JavaScript is a trademark of Oracle Corporation. 

JavaScript (JS) is scripting dynamic and object-oriented language designed 
primarily for adding interactivity to Web pages and creating Web applications. 

A common misconception is that JavaScript is similar or closely related to Java. 
There are few similarities between Java and JavaScript. For instance, both have a C-
like syntax. They are both object-oriented and typically sandboxed. Also, JavaScript 
was designed with Java's syntax and standard library in mind. JavaScript's standard 
library follows Java's naming conventions, and JavaScript's Math and Date objects are 
based on classes from Java 1.0, but similarities end there. 

Key differences between Java and JavaScript: 
• Java is an OOP programming language while JavaScript is an OOP scripting 

language. 
• Java creates applications that run in a virtual machine or browser while 

JavaScript code is run on a browser only. 
• Java code needs to be compiled while JavaScript code are all in text. 
• Java is loaded from compiled bytecode; JavaScript is loaded as human-readable 

source code. 
• They require different plug-ins.  
• Java has an implicit this scope for non-static methods, and implicit class scope; 

JavaScript has implicit global scope. 
• Java has static typing; JavaScript's typing is dynamic. In dynamic typing, a 

variable can hold an object of any type and cannot be restricted [17]. 
JavaScript can perform the following operations: 

• It has access to the computer's clock and can pull the appropriate data. 
• It can collect information about the browser. 
• It can be used to validate forms data or input. 
• It can create cookies. 
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• It can manipulate the Document Object Model (DOM) where the HTML DOM is 
the official W3C standard for accessing HTML elements.  

• It can create various dynamic HTML elements, such as it can interactive change 
all the HTML elements, all the HTML attributes, CSS styles, can remove, add 
new HTML elements and attributes, can react to all existing HTML events and 
can create new HTML events in the page. 

JavaScript cannot perform the following operations: 
• It cannot write to files on the server without the help of a server side script. 

JavaScript can send a request which can read a file but it cannot write to a file 
unless the file called on the server actually runs as a script to do the file write for 
you. 

• It cannot access databases unless you use Ajax and have a server side script 
perform the database accesses for you. 

• It cannot read from or write to files in the client. The only exception to this are 
cookies.  

• It cannot close a window if it didn't open it.  
• It cannot access web pages hosted on another domain. 
• JavaScript cannot protect your page source [17]. 
JavaScript is among the top ten most popular and most widely used programming 
languages in the world. According to the TIOBE index JavaScript is placed in the 
ninth place in front of it are placed  languages in the following order C, Java, 
Objective-C, C++, C#, (Visual) Basic, PHP, Python. 

The TIOBE Programming Community index is an indicator of the popularity of 
programming languages. The ratings are based on the number of skilled engineers 
world-wide, courses and third party vendors. Popular search engines such as Google, 
Bing, Yahoo!, Wikipedia, Amazon, YouTube and Baidu are used to calculate the 
ratings [18].  

The unquestionable advantages of JavaScript are that JavaScript code can be run 
on the web, on computers, servers, laptops, tablets, smart phones, and more, 
Javascript is a relatively easy language and simple to learn, JavaScript is very fast 
because any code functions can be run immediately instead of having to contact the 
server and wait for an answer. JavaScript runs on an Internet browser therefore the 
users do not need special software or downloads to view it. 

Disadvantages include security issues as with all programming languages. 
JavaScript, providing a high degree of functionality at the expense of security. 
JavaScript can easily be used to carry out denial of service and invasion of privacy 
attacks. For instance JS can track a surfer's history, secretly keeping tabs on all sites 
visited by a user and reporting back to a collection site, read directory listings, 
learning about a Web surfer's file system and reporting back to a collection site, steal 
files, mailing the stolen goods back to an attacker, etc. [4]. 

4.2   Dart Language 

Dart is an open-source Web programming language which was developed by Lars 
Bak and Kasper Lund who work in the Google. It was first introduced in October 
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2011 at the GOTO conference in Aarhus. Dart is a class-based, single inheritance, 
object-oriented language with C-style syntax.  

Dart was developed to eventually replace JavaScript. Until then, in order to run in 
mainstream browsers, Dart code is compiled into JavaScript using the dart2js 
compiler. This resulting code is compatible with all major browsers with no specific 
browser adoption of Dart being required. Code written in Dart can, in some cases, run 
faster than equivalent code hand-written using JavaScript. Dart code can be run 
without compilation to JavaScript if we use the Chromium web browser that includes 
the Dart VM, called Dartium. Dartium is intended as a development tool for Dart 
applications and it should not be used as a primary browser. 

In order to completely replace the JavaScript it is necessary that Dart virtual 
machine placed in browsers. But now creators of the Dart encounter with criticism 
and negative feedback. In any case, it is only a matter of time before a Dart finds its 
place among programming languages. As is known Google is among one of the 
largest corporations which its products constantly improves and develops. Thus Dart 
has great potential for the future [19].  

4.3   ActiveX Environment 

An ActiveX is not a programming language it is a set of technologies and tools for 
Internet Explorer developed by Microsoft in 1996. It is based on two earlier Microsoft 
technologies called Component Object Model (COM) and Object Linking and 
Embedding (OLE). 

An ActiveX control is a small program similar to a Java applet. It can be created in 
any programming language that recognizes Microsoft's Component Object Model 
such as C, C++, Visual Basic, Java and more. ActiveX control is a control using 
Microsoft ActiveX technologies which are commonly used in Windows operating 
system. 

The ActiveX approach relies on digital signatures, ActiveX controls can be 
digitally signed by a developer, distributor, certifier or someone who vouches for the 
code. ActiveX controls have almost unlimited access to the operating system. With 
this function comes a certain risk that it may damage software or data on your 
computer.  

Because there was a large amount of harmful ActiveX controls, Internet Explorer 
version 7 and above displays a warning every time a site attempts to use an ActiveX 
control. It is up to the user to decide whether or not the request comes from a 
trustworthy source. Either you trust the code completely and allow it to run 
unhampered on your computer, or you don't. 

Compared with Java applets, ActiveX control has two main disadvantages. First, 
Java has the ability to run untrusted code fairly safely due the sandbox. Second, Java 
applets can be run on all platforms, whereas ActiveX controls are a priority limited to 
Windows environments. Web browsers like Google Chrome, Safari and Firefox do 
not support ActiveX controls by default due to security concerns. Users of these 
browsers can download extensions through which ActiveX will be run. But there are 
not extensions for all environments [20], [21].  
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5   Discussion and Conclusions 

In this paper, we deal with the security issues, namely security of Java applets and 
options for their replacement by other tools. We may conclude that each of the 
aforementioned languages have their advantages and weakneses. Some are more 
appropriate for our purposes than others. Due to the security measures of Java applets, 
which the Oracle Corporation develops, the formation of the control web page of 
remote experiments is very limiting for us. The user is also constantly harassed by the 
authorization to run of applets and by the reinstalling the JVM on his/her computer. 
With each new release of Java, a number of new serious security holes have been 
discovered. Every new features introduce new security holes. Consecutively, we 
decided to abandon the concept of making experiments using the Java, and we were 
looking for new acceptable alternatives. We reviewed some programming languages 
and we take into consideration their functionality, limitations, simplicity, and main 
assumptions of the usability today and in future too. Since remote experiments are 
made available through the website to users, we focused on languages that can create 
elements which are executable on web browsers. The user is not exposed to a duty to 
install any hardware and code is running under different operating systems. 

As was mentioned earlier Dart has great potential but is yet at an early stage when 
it slowly gets into the consciousness of programmers and the general public. Dart 
programming language, we have not opted for our purposes solely because it is 
relatively new language, and if there were any problems it would not be easy to solve 
because there are still scarce professional resources. And also we did not want to risk 
the possibility that it completely disappeared. 

ActiveX is not suitable for our purpose because it is dependent on the platform 
used and we want to avoid platform dependency. Our aim is to create website for 
remote controlled experiments that will be user friendly, accessible, and making no 
demands on the software. Thereby ActiveX can be excluded. 

We may formulate following conclusions:  
• to abandon the concept of making experiments using the Java, and we were 

looking for new acceptable alternatives for our ISES  RE. 
• The optimal solution seems to be the JavaScript. It needs less programming 

skills and it enables easy implementation to the web page of the experiment.  
• JavaScript widgets are the most often offered on the Net as completely 

functioning items, which can be simply grabbed from the web and be used for 
your purposes. It has been In use already a couple of decades and it looks like 
it will be for a long time.  

• Use of JS is advantageous over Java applets in that it is much easier and more 
robust language, it can also be run on mobile phones, tablets, etc.  

• JavaScript code is running faster than Java code because it does not need much 
time for compiling and security checking.  

• JavaScript code is also much smaller than the corresponding bytecode file. 
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Abstract. The article deals with the use of service robots in the security 
industry. The required service activities of such service robots in this area 
should meet are defined and examples of two specific laboratory mobile robots 
that may find use in this field are shown. The description of the design, 
assembly of these mobile robotic systems and the software development of 
supporting algorithms, enable leading mobile robot kit for its own trajectory is 
also included. 
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1   Introduction 

Recent trends of world development in the field of service robots show the 
considerably wide spectrum of possibilities of service robots application. Currently, 
there is a constant increase in service robots used in the area of security. The main 
reason for the application of robotic systems (service robots) for the security services 
is to reduce risks and potential losses, threatening the implementation of the activities 
and procedures associated with these services [1]. 

Robotic systems are technically capable and sufficiently technically equipped to 
enable them to get to the places and spaces that might be inaccessible to humans and 
dangerous in terms of the threat to life and health or human could not control by their 
abilities (the influence of environmental factors). 

Application area of the robotic system is given by the required service activities. In 
the case of security services is all about guarding a building, survey and inspection, 
monitoring crowd spills of dangerous substances, environment mapping. Activities 
related to security are associated with the occurrence of risks. These include the risks 
associated with the performance of routine inspection procedures specified objects 
(vehicles, passengers, material objects, etc.), the action to be taken against the 
identified objects, the processes associated with the monitoring of specific areas and 
objects [2, 3]. 

Robotic systems represent specific solutions for the requirements of the security 
industry. Considering the range of possible tasks that can perform robotic systems in 
this area, it is necessary when choosing a suitable type of robot to take into account 
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several important parameters according to which you can decide what type of mobile 
robot used for intended type of operation. 

The implementation of robots in the commercial security industry is the expected 
consequence of their development. The robotic system can replace humans in 
activities that threaten them to life and health, but also may serve as a potential source 
of information for visitors (day mode). Due to the continuous development of new 
technologies and control systems, we can meet with robots that are able to carry out 
their activities without the presence of the operator. In this case, the robot is fully 
independent in the performance of its tasks and partly in their maintenance (battery 
charging, reporting the failure to the operator). The stated capabilities challenge for 
the deployment of robotic systems in commercial security in guarding objects and 
buildings, survey and inspection activities, monitoring the crowd. 

In some cases, the human presence is indispensable. In particular, it is a crisis 
situation, the robot is able during its service record undesirable status or potential 
danger, but it is not able to effectively deal with. This situation must the robot report 
to head office or responsible person who decides to contact the employee to solve the 
situation [4]. 

An example might be an intruder penetration into the protected territory. The 
robotic system can reliably detect the intruder, but has no resources to forced intruder 
to leave the locations (without executing the proposed action), or held it until the 
police arrival. Some effort on the robot's ability to resolve conflicts with humans lies 
in the equipment of robot with audio output through which robot is able to highlight 
the person action illegitimacy, or to intimidate warning signals. 

An important requirement for robots in the security services is mobility. Mobility 
is the ability to move in an environment is not defined in advance (external, internal 
urbanized and natural, water, air environment). Mobility of the robot is thus 
dependent on the particular method of implementation of the movement in a given 
environment. Additional important parameters that affect the use of the robot to 
perform a given task may be: technical characteristics (dimensions, weight, continuity 
of the movement, etc.), operating parameters (traffic ability, operation costs), and 
energy requirements (power supply durability and capacity, operating time). [5, 6] 

The reason for deployment of the robotic system should be primarily the quality of 
detection undesirable phenomenon (occurrence of persons in the prohibited area, 
presence of hazardous materials, etc.), and also expensive costs of activity of the 
human factor (security services staff). 

2   Description of the Laboratory Mobile Robots 

The mobile laboratory robots are designed as an open platform to allow for additional 
expansion of others appropriate components (sensors, effectors) as required service 
tasks. Motion control of both robots is possible through an appropriate 
communication interface. The robots are designed to verify their properties at a given 
service tasks. The following chapters provide a brief description of the laboratory 
service mobile robots. 
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2.1 Laboratory Mobile Double Track Robot 

The robot consists of six smart actuators with time incremental control for each wheel 
separately, wireless webcam Axis 206W and access point ASUS WL – 560g. Four 
servomotors are used for steering motion control system of the wheels; two are used 
for camera control in two directions. Controlling the robot is allowed through serial 
interface RS232. The serial interface is used to transmit control data and setup 
instructions to the actuators. The system is extended for wireless communication 
modules, consisting of the radio modems, connectable to the serial port of the 
personal computer and the radio module Hőft & Wessel. The software consists of a 
set of instructions for communication between the PC and the robot. The whole 
system was designed so that it can be used as an appropriate teaching tool in 
laboratories dealing with teaching robotics. 

 

Fig. 1. Laboratory mobile double track robot. 

2.1.1   AI-Actuator 1001 
AI ACTUATOR-1001 is an action member for robot controlling. It consists of a 
driving unit, a small gear, the control unit and measuring unit. Power unit consists of 
a DC motor. The control unit consists from a single-chip processor, which provides 
also the control of DC actuator and communication with the surroundings by 
asynchronous serial interface RS-232 with TTL level communication signal. 

The actuators can be combined into a single series in the network. In this case, 
form one branch of the four actuators connected in series wheels and the second 
branch consists from the two actuators for camera control movement in two axes. AI-
Actuator receives instructions via RS-232 line. [7] 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 215



2.1.2   Motherboard MSC-BPT232 
Motherboard MSC-BPT232 (see Fig. 2) is intended for management and control of 
the AI-actuator 1001. It contains serial port connector CD3pin (M) (1), integrated 
circuit MAX232 (2), battery connector (3), connectors for connecting AI actuator (4). 
Supply voltage ranges from 6 to 11V. 

 

Fig. 2. Motherboard MGR-BPT232. 

From Fig. 2 shows that the motherboard is used the most common RS232 
connection; the cable has only three wires. Integrated circuit is a MAX232 TTL to 
RS232 converter. [7] 

2.1.3   Web Camera AXIS 206W and Access Point ASUS WL-530 g Wi-Fi 
Axis 206W has a built-in wireless 802.11b, it can therefore be placed almost 
anywhere, even where no network connection. In fact, the only limitation is power 
distribution. Due to its size and weight and also because of its mobility, the camera 
showed an ideal solution for mobile robot camera system. Image processing is 
secured by a CMOS sensor. The camera provides Motion JPEG images captured at 30 
frames per second at resolutions up to 640x480 pixels. It has a built-in web server 
which makes possible to track and manage use a standard Web browser. The camera 
communication range is up to 150 meters. The camera is intended for indoor use. 

2.1.4   Radio Module HW86010 and Radio Modem HW8612 
For wireless communication between the motherboard of the robotic system MSC-
BPT232 and personal computer were selected radio modules HW86010 and radio 
modems HW8612. Wireless communication architecture is shown in Fig. 3. 

HW86010 radio module from the company Höft & Wessel working in the DECT 
band 1880.064 - 1898.208MHz (unlicensed band). The module includes RS232 
interface for bi-directional data transmission (baud rate up to 115200 bit/s), PCM 
interface to connect standard ISDN and PBX systems, auxiliary functions for I2C and 
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analog inputs and outputs for voice transmission. Radiofrequency power is 250mW, 
the possibility of using two internal and one external antenna. The range is about 300 
meters in free space, 60 meters in the build-up area. Modem can be connected directly 
with the motherboard MSC-BPT232. 

 

Fig. 3. Wireless communication architecture –HW8612 and HW86010. 

 

2.1.5   Implementation software - realization 
The generated application is used mainly for input trajectories, where the robot will 
move. Entering task is to navigate the robot to a prescribed trajectory. The basic 
function of the program is therefore fitting curve trajectories of several points. The 
user then enters the coordinates of start and end points, determine the number of 
interlace points and also enter their coordinates. The program fits these points a curve 
of user's choice, by which the robot will move. Another option is to enter the 
coordinates of the trajectory break points, according to which the robot will move 
directly (by straight lines). Advantage of the system, where each wheel has its own 
control is that it enables the robot 180-degree turns in place. Another option is a last 
opportunity to let the robot to perform the movement in the closed curve such as a 
circle. The application also includes the option of manual control of movement 
forward, backward and turning left and right. 

Created application software is open and arbitrary modifications can be made. It is 
possible for example a simple way to test own algorithms for motion control and 
extend the capabilities of created robot. The robot can be connected to a wireless IP 
camera. Camera movement is controlled in two axes using two intelligent engines. 
The camera communicates with the PC via a wireless router. Capture video from the 
camera is easy. On the basis of picture taken from camera it is possible do the analysis 
and subsequently control the movement of the robot. 
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2.2 Laboratory Mobile Tracked Robot 

Mobility subsystem is implemented as a belt chassis. The chassis contains gearbox 
with two DC motors. Due to the used type of locomotion robot motion control is 
realized by differential steering. The motors are controlled by an intelligent controller 
Sabertooth 2x5, which allows differential control two DC motors and receives 
commands via the serial interface in TTL level. In order to detect obstacles, the robot 
is equipped with ultrasonic sensors. Control instructions for the navigation of robots 
are coming from the superior system via Bluetooth to a control unit consisting of 
Arduino development kit. Information about the status of the robot is shown on the 
LED display. The development kit Arduino Uno represents the control unit. 

Fig. 4. Laboratory mobile tracked robot. 

2.2.1   Arduino Uno 
The control subsystem is implemented using a development kit Arduino Uno. The 
Arduino Uno is a microcontroller board based on the ATmega328. It has 14 digital 
input/output pins (of which 6 can be used as PWM outputs), 6 analog inputs, a 16 
MHz ceramic resonator, a USB connection, a power jack, an ICSP header, and a reset 
button. It contains everything needed to support the microcontroller; simply connect it 
to a computer with a USB cable or power it with AC-to-DC adapter or battery to get 
started. The Arduino Uno can be powered via the USB connection or with an external 
power supply. The power source is selected automatically. External (non-USB) power 
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can come either from an AC-to-DC adapter or battery. The Arduino Uno can be 
programmed with the Arduino software. 

2.2.2   Sabertooth 2x5 
The control part of the mobility subsystem is realized through intelligent driver 
Sabertooth. Sabertooth 2X5 is the motor driver for differential-drive robots. 
Sabertooth provide possibility to control two brushed DC motors and incorporates 
soft current limiting and thermal protection. The Sabertooth allows control two 
motors with: analog voltage, radio control, serial. It has independent and 
speed+direction operating modes, making it suitable controller for differential drive 
robots. To control DC motors serial interface was used. The motion control 
instructions are sent through serial line in TTL level. 

 

Fig. 5. Interconnection of robot modules. 

2.2.3   BlueTooth Serial Port Module OBS410i 
For wireless communication between the Arduino Uno and personal computer (or any 
other device with Bluetooth communication support) BlueTooth Serial Port module 
OBS410i were selected. The module includes RS232 interface for bi-directional data 
transmission, the possibility of using internal and external antenna. The range is about 
150 meters in free space, 75 meters in the build-up area. Module OBS410i can be 
connected directly with the Arduino Uno board serial interface with TTL logic. 
Bluetooth module operates at 2.4 GHz, can be powered by 3-6V. To communicate 
with the Arduino configuration 8N1 (8 data bits, no parity, 1 stop bit) was used and 
9600 baud rate. 
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2.2.4   Implementation software - realization 
The microcontroller on the Arduino Uno board is programmed using the Arduino 
programming language (based on Wiring) and the Arduino development environment 
(based on Processing). Arduino projects can be stand-alone or they can communicate 
with software running on a computer. In the development environment was created 
several program to demonstrate the behavior of the robot. These include program for 
robot remote control using a computer or mobile phone (or any other device with 
Bluetooth communication support) and program solving partial autonomy in robot 
motion – bypassing obstacles. 

4 Conclusions 

Service robotic systems are used everywhere where the environment is hazardous to 
humans, difficult to obtain or even unavailable. Robotic systems contribute to the 
efficiency of solving various tasks. Sphere and the scope of robotic systems are still 
disseminated. There is constant evolution, which aims to improve the various 
elements of robotic systems, which in effect forms an ideal system for the 
performance of a service task. The robots are generally immune to tiredness, sleep, 
insufficient light and etc. In these conditions it is possible for the robot performs 
many tasks that would have been very difficult or insoluble for humans. Due to the 
fact that proposed robotic systems are open for modifications, it is possible to 
additionally mount the other necessary appropriate elements (e.g. sensors) for the 
implementation of different types of service tasks. Presented laboratory robotic 
systems enable development and testing, the properties and behavior of two different 
modes of locomotion, the possibility of their control, programming and navigation in 
laboratory conditions. 
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Abstract Information technology equipment and their the partial components 
are electronic devices, i.e. products that are potential sources of electromagnetic 
interference, while their proper operation are compromised by interfering 
emission of electromagnetic environment of the installation site. Product 
conformity assessment involves measuring and testing of parameters 
electromagnetic compatibility. The key outcome of the article is the proposal of 
the camera system, which represent the technical assistance for the EMC testing 
of information technology equipment. 

Keywords: information technology equipment, equipment under test, 
electromagnetic compatibility, camera system, shielding. 

1 Introduction 

Information Technology Equipment (ITE) represent in accordance with the wording 
technical standard EN 55022 ed.3 (CSN, 2011), any device whose primary function is 
input, storage, display, retrieval, transmission, processing, switching, or control data 
and telecommunication messages. Such the device can be equipped with one or more 
terminal ports typically operated for information transfer. ITE devices are powered 
with an input voltage, which is not exceeding 600 V. In practice, we include between 
these devices for example personal computers, laptops, printers, switches, modems, 
routers, IP phones, VoIP gateways, IP set top boxes, etc. 

Construction the equipment of Information technique include (such as electrical / 
electronic equipment) between products, which could increasingly threaten the health 
or safety of persons, property or the environment (specified products). Based on this 
fact, such products may be marketed only if they comply with the technical 
requirements that are specified in government regulations, issued for each group of 
specified products. Basic national legal document of requirements for EMC of 
information technology equipment is Government Order 616, 2006 on technical 
requirements for products relating to their electromagnetic compatibility. Once the 
products meet the requirements of that, comply with the requirements of the relevant 
technical standards (Government Order 616, 2006). 

Product of information technology equipment must comply with terms of 
electromagnetic compatibility requirements of the following technical standards: 
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• EN 55022 ed. 3 Information technology equipment-Radio disturbance 
characteristics - Limits and methods of measurement, 

• EN 55024 ed. 2 Information technology equipment - Immunity characteristics - 
Limits and methods of measurement. 

 
Within the measurement of electromagnetic emissions for information technology  

equipment are carried out the tests: 
• Measurement of radiated interference, 
• measurement disturbance (noise voltage at the line terminals, unbalanced 

interference on telecommunication ports). 

 
Testing electromagnetic immunity of information technology equipment mainly 

includes the following types of tests: 

• Electrostatic discharge, 
• radiated electromagnetic field, 
• disturbance indicated by high-frequency fields, 
• fast transients, 
• slow surge, 
• dips and short interruptions of mains supply. 
 

ITE products are further tested by measuring the emissions of harmonic currents 
and verification of an installation for distribution system of low voltage. 

 
Measurement and testing is performed according to the standards of standardized 

methodologies in testing laboratories. Measurement of radiated disturbances is 
performed in anechoic / semi anechoic chambers, respectively. at the test site in open 
space OATS-Open Area Test Site. Testing electromagnetic immunity in the test 
radiated high-frequency electromagnetic field would be due to the high intensity of 
the generated field is also carried out in shielded chambers. In the case of large 
systems or equipment, the measurements are carried out on site. (Valouch, 2012). 

In the case of measuring and testing equipment in anechoic / semi anechoic 
chambers is an operator located outside the chamber and he doesn't have an ability to 
monitor the status of the equipment under test. Therefore, it is necessary to equip 
these spaces by shielded camera system, which ensures the monitoring of the state of 
the equipment under test with respect to: 
• The risk of damage to the equipment under test while turntable is moving, 
• monitoring changes in operating conditions of the test equipment when exposed to 

artificially generated interfering signals, 
• risk of malfunction or damage to the equipment under test by the effect of 

artificially generated interfering signals. 
 

The following part of the paper describes a proposal for implementation of CCTV 
in a semi anechoic chamber. 
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2 Materials and Methods 

The camera system will be operating in an environment with strong 
electromagnetic field, so the selection of high-quality IP camera is very important. It 
must also be equipped with night vision, because inside the anechoic chamber are a 
poor lighting conditions during the measurements. I focused on the selection of PTZ 
dome cameras with the possibility of recording and zoom for better orientation in 
space. Operator must watch the test equipment for its proper functioning (eg, flashing 
indicator light) and therefore must have a high resolution camera, FullHD at best. 
Data output from anechoic chamber is implemented via an optical cable through the 
penetration panel; therefore camera should have the output directly to the optical 
cable. In this a case, media converter which implementing a conversion to fiber optic 
cable, would was unnecessary. The optical cable also has far better properties to the 
area with strong electromagnetic interference than metallic cable. Unfortunately, the 
cameras with such output are highly specialized and their prices are around CZK 
150,000 and up. That's why I chose a cheaper alternative for my design of camera 
system. The quality camera with metallic data output and transfer to the optical cable 
by media converter. Other requirements for IP camera are quite common and during 
the selection isn´t a problem with them. 

The camera which is chosen for design the camera system is Merit Lilin, 
IPS5184S. This camera meets the above requirements and its image is shown in 
Figure 1. 

 
Fig. 1. IP camera IPS5184S 

3 Results - Solution Design 

3.1 Solution Design of Shielding Box  

As soon as you want to put the camera into a shielded anechoic chamber, you 
must reduce the level of emission of electromagnetic signals to a minimum; thereby 
decrease their effects on the ongoing measurement. At the same time, the camera 
must maintain its functionality, even in extremely unfriendly electromagnetic 
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environment. For these purposes, is suggested a shielding box made of stainless steel 
with a wall-thickness of 1 mm. There is also a hole which is located at the front of the 
box for the camera lens. The camera will be mounted into the box by a bolt (fig. 3).  

All leaks or openings are affecting the overall effectiveness of the shielding 
box, and therefore is requires careful welding of the edges, the large hole on the front 
side is overlaps by using a conductive material and the space between the cover and 
the box is sealed. The cost of producing a shielding box represents approximately 
1,800 CZK.  

In order the hole for the camera lens, there arise are two conflicting 
requirements. Firstly, the hole must be electromagnetically shielded as much as 
possible, while maintaining correct transparency sufficient for the camera. This 
objective is achieved by using the technology similar to that used in a microwave 
oven, which employs using a conductive metal foil with holes much smaller than the 
wavelength of the test signals is. Anechoic chambers are usually designed to test the 
frequency range approximately from 26 MHz to 18 GHz which roughly corresponds 
to wavelengths from 11.5 m to 1.66 cm. The metal foil is attached to the shield box by 
means of a rectangular stainless steel strip of the same thickness as the box walls 
have. The second option is a strip of foil attached by a screw connection.  

Electromagnetic sealing the opening between the box and the cover is provided by 
metal contact strips supplied by Laid Technologies, a company specializing in the 
production of elements for electromagnetic shielding (fig. 2). 

 
Fig. 2. Sample of strips from all-purpose series, type 97-538 

Model of shielding box is shown in Figure 3, cabling for IP camera leads at the 
bottom of the shielding box through a hole. 

 

Fig. 3.  Sample of modeled shielding box with a lid 
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3.2 Solution Design of Rack 

Shielding anechoic chamber is completely covered from the inside by absorbent 
material and a larger portion of the chamber is covered by absorption pyramids. 
Therefore is inadmissible to interfere in any way to the integrity of the walls. This 
would mean automatic loss guarantee from the manufacturer. IP camera can´t be 
attached in the ceiling or elsewhere in the room just for that reason and must be 
placed in the room with its own rack. The rack in terms of electromagnetic 
compatibility and construction of anechoic chamber is designed from polypropylene, 
which is one of the most common plastics; the sample is shown in Fig 4. 

 

Fig. 4. Sample of rack´s material 

The cost of production of the rack is 1650 CZK. Layer thickness is 6 mm (Fig. 4 - 
blue pattern), the size of the base is 400 mm, and thickness of base is 15 mm (Fig. 4 - 
brown pattern) due to the stability of the entire rack. Depending on the strength of the 
entire structure can change the size of the base. The shielding box will be inserted 
from the top, so also the rack will be provided with a lid. It is important so that both 
openings for the lens were the same height. This is ensured by two rails inside the 
rack. The shielding box is placed on them and their height is calculated so that the two 
holes coincide. Model of rack is shown in Figure 5. The far left of the picture is rack 
without lid. Second from left is a view from the bottom and you can notice a hole in 
the pedestal. The hole is required for cabling or also if anything fell into a rack that is 
an easy way to simply pulled out. Third from the left is the rack with the lid on top 
and far right is a detail of upper part with the lid. One of the rails for the shielding box 
is seen through the opening for the lens. 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 225



 

Fig. 5. Rack modeled from multiple perspectives 

Rack height is determined by the requirement to camera view. The camera will 
control a measured device in the anechoic chamber, which may be smaller and lie on 
the table at a certain height. The camera must have a good view of the device at all 
times. Therefore the camera should be placed in minimum height of 170 cm.  How 
can put together the entire assembly of the shielding box and the rack is shown in 
Figure 6. 

 

Fig. 6. Modelled rack with folding shielding box for camera 

3.3 Proposed location 

Location of rack with IP camera must always be chosen so as to have as little impact 
on the results in an anechoic chamber. The rack shouldn't stand in the direction of the 
antenna radiation, or even between the antenna and test equipment. In this case, 
would occur to undesired reflection of electromagnetic waves, before they hit into the 
absorbent material of the pyramids and lose much of its energy. Therefore, the 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 226



expected best place for the rack is in a corner behind an antenna, as illustratively 
shown in Figure 7.  

 

Fig. 7. The proposed location of the rack 

3.4 Camera power 

The camera needs a 24V AC for its operation. Part of the cameras is a power adapter 
with power cord. However, I would recommend replacing a cable for a shielded one, 
which then leads across the floor to the bottom of the rack and through it directly into 
the camera. 

3.5 Data connections to IP camera 

Optical fiber as the data cable is preferable due to its electromagnetic compatibility 
during a data transmission. So, the ongoing measurement does not represent an 
additional source of interference and is highly resistant to external electromagnetic 
activity. The transfer from a metallic cable to an optical cable can be used for 
example, media converter AT-MC102XL (fig. 8). It is a media converter from 
ethernet network cable UTP to 2x optical fibers MM (multimode). Max. length of 
fiber is 2000m. Wavelength is 1310nm. Metallic connector is RJ45. Optical 
connectors are 2x SC. The power adapter is included. The dimensions are 95 mm x 
105 mm x 25 mm (length x width x height). Supply voltage is 12V DC. So, together 
with power cable for the camera also leads a cable for power supply media converter 
and I would recommend replacing the cable for the shielded cable. The price of this 
media converter is CZK 2,064. 
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Fig. 8. Media converter AT-MC102XL 

The best location for media converter is in the rack and due to its small size is not 
excluded the possibility that lay directly at the bottom of the shielding box. But then 
is necessary to calculate the dimensions of media converter during the design of the 
box. 

4 Conclusion 

Tab. 1 shows the approximate pricing of the proposed camera system. The final 
price is 47 191 CZK including VAT. The most expensive item is the purchase of 
high-quality IP camera, which would meet the requirements for placement in 
anechoic chamber. The result price is without cabling. 

 

  Produkt Cena 
včetně DPH 

1 IP kamera, Merit Lilin, typ IPS5184 41 772 Kč 
2 Výroba stínícího krytu 1 755 Kč 
3 Výroba stojanu 1 650 Kč 
4 Media konvertor AT-MC102XL  2 064 Kč 
  Celkem:     47 191 Kč 

Tab 1. Price list of the proposed camera system 

The shielding box main task is protection IP cameras from destruction due to strong 
electromagnetic fields. The measurements taken with an older IP camera MIP-6430-2 
showed high levels of electromagnetic radiation in the frequency range from 30 MHz 
to 2 GHz (Fig. 9). The IP camera is comply with the standard EN 55022 (emission 
information technology equipment), but at some frequencies has very high amounts of 
radiation and that is an important finding. This measurement shows that results of 
next measurements of electrical equipment will be significantly affected by the 
location of old IP camera into the anechoic chamber without the shielding box. 
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Fig. 9. The measurement result in the test range 

 

Fig. 10. Detail of the peak on 39.91 MHz 

But the recommended camera Merit Lilin (type IPS5184S) is far more modern and 
more suitable for industrial environments than the old tested camera. So this 
measurement will end probably much better with the recommended camera. 
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Abstract. The percentages of the areas which are covered through Video 
Surveillance Systems are continuously increasing. The various evaluation 
techniques are utilized in order to manage their effectiveness. The comparison 
study of lighting measurement possibilities are provided in this research paper. 
Magnitude and reason of such measurement is discussed in the initiate part. The 
second part is aimed to presentation of methods and instruments utilized for 
measurement. The particular results obtained within the two case studies are 
provided in final section.  

Keywords: Intelligent Video Surveillance System, Lighting measurement 
methods, comparison study, evaluation, Image functional properties. 

1   Introduction 

One of the key functional properties of Intelligent Video Surveillance System (IVSS) 
is their image acquisition capability. Although the IVSS effectiveness is influenced by 
complex variety of factors, the most important are lighting conditions within the scene 
exposed. This fact is obvious even from camera working principle. The Image 
Acquisition properties of the cameras are continuously increased by the IVSS 
manufacturers on one hand, but the effectiveness of the IVSS could be increased 
throughout the exact specification of influencing conditions on the other hand. 
Moreover, Image Acquisition is an initial step within the image capturing process 
which means, that all next steps are influenced by the quality of input signal generated 
under particular conditions applied. Final scheme exposed scene lighting conditions 
could be managed even within IVSS design process, where two approaches could be 
utilized: 

- Empirical (based on “know how” of particular system designer), 
- Exact (based on measurable values). 

Appropriate assessment of lighting conditions is closely related also to intrinsic and 
extrinsic calibration of the camera. 
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Figure 1: Image Interpretation Algorithms utilization 

The Image Interpretation Algorithms are utilized in order to increase evidence value 
of image sequence captured by the system. These functions are well known as an 
Automatic Exposure Adjustment tools.  Although particular research papers discussed 
evaluation of the Image Acquisition process [1], the majority were aimed to 
evaluation of overall architecture of the system [2], including all functional blocks 
such as Image Acquisition, Connections, Image Processing, Activity and data 
management, connections with other systems, the system and data integrity. 
Content of this research paper is logicaly divided into four chapters. In the initial 
chapter the incident and reflected lighting intensity measurement methods are 
described in detail. The description of measuring instruments is provided in next 
chapter and the results taken from two case studies are presented in final chapter of 
this research paper.  

2   Exposed scene lighting characteristics measurement methods 

Three approaches to the lighting intensity measurement are utilized for the purposes 
of IVSS proposal procedure.  

- Incident illumination intensity measurement, 
- Reflected illumination intensity measurement, 
- Histogram expertise technique. 

Measurement of lighting is sophisticated engine to the exposure conditions 
establishment process. In case of IVSS it is necessary to divide exposed area to partial 
block. Advantage of this solution consists in establishment of concrete lighting level 
in particular partial block of the scene and its monitoring within the day. There is 
possible to settle severity of the scene exposed in light of the dynamic range, which is 
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important parameter for equipment solution. Illumination is a photometric magnitude 
which is defined as a luminous flux incident on particular surface. Its base value is 
Lux. The illumination intensity is in virtue of following equation: 
 

2r
I

S
E =

∆
∆Φ

=  
 
(1) 

  
  
Where [E] = Lux (lx), ∆Φ - luminous flux, S∆ - is exposed area, I – luminance, r- 
range between surface and source of illumination. 
Nonetheless, the equation before is usable only if the lighting incident vertically on 
the surface, but this case is not so common. More frequent is other case, when the 
lighting incident angle-wised randomly. Then is in virtue of following equation: 
 

 

                                             2

cos
r

IE α⋅
=                                             (2)  

Where α  - randomly wised angle of lighting incident. 
Considering equations above is obvious, that illumination intensity is depended on 
range between source and illuminated object and on the lighting incident angle. 
Common illumination levels are illustrated via next table 1: 

Table 1: Common real-life illumination levels 

Illumination 
intensity 

[lx] 
Level of illumination within exposed scene  

100 000 Direct sunlight 

50 000 Sunny weather 

5 000 Overcast 

500 High quality illuminated surface etc. office 

300 Minimal illumination needed for reading 

100 Insufficiently illuminated surface 

60 Day illumination of aisles 

15 Quality illuminated streets at night time 

10 Evenfall 

5 Common illumination of off-street 

2 Minimal security illumination 
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1 Sunset 

0,3 Full moon 

0,1 Overcast moon illumination 

0,001 Common stars illumination 

0,0001 Low stars illumination 

Alternative method of lighting characteristic is reflected illumination intensity 
measurement. Instead of incident illumination intensity, where the lighting beams 
coming on surface are gathered for measurement, in case of reflected illumination 
intensity are the lighting beams reflected from surface utilized and evaluated. This 
method has several advantages, but also similar number of disadvantages. Main 
advantage consist in their ability to take into account the reflection characteristic of 
materials which are situated in exposed scenery. The lower accuracy of measurement 
is then disadvantage on the other hand. Both of introduced methods are usable before 
the IVSS´s design itself, nonetheless the last one, the histogram expertise is based on 
revision of existing camera views. Core contribution of lighting characteristic is to 
specify dynamic range severity of the scene. The difference between the lightest and 
the darkest point within the image. The absolute magnitude is defined through this 
relationship, whereas the total amount of lighting occurring on the image sensor is 
described. The maximal amount of shades, which image sensor could recognize is 
then defined as a contrast value. Borders of image sensor are stated by capacity of 
each photo-sensitive cell and also the noise generated. The exposure value are 
established in EV magnitudes as a difference of the lightest EV in opposite to the 
darkest EV.  

3   Measurement instruments description 

Two types of measurement instruments were used within the experiment. The first 
one is a representative of lux meter category Sonel LXP 1. The second instrument 
which were used is able to measure incident and also the reflected illumination, this 
capabilities are at disposal by expose meter Sekonic LITEMASTER L-478DR. 
Technical parameter of each are illustrated via tables 2 and 3. 
  

Table 2: Digital Luxmetr Sonel LXP 1 technical specification 

Display Multifunctional LCD 
Measuring scales 400,0 lx 

4000 lx 
40,00 klx 
400,0 klx 

40,00 fc 
400,0 fc 
4000 fc 
40,00 kfc 

Measuring rate 1,3 lx / sec 
Interrelations (lux / fc) 1 lx = 0,09190304 fc 
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 1 fc = 10,76391 lx 
fc = foot candle 

Internal memory  99 measuring results 
Data logger 16000 values 
Supply voltage 9 V (accumulator) 
Dimensions 170 x 80 x 40 mm 
Weight 390 g 

 

Table 3: Sekonic LITEMASTER L-478DR technical specification 

Measuring methods Incident | Reflected 
Special functions Brightness difference | Memory 
Lighting measuring Ambient | Flash 
Measuring scale (EV) -27,9/+55,8EV 
Sensitivity 3 - 409 600 ISO (1/3EV) 
Iris f/0,5 - f/161,2 
Exposure time 30min - 1/64000 sec. 
Frame per sec 1 až 1000 fps 
Aperture angle 1-358° 
Candela/m2 1,0-980 000 
Supply voltage 2x AAA Accumulator 
Dimensions 57x140x26mm  
Weight 130 g 

4   IVSS Lighting Characteristic Measurement Case Study 

Incident and reflected illumination intensity is influenced by several aspects: 
- weather conditions within the scene (overcast, semi-bright, bright weather), 
- time of measurement (three hours interval between single measurements), 
- camera position considering sun position (sunrise, sunset), 
- considering shadows (dropped by buildings, trees,  
- positioning and timing of artificial lighting. 

4.1 Illumination intensity with homogenous conditions within the particular 
levels of detail 

Because of the similarity of results taken within the particular levels of detail of the 
scene, the time of measurement and weather conditions dependence were utilized as 
main grading criteria. Measured results are digestedly illustrated via following 
figures: 
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Figure 2: Incident illumination intensity within a day 

Where bright weather is represented by blue line, semi-bright is represented by orange 
line and overcast is represented by black line. Technical ways of interconnecting the 
individual applications can be divided 
into the following basic groups:  

- hardware methods of integration, 
- software methods of integration [3]. 
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Figure 3: Incident illumination within a night 
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Figure 4: Reflected illumination within a day 
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Figure 5: Reflected illumination within a night 

From figures n.2, 3, 4, 5 is obvious, that characteristics of incident and reflected 
illumination were not significantly different. The most distinct aberrancy was 
investigated when measurement was accomplished during sunny weather. In these 
situations a value of reflected illumination was slightly higher. It is important to 
mention, that the most significant value differences were measured within a day. 
Form the results is obvious, that the reflected illumination measurement method is 
effective and more precise, when the highly contrastive scene is investigated. When it 
is necessary to measure dynamic range disposals, the reflected lighting method is 
considerably useful, within the IVSS design process. However, this comparison study 
is helpful mainly for definition of measurement methods for complex IVSS evaluation 
methodology, which should be proposed within the thesis of the first author of the 
paper. 

5   Conclusion 

Well known methods of illumination level measurement were utilized for purposes of 
IVSS design in this research paper. Recent approaches and methods used were 
recapitulated in the first part of the paper and then the specifications of methods used 
for the purposes of this research were interpreted in detail. The description of 
measurement tools were provided in next section. Finally the main contribution is 
included in four sections, where the results comparison study is provided and 
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discussed. Larger data pattern will be published in extended version of the paper. 

Where the other measurement approaches will be provided. 
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Abstract. The paper deals with communication among individual datacenters (DTC) in the 
university network with remote laboratories, organized into Laboratory management system 
(LMS). We want to show the use of modern technologies for communication among individual 
DTCs, especially for the communication of individual experiments, or rigs, their 
communication model and the technique, based on the fiber optics. This new concept, so called 
Wavelength division multiplexing (WDM), uses multi wavelength approach for the 
communication on a single optical fiber.  

Further, we deal with the main causes of a possible communication breakdown among 
DTCs, between the client and the cloud and among individual experiments and cloud and 
suggest corresponding solutions for their elimination. We consider the cloud consisting of the 
whole bulk of communication, among its all blocks, virtualized machines (VMs), data 
processing, their content, sharing and access planning to individual rigs. At present the most 
spread model of the failure elimination is the artificial built in redundancy of active and passive 
component parts of the communication network. 

 

Keywords: remote labs, physical labs Cloud computing, virtual, platform, datacenter, 
communication among datacenters, disk storage, risk, security, Cisco, VMWare, disaster 
recovery, backup, archiving, network, availability, WDM, communication, router, switch 

 

1   INTRODUCTION AND STATE OF THE ART OF REMOTE 
LABORATORY MANAGEMENT SYSTEMS 

Our work is aimed at the inclusion of the inherent element of any modern 
contemporary university network - the remote laboratories spread across the Internet 
on the communication scheme server-client [01] and their communication with 
individual datacenters (DTC), the university network (UN) and the laboratory 
management SYSTEM (LMS) [02, 03]. The data center is a facility used to house 
computer systems and associated components, such as telecommunications and 
storage systems. It generally includes redundant or backup power supplies, redundant 
data communications connections, environmental controls (e.g., air conditioning, fire 
suppression) and security devices [04]. All these communication and data processing 
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and storing activities are the goal of our team at TBU in Zlin, as we try, accordance 
with the EU FP7 activities to setup the LMS of our own with all related activities 
included with the working name REMLABNET [05]. Our work on LMS consists of 
several SW and HW solutions, starting from the reservation system for individual 
experiments, scheduling system, data storage of experiments and supporting material 
for clients, network traffic, server usage and their security, etc. (see Figure 1). Let us 
describe the communication in the depicted cloud and start with the individual 
components. First of all this is a rig. Rig is the cumulative name of the experiment 
itself, the physical SW and HW, as well as the informatics HW and SW, creating 
remote experiment, communicating, by means of special protocols, mediating the 
remote experiment to clients. In our design model of the LMS (Figure 1) are three 
new types of communications. The first communication is with Remote experiments 
(RE) servers in the cloud (brown colour). This communication is between DTC and 
each experiment (rig). The second channel of communication is the transfer of 
information between the management and Measure server of the rig (blue colour). 
This channel of the communication will also provide diagnostics of individual 
experiments, remote repair of their malfunctioning and finally, scheduling of the 
experiments as well. The last, third channel of communication is communication with 
the client. Clients proceed to experiment via the communication server ( light brown 
colour).  

Important part of the whole communication network of the university are 
individual DTC and their mutual communication ( green colour). A DTC may be 
considered composed of all components in form of the cloud, with whom 
communicates clients to individual rigs executing network strategy, server platform, 
data storage, data compressing or data packing etc.  

This work describes communication among DTCs with Laboratory 
Management System (LMS) with remote laboratories. In the Figure 1 is this part 
depicted as a part of the DTC, composed from communication and networking in the 
middle, the part between experiments (rigs) and clients. This DTC is a part of our 
cloud serving as LMS system for arbitrary from outside connected and 
communicating both rig server and client, working under the general communication 
scheme server-client. The whole cloud and thus the LMS system is a black box both 
for rig’s administrators and clients, which is advantage from the security point of 
view, because knowledge about this part can be the security hole.  

In our work we want to present the design of the Laboratory management 
system (LMS) and its communication, which is a primary part of our work. LMS 
executes all communication, data manipulation, data transfer or conversion and in the 
last but not least mediate data to clients of the rigs.  
LMS system in the cloud forms a virtualization platform with virtualized machines 
(VMs) for managing all experiments and supported services. Supported services are 
web servers, communication servers, or scheduling servers in cluster node for better 
availability.  

On top of this, we elaborate in this work also the part of the communication 
among individual DTCs. We present a university network topology, derive the 
network security and the availability with the main impact on the communication 
among DTCs and their LMS systems with remote laboratories. 
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It is worth noting that our virtualized cloud is designed to extend not only 
among several DTCs, but our final goal in REMLABNET project is to build the LMS 
communication bridge between two countries Slovak and Czech republic. The first 
and at present the active part of the cloud is located in TU in Trnava, Slovak republic, 
and the second, standby DTC is in Zlin, Czech republic that will be gradually 
transferred partially to Zlin, as the project will continue. In future we want to build 
our DTCs in active-active mode exclusively.  

 

Figure 1 Communication scheme of the designed Laboratory Management System – 
REMLABNET 

 

1.1   Modern datacentres, cloud virtualized services and LMS  

The last decade has seen the rise of the DTC computing in practically every 
application domain. The move to DTC has been powered by two separate trends. In 
parallel, functionality and data usually associated with personal computing has moved 
into the DTC; users continuously interact with remote sites while using local 
computers, whether to run intrinsically online applications such as email, chat, or to 
manipulate data traditionally stored locally, such as documents, spreadsheets, videos 
and photos. In effect, modern architectures are converging towards cloud computing, 
a paradigm where all user activity is funneled into large DTC via high-speed 
networks. Simply speaking, cloud computing is a set of computers, services or 
infrastructure. Delivering services is reducing every day work of users (clients), 
service providers, but also IT specialists. Cloud allows to offer more access services, 
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reduces infrastructure delivery time from weeks to hours and reimbursement for really 
provided sources and services only [06]. 

Let us give some typical services provided in modern cloud computing DTC: 
- Infrastructure as a service (IaaS),  
- Platform as a service (PaaS),  
- Software as a service (SaaS),  
- Storage as a service (STaaS) , 
- Security as a service (SECaaS),  
- Data as a service (DaaS),  
- Business process as a service (BPaaS),  
- Test environment as a service (TEaaS),  
- Desktop as a service (DaaS),  
- API as a service (APIaaS), 

and, in the context of the present work - Rig as a service (RaaS), by means of the 
whole computer oriented experiment, or its part, will be provided for the interested 
clients and virtual simulations as a service (SIaaS). 

A critical implication of the DTC computing model is that the user of the online 
service expects the same performance of the application as that, running on the 
desktop computer, immediately responsive as a desktop application. User expects the 
service to store data reliably and always and immediately available. For service 
providers, delivering on this expectation, it is an engineering task of immense 
proportions. DTC are composed of thousands of failure-prone components and exhibit 
a bewildering array of failure models. Each level of the SW and HW stack has its own 
litany of error models, ranging from simple to byzantine – hung machines, blown 
fans, corrupted disks, bad network cards, overloaded routers and switches, bugs in 
SW, rogue malware, partitioned networks - this list is endless. When faults occur, 
enterprises have to react extremely quickly to prevent service down-time.  

Existing reliable communication protocols are reactive, and have an associated cost 
and latency of reaction. In many cases, they react too slowly to the packet loss. And 
often, they over-react – flooding the system with recovery traffic that potentially 
causes further data loss, as well as throttling back excessively on sending speeds to 
avoid more loss. Protocols such as TCP/IP were designed for congested public 
networks and do not work well in the high-speed networks deployed within and 
between DTCs. 

The goal of our present work is a new and acute topic of providing a new service 
for the clients - completely functioning remote experiment as a service - Rig as a 
service (RaaS), forming a new service for the cloud computing systems for the first 
time. It is schematically depicted in Figure 1, where several accessible rigs are 
depicted, simultaneously providing corresponding virtual simulations as a service 
(SIaaS). Both services are accompanied by the scheduling and diagnostic systems 
built in the cloud system. The last part of the paper deals with the security of remote 
laboratories in cloud in general and these both new services in particular. 
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2   TRNAVA UNIVERSITY NETWORK AND REMLABNET  

Let us show first the general scheme of communication among individual DTCs on 
example of DTCs in Trnava University. Trnava University has three locally separated 
DTCs, connected via fiber optic connection. Network connectivity is designed on the 
Cisco technology with security from the same company. Let us touch first the 
problem about general topology, connectivity and all special features of the 
communication system among DTCs. 

2.1 Transmition lines aggregation (TRUNKING) 

If we want to speak about the communication among individual DTCs, we must first 
show, how is network balanced. Cisco technology enables the setup of the network 
for excessive data transfer. Our project requires a good and stable network backbone, 
with the conservation of the required security level. One interesting part of the 
networking and communication setup is aggregation in form of trunking. The task of 
the aggregation of the transmission lines is to provide availability with divided 
communication network among more physical transmission lines. If one line exhibits 
failure, communication is continued on other lines. Aggregation is formulated in the 
standard IEEE 802.3ad, where there is described the compatibility of this solution 
with different network components from different producers as well.  

In the aggregation (Figure 2) the logical MAC address is used that is 
assignment to more physical ports. This logical address is moved on the third layer, 
what is input Address Resolution Protocol (ARP). All ports who are in aggregation 
are in one interface Data Link Provider Interface (DLPI) ports of the router, which  
looks and behaves as one port and thus the Spanning Tree Protocol (STP)  does not 
block it how a topology loop.  

Aggregation must be supported on both sides of the communication channel 
what is ensured by the protocol Link Aggregation Control Protocol (LACP). 
Communication is started by the messages of the type “query”, where assigned for 
aggregation ports on both sides are. That is the way for creating a trunk with a sent 
message “start group”, where there are the identifying lines to ports. The collector 
compiles the communication from other ports and the distributor separates dataflow 
between ports in trunk or aggregation group.  
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Figure 2 Scheme of transmition lines aggregation (TRUNKING) [07] 

 

2.2 Data and WDM technology 

Next part that we want to show for the support of the communication among 
individual DTCs is technology based on the multiplexing and demultiplexing 
transmition wavelength via fiber optic cable. [08]. In fiber-optic communications, 
wavelength division multiplexing (WDM) is a technology which multiplexes a 
number of optical carrier signals onto a single optical fiber by using different 
wavelengths of a laser radiation. This technique enables bidirectional communications 
over one strand of the fiber, as well as multiplication of its capacity. The WDM 
system uses a multiplexer at the transmitter side to combine the signals together and a 
demultiplexer at the receiver side to split them apart again. With the right type of fiber 
it is possible to have a device that does both simultaneously, and can function as an 
optical add-drop multiplexer. 

2.2.1 Coarse WDM  

Originally, the term "coarse wavelength division multiplexing" was fairly generic, 
and meant a number of different things. In general, these things shared the fact that 
the choice of channel spacings and frequency stability was such that erbium doped 
fiber amplifiers (EDFAs) could not be utilized. Prior to the relatively recent ITU 
standardization of the term, one common meaning for coarse WDM meant two (or 
possibly more) signals multiplexed onto a single fiber, where one signal was in the 
1550 nm band, and the other in the 1310 nm band. 

An interesting and relatively recent development relating coarse WDM is the 
creation of GBIC and small form factor pluggable (SFP) transceivers utilizing 
standardized CWDM wavelengths. GBIC and SFP optics allow for something very 
close to a seamless upgrade in even legacy systems that support SFP interfaces. Thus, 
a legacy switch system can be easily "converted" to allow wavelength multiplexed 
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transport over a fiber simply by judicious choice of transceiver wavelengths, 
combined with an inexpensive passive optical multiplexing device. 

2.2.2 Dense WDM  

Dense wavelength division multiplexing (DWDM) refers originally to optical signals 
multiplexed within the 1550 nm band so as to leverage the capabilities (and cost) of 
erbium doped fiber amplifiers (EDFAs), which are effective for wavelengths between 
approximately 1525–1565 nm (C band), or 1570–1610 nm (L band). EDFAs were 
originally developed to replace SONET/SDH optical-electrical-optical (OEO) 
regenerators, which they had made them practically obsolete. EDFAs can amplify any 
optical signal in their operating range, regardless of the bit rate. In terms of multi-
wavelength signals, so long as the EDFA has enough pump energy available , it can 
amplify as many optical signals as can be multiplexed into its amplification band 
(though signal densities are limited by choice of modulation format). EDFAs 
therefore allow a single-channel optical link to be upgraded in bit rate by replacing 
only equipment at both ends of the link, while retaining the existing EDFA or series 
of EDFAs through a long haul route. Furthermore, single-wavelength links using 
EDFAs can similarly be upgraded to WDM links at reasonable cost. The EDFA's cost 
is thus leveraged across as many channels as can be multiplexed into the 1550 nm 
band. 

 

Figure 3 DWDM between DTCs in Trnava university 

 

Let us show, how is Trnava university using DWDM technology (Figure 3). This 
communication is set up between two datacenters. The first is situated in 
Hornopotočná street (the rectorate of the university), the second is in Holleho street 
(Albertinum center). Among this two individual DTCs is DWDM connected via 
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Small Factor Pluggable (SFP) installed in Cisco Catalist 4507. DWDM using four 
wavelengths. Two of them are used for the standard communication between DTCs, 
one is used for phone lines and last one is used for Storage area network (SAN) 
connection between DTCs. SAN connection is very important, because this allows a 
higher functionality in virtualization or cloud computing. This higher functionality is 
in the first place migration of the VMs between ESX servers and datastores in the 
DTCs. If we look for our LMS on Figure 1, this part is not visible, but constitutes an 
important part of the whole communication system. Communication between DTCs 
should be very reliable, forming a backbone of the virtualized cloud and thus LMS. 
All three communication types of the LMS are in Figure 1. 

3   SECURITY IN CLOUD COMPUTING AND NETWORK 

Firstly, it is proper to show schematically the main topology of the Trnava University 
network. We can start from Figure 4, where is the topology of the Trnava University 
network. University network is designed with respect to the organization structure of 
the university. Structure of the network consists of two main parts. The first part is the 
rectorate part, where is Internet service provider (ISP) connected, DMZ core switch in 
redundancy mode and firewall Cisco ASA. The second part of the network is 
designed for faculties´ communication. Every faculty of the university is equipped 
with identical component parts designed to cooperate with the rectorate core switch, 
distribution and access switches in facultaties´ buildings.  
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Figure 4 Topology of the Trnava University data communication network 

 
The security of the university network is secured by four layers system. The first layer 
is the security provided by university’s firewall. Cisco ASA is a good firewall choice, 
which enables to adjust the main security policy, for example blocking input/output 
communication with server or ports by the primary network antivirus - TrendMicro. 
The second level of the security is the access list on the core switch, where route 
policy for all faculties and buildings is set. The third part of the security is Intrusion 
Detection System (IDS) system for detecting problems and port security on the 
network. The last part is the security policy on the distribution switches, where is set 
the policy for every building and faculty. This is the network security element. On top 
of this, the university is protected with antivirus in all Windows servers and users end 
nodes. All network is designed with VLAN modes for all faculties and primary 
applications. For example this VLAN is defined for every faculty: 

- Sunray – for thin client, 
- User – for all users and end nodes, 
- Management – for management and monitoring on network, 
- Phone – for telephone central, 
- Wifi – for APs and clients in the building, 
- Elab – for communication of the our experiments with servers in DTCs. 

Approximately 90% of the university communication is in crypt mode. Every page, 
every communication between servers is protected for cybercrime. Connection to the 
network from outer word, from other providers is just in VPN mode authenticated to 
IDM system of the university. 

4   CONCLUSIONS 

In this contribution we tried to show the communication among DTCs of the Trnava 
University with all the progressive parts, including virtualized cloud with Laboratory 
Management System for remote laboratories. Our three DTCs are geographically 
distributed in Trnava town, connected via Fiber optic (FO) . All transmission lines is 
design to transfer at minimum 1Gbps on one wavelengths λ=1310 or 1550 nm. 
Between DTCs Hornopotočná a Hollého is used DWDM connection for the separate 
communication. Under separate communication we mean the connection where 
different wavelengths for different communication are used. This approach enabled 
for the connection of the SAN (storage array network) between a both DTCs that is 
substantial contribution for virtualization, bringing migration among servers or 
datastores in both DTCs, resulting in many assets, the savings in the first place. 

A strong and good idea for the future is hidden in  using  DWDM technology for 
our remote labs. Our intention is to use one transmition wavelength for every remote 
laboratory, We plan this sort of connection between the Faculty of Education and the 
Rectorate, where is the storage array and main server platforms.  
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Looking at the primary part of our work, i.e remote laboratories, the resulting LMS 
can work faster and reliably, if we resort to the communication using new 
technologies and protocols. The communication must contain components of the 
security, simplicity, speed and reliability. Communication between DTCs is very 
complicated and requires long time and attention for the setup. The problem in 
fulfilling this part of the design is not limited by the know – how of the participating 
staff of the University, but it is in the costs of the component parts, requiring the 
illuminated management of the University, who support this project, which is the case 
in Trnava University. 
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Abstract. The third appeal of the Home Office of the Czech Republic, 
concentrated on the support of research, experimental development and 
innovation, came up for the period between 2013 – 2015. The Faculty of Health 
and Social Studies, the Department of Radiology, Toxicology and Population 
Protection, has taken part in the appeal with the research concentrated on 
population protection according to population differentiation. The aim of the 
project is to analyse the current status of the evacuation planning from the 
emergency zone planning according to the population differentiation and the 
population readiness for potential disruption of functionality of critical 
infrastructure, to suggest new methods of evacuation planning along with 
incorporating new aspects of health evacuation protection and design manuals 
for the population on the methods to handle emergencies with the disruption of 
critical infrastructure in the context of ethical issues 

Keywords: research, population protection, analysis,  

1   Introduction 

To reduce threats in the Czech Republic, the Home Office proclaimed the Security 
Research Programme in the Czech Republic in the years 2010 - 2015, where into the 
3rd public tender in research, experimental development and innovation project of the 
University of South Bohemia in České Budějovice was accepted, titled "Population 
Protection According to Population Differentiation", which is designed for 2013 - 
2015. 
The aim of the project is: 

1. analysis of the current status of evacuation planning from the emergency 
planning zones of nuclear power plants Temelín and Dukovany, according to 
the differentiation of the population, and to prepare people for possible 
disruption in critical infrastructure 

2. proposing a new methodology for evacuation planning along with integrating 
new aspects of medical support 
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3. designing manuals for the population for the procedure to handle 
emergencies with the disruption of critical infrastructure in the context of 
ethical issues. 

The research project addresses 10 scientific and technical staff members and 4 other 
people as members of the project team. Team members are direct employees of the 
University of South Bohemia - Faculty of Health and Social Care (USB - FHCS) and 
the Czech Fire and Rescue Brigade (FRB CZ), which is the main co-operative 
institution. 
 

1.1   Realisation of the reseach evacuation project 

To determine the underlying data to process a certified methodology that will serve as 
the basis for the adjustment of legal measures related to the VHP nuclear facilities, 
there is a questionnaire survey.  
To cover all spheres of life in the emergency planning zone (hereinafter "EPZ"), four 
types of questionnaires have been prepared for households, individually for physical 
persons, schools and educational facilities and social facilities. 
 
Household questionnaires 
Between November and December 2013, questionnaires were distributed to all local 
authorities in both EPZ‘s. The questionnaires are addressed to all households in both 
EPZ‘s. Distributed questionnaires are registered in the municipalities in the way that 
13,750 questionnaires were distributed in the EPZ JETE and 39,102 questionnaires in 
the EPZ JEDU, making a total of 52,852 questionnaires. 
Prallelly with this leaf form an electronic version of the questionnaire was prepared 
with a direct possibility of completing it on-line on the faculty website. This is a 
questionnaire for households in the EPZ‘s. The census of the questionnaires cast has 
not yet been completed, but the EPZ of Temelín nuclear power plant returned 902 
questionnaires and the EPZ of Dukovany nuclear power plant has returned .......... 
questionaires. 
 
Questionnaires for physical persons 
In the same period, April to November 2013, a questionnaire was prepared for 
physical persons. Because this survey aims to determine accurately the views and 
knowledge of the population by age groups, citizens were divided into 4 age groups. 
To ensure the objectivity of the investigation and the statistical significance of the 
investigation, it was all based on the percentage representation of each of these groups 
of the population determined by the last census; in the same proportion the number of 
questionnaires was prepared for individual communities of both EPZ’s. The 
questionnaires were addressed to all municipalities of both EPZ’s and the survey was 
conducted by contact mode. 
Every EPZ was addressed 500 questionnaires. Considering the mode of data 
assembling, 100% of questionnaires were returned. 
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Questionnaire for nurseries, primary and secondary schools and educational 
facilities 
All nursery, primary and secondary schools and educational facilities were found in 
each EPZ. The questionnaire is focused on personal and material possibilities of each 
school. In the EPZ of Temelín nuclear plant there are 11 kindergartens, 12 primary 
and two secondary schools. There is also one educational facility. In the EPZ of 
Dukovany nuclear power plant there are about 70 kindergartens, 66 primary and 5 
secondary schools and three educational facilities. In all schools, data for the 
questionnaires, a total of 16 questions, were obtained by contact mode with the 
exception of schools in the EPZ of Dukovany, where questionnaires were sent to each 
school with a covering letter asking for their completion. 
 
Questionnaire for social facilities 
The same procedure was followed with social facilities, data collection by contact 
mode in all facilities, which means that in the EPZ of Temelín nuclear power plant 
there are 2 social facilities and both questionnaires are available, and in the EPZ of 
Dukovany nuclear power plant there are 12 social facilities. Also, all completed 
questionnaires are available. The questionnaire contains 20 questions. 
 

2   Realisation of the research awareness project 

To determine the underlying data to process manuals for the population, there is a 
questionnaire survey. The author - designed questionnaire reflects the structure of 
selected questions focused on basic problems that people may encounter during power 
outages and their own self - protection during this incident. The questionnaire was 
presented to respondents in the emergency planning zone of a nuclear power plant and 
to respondents living outside the emergency planning zone of a nuclear power plant. 
The comparison of the knowledge of these two groups will be taken using parametric 
selective t-test. (Záškodný, 2011) The type of questions found in the questionnaire is 
based on various recommendations of international organizations and agencies, such 
as the CDC (Centres for Disease Control and Prevention in Atlanta), which deals with 
the readiness of the population issuing from biosafety during power outage. Federal 
organizations FEMA (Federal Emergency Management Agency) prepares the 
population in the form of analyses of previous power outage and creates a system for 
individual federal countries of the USA on how to prepare the population. 
 
Centres for Disease Control and Prevention 
The website of the Centre for Disease Control and Prevention, provides information 
on how to proceed in case of sudden power outage. The section is divided into parts 
(What You Need to Know When the Power Goes Out unexpectedly, 2009): 

a) food safety: CDC advises when it is safe to consume foods placed in 
refrigerators and freezers and how to proceed with turning the power on 
again to ensure food safety. 
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b) safe water drinking: in this section advice is given on how to proceed in 
order to maintain the safety of water drinking. CDC also gives instructions 
for disinfecting contaminated or rainwater using chloramine, iodine, and 
carbon tetrachloride. 

c) extreme heat and cold: here you are given advice on how to behave in case 
power outage occurs during periods of heat or cold to prevent damage to the 
organism. 

d) first aid for contact with electricity 
 
American Red Cross 
One of the key organizations involved in crisis management is the American Red 
Cross. Its activities are great and involvement in handling emergencies is more than 
important. After flipping websites, we will find the issue of power outage. The 
American Red Cross has prepared a point checklist that all residents should follow in 
case of power outage. The checklist is divided into three parts (Power Outage 
Checklist, 2012): 

a) how can I prepare for power outage 
b) what should I do during a power outage 
c) what should I do when starting up power again 

 
Ministry of Agriculture Department of Food Safety and Inspection 
The Ministry of Agriculture of the United States of America is very intensely 
involved in the issue of emergency preparedness with a focus on food security. The 
information they publish on their website is valuable material for the population and a 
manual how to preserve quality food during emergencies. All information is given in 
the 12 factual points (Emergency preperadness, 2012): 

a) safe food handling 
b) population endangerment 
c) meat preparation 
d) poultry preparation 
e) preparation of egg dishes 
f) seasonal food safety 
g) other 

 
Canadian government authorities 
Like the USA, Canada as well, thanks to the experience of previous electricity black-
outs, is trying to prepare the population against power outages. Canadian government 
has issued a publication entitled Your Emergency Preparedness Guide 72 Hours. This 
36-page publication provides instructions to the population on how to proceed in case 
of selected 13 critical situations. Among the selected situations is power outage. 
There are instructions on how to proceed in preparation for power outage, how to 
secure your home and yourself, how to behave in case of power outage and 
restoration after power outage. The advice is similar to the one of the American Red 
Cross, but each territory of Canada regulates the recommendations according to its 
jurisdiction. 
 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 254



Within the statistical survey, a total of 400 questionnaires were distributed within 
emergency planning zones and also 400 questionnaires outside emergency planning 
zones, which directed the questions to determination of public awareness about 
electricity outages. Questions were divided into two groups. One group of questions 
was strictly informative (where people live, whether they own alternative sources of 
electrical energy, and what the influence or power outage is medically). The second 
group of questions was directed to the actual statistical survey. Of a total of 15 
questions, six were informative and 9 subject to statistical survey. 
 
For finding the information on the awareness, randomly selected people were 
surveyed in emergency planning zones of nuclear facilities Temelín and Dukovany 
and also outside the emergency planning zones. Addressed people were selected 
according to age differentiation in four major groups: 

 
a) from 15 to 18 years of age 
b) from 18 to 40 years of age 
c) from 40 to 65 years of age 
d) over 65 years of age 

 
Both groups of respondents in each group were divided into men and women and 
specifically addressed in the relevant numbers corresponding to the age structure of 
the population of the Czech Republic. 

Table 1.  Numbers of addressed groups to age differentiation.  

Age of the addressed Number of women surveyed Number of men 
surveyed 

From 15 to 18 years 
of age 

21 21 

From 18 to 40 years 
of age 

63 84 

From 40 to 65 years 
of age 

84 63 

Over 65 years of age 42 22 
   

Source: own survey 
 
Groups of people were surveyed throughout the day in order to classify not only all 

age groups, but also other specific groups such as workers, the unemployed, parents 
on maternity leave and the like. 
 

2   Conclusion 

The results of the project, as it will, though it is currently impossible to predict, will 
contribute to improving the preparation of evacuation, incorporated in the external 
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emergency plans and emergency plans of counties. Special attention in the project is 
paid to specific needs of individual age groups and sensitive approach to them while 
respecting ethical principles in the evacuation of the population. An important source 
of problems may also be loss - disruption – of some elements of critical infrastructure. 
It turns out that the majority of the population does not have enough knowledge of 
electricity outages. They do not know how to behave during power outage, how to 
secure thir home or how to ensure safe food and drink. In a situation such as long-
term power outage, the population will need to be disciplined for the situation to be 
adequately managed with the smallest impact possible. One possibility is a ready 
citizen. 
Evacuation, as the most effective measure to protect the life and health of citizens, 
must be prepared and implemented according to the latest knowledge and experience 
from the Czech Republic and the world, and that is the goal of the research project 
"Population Protection According to Population Diferentiation" 
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Abstract. The work deals with the possible solution of low sabotage protection 
in analog alarm systems and also problem with high cost of digital systems. The 
main part of the work is focused on the description of developed system, which 
applies bus named controller area network for encrypted transmission between 
a components in analogintrusion and hold-up alarm systems. There is possible 
to connect analog detectors, fire alarms, hold-up facilities, code keypads 
andacontrol and indicating equipment of analog alarm system to the developed 
system. The work also describes testing of the work, cost factors, and 
comparison with the currently used systems. Finally, the results are evaluated 
and there is also discussed the applicability of achieved knowledge. 
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1   Introduction 

Current situation in the field of intrusion and hold-up alarm systems(I&HAS) 
shows an increasing ability of intrudersto overcomesecurity systems and gain access 
to the object. On the other side, security systems are currently very expensive for 
many subjects to protect their poverty. Therefore, it is important to reduce the threat 
of sabotage by improving security systems, which can not only prevent the loss of 
property, but it can also protect the people life and health. Further, it is also important 
to look for possible ways to reduce the costs of intrusion and hold-up alarm systems 
and thus improve availability of I&HAS also for less wealthy subjects.  

Intrusion and hold-up alarm systems comply with standard CSN EN 50131, which 
specifies the terms alarm system for the detection of entry and alarm system for the 
detection of attack. [1] 

It is possible to choose metallic or wirelesss communication between nodes and a 
control and indicating equipment(CIE) in the selection of security system. If is chosen 
metallic connection for object security, it is possible to select analog or digital 
communication. The advantage of analog communication in intrusion and hold-up 
alarm systems lies in low price of individual components, but the disadvantage lies in 
low protection against sabotage. In contrast with digital communication, the price of 
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individual components is much more higher, but communication ensures higher 
protection against sabotage.  

The work deals with the possible solution of mentioned problem by adding a 
microprocessor with bus named controller area network(CAN) to each component, 
that uses analog transmission. This enables data to be encrypted and transmitted by 
designed protocol for mentioned CAN bus.  

1.1 Controller Area Network 

The bus controller area network was basically designed for usage in automotive 
industry, but currently it is often implemented in development kits. 

CAN bus is based on the CSMA/CR mechanism to prevent frame collisions during 
transmission messages on the bus. [4], [5] 

The CAN network protocol has been defined with the following features and 
capabilities: [6] 

• Message priority 

• Multicast communication 

• System-wide data format 

• Error frame detection 

• Detection of permanent failures in nodes and isolate faulty node 

CAN is a high-integrity serial data communications bus for real-time applications 
and more cost effective than any other serial bus systems. Some another advantages 
are written below. [3] 

• Data rates of transmission up to 1 Megabit per second 

• Length of CAN BUS up to 1 kilometer. 

• Is an international standard: ISO 11898  

 
There are defined four types of messages in CAN protocol. [7] 
• Data frame 
• Remote frame 
• Error frame 
• Overload frame  

 
At present, CAN is widely used in many other sectors of industry. It is atwo-wire 

differential serial communication protocol for real-time control and implements three 
layers of ISO/OSI reference model as physical layer, data link layer and application 
layer. 

The thorough description of layers, message frames and communication speed is 
explained in [8], [9], [10]. 
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1.2 Standard Connection of Alarm Circuits Used in Analog Security Systems 

Figure 3 shows a standard connection of analog detectors to the control and 
indicating equipmentof intrusion and hold-up alarm systems. It is connection type NC 
(Normally Closed) with closed resistor.An alarm can be activated by switching off 
one of the contacts, which is connected to the circuit. 

 

 
Fig. 1. Normally closed connection [2] 

2Testing of Analog Intrusion and Hold-up Alarm Systems 

As it was mentioned in the introduction, the system was designed for usage of 
standard analog security components with the exception of adding a processor with 
CAN bus to the control and indicating equipmentand to the each component. Then, 
the communication will be realized digitally and encrypted on the CAN bus by using 
created protocol. There is shown a method of connection of detector to the designed 
system in the figure 4.  
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Fig. 2. Connection detector’s in designed system 

The processor has to be located inside the detector to eliminate the possibility of a 
sabotage. Contacts called “tamper” and “alarm” are connected by evaluating circuit to 
the processor LPC11C24, which is further connected to the CAN bus. In the case of 
switching off a contact, the alarm is transmitted to the processor LPC11C24, which 
send an alarm message to the CAN bus.  

The figure 5 provides view of connection the CIE to the CAN bus. 

 

 
Fig. 3. Method of connection of the CIE to the bus 

The circuits with closed resistor are connected to the CIE of intrusion and hold-up 
alarm system. Relay contacts are connected in parallel to the closed resistor. 
Switching relays is controlled by the processor LPC11C24, which is further attached 
to the CAN bus. The main purpose of the relay contacts lies in resistance change in 
the circuit connected to the CIE. This way it is possible to send an alarm message 
from CAN bus to the CIE. The processor LPC11C24, relays and circuits with closed 
resistor have to be placed inside the CIE of security system for the elimination of 
possible sabotage. 
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2.1 Transmission of Alarm Messages in the Designed System 

In the figure 6 is depicted comprehensive view of the system. 

 

 
Fig. 4. Comprehensive view of the system 

In the case of an intrusion of intruder into the protected object, an alarm message is 
sent to the processor LPC11C24, which is located inside the detector. The main 
purpose of mentioned processor lies in transmission of an alarm message to another 
processor LPC11C24, which is located inside of the control and indicating 
equipmentI&HAS. 
Designed system was tested on development kits NXP – OM13036, 598 and EVAL 
NXP – OM13012-LPC11C24, LPCXPRESSO. The development kit NXP- 
OM13036, 598 – EVAL was designed for placement into the CIE and development 
kit NXP-OM13036 was designed for placement in the detector.  

Used CAN bus was configured for speed 125kbit/s and a length of 400 m. 

2.1 Communication Protocol 

The main requirements on the designed protocol are security of data transmission, 
regular monitoring of all connected devices and possibility of system arming by the 
CAN bus. 

Some basic information about the detector are stored in structure below. 
 
typedefstruct { 
 UINT8 ID; 
 UINT8 Active; 
 UINT8 Start_Key[24]; 
 UINT8 Key[24]; 
} Detector; 
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Each detector has its own ID for the network identification. There is also saved an 
information about the detector activation, encrypted key for start of the 
communication, and a key, from which are data encrypted during a communication.   

“Start_Key” provides the basic encrypted key, which is used to start the 
communication in case of power failure or in case of data read failure caused by 
electromagnetic interference.  

“Key” is used for detecting of currently used key. There is also possible to connect 
more than 50 detector to 1 CAN bus. Each detector changes its own encrypted key 
every 60 seconds. 

2.2 The Main Features of the Proposed Protocol Incudes: 

A) Regular monitoring of all connected devices every four seconds.  
 

B) The detection of an alarm status and attempt to detector sabotage. If an alarm 
is activated, alarm message is processed by mentioned technique and further 
is alarm message saved to the flash memory including the information about 
the cause of the alarm. 

 
C) A possibility of activation of multiple output devices already at each 

detector.  
 

D) Exact identification of the place of an alarm. One of the main problem of 
analog systems lies in impossibility of exact identification of alarm place. If 
described system is used in practice, it is possible to locate the place of an 
alarm exactly by ID, which every detector uses for reporting to the bus.  

 
E) Designed system can arm or disarm an intrusion and hold-up alarm system 

by code keyboard connected to the CAN bus. 
 

F) Communication is encrypted by 3DES. 
 

G) Protection against possible attack is minimalized by regular change of the 
encryption key every 60 seconds. 

2.3 The Price Comparison 

A price of each element in case of uses designed system is equal to price of analog 
detector increased by the processor LPC11C24 with CAN bus, which is added to each 
element. This can increase the price of each element by 8 €. Despite of mentioned 
necessity to add processor LPC11C24, the finally price of each element in case of 
used descripted system is approximately equal one-third the price of digital detector 
currently uses in I&HAS. 
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3Conclusion 

This work illustrates the usage of CAN bus in analog intrusionand hold-up alarm 
systems. The designed system provides possible way, how to increase the protection 
against any sabotage and also shows, how to reduce the cost of digital communication 
in I&HAS.  

The designed system combines the advantages of analog and digital 
communication in an intrusion and hold-up alarm systems.  

Proposed system also provides an opportunity to choose from wide offer of analog 
detectors in comparison with limited selection of digital detectors.  

The communication between components and a CIE of intrusion and hold up alarm 
system is digital and encrypted. Therefore, the created system provides better 
protection against sabotage than commonly used analog systems. One of the other 
benefits of described system lies in exact identification of the detector, which 
activated the alarm. Moreover the I&HAS system can be activated by the code 
keyboard connected to the CAN bus. 
The described system is more expensive than commonly used analog intrusion and 
hold-up alarm systems, but less expensive than digital intrusion and hold-up alarm 
systems.  
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Abstract. Biomechanics of human gait belongs to the biometric recognition 
systems for identification/recognition of people for various security 
applications. The method itself is not new, but its utilization in real world is still 
not in its maximum, especially due to a time-consuming processing and a 
demand for reliable algorithms. We focus on unique manifestation of gait 
patterns and their equability under different conditions of walk in our basic 
research. As the movement of each selected segment of human body is 
generating curves in space, the basic statistical methods cannot be utilized as 
they do not have predicative value due to incorrectness of used principles on 
curves analysis. Thus, we incorporated the functional analysis to obtain proper 
results.  

Keywords: VICON, gait, functional analysis, biometrics, pattern recognition, 
ANOVA, statistics. 

1   Introduction 

Analysing the human gait is very time demanding area not only from the side of 
physicians, but from the overall scientific point of view. As the human gait is very 
variable between each point on the one human body, but said to be consistent and 
invariant between persons its correct analysis is necessary. When dealing with 
analysis of human gait for security purposes, the result of such analyses must be as 
precise as possible as utilization of incorrect biometrics (in our case gait patterns) may 
cause problems during and after implementation into praxis.  

Until now, the most attention was dedicated to development of algorithms for 
automated gait recognition software. The studies of gait patterns changes were done 
mainly for the purposes of rehabilitation, proper treatment of injuries and health 
problems and monitoring the health states of patients after strokes, paralyses, 
surgeries, etc. Unfortunately, only few studies or theses dealt with changes of gait 
patterns during various conditions. Those studies include: changes in gait during 
menstrual cycle [1], between dressed and light clad participants [2], genders, age, 
race, acoustics of gait on different surfaces [3,4,5], changes during various speeds [6], 
influence of rehabilitation tools [7], diseases [8], rehabilitation after diseases [9], 
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changes in elders [10], effect of shoes [11], behaviours during sports [12], effect of 
poor sight [13], therapy effects [14], and analyses like electromyography [15], 
comparison of tools [16], new equipment [17], variability for biometric purposes [18], 
and many other (e. g. testing robots, adapting algorithms to obtain higher functionality 
of software solutions).  

These experiments more or less proved that the gait patterns are personally unique 
and therefore can be used as biometrics; although it is not yet clearhow useful gait can 
be for biometrics in larger scale. These studies can be divided into two main 
categories – sensor-based (especially medical researches) and video-based (most often 
silhouette or model based image testing). When talking about classical statistical 
analyses, the most frequently analyses employed are well-known parametric 
tests,TuckeyHSD test, correlation factor-coefficients, Euclidean distances, 
multivariate data analysis, Fourier transformations and ANOVA. These statistical 
tests are used in majority of the researches providing acceptable results. A different 
approach contains statistical evaluation by functional analysis as functional data are 
often multivariate in a different sense. The basic philosophy of functional data 
analysis is to consider each function a single entity. Body movement sets of functions 
(curves in datasets) are periodic and functional analysis can serve us with smooth 
functions, their interactions, highlighted various characteristics, exploration of overall 
variability in functional data, comparison of data sets with respect to certain types of 
variations and explanation of variations in an outcome or variable [19]. The functional 
analysis can therefore answer better the requirements for proper gait data analysis. 

This paper introduces compendium of different approaches to gait analysis based 
on curves (functions) gained from a 3D motion capture systems with markers on 
chosen body parts and participants passing the “catwalk” (corridor). The Methods 
section also describes some requirements for measuring on such system to avoid 
unnecessary problems with processing the data statistically. 

2   Methods 

2.1   Participants and Data Acquisition 

The minimal amount of participants for security and other purpose analyses are 10, 
ideal number is 25+. However, this number is not very sufficient from the statistical 
side of view. The problem with higher amount of people in dataset is a time 
demandingness of processing acquired data. If we talk about analyses for security 
purposes, participants should have no serious pathology, injury or any posttraumatic 
history in their musculoskeletal system prior to the measurement. On the other hand, 
when measuring clinical trials for condition or health analyses, it is good to have a 
template gait (or body segment) functions that are from a healthy people to have 
contrast to the one with issues. 

Apart from amount of participants in our trials, it is also necessary to calculate with 
number of double-steps in one trial. The minimal number is, according to [21], 10 
cycles of single double-steps. To obtain this amount, the minimum trials to go is 10, 
but our recommendation is to do at least 20 trials, as some of the markers’ functions 
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can be missing and/or with errors, and it is not possible to expect which ones and 
when will do so during the single experiment. We must also bear in mind that the 
possibility of inapplicability of some participants occurs, even though this error rate is 
very low. 

Another parameter that must be taken into account is the shape of monitored 
area/corridor and the cameras disposition in the space. Cameras should be disposed 
equallyto the movement recorded to be able to depict all of markers continually as 
they move in the space. Fig. 1 shows some of the ideal camera set-up.  

 

 

Fig. 1. Examples of ideal indoor camera set-up [31] 
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The most utilized systems for 3D motion capture are BTS SMART, VICON, and 
QUALISYS. The movement is captured by 2 - 16 cameras with infrared filters 
detecting passive markers placed on human body in the area. For the self-analysis in 
security, a double-step (one stride cycle length) is usually chosen, although in some 
cases two or three cycles are captured. The height of cameras is between 1.2 – 2.5 m 
depending on the focused markers, and the frequency should be minimally120 fps.  

The commonly used models includes more than 35 markers (ø 3- 25 mm 
depending on our research intentions) placed on anatomically significant places 
(based on walk analysis protocols: Davis, Helen Hayes, Newington, Lamb, Cast, Foot 
Model), position of markers used for this part of research can be seen in Fig. 2. Those 
parts, respectively their widths/lengths together with the basic anthropometric data are 
defined before the beginning of experiments for accurate calculations.  
 

 
Fig. 2.Assumed PlugInFullBody model markers applied to the body for the security purposes 
measurements [20] 
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2.2 Data Analysis 

Recordings of pass-troughs are rendered, smoothed, filtered, calculated and if 
required normalized by the software usually enclosed to the system. The initial 
contact and swing phase of stride cycle is detected where it is possible according to 
the force plates, or they can be found in the exported spreadsheets through heel 
markers surface contacts in other cases. All measured data can be converted into 
*.CSV and similarformats to be used for further calculations/testing in the MS Excel, 
statistical software (STATISTICA, R, SAS/STAT, etc.),Matlab or others. 

2.3   Functional Analysis [19] 

This chapter will briefly introduce some basic approaches to functional analysis, 
which is highly suitable for gait pattern analysis. 

The record of the function xi might consist of nipairs (tij, yij), j = 1,…,ni, and takes 
place separately or independently for each record i.  

The sampling rate or resolution of the raw data shows us what is possible in the 
way of the functional data analysis. This can be displayed by the curvature of a 
function, which is usually measured by the size of second derivative. The higher the 
curvature, the better estimation of the function. The sufficient sampling rate for gait 
data is c. 20 values per cycle. Unfortunately, too high rate may cause serious 
problems. 

    (1) 
 
The first step in functional analysis is the smoothing and interpolation of the data. 

If the data are assumed to be errorless, the process is called interpolation, but in our 
case we suppose some observational errors that need removing, so the conversion 
from discrete data to functions may involve smoothing to function xi witch values xi(t) 
computable for any desired argument value t. This can be done by roughness penalty 
smoothing method or by using smoothing splines.  

One of the next steps is displaying the result of analysis, where different displays 
of data bring different features of interest and information. One of the possibilities is 
also to plot pairs of derivatives to get the relationship between derivatives: the 
exponential function 

    (2) 
satisfies the differential equation 

            (3) 
and the sinusoid 

   (4) 
with phase constant τ satisfies 

   (5) 
Plotting the 1st and 2ndderivative against the function value explores the possibility of 
demonstrating a linear relationship corresponding to one of these differential 
equations. Plotting the higher derivative against lower is more informative due to 
departures from linearity and exposure of effects that are cannot be easily seen in 
original function. 
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The classical summary statistics for univariate data applies equally for functional 
data. The mean function with values 

   (6) 
is the average of the functions point-wise across replications. The variance function 
var is then 

   (7) 
and the standard deviation function is 

    (8) 
The covariance function summarizes the dependence of records across different 
argument values, and is computed for all t1 and t2 

 (9) 
The associated correlation function is 

   (10) 

If we had pairs of observed function  their reciprocal dependency can be 
quantified by the cross-covariance function 

 (11) 
or the cross-correlation function 

   (12) 
 

The Fourier basis system for periodic data is provided by the Fourier series 
           (13) 

defined by the basis  and , where 
. 

Functional linear models investigate the way in which variability in observed data 
can be accounted for by other known observed variables. They can be all placed 
within the framework of the general linear model 

       (14) 
where y is typically a vector of observations, β is a parameter vector, Z is a matrix 
defining a linear transformation from parameter to observation space, and ε is an error 
vector with mean zero. 

The principal component analysis for functional data started with combining a 
weight vector β with a data vector x to calculate the inner product 

    (15) 
When β and x are functions β(s) and x(s), summations over j are replaced by 
integrations over s to define the inner product 

         (16) 
Using (16) the principal component scores corresponding to weight β are now 

             (17) 
by choosing the ξ1(s), following equation is maximized 

   (18) 
subject to the continuous analogue of the unit sum of squares constraint 

   (19) 
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3   Results and Discussion 

 
Fig. 3.Correct trajectories of left ankleof one person during normal gait cycle[author] 

 
In our preliminary research [32], we discuss the differences and resemblance of 11 
people (5 women, 6 men; all healthy) during eight various conditions. We used 
classical statistical methods that are used across the literature. Results were according 
to our expectations, though it was shown that the gait differs from the average in 
extreme conditions (too slow and fast walking, first three passages after workout) and 
the markers can be interchanged (even between men and women) or shifted in a way 
that may be in some cases positions of marker above or below. 

 

Fig. 4. Trajectories of left ankle with errors and missing parts of functions of one person during 
normal gait cycle [author] 
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However, some issues during data processing occur and therefore we were unable 
to use the rest of our data (another 10 people), as they contain serious errors (Fig. 4-5) 
or missing marker functions, or missing bigger parts of marker functions in cycles 
(e.g. the marker C7 is in 98 % of cases ill-structured; in some participants, there are 
only two functions of toe marker in men 1 and normal gait as the marker heights are 
shifted to the level of hips). This happened even though we were very precise during 
marker placing and 3D data acquisition. These errors occur not only in dataset with 
distances, but also in datasets with angular and time data. Most of these errors are 
impossible to be fixed manually. What is more, the most unexpected issue is that the 
errors occur in full body parts movements where all other markers are correct, not 
only in partial movements where we occasionally expected them. All of these 
functions were exempted from the testing dataset available for further analysing. 
Nevertheless, some errors in functions also arise due to extreme walking conditions 
and are therefore in such cases retained in datasets. 

 

 
Fig. 5. Trajectories of C7with ill-structured functionsof one person during normal gaitcycle 
[author] 

 
Some of these problems probably arose from a software failure of the VICON 

mocap software. However, most of the errors in functions are hardly explicable. Trials 
where a marker was unstuck (3 cases) or the person was not walking as planned (1 
case) were removed. In two cases, data are entirely unavailable as the participants did 
not hit the force plates and the software solution was unable to build up the model. 
Therefore, we would like to make proposal for consequent measurement: 

• each person undergo at least 30 trials (including hitting the force plates) to 
each 7 correct trials, 

• the corridor (space) should be approx. 8 meters long, 
• markers for people that sweat a lot must be fixed by highly sticky tapes 
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• an extra marker stacked in the middle of a forehead and both earlobes (for 
security purposes recognition), 

• processing data in mocap software immediately after the daily 
measurement to get the necessary feedback and if possible re-measure 
needed number of trials. 

4   Conclusion 

The possible utilization of the gait analysis and recognition is great. The gait analysis 
has its place in many parts of our lives beginning with the biomechanics and ending 
with the field of virtual reality. The time saved by tests made in the 3D environment is 
invaluable asthe 3D gait analysis can save time and money expended on redundant 
surgeries, prevent from injuries in many sports, including people as well as animals.  

The contribution of gait as a biometrics may be after obtaining data set of the gait 
patterns big enough invaluable.However, after big data collection of gait patterns, it 
could be said whether the successful gait recognition for security purposes in great 
extent is possible or not. So far the variability of the gait appears to be big enough, but 
further testing with a greater amount of people under different conditions is necessary.  

The future may contain the biometric recognition based on the gait analysis, where 
ill, injured or endangered persons will be detected automatically by a remote 
surveillance; and violators, ambushers, terrorists and other suspects will be detected 
before they will have an opportunity to harm or damage protected interests. Such 
future could have, on the other hand, some disadvantages – mistaken identity, falsely 
accused people, lack of freedom in some way, protests against such surveillance, and 
many more. It will be necessary to consider all the pros and cons[25], public opinions 
and overall morale of the population in the country. We must always bear in mind that 
no system is perfect and everything is exploitable, even though it was originally 
intended for a good thing. 

Our further research focuses on gait patterns analyses by means of functional 
analysistogether with mixed models to obtain accurate results that will be used not 
only as another resource for assessment of applicability/inapplicability of gait as a 
biometrics, but will be also used in further security projects at our university dealing 
with marker-free video recognition. The data will not be chosen by whole body part 
complex movement, but will be selected separately to derive as much correct 
functions as possible for accurate functional analysis. Results of these analyses will be 
published to make available knowledge arising from direct application of these 
analyses to broad public dealing with gait patterns recognition and to show their 
awaited benefits. 
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Abstract. There are several approaches how to evaluated effectiveness of 
Intelligent Video Surveillance System. General Intelligent Video analytics 
Algorithms evaluation techniques review is contained in the first part of this 
research paper. Moreover, brief analysis of recent methods and unique 
evaluation dataset proposal methodology are provided. Finally, detailed 
procedure of developing dataset annotation is described and applied.    

Keywords: Intelligent Video Surveillance System, Evaluation, Algorithms, 
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1   Introduction 

Intelligent Video Surveillance Systems (IVSS) are dynamically evolving field, 
probably for their global usefulness within the wide range of real-world applications. 
Manufacture, traffic regulation or security belongs among typical segments where 
IVSS are utilized. All of these applications are based on recent possibilities of video 
analytics functions. Evaluation of semantic factors readable from the scene, an 
identification and classification of objects, measurement of their particular 
parameters, are the most often utilized preferences of high quality IVSS [1].  

The level of IVSS quality could be evaluated through several specific methods, the 
most used is mapping [2]. This technique is in principle comparison evaluating 
between real semantic factor of the particular scene and the information generated by 
video-analytics algorithm. Several groups of evaluating video sequences were 
designed in order to increase effectiveness of video analytics algorithms. Moreover, 
there are relatively great amount of conditions, which should be taken into account by 
the designer of the system. Probably, one of the most important factors is the 
photogrammetric calibration of the sensing element, which is in this case surveillance 
camera. Calibration is defined by its intrinsic and extrinsic parameter. Intrinsic is 
described as determination of sensing element parameters (focal length, resolution, 
and frame rate) [3]. On the other hand, the extrinsic calibration disserts on appropriate 
selection of parameters related to camera position and orientation within the 
coordinates [4]. 
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The unique evaluation dataset is proposed within the paper and IVSS evaluation 
dataset methodology is designed. Firstly, the evaluation technique used is described in 
detail. In next chapter the annotation design process is explained. The methodology is 
then proposed as a solution of the problem formulated.  

       

2   Algorithm effectiveness evaluation procedure 

Standardized process of IVSS evaluation, which is utilized in the biggest percentage 
of evaluation methodologies, is based on relation of evaluation video databases 
annotations on information generated by Video Content Analysis (VCA) and Video 
Event Understanding (VEU) algorithms. On the basis of established metrics is 
possible to evaluate IVSS´s intelligent functionality layer. Visualization of this 
process is illustrated in Fig. 1.  

 
Figure 1: IVSS evaluation procedure 
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2.1   Annotation tools 

Real parameters descriptions of particular video-sequences are provided through 
evaluation video-database annotation. The annotation design process should be 
detailed as much as possible what makes it relatively difficult and time consuming. 
Description of the object in the scene, its marking through bordering frames is also 
one of the key goals of annotation. Moreover, adequate parameters have to be 
assigned to particular objects (velocity, color, position etc.). Description of events 
which are happening in the scene is necessary for the purposes of VEU evaluation. 
There are several annotation development methods: 

- Manual acquisition (the most used method recently): The annotation is 
developed by the observer with utilization of adequate tools. This approach is 
not fully objective, because the annotation created by two observers never 
produces the same result. 

- Semi-automatic acquisition: Basic annotation is realized through standardized 
analytics algorithms and results are then repressed by human corrector. The 
final annotation is then developed on the basis on corrected one. 

- Detectors and meters utilization: annotation data gathering is realized through 
detectors and meters. Common is utilization of position detectors, distance 
detectors or infrared barriers. This approach is very complex, however it is 
impossible to make data gathering process full automatic. That is why it is 
necessary to combine it with other techniques mentioned above. 

- Video data synthesis: Evaluation video databases are created by utilization of 
image synthesis or by augmentative reality technology. The annotation is 
generated continuously within the video sequence acquisition process and it 
strictly corresponds with real parameters of object located in the scene. 
Nonetheless, recently it is unusable in real testing [5]. 

3   Evaluation video sequence design 

Detailed documentation of evaluation video sequence design procedure realization. 
Main contribution is represented in recommended procedure of evaluation video 
sequence design. Dataset instrument Video Image Annotation Tool was utilized for 
annotation acquisition. 
Corridor was chosen as a representative scene for evaluation video sequence 
application. The length of corridor is approximately 10 meters, width 4,5 meters and 
3,5 meters high.  
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Figure 2: Corridor scene 

Following action were used as a content of evaluation video sequences: 
- individual person crosscut, 
- run through the scene, 
- run and jump within the scene, 
- walk and do up shoelace, 
- walk and backpack searching, 
- walk and jacket take off, 
- walk and telephoning. 

All of activities are shot under various conditions: 
- day light, 
- artificial light. 

The axis of movement and camera axis are parallels within all shot actions. 
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Figure 3: Three objects marked within the VIA tool 

 
Annotation of images and video sequences in MPEG format is supported by VIA 

tool. Final project is exportable in two formats: 
- ANP – its primary format of VIA tool, which contains video and register of all 

changes in parameters of objects, 
- XML – it is possible to record only changes in objects parameters without the 

video. This format is appropriate for consequent application of evaluation 
metrics for video sequences from other tools, which also supporting it. 
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4   Dataset documentation 

Table 1: Evaluation video sequences description table 

Dataset information 

Identifications 
Author: Lukas Gajdusek 

Institute: 
Faculty of applied informatics, Tomas Bata University 
in Zlín 

Country: Czech Republic 
Year of publication: 2014 
Descriptive document: Appendix 1, extended version 

Primal objectives 
Main objectives: Video sequence design procedure verification. 
  Modelling of particular situations within corridor. 
  Dataset developing guideline design. 

Examples of video sequences: 
 
 

Context 
Type of scene: Singular 
Lighting conditions: Day light and Artificial light. 
Type of background: Static scene background. 
Number of persons: One person in the scene. 
Number of videos: Completely 14 videos 
Number of simulated 
actions: 7 different actions 

Ground Truth (annotation) 
Available in  AMP and XML format. 
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4   Conclusion 

There are many aspects which have influential magnitude on IVSS quality. One of the 
most recent problems is the most sophisticated level, the intelligence of whole system. 
A lot of research papers have been solving the problem of the IVSS´s intelligence 
effectiveness, even the quality of whole systems. It is necessary to take this image 
functional level into account even before the installation of the IVSS and to consider 
all conditions and circumstances, which have noticeable influence of its functionality. 
The unique methodology related to preparation of IVSS evaluation dataset is designed 
in this paper. More detailed description of the process included the necessary 
appendixes will be provided in extended version.  
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Abstract. Corn or maize is the most widely grown grain crop. It is used 

as staple food and grown to feed for livestock. But corncob is the rest waste 

which require disposal. This research aims to compare pigment synthetic of 

Neurospora sp., when use corn, dry corncob and potato dextrose agar as culture 

medium. After fully grow up, extracted mycelium pigment with 95% ethyl 

alcohol and measure pigment absorbance by spectrophotometer at wavelength 

450.5 nanometer. From the results, the best growth of Neurospora on dry 

corncob was sample which added water 90 % w/w. The best growth of 

Neurospora on corn was sample which added water 15 % w/w. When compare 

the intensity of mycelium pigment, the best medium for pigment synthetic of 

Neurospora. Absorbance of pigment extract from mycelium culture on corncob 

was 0.64(diluted 5X). As the absorbance of pigment extract from mycelium 

culture on corn and PDA were only 0.34(diluted 5X) and 0.35(diluted 2X).    
 

Keywords: Comparison, corncob, fungal, medium 

1   Introduction 

Agricultural products produce many types of wastes in its daily operations. It is 

important that these wastes must be managed properly to protect community as well 

as the environment. Corn or maize is one of the most widely grown grain crop. It is 

very practical. It is used as staple food, major source of cooking oil and grown to feed 

for livestock. Starch from maize can be made into syrups plastics, fabrics, adhesives, 

and many other chemical products and also fermented and distilled to 

produce alcohol. So each year there is a lot of waste from corn, corncob. Useful of 

corncob has been studied by many researcher such as implemented to eliminate 

industrial pollution [1], produce xylooligosaccharide [2], produce activated carbons 

[4] and produce bio-oil [5] etc.. The results can produce value-added products from 

farm waste and transferring that knowledge to industry. Therefore, this research 

conducted to evaluate the useful of corncob by using as fungal culture medium for 

Neurospora sp., widely used organism as a model in genetics research.  
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2   Method 

2.1   Prepared of corncob  

The experiment used sweet corn (Zea mays convar. saccharata var. rugosa). Pull 

back the outer leaves of cob to expose the kernels. Strip off any of the silky threads. 

Cut off the ends of the cob, then wash. Place cob in unsalted boiling water. Covered 

the pan and return it to a boil. Cook corn for 3-5 minutes or until tender. Get all 

kernels off a corn on cob. Keep kernels in refrigerator. Cob was broken into chips and 

dried at 60 
o
 C in hot air oven 48 hours. 

 

 

 

 

 

 

 

 

 

 

 
         Fig. 1   (a) kernels of corn                            (b) dried corncob 

2.2   Strain and media 

The fungi Neurospora sp. was obtained from industrial microbiology department, 

Suansunandha Rajabhat University. It was performed using potato dextrose agar 

(PDA).  

2.3   Effect of moisture 

The experiments were established using 500 ml laboratory glass bottle (Duran) 

containing prepared corncob with sterile water (w/w) at various ratios (35: 65, 40:60, 

45:55, 50:50, 55:45, 60:40, 65:35, 70:30, 75:25, 80:20, 85:15, 90:10 and 95:5). Other 

set of bottle contained corn kernels with sterile water (w/w) at various ratios too.  

Inoculated Neurospora sp. in those prepared bottle (triplicate). Observe growth rate of 

fungi. 
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2.4   Pigment synthetic 

After fully grow up, mycelium from Neurospora sp. on PDA, oven-dried chips 

corncob and corn kernels 2 gram was extracted pigment with 95% ethyl alcohol 10 

ml. [3]. Measured pigment absorbance by spectrophotometer at wavelength 450.5 

nanometer. 

3   Result and discussion 

3.1 effect of moisture on Neurospora sp. growth 

 

After fully grow up, mycelium pigment was extracted with 95% ethyl alcohol from 

Neurospora sp. on PDA, oven-dried chips corncob and corn kernels. Measured 

pigment absorbance by spectrophotometer at wavelength 450.5 nanometer. 

 

 

 

 

 

 

 
 

 Fig. 2 (a) Neurospora sp. culture on kernels       (b) Neurospora sp. culture on dried corncob 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3    (a)  Neurospora sp. culture on PDA      (b) Neurospora sp. colony on PDA plate 

 

 

3.2 Pigment synthetic of Neurospora sp. 

    When compare the intensity of mycelium pigment, it was found that corncob is the 

best medium for pigment synthetic of Neurospora.  Absorbance of pigment extract 
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from mycelium culture on corncob (which diluted 5X) was 0.64 at ratio of   moisture 

90% (w/w). The absorbance of mycelium pigment which extract from culture on 

kernels of corn at ratio of moisture 15% (diluted 5X) was only 0.34.  While 

absorbance of mycelium pigment from culture on PDA (which diluted 2X) was 0.35. 

 

 

 

 

 

             
 Fig. 4(a) absorbance of Neurospora pigment                   (b) absorbance of Neurospora pigment  

                culture on dried corncob                                          culture on kernels 

 
 

Benefits of corn to use as solid medium for culture fungus are available in 

Neurospora. It is unnecessary to add anymore nutrients. Mold can grow well and can 

produce more color than culture with corn and PDA, which is more expensive. So if 

more researches have been applied, corncob may be a value added material. It will be   

increase in value, without having to allow it to be waste which creates pollution 

problems to the environment. 
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Abstract. This article presents a research focused on the needs of the security 

officers and on their knowledge, based both on the content of security 

technologies, systems and management studies also taught at Tomas Bata 

University in Zlín and the European training standards in security industry. In 

the first part of this paper, the research of the knowledge of unfamiliar people 

and students of Security technologies, systems and management is presented. In 

the second part the simulators for improving the knowledge are proposed. 

Keywords: European Training Standard, Private security industry, Private 

security training manual, Security officers, Training simulation. 

1   Introduction 

A private security industry (PSI) is a rapidly growing industry not only in the 

Czech Republic. The increasing importance of PSI leads to the need of 

professionalization and the educational process improvement. Nowadays, the 

knowledge is improved especially thanks to universities with educational programs 

focused on the PSI.  

This paper describes the content of standards reflecting needs of private security 

officers’ knowledge and the ways, how to improve the educational process using 

training simulators. 

2   Knowledge Test 

The knowledge test used in this research originates from the test to gain 

competence certifications of “detective” due to Czech system. A test subjects were 

unfamiliar people and students of Tomas Bata University in Zlin who finished 1, 6 

and 9 semesters. The test consisted of 150 questions and the participants had 180 

minutes, however, the average time was 37 minutes. To pass the test, the 100 points 

had to be gained. 
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Fig. 1. The graph shows results of each testing group. In the first part, best results from the 

testing groups can be found. The second part shows the average result and the last the success 

rate of participants in test. As can be seen, there are big differences between participants of 

each group. Reasonably, the unfamiliar participants’ to PSI success rate is the lowest, but even 

the success rate of 9 semester student is only about 60 percent (61.9%). 

Moreover, the research showed the most problematic group of questions – legislative 

questions, occupational health and safety and first aid. 

3   Education Process Optimization 

In this part of the paper, the research focused on the European training standards 

(ETS) in security industry is described. ETS is divided into 14 chapters. These 

chapters are focused on the different parts of the PSI principles and are summarized 

below. 
 

Private Security Industry 

This chapter of ETS is focused on the basic definitions of private security industry 

(PSI) and private security services (PSS). It also contains a basic sectionalization of 

PSI to the sectors and services and their best practices. An introduction to the issue of 

guarding services, including the basic duties as well as the evaluation methods of 

security risk management, security analysis and audit are presented in this chapter. 

Moreover, the chapter deals with the issue of private detectives and the issue of basic 

law regulations and standards. 
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Private Security Officer 

In the second chapter of the ETS, the profile of security officer is mentioned in 

relation to his duties, abilities and equipment. 

 

Equipment 

This chapter deals with private security officers’ equipment, object documentation 

and its electronic systems. The personal equipment contains not only uniforms and 

radio, but even handcuffs, pistol, pocket spray “Mace”, alarm button and baton. 

 

Safety Procedures 

Safety procedures are presented in the book as the methods and means of 

preclusion the undesirable situation and are divided into 6 chapters as can be seen in 

Table 1.  

Table 1.  Chapters of safety procedures. 

Chapters 

Security Guard Access Control Activities 

Occupational Health and 

Safety procedures 

Duties of Security Guard Leader 

Firefighting Procedures Observation 

 

Emergency Procedures 

Emergency procedures are described as a complex of activities, which should be 

done by security guard to prevent, detect or minimize loss caused by accidents 

including first aid and the content of communication with fire department operator. 

 

Private Security Industry Legislation  

This part of ETS, the legislation of PSI is described, especially the privileges of 

private security officers. 

 

Firefighting procedures 

The impact of a fire, the process of burning, the most common occasions of fire, 

the ways of fire spreading, the kinds of fire-distinguisher and its utilization, all these 

problems are discussed in the seventh chapter of ETS. 
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Occupational Health and Safety 

This chapter deals with basic knowledge of occupational health and safety field, 

the company occupational health and safety management, proceedings during 

Occupational Health and Safety breach, the suitable legislation and governance 

supervision. 

 

First Aid 

In this chapter, the security guard is learning the basics of the first aid, the most 

common types of injuries, bleeding, fractures, etc. Students becomes familiar with 

measures and countermeasures of communication with afflicted by injury.  

 

Customer care and quality of service 

Customer care and quality of service chapter describes the principles of customer 

care in relation to the safety. The aim of this chapter is to: 

- Establish the principles of customer care, 

- describe ways to help customer professionally and friendly, 

- describe principles of ISO 9000, 

- summarize rules of quality and OHS, 

- describe responsibility for the quality of services. 

 

Communication 

Communication, both verbal and nonverbal, is one of the basic skills characterizing 

each human and is crucial for security guards. Using this skill, he can not only 

professionally talk to customer, but also prevent potential problems or resolve 

conflicts. 

 

Job relations 

This part of ETS is focused on the optimization human activities, such as time-

management and solving traumatic and stressful situations. 

 

Work regulations 

This chapter deals with labor legislation, security guards’ and their employers’ 

duties, collective agreement, internal regulations of the company and work order. 

 

“Basic training” project 

This chapter is focused on the training methods of ETS and training evaluation 
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3.2   Optimization the Educational Process 

In this chapter, the appropriate simulators or simulator types for each part of ETS are 

proposed to improve the educational process. The simulator types are proposed if the 

market with simulators of this type is wide enough. The concrete simulator is 

proposed if it is unique or if it let us to learn more chapters of ETS to safe costs. The 

simulator types and concrete simulators are described below, in Table 2, moreover, 

the concrete simulators are described below the Table 2. 

 

Table 2.  Appropriate types of simulators.  

Chapters Appropriate Types of Simulators 

Private Security Industry Educational simulators 

Private Security Officer Communicational simulators 

Equipment Projection screen simulators 

Safety Procedures VBS3 [1] 

Emergency Procedures VBSWorlds [2] 

Private Security Industry 

Legislation 

Educational Simulator 

Firefighting procedures Firefighting simulator, VBSWorlds [2] 

Occupational Health and 

Safety 

Live simulation 

First Aid Live simulation (Casualty Simulation Kit) 

Customer Care and Quality 

of Service 

VCAT [3] 

Communication VCAT [3] 

Job Relations Educational Simulator 

Work Regulations Educational Simulator 

“Basic Training” Project N/A (test) 

 

VBS 3 

“The VBS virtual environment offers realistic physics, comes with an extensive 

content library for creating models and populating scenarios, and has the capability 

for expanding existing terrains and developing geospecific terrains. VBS3 is well 

suited for learning how to think, communicate and make sound decisions. As a tool 

for tactical scenario training and mission rehearsal, VBS3 allows trainees to practice 
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field tactics many times over without expending live ammunition, without costly travel 

time, and without risk of injury to soldiers or damage to expensive equipment.” [1] 

This simulator is suitable especially for learning safety procedures thanks to its 

variability and the possibility of communication in a group. 

 

VBSWorlds 

“VBSWorlds is a revolutionary 3D learning engine based on the powerful Thinking 

Worlds technology that will allow you to create more motivating, immersive virtual 

training scenarios.” [2] It allows to make new scenarios focused on the learning 

emergency procedures and firefighting.  

 

Alelo VCAT (Virtual Cultural Awareness Trainer) 

“Powered by industry-leading technology and experts with unmatched diversity in 

educational, cultural and experiential backgrounds, Alelo combines understanding of 

your unique goals with the efficacy of a role-playing learning environment.” [3] 

However, this simulator is focused on the learning communications especially in 

army, it could be helpful even in everyday life. 
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Abstract.The choice of right hybrid mobile application UI framework is not 
elementary these days, because there is lot of possibilities and on the other hand 
there are no comparative studies, which can help to solve this problem. This 
paper is focused on HTML5, CSS a JavaScript Hybrid Mobile Application UI 
frameworks and comparative tests of these frameworks are conducted. The 
comparison focuses on both the subjective (documentation quality, learning 
speed, implementation simplicity) and objective parameters, influencing 
performance of the final application (size of source codes, complexity of DOM 
structure or scripts optimization). 

Keywords: hybrid mobile application, performance test, mobile UI frameworks 

1 Introduction 

With the increasing use of mobile phones, mobile applications market is rapidly 
growing. Developers are facing the problem how to produce the mobile application in 
the shortest time and with minimal costs. To meet these objectives, developers are 
finding the easiest way to solve the “cross-platformity” in the development process. A 
lower-cost alternative to native development seems to be a hybrid mobile application 
approach. Using this approach the need to have different development teams for each 
mobile platform is eliminated. Moreover the time of the development process could 
be reduced. Therefore this approach becomes in recent years very popular, but it is 
not possible to mark it as the only correct. Conversely, if there is not selected ideal 
hybrid mobile applications development framework (FW), the developers are likely to 
face a number of issues. The selection of appropriate FW is difficult due to the 
number of new products appearing on the scene and due to the fact, that there is no 
comparative study, which could help with the decision. 

This paper focuses on the most commonly used hybrid mobile application UI FWs 
and provides the comparison which should bring relevant data, which are necessary 
for the right selection.   
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2 Related Work 

Although the hybrid mobile application development is a very interesting area in 
recent years, there is lack of complex comparative study in this field. The situation is 
very similar to general mobile development area few year ago and the existing body 
of knowledge is highly pragmatic, with lots of guidelines and many pieces of sample 
code as examples. [1] 

It is probably due the fact, that the research in this field is highly relevant only in 
short term and for specific FW development version or in context of specific mobile 
platform version.  

Currently, there is possible to find research papers focusing on the basic 
comparison of native and hybrid development [2] [3] or the challenges of hybrid 
approach [4][5][6] and lot of the overall statements are well known within the 
community of developers. However, the specific comparison of the most used hybrid 
FWs could be a very important information for a huge number of developers which 
are focusing in non-native mobile application development. The developers are 
currently honing their knowledge from different on-line sources, such as professional 
forums, developer groups or other projects which brings comparative information. 
On-line professional discussion forums with answer quality voting such as 
StackOverflow, can be considered as a relevant source of information [7], but only in 
form of partial question/answers. More condensed information can be found on web 
portals http://mobile-frameworks-comparison-chart.com/ or http://propertycross.com/. 
However, these sources do not offer any complex FWs feature comparison resulting 
in some conclusions. It is basically an overview of FW features, or database of 
example implementations without any performance testing. 

3 Candidates of Comparative Tests 

For the comparison, following hybrid mobile application UI FW were selected. In the 
tested group there are both open-source and commercial software tools. Selected FWs 
are listed below: 
1) Intel App Framework [http://app-framework-software.intel.com/] 
2) Emy [http://www.emy-library.org/] 
3) ChocolateChip-UI [http://chocolatechip-ui.com/] 
4) jQTouch [http://jqtjs.com/] 
5) jQuery Mobile [http://jquerymobile.com/] 
6) PhoneJS [http://phonejs.devexpress.com/] 
7) TopCoat [http://topcoat.io/] 
 

All research data were taken in May 2014 and the latest FWs release were used. 
Table 1 provides the version numbers. 
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Table 1.Version numbers of tested FWs. 

 

4 Weighted Multi Criteria Matrix Comparisonof Frameworks’ 
Features 

To obtain comparative results of FWs, following FWs’ features were evaluated as 
important criteria using weighted multi criteria matrix. 

4.1 Suitability for Mobile Applications Development (MA) 

The criteria of suitability for mobile applications development is subjectively rated 
from 1 to 5, where 1 means the least appropriate and 5 means the most suitable. In 
this criterion following parameters are considered: FW contains common GUI objects 
for mobile platform, layout is responsive and the primary target is the mobile 
platform. The universal desktop/mobile UI FWs are less suitable because usually 
offers worse user experience. The DOM structure of HTML elements is usually more 
complicated and performance issues can be observed.   

4.2 Suitability for Desktop Applications Development (DA) 

The criterion of suitability for desktop applications development is subjectively rated 
from 1 to 5, where 1 means the least appropriate and 5 means the most suitable. 
Desktop development suitable FWs should contain especially common desktop GUI 
objects (user input dialogs, information dialogs, buttons etc.). In other hand, there 
should be available also the mobile version of these components. However, this 
universality can cause performance and user experience issues especially in mobile 
applications. From the mobile development point of view, there is no need to provide 
desktop browser support. 

FW Name version
Emy v1.0
ChocolateChip-UI v3.5.5
Intel App FW 2.1.0
jQTouch v0.99.4rc9
jQuery Mobile 1.4.2
PhoneJS 13.2.9
TopCoat v0.8.0
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4.3 Actuality (A) 

Actuality is one of the most important selection criteria of development tools in 
general. Within this criterion, the frequency of updates per month and date of last 
commit were evaluated. The frequency usually reflects the usability of the FW in 
future, when new versions of mobile platforms are issued and some fixes of FW core 
are needed. These parameters were gathered from the Git accounts [8] in case of 
open-source projects. According the two parameters above, the FWs were ordered and 
rated as follows: 7 points – the best and 1 point the worst result. In case of 
commercial project PhoneJS, average value was chosen, because of lack of public 
information. 

4.4 License (L) 

The license policy may be also one of the important feature, which indicates, if there 
is the possibility of a commercial use without restrictions or it is necessary to buy a 
commercial license. The rating is as follows: The FW is possible to use without 
restrictions – 3 points; there is dual license for commercial or non-commercial use – 2 
points; only commercial license available – 1 point.  

4.5 Documentation (D) 

Availability and quality of documentation is directly influencing the learning curve of 
the new technology. The rating is subjective and based on empirical knowledge and 
experiences gathered from practical use of tested FWs. The worst evaluation is 1 
point and the best is 5 points. 

4.6 Size (S) 

This factor means the minimal size of FW’s source code, which is necessary to import 
to the project of mobile application. For the evaluation purpose, 6 size classes were 
set as follows:  < 100 kB – 6 points, > 100 kB – 5 points, > 200 kB – 4 points, > 500 
kB – 3 points, > 1 MB – 2 points, > 2 MB – 1 point. 

4.7 Native look (NL) 

The support of native look for different platform is desired property, but it is not a 
standard. The native looking applications provide better user experience, because the 
user is familiar with provided GUI patterns and overall look of the GUI objects. The 
rating is as follows: Support of the newest versions of at least 3 main mobile 
platforms (Android, iOS, Windows Phone) – 4 points; support of oldest versions of at 
least 3 main mobile platforms (Android, iOS, Windows Phone) – 3 points; Basic color 
themes for different mobile platforms – 2 points; universal look – 1 point. 
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4.8 Community (C) 

Especially in case of open-source products, the size and quality of community around 
the project is very important factor which indicates future development of the whole 
project. The information about the community size was taken from Git accounts. 
Especially these parameters were evaluated: number of contributors with at least 50 
commits and number of issued opened and closed in last 30 days. The FWs were 
ordered and rated as follows: 7 points – the best and 1 point the worst result. In case 
of commercial project PhoneJS, average value was chosen, because of lack of public 
information. 

 
From all of the criteria listed above, the criteria matrix shown in table 2 was created 
and the normalized version is available in table 3. 
 
Table 2. Criteria matrix for FWs comparison 

 

Table 3.Normalized criteria matrix 

 
 

In context of the mobile application development process with use of some 
development framework, not all criteria are the same importance. The importance of 
the criteria differs in each specific project and it is possible to change its weights 
according subjective preferences. In the case of this research, 4 experts from mobile 
development area were addresed to compile the expert-reated weights to obtain the 

FW Name MA DA A L D S NL C
Emy 5 1 2 3 4 6 4 2
ChocolateChip-UI 5 1 7 3 4 5 5 5
Intel App FW 5 1 5 3 4 4 4 6
jQTouch 5 1 4 3 3 6 2 5
jQuery Mobile 4 2 6 3 5 3 3 7
PhoneJS 5 1 3.5 2 4 1 5 3.5
TopCoat 4 4 1 3 3 5 1 3

FW Name MA DA A L D S NL C
Emy 1.00 0.00 0.17 1.00 0.75 1.00 0.75 0.00
ChocolateChip-UI 1.00 0.00 1.00 1.00 0.75 0.80 1.00 0.60
Intel App FW 1.00 0.00 0.67 1.00 0.75 0.60 0.75 0.80
jQTouch 1.00 0.00 0.50 1.00 0.50 1.00 0.25 0.60
jQuery Mobile 0.75 0.25 0.83 1.00 1.00 0.40 0.50 1.00
PhoneJS 1.00 0.00 0.42 0.50 0.75 0.00 1.00 0.30
TopCoat 0.75 0.75 0.00 1.00 0.50 0.80 0.00 0.20
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ordinal ranking. There is p criteria and q experts. The criteria are ordered by assigning 
the rating p, p – 1, …, 1. The most important criterion is rated by number p, and the 
less important by number 1. Table 4 shows the resulting expert criteria ratings. 

Table 4. Expert criteria rating. 

 

When aij be the i-th criterion rating of j-th epert, then the weight of i-th criterion by j-
th expert is calculated using (1). The weight of i-th criterion is calculated using (2).  

 
 

(1) 
 
 
 

(2) 
 
 

Final results of (2) – expert-rated weights are shown in table 5. As can be seen 
from the results, the most imporant criteria are the suitability for mobile application 
development (MA), then the native look (NL) and the size (S). 

Table 5.Weights for criteria matrix. 

 
Advantage of this evaluation is the possibility of changing the proposed weights 
(table 5) to cover own subjective priorities, which could differ in different projects. 

According to the result of weighted multi criteria matrix (table 6 or figure 1), the 
most successful candidate FW is Chocolate-Chip UI and the less successful one is 
TopCoat. Although PhoneJSis very interesting FW, it has two areas, which were 
highly penalized. The first one is the license – only commercial use is possible and 
the second one, more problematic in most of use cases, is the size. PhoneJS contains 
an iOS theme CSS file which has 1112 kilobytes (due the inserted graphics). But this 
amount of kilobytes could cause performance issue by initial run of the application.  

MA DA A L D S NL C
Expert 1 7 1 6 2 4 5 8 3
Expert 2 8 1 3 7 6 2 5 4
Expert 3 7 6 5 8 4 2 1 3
Expert 4 7 6 8 2 4 1 3 5

Criterion MA DA A L D S NL C
Weight 0.20 0.10 0.15 0.13 0.13 0.07 0.12 0.10
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Table 6.Comparison of hybrid mobile application UI FWs 

 

 

Fig. 1. Results of hybrid mobile UI FWs criteria matrix comparison 

5 Hybrid Mobile Testing Application 

For performance testing purpose, simple hybrid mobile application were implemented 
using each of selected FWs.  

The application uses typical list view and detail pattern, because it is one of the 
most used mobile application structure. Moreover, the list view component, allows 
performance testing of application with very rich and complex DOM structure. The 
data for the list view component are loaded from the JSON file [9]. 

FW Name points percent
ChocolateChip-UI 0.82 100%
jQuery Mobile 0.75 92%
Intel App FW 0.74 91%
jQTouch 0.63 78%
Emy 0.61 75%
PhoneJS 0.57 70%
TopCoat 0.49 61%
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In the detail page, there are used the most common form fields, such as labels, text 
fields, switch fields, radio buttons and buttons. If the detail page is loaded, the form 
field values are prefilled using the data from the JSON object. Most of the UI FWs are 
creating some type of form field using DOM Element transformation with JavaScript. 
Especially switch fields and radio buttons are often generated using this way. 
Therefore this types of fields are included in testing application to address potential 
performance issues in different approaches. 

Fig. 2. List view and detail view screen with form components. 

6 Performance Testing 

The performance testing of selected FWs is focused into the most critical areas such 
as loading time, scrolling smoothness and page transition smoothness. 

The tested applications were run on the Samsung Galaxy Note 10.1 (GT-N8010), 
with Android version 4.1.2 (in factory settings), within a mobile Chrome browser 
application (version 35.0.1916.138). The measurements were realized using the 
Chrome Remote Debugging [10] and Chrome Developer Tools [11]. 
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6.1 Loading time 

The loading time of an application could be one of the key factor of application 
success. According to Compuware research, the median time of user expectation of 
mobile application load time is about 2 seconds. If this time is exceeded, there is the 
risk, that some of the users turn the application off.  

Loading time measurement methodology. 
The time of mobile application load were measured using Chrome Developer Tools 
Timeline and the goal was to capture the time of DOM Load Event [12] occurrence. 
Average value of 10 measurement were taken. Between each measurement, the cache 
memory of the browser were cleared and garbage collector were run. 

The second approach was the time measurement of different browser activities, 
such as Loading, Scripting, Rendering, Painting, Other and Idle.  

Loading time results. 
In the pictures below are shown the results from the DOM Load measurement (Fig. 3) 
and particular loading activities times (Fig. 4). As can be seen from this results, the 
document can be loaded in half the time of particular loading activities. This is thanks 
to asynchronous loading of external resources, such as Cascading Style Sheets, Java 
Scripts or Fonts. The overall load time is most influenced by the Scripting time.  

Fig. 3. DOM Load comparison 

According the results in Fig. 3, all tested FWs loads within less than 2 seconds 
(except PhoneJS), therefore it can be stated, that from the application loading time 
point of view these FWs are suitable for real use. However, it is desirable to have the 
load time less than one second, because in real scenario, the application could be 
more complex and other external resources could be loaded. 
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Fig. 4. Loading activities comparison 

6.2 Scrolling Smoothness 

The user experience is not build only during the application lunch, but especially by 
using the application. Because of limited screen dimensions one of the most often 
application task is content scrolling. The scrolling should be smooth and the feel 
should be if possible the same like in case of native application. Especially this area 
should suffer from the non-fluency, which can be caused by the memory-intensive 
manipulation with complex DOM structure. If the value of frames per second (FPS) is 
less than 30 FPS, users are starting to recognize animation plucking. 

Scrolling Smoothness Measurement Methodology. 
Scrolling smoothness was measured using Chrome Developer Tools FPS meter and 
continuous page repaint tool. [13] The tested page with 100 items (list-item elements 
within HTML element ul) were continuously scrolled to obtain the average FPS, 
minimal FPS and maximal FPS. If the minimal FPS is considerably lower than 30 
FPS, users are able to recognize occasionally worst user experience. If there is FPS 
less than 15, scrolling is obviously not fluent. The maximal FPS of today’s browsers 
is 60 FPS. 

Scrolling Smoothness Results. 
The most important value from the results in Fig. 7 is the Avg FPS (average FPS). If 
this value is higher or slightly lower than 30 FPS, the scrolling can be considered as 
fluent, like in native application. It is necessary to consider also the Min FPS 
(minimal FPS), because if this value is significantly lower than 30 FPS (under 20 – 15 
FPS), it can cause recognizable tearing in particular moment of the animation. 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 302



 As can be seen from Fig. 5, the most successful FW in scrolling test was TopCoat, 
where nor average neither minimal FPS was under 60 FPS. It is thank to very simple 
DOM structure and only CSS formatting with no Java Script transformations. Also 
very good performance meets ChocolateChip UI FW, Intel App FW and PhoneJS. 
JQuery Mobile’s result is not very satisfactory with 100 items in the list and 
framework Emy and especially jQTouch was very slow. In real world it is 
recommended to preserve the item number count under 30 in list views to maintain 

the smooth user experience. [14] 

Fig. 5.Scolling 100 items FPS results. 

6.3 Page Transition Smoothness 

User’s orientation within mobile application is ensured using proper page transitions. 
This transitions improve user’s idea of mobile screen context. Therefore transitions 
are highly used among mobile applications on different platforms. Also hybrid mobile 
application should use this transitions, but there can be often the performance issue 
caused by complex DOM structure of manipulated content. Choppy transitions are 
affecting the user experience in a very negative way. 

Page Transition Smoothness Measurement Methodology. 
FPS of transitions between list view screen to detail screen of the application and 
back was continuously measured using Chrome Developer Tools FPS meter and 
continuous page repaint tool. 
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Page Transition Smoothness Results. 
The results of page transition test are relatively satisfactory, taking into account the 
complex DOM structure (100 items in the list). According to test results in the Fig. 6, 
only FWs Emy, jQuery Mobile and jQTouch have significant problems with 
transition animations. But it has to be stated, that the minimal FPS which is under 30 
FPS in case of all tested frameworks could be causing little worse user-experience 
than in case of native applications.   

Fig. 6.Page transitions master – detail FPS. 

7 Conclusion 

Mobile application programming is one of the most developing area in IT world 
today. Developers are trying to lower their time and money cost per line of code and 
the cross-platform development is the promising way. In recent years few hybrid 
mobile application frameworks appeared on the scene and the offer of this type of 
developer tools is nowadays varied. It leads to the problem of proper choice, because 
there are no published comparative studies within these FWs. 

This paper aims to create a comparative study focused in performance and other 
selected criteria within 7 widely used hybrid mobile application development FWs. 

The selected candidates are firstly compared using these criteria: Suitability for 
mobile applications development, suitability for desktop applications development, 
actuality, license, documentation, size, native look and community. Criteria were 
evaluated using weighted multi criteria matrix in 4. Weightedmulti criteria matrix 
comparison of frameworks ‘features. 

From the performance point of view, the most exposed area such as application 
load time, scrolling performance and page transition performance were measured and 
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evaluated in 6. Performance testing. The results showed, that performance issues are 
very common by using hybrid mobile FWs, and are connected especially with slow 
scripting and rendering and manipulating a complex DOM structure. There is a direct 
correlation between FW’s simplicity (simple DOM, CSS, no JavaScript) and 
performance. The simplerthe FW is, the fasterit is, but in this case, there is a lack of 
tools and widgets often used by developers. The correct choice should be a 
compromise between power and feature richness. The most successful candidates in 
this point of view, were Chocolate Chip UI and Intel App Framework. 
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Abstract.Thin bonded films have many applications (i.e. in information storage 

and processing systems, and etc.). In many cases, thin bonded films are in a 

state of residual tension, which can lead to film cracking and crack extension in 

one layer often accompanies failure in whole systems. In this paper, we analyze 

a channel crack advanced throughout thickness of an elastic thin film bonded to 

a dissimilar semi-infinite substrate material via finite element method (FEM). 

In order to simplify modeling, the problem is idealized as plane strain and a 

two-dimensional model of a film bonded to an elastic substrate is proposed for 

simulating channel crack in thin elastic film. Film modeled by common 4-node 

and substrate by infinite 4-node meshes. The stress intensity factor (SIF) for 

cracked thin film has obtained as a function of elastic mismatch between the 

substrate and the film. The results indicate that in elastic mismatch state, SIF is 

more than match state. On the other hands, mismatch state is more sensitive to 

crack than match state. And SIF has also increased by increasing Young’s 

modulus and Poisson ratio of film. 

Keywords: Thin film, Channeling crack, Infinite element, Stress intensity 

factor 

1   Introduction 

This Many modern materials and material systems are layered. The potential 

applications of fracture mechanics of layered materials ranges over a broad spectrum 

of problem areas; included are: protective coating, multilayer capacitors, thin 

film/substrate systems for electronic packages, layered structural composites of many 

varieties, reaction product layers, and adhesive joints [1]. Many applications in 

microelectronics (e.g., interconnects and electronic packaging) often involve 

integrated structures with dissimilar materials. Stresses are introduced during the 

processes of fabrication, reliability testing, and operation. The stress field 

concentrates at the junctions of dissimilar materials, at the corners, or, if there exists a 

crack, at the crack tip [2]. In all of these applications, the films are very thin, with 

thicknesses measured in nanometers or micrometers, and they are bonded to 
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comparatively thick substrates, with thicknesses typically measured in millimeters or 

centimeters. 

Many cracking patterns in film-substrate systems have been observed and 

analyzed (Evans et. al. [3]; Hutchinson and Sue [1]). A crack nucleates from a flaw 

either in the film or at the edge, and propagates both towards to interface and laterally 

through the film. Depending on the material, the 

 crack may stop at the interface (Fig. 1a), penetrate into the substrate (Fig. 1b), or 

bifurcate onto the interface (Fig. 1c) [4]. 

 
Fig 1. (a) A channeling crack within a thin film. (b) A channeling crack penetrating substrate. (c) A 

channeling crack with interface debonding [4] 

Irwin [5] claims that the stress field in the vicinity of a crack tip can adequately be 

defined by a single parameter proportional to the SIF. When the intensity of the local 

tensile stresses at the crack tip attains a critical value, a previously stationary or slow-

moving crack propagates rapidly. This critical value defines the “fracture toughness” 

and it is a constant for a particular material. If the size of the hugest flaw in a 

particular structure is known, minimum toughness standards can be established for the 

materials in this structure. In the application of most of the current fracture criteria, 

the SIF and the crack opening displacement are the mostly used quantities [6]. 

The objective of this study is investigating sensitivity of two bonded elastic layers 

to a single crack perpendicular to the interface between film and substrate. In this 

paper also has considered different elastic ratio of film and substrate. Because there 

are similar works in the literature (The problem of a crack perpendicular to the 

interfaces may be found in [7-11]), the main emphasis here is on using infinite meshes 

to simulating substrate (to be close to real problems) and also presenting results in 

different form, i.e. plotting SIF versus elastic properties instead of Dundurs’ 

parameters [12], to have better understanding.  

1. Analytical Methods Background 

 

In this section, we first give an overview of the fracture mechanics modes and then 

previous analytical works of SIF on both homogeneous and layered systems. 

Three linearly independent cracking modes are used in fracture mechanics. These 

load types are categorized as Mode I, II, or III as shown in the figure. Mode I, shown 

to the left, is an opening (tensile) mode where the crack surfaces move directly apart. 

Mode II is a sliding (in-plane shear) mode where the crack surfaces slide over one 

another in a direction perpendicular to the leading edge of the crack. Mode III is a 

tearing (antiplane shear) mode where the crack surfaces move relative to one another 

and parallel to the leading edge of the crack. Mode I is the most common and 

important load type encountered in engineering design [13]. 
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Fig. 2. Mode I, Mode II, and Mode III crack loading [13] 

 

1.1.SIF in Single Edge Notched Tension Specimen: 
The SIF equation for a single edge notch and homogeneous properties in an 

infinite specimen is [14], 

K ZY aσ=          
  (1) 

Where, 
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Range of applicability of this equation: The defect depth, a, should be less than the 

specimen width, w, [14]. For different a/w ratio it has plotted in Fig. 3. 

 

Fig. 3. Plot of ZY (nondimensionalized SIF) vs the variation of a/w for plane strain condition 

1.2. SIF for Two Bonded Layer by Fully Cracked Film 
 

Fig. 4 shows a crack channeling through a pre-tensioned film on a semi-infinite 

substrate. The crack is confined by the film/substrate interface in the direction 

perpendicular to the interface.  

 
Fig. 4. Steady-state crack channeling across the film for the fully cracked film 

 

For the fully cracked film problem, with its crack tip at the interface (Fig. 4), the 

KI is as the following form [15], 

( , ) ( )s
I hK f α βσ π=

 (4) 
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Where f(α,β) is a non-dimensionalized SIF and a function of Dundurs’ (His work 

shows that for any problem of a composite body made of two isotropic, elastic 

materials with prescribed tractions, the material dependence of the problem is reduced 

from three dimensionless parameters to the two “Dundurs parameters” α and β) 

parameters. For plane strain problems α and β are given by [12]; 

f s

f s

E E

E E

α

− −

− −

−
=

+  (5)       

  

(1 )(1 2 ) (1 )(1 2 )1

4 (1 )(1 2 ) (1 )(1 2 )

f f s s s f

f f s s s f

E E

E E

ν ν ν ν
β

ν ν ν ν

− −

− −

− − − − −
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− − + − −
(6)   

    

Where 
2/1E E ν

−

= − , Furthermore, the compilation by Suga et al. [16] indicates 

that for most practical material combinations, values of a typically lie between β= 0 

and β= α/4. The stress singularity exponent, s in Eq. 7, is a function of α and β, too, 

and satisfies the following equation derived by Zak and Williams [17]; 
2

2

2
cos( ) 2 (1 ) 0

1 1
s s

α β α β
π

β β

− −
− − + =

− − (7)      

  

Values of s as a function of α for β= 0 and β= a/4 are plotted in Fig. 5. 

 

Fig. 5. Plot of crack tip singularity exponent, s, vs α for β = 0 and β = α/4. 

2. Finite Element Simulation 

 

 

Consider a composite consisting of an infinite layer of width h and a half space 

(Fig. 6). The half space can be assumed to approximate a semi-infinite substrate with 

average material constants as well as a homogeneous substrate. The layer is perfectly 

bonded to the half space (i.e. the bonding agent is neglected). There is a transverse 

crack in the layer. The film is subject to a uniform tensile stress σ and the substrate is 

stress-free (Fig. 6). 

 

Fig. 6. Fully cracked film under tensile stress 
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Fig. 7 shows the geometry and the boundary conditions of the plane-strain 

problem. The crack is represented by the line CD. The thickness of the film is h. The 

substrate has an infinite thickness. The model is fully fixed along AB. The vertical 

boundary EF is subjected to an initial tensile stress (σ = 1 Pa) and other boundaries 

are traction free. At equilibrium, the film and the substrate deform so that the tractions 

along the crack faces vanish and the crack opens. For each set of material properties 

of the film and the substrate, solutions were sought with various values of Ef/Es and 

νf/νs in order to obtain the asymptotic solution for an isolated single crack with a 

semi-infinite substrate. 

The finite element meshes are generated as follows. First divide the whole domain 

into two regions, as indicated in Fig. 8. In the upper region, the one with the crack, a 

uniform mesh (number: 101*11) is generated with the plane strain solid continuum 

four-node bilinear quadrilateral elements (CPE4R). In the lower region, semi-infinite 

substrate, the mesh (number: 101*1) is generated with the plane strain solid 

continuum infinite four-node linear quadrilateral elements (CINPE4). The meshes of 

the regions are compatible in their intersection, and also alignment of the crack with 

the elements is convenient for the computation of the opening displacement. 

 
Fig. 7. The FEM model of the plane-strain problem: geometry and boundary conditions. 

 

Fig. 8. The FEM model of the plane-strain problem:assigning mesh to the film and the semi-infinite 

substrate 

3. Results and Discussion 

For the two-dimensional analysis, the two type of SIF (KI and KII) are related to 

the energy release rate, G, as follow [18], 
2 21

( )I IIG K K

E
−

= +

 (8)               

In the previous studies of cracking in thin films (e.g., [1]), a unifying dimensionless 

number Z has been defined such that the energy release rate for a crack is,

2

0
h

G Z

E

σ
−

=

(9)

      

where E
−

 is the plane-strain modulus of the film. The number Z is a dimensionless 

driving force, depending on the cracking pattern. Huang et. al. [2], modeled 
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dimensionless energy release rate of channeling cracks by XFEM and obtained that 

energy release rate has increased by increasing α. 

For the channeling crack in the present study, the first type of SIF (KI) of a two 

bonded elastic layers was calculated using finite element method. Different Poisson’s 

ratios, νf/νs, of 0.5, 0.9, 1, 2, 3, 4, 5 and the elastic modulus ratios, Ef/Es, of 0.1, 0.2, 

0.3 … 8, 9, 10 were choosing for calculation, because all different materials can be 

located in this range. 

The variation of the SIF for different elastic ratios is presented in Fig. 9, 10. It can 

be seen, the change of the KI value for different modulus ratios decreases by 

decreasing Poisson’s rations. In the case of no elastic mismatch (α=β=0), the stress 

singularity reduces to the square root singularity of a crack tip in a homogeneous 

elastic material, i.e. s= 0.5 (Eq. 7), and KI has the minimum values (Fig. 9). When the 

substrate is stiffer than the film (α < 0), the singularity is weaker, i.e. s < 0.5, and KI 

values are lower. When the substrate is more compliant than the film (α > 0), the 

singularity is stronger, i.e. s > 0.5, and KI values are higher. For an extremely 

compliant substrate (α → 1), the singularity exponent approaches 1(s → 1) and KI has 

the maximum value. All the results can be tabulated in Table 1. 

 

 

 
Fig. 9. Variation of KI with different Poisson’s ratios, νf/νs, and Young’s modulus ratios. 

 

 
Fig. 10. Variation of KI with different Poisson’s ratios, νf/νs, and Young’s modulus ratios, Ef/Es, of 

0.1-1 for detail. 

 
Table 1. Summary of the results 

Property Dundurs’ parameters S (Eq. 7) SIF 
Non-dimentional energy 

release rate [2] 
Status 

Es  

↑ 

Ef  - 
α  ↓ β  - 

s  ↓ 
KI  ↓ 

ωI  ↓ 
good 

νs  

↑ 

νf  - 
α  ↓ β  - 

s  ↓ 
KI  ↓ 

ωI  ↓ 
good 

Ef  

↑ 

Es  - 
α  ↑ β  - 

s  ↑ 
KI  ↑ 

ωI  ↑ 
bad 

νf  

↑ 

νs  - 
α  ↑ β  - 

s  ↑ 
KI  ↑ 

ωI  ↑ 
bad 
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4. Conclusion 

 

The infinite elements, for an elastic fracture mechanic problem, have been used to 

characterize the cracking of thin films bonded to thick substrate materials. The SIF 

has been extracted from the simulations. The SIF of the plane-strain problem depends 

on the elastic mismatch between the film and the substrate. The result demonstrates 

that the infinite elements can be applied to model problems with different elastic 

properties of films and substrates. SIF for channeling crack has obtained as a function 

of elastic mismatch ratio between the substrate and the film. Results show that KI has 

the minimum value in Ef/Es=0.1 and νf/νs=0.5 condition and it has the maximum 

value in Ef/Es=10 and νf/νs=5. In general view KI has the minimum value when 

νf=νs. Because of there is no results in this form, qualitative comparisons with the 

available previous studies (i.e. Non-dimentional energy release rate [2]) show good 

general agreements. 
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Abstract.The essence of security planning in the commercial security industry 
is to create a scientifically substantiated program activity systems apparatuses 
commercial security industry in order to achieve the objectives 
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1   Introduction 

The starting point for the organization's overall security policy (strategy) 
organization. The overall security policy of the organization is the most general 
expression of the fundamental principles of the principles and means to ensure the 
security of the organization. The overall security policy is the starting point for 
information security policy of the organization. The term information security 
organization understand all safety measures to protect the information regardless of 
the method of processing and storage (regardless of whether the information is stored 
on paper, electronically, or otherwise). Information Security Policy of the 
organization is the basis for the formulation of security policy in the IS organization.  

The goal of IS security policy is to ensure the safety of operation of information 
systems used in the organization with regard to the security of information entering 
the system, contained therein and extending it. So to prevent, eliminate, minimize, or 
otherwise overcome the threats and risks, which may be an information system for the 
organization realistically rendering, without organization suffered significant damage. 
The content of IS security policy is very similar to the overall security policy 
organization, IS security policy must address the following issues:  

• Aim IS securitypolicy, 
• Descriptionoftheinformation system and evaluate its importance for the 

functioningoftheorganization, 
• Thelegislativebasis, 
• Definecategoriesofimportanceofinformation, 
• Definethepossiblethreats and risks to IS, 
• Theprinciplesofpersonnelpolicyforthe IS, 
• Principlesoforganizational and administrative (regime) measuresapplicable 

to IS, 
• Technical and operational IS security, 
• Databackuppolicies, 
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• Definesecurityservicesthatmeetthe IS, 
• Addressthe IS recovery in thecaseofaccidents, 
• Determinemethodologyforcrisis and emergencysituations, etc. 

Comprehensive security solutions organization presents design:  
• Comprehensivesafety expert information security organization (or 

complexexpertise IS) in terms of whichwillbemade, 
• Anoverallanalysisof IS (analysis bases, resources and environment, a 

descriptionof IS, etc.), 
• Risk Analysis, 
• Formulationofalternativesolutions, 
• Definingthe IS securitypolicy, 
• Project IS security and itsimplementation. 

One of the basic criteria of IS is that the system must satisfy the conditions laid down 
by generally applicable laws and regulations, technical standards and generally 
recognized standards - if any. Blending European and domestic space is evident in the 
editing existing state legislations of the European Union, but unfortunately do not 
always change for the better. However, we will address those areas of computer 
technology and information technology. For the analysis of IS security and risk 
analysis are available today, such as:  

• TCSEC - the so-called Orange Book (Orange Book) 18 - defined criteria 
provide a uniform set of basic requirements and evaluation classes to 
determine the effectiveness of security controls built into 
automaticdataprocessingsystems, 

• ITSEC - thereis a defined term evaluation of the course. Defining 7 classes 
depending on the level of guarantees and ten other classes. According to the 
results, the evaluatorshallissue a certificate, 

• CRAMM (CCTA) comesfrom the UK and is a method of risk analysis. The 
method distinguishes two basic activities - risk analysis and risk 
management, 
Thepurposeof security analysis is to propose IS IS security function while 
respecting organizational options (especially financial). The most important 
part of this analysis is theanalysisofrisks. 

2During the safety planning 

Safety planning is done on a partial safety analysis, one based on partial safety 
forecasting, safety concepts and their synthesis in ensuring the overall safety concept 
of corporate security. In the overall project meet the security interests and objectives 
of the company are based on the development of sub-goals. Framework concept of 
sub-objectives based on the criteria:  
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• Places a hazard risks - buildings, plants, various fields of activity - 
commodity, rooms, spaces, 

• Time probability of risks - operating time objects (buildings, equipment, ..), 
day or night time, time of year, etc, 

• Process hazard risks - filling each functional sites of ongoing activities, 
ongoing technological processes, etc, 

• Organization danger risk - the structure, responsibilities border, formal or 
informal groups, etc.  

 
Principles of safety planning:  

• Completeness and linking security measures - either individual measures 
envisaged in draft form optimization, or project must build on each other and 
must also be linked to each other, 

• The adequacy of security measures - we realize just such security measures 
that are appropriate both in terms of security objectives and in terms of the 
permissible boundaries of self-help and self-defense within the limits of a 
real emergency. Security measures must be in compliance with the safety 
objectives, 

• Action by security measures - planning and execution of safety measures 
must be qualified to implement and capable of risks and damage, and the 
risks and damages must be able to minimize it. We require these security 
measures achieve the desired state in meeting safety objectives and must 
assume the risk of situations which could be different safety measures more 
difficult or completely impossible, 

• Practical security measures - security is not a business goal, but a means to 
the successful implementation of complex business objectives respective 
companies, 

• Comprehensive security measures - Safety measures must be designed to 
counter the overall threat to security in the respective company. Thus it is not 
just concentrate on the elimination or reduction of risk of each risk or harm, 
but to protect the security must be considered as a complex, 

• Alternative approach to security planning - Safety planning should be made 
in several variants. Criteria for the creation of variants can be ease when 
security interests, the relationship between physical protection, technological 
protection. 

The complexity of the security measures - Safety measures must be designed to 
counter the overall threat to security in the respective company. Thus it is not just 
concentrate on the elimination or reduction of risk of each risk or harm, but to 
protect the security must be considered as a complex.  
• Alternative approach to security planning - Safety planning should be made 

in several variants. Criteria for the creation of variants can be ease when 
security interests, the relationship between physical protection, technological 
protection and the internal protection, etc. For each variant is necessary to 
determine the pros and cons and what level of risk the individual variants 
admit. The sponsor will decide which option is selected, no option may not 
admit excessive risks. Comfort protection of security interests is reflected in 
the cost of implementing security measures for their implementation.  
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Safety requirements  
• Safety requirements provide guidance on the establishment of internal 

security management in an enterprise, regardless of its size, type of 
activities, character, etc. Safety requirements are designed for businesses and 
entrepreneurs subject to the supervision of the state professional supervision 
within the meaning of § 3 of Act No. 174 / 1968 Coll. , As amended. 

3Terms and terminology 

Audit - a safety audit is a management tool comprising a systematic, documented, 
periodic and objective, expert assessment and evaluation of the safety management 
system in place in the monitored area. This area includes risk prevention system 
operational incidents and accidents, environmental protection, including legislative 
background. The aim is to verify the function of the safety management system in the 
company. This takes the form of the outer (external) or intrinsic (internal), or self-
audit. The output document is the final report of the audit findings and conclusions.  

• External audit - carried out by an independent professional organization or 
body, 

• Internal audit - performed by professionals or specialized departments of 
their own business (safety management). 

Work safety - protection of life and health of persons, property and the environment 
from the adverse effects of work processes and all other activities which are not 
directly related to work processes, but ultimately this may cause danger.  
Department - are all places where employees are, or where you are going to do their 
job. They are also places where the premises with the knowledge of the employer and 
subject to the direct or indirect supervision.  
Regulations - legal and other regulations to ensure the safety and health at work. 
These transcripts of radio:  

• Regulations on the protection of life and health, 
• Regulations hygienic and anti-epidemic, 
• Transcripts of safety of technical equipment and technical standards  
• Traffic regulations, 
• Regulations on fire protection, 
• Regulations on handling flammables, explosives, weapons, radioactive 

substances, toxins and other substances that are harmful to health. 
Under regulations to ensure the safety and health at work are considered as the rules 
for safety and health at work issued by central authorities or employers in consultation 
with the relevant authorities.  
Internal control - planned, organized, systematic control activities, tailored and 
implemented to ensure compliance with the requirements and regulations - in all 
activities at all levels and stages of the business. Internal checks are done every senior 
employee in the workplace, for which it is responsible.  
Security policy - written an aspiration senior management to ensure the security, to 
make commitments in the field of security and visibility of these activities both inside 
and outside the company. 
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Near miss - a real event that occurred in which could be dangerous to life and health, 
property (or simultaneously), but only a coincidence to avoid this effect.  
Safety management - is an effective, self-regulating system, providing integrated 
security management in an enterprise that implements management (business 
management) on the basis of security policy, the involvement of all employees.  
Riskmanagement - management system (reducing) risk, which includes the activities 
to identify, quantify and eliminate the risk or reduce risks to an acceptable level.  
Education - education which includes initial, periodic and special training:  

• Induction training - training of staff upon taking up employment before their 
mandate a particular job, the relevant safety regulations and rules of safe 
behavior in the workplace and in full working process, ie training of legal 
and other regulations to ensure BOZ at work (in § 273 of the Labour Code 
No. 262/2006 Coll.), the legislation relating to environmental protection and 
accident prevention, 

• Periodic training - is periodic training on the dates set by the regulations, or 
employer, 

• Special training - training and practical work-out specialists in special 
activities performed by them. 

4Principles of internal security management company 

Implementation of the system - the need to establish an effective and efficient system 
of health and safety, the environment and property incurred at the time the decision to 
manage human resources efficiently and implement such a documented set of 
management and control components which allow both efficient use and the possible 
exclusion of failure, regardless of how they are involved in economic activity. To 
control the same principles apply as for the management of economic activities. 
Safety management must be taken as an organic part of the management of all 
business activities and should be understood as an economic, ethical and humane 
approach part of entrepreneurs to address all activities. Is referred to as continuous 
activity, and therefore controlled, provision and required by senior management of the 
company. 

5Conclusion 

Among the sub-steps of the safety plan also includes security policy, which is 
another very important activity. Many companies, however, until now no such 
concept have developed. It is not necessary to wait until the first incident, but security 
policy should be applied preventively. However, this is an excellent resource on 
which you build an entire system of security. The essence of planning is also creating 
several options for learning the direction of where to draw the planning. For the 
organization, this means surround yourself with a good team led by a qualified 
security manager. 
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Abstract. Time delay systems are very common in industry. Their study has 

been in the focus of worldwide research, taking into consideration the problems 

associated with their difficult control. PID controllers have found wide 

application in the control of time delay processes. The classical approaches for 

obtaining the Kp, Ki and Kd parameters of these controllers usually result in 

overshoot, and significant rising and settling times. In this paper we have 

proposed the application of PSO and BFO intelligent algorithms for obtaining 

the optimal parameters of a PID controller, applied in the control of a high 

order process with time delay. The performance of the proposed control system 

with PSO and BFO algorithms is analyzed through time response 

characteristics. A comparison of the proposed approaches, with the cases where 

integral performance indexes are used to determine the PID parameters, is also 

introduced. From the obtained results, we conclude that, when applied to time 

delay processes, the intelligent algorithms achieve better control performance 

than classical methods.  

Keywords: Integral performance index (IAE, ISE, ITAE, ITSE), PID 

controller, PSO algorithm, BFO algorithm. 

1   Introduction 

Delays are usually present in control systems as computing or processing delays or 

as delays in information acquiring.  Time delays are common in industrial processes 

which are characterized by energy and materials’ transport, such as chemical, 

biological, information, and also measuring, and computing processes. Time delays 

introduce problems in process control due to decrease of robustness and performance 

deterioration, which bring the systems close to instability.  To achieve the control of 

such processes, PID controllers have found wide application. Given that approximately 

95% of the control schemes in practice are built on PID controllers, finding the right 
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parameters that improve at maximum the control performance, poses a challenge in 

itself. Their popularity is related to the fact that they are simple to understand and to 
operate by operators, and are effective and robust in control. 

There exist many methods for the calculation of the PID optimal parameters, in 
order to obtain a specific characteristic of process time response. To check the 
effectiveness of various methods for PID controllers, the comparison is usually made 
by analyzing the transient characteristics of the system.  

The characteristics obtained by tuning the PID parameters, often do not meet the 
control performance criteria defined by the designer. For this reason, latest research is 
focused on optimization methods based on intelligent algorithms, which result very 
efficient in solving difficult optimization problems. 

Algorithms, inspired by characteristics and organized behaviors of organisms and 
microorganisms in nature, have recently achieved an increasing interest. Among the 
algorithms that have been inspired by nature, the most common are particle swarm 
optimization (PSO) and bacterial foraging optimization (BFO) algorithms. These two 
optimization methods are the main focus of this work and our proposal is to apply 
them in finding the optimal PID parameters, in a high order control system with time 
delay.  

Integral of absolute error (IAE), integral of squared error (ISE), integral of time 
multiplied absolute error (ITAE) and integral of time multiplied squared error (ITSE) 
integral performance criterions are proposed as optimization functions in our case. 
These performance indexes will be used to obtain the coefficients of PID controller, 
and the process transient responses will be analyzed and compared with the methods of 
obtaining PID coefficients from PSO and BFO algorithms.   

The structure of the article is as follows. Section 2 presents the proposed control 
schemes for the high-order process with time delay, transient response measures and 
also the integral performance indexes used as optimization (cost) functions to find the 
coefficients of PID controllers. In section 3, PSO and BFO algorithms are treated, and 
their application in finding the coefficients of PID controllers. The process that will be 
considered for various simulations with classical methods (IAE, ISE, ITAE, ITSE) and 
intelligent methods (PSO and BFO) is presented in section 4. Conclusions obtained 
from simulations are presented in section 5. Algorithms and computational simulations 
are performed in MATLAB R2013b environment. 

2   Optimization Functions 

2.1   Control Scheme 

The proposed control scheme for finding the optimal coefficients of PID 

controller is illustrated in Fig. 1.  

Signals presented in the control scheme are: 

R(s)-reference signal. In this case the reference signal is a step unit function. 

Y(s)-output signal of the system 

U(s)-control signal 

E(s)-error signal. Derived from E(s)=R(s)-Y(s) 
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Kp
Ki
Kd

Σ

 

Fig. 1. Proposed control scheme for the process. 

Proposed PID controller is in its parallel form, provided by the algorithm: 

   te
dt

d
KdττeKe(t)Ku(t)

d

t

0
ip                                        (1) 

where  

u(t )-control signal in time domain 

Kp   -proportional coefficient, a tuning parameter 

Ki    -integral coefficient, a tuning parameter 

Kd   -derivative coefficient, a tuning parameter 

e(t) -error signal in time domain 

In Fig. 2 is presented the typical PID controller structure in its parallel form. The 

process that will be studied is a single input-single output (SISO) third order system 

with time delay, which depicts many processes in industry.  

PROCESS
Y(S)

Σ
U(S)

-

R(S) E(S)
Σ

Kp

Ki

Kd

 

   Fig. 2. Structure of PID controller. 

The mathematical model of delay 
Ls

e


according to [1] can be approximated by a 

rational transfer function of the form: 

,
ii

i

Ls
1

1
(s)G











  i=1,2,…                                          (2)                                                                               

 

which is an i-th order truncation of expression 

 i

Ls

Ls/i1

1

lim
i

e






                                                          (3) 
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2.2   Transient Response Measures 

Analysis for the process transient response in time domain is done through 

performance quantities [2] like:  

-Rising time tr: time required for the output of the system to reach 90%  of its final 

value h(∞). 

-Settling time ts: time after which the output remains within ±2% of the final value 

h(∞). 

-Peak value hmax: peak value of the transient response h(t) of the process. 

-Peak time tpeak: time required for the transient response h(t) to reach the peak value 

hmax. 

-Overshoot Mr (%): output value exceeding final, steady-value of the process, 

expressed in percentage. 

Rising and settling times are measures of response speed of the system. Overshoot, 

peak value, and peak time are related measures to the quality of response. 

2.3   Integral Performance Criteria 

In classical control methods, the performance of the entire control system can be 

estimated quantitatively using a single parameter that is the integral quality criterion 

J. This performance index is useful in treating optimization of parameters and 

obtaining optimal control designs. According to [3], a system is considered as an 

optimal control system when the system parameters are tuned to achieve an integral 

criterion ekstremum, which is usually a minimum value. So, integral criterion should 

always be a positive number or equal to zero J ≥ 0. The best achievable control 

system is the system that minimizes this criterion. The general form of the integral 

performance criterion is: 


T

0

t)dty(t),r(t),f(e(t),J                                             (4) 

where f  is a function of error, input, ouput signals and time. The most common 

integral criterions are: 

- Integral of squared error          
T

0

2
( t)dteISE                                   (5) 

where T is a finite time, chosen arbitrarily, in order for the integral to approach the 

final stabilized value of the system. Generally T is chosen as equal to ts-settling time. 

-Integral of absolute error          
T

0

dte( t)IAE           (6) 

-Integral of time multiplied absolute error    
T

0

dte( t)tITAE                                     (7) 

-Integral of time multiplied squared error  
T

0

2
( t)dtteITSE                                        (8) 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 323



3   Intelligent Algorithms 

3.1   PSO Algorithm 

PSO is created by Eberhart and Kennedy in 1995 [4], [5]. The method is suitable 

for solving nonlinear problems.  This algorithm is inspired by natural behavior of 

animals, such as organized behavior of birds in flock for finding food [6], [7]. PSO 

algorithm operates using a population (called swarm) of a potential candidate solution 

(called particles). These particles move around a search space according to a specific 

routine (law). Movements of particles are guided by their best known position in the 

search space and also the best known position by the whole flock. When better 

positions are detected, these positions guide the further movement of the particles. 

The process is repeated until a satisfactory solution is reached. In this optimization 

method, a set of particles are placed in a d-dimensional space with a random specified 

speed and position. The initial position of the particle is taken as the best position in 

the beginning and then particle speed is reassessed based on the experience of other 

particles of the flock (population). 

From [8], PSO algorithm elements are: 

-the i-th particle in the population represented by: 

),...,,( 321 idiiii xxxxx                                                (9) 

in the d-dimensional space 

-previous best positions of the i-th particle are represented by: 

),...,,(
,3,2,1, dioptioptioptioptopt

PPPPP                                        (10) 

-the index of the best particle in the swarm is Gopt,d 

-the speed of the i-th particle is represented by ),...,,(
321 idiii

vvvvVi                     (11) 

-reassessed speed and distance from Popti,d  in  Gopti,d  is given by the law: 

   
1)(t

mi,

(t)

mi,

1)(t

mi,

t

mi,mpto2

t

mi,mi,pto1

t

mi,

1t

mi,

VX

XXGrand()CXPrand()CVWV









          (12) 

for i=1,2,3,...n ;  m=1,2,3,...d 

where m number of particles in swarm, d dimension index, t iteration index, 
(t)

mi,V  the 

particle speed in iteration i, W weighting factor of inertia, C1,C2 acceleration 

constants, rand() random number between 0 and 1, 
)(

,

t

diX  actual position of the i-th 

particle in iteration, Popti best previous position of the i-th particle,  Gopt the best 

particle among all particles of the population. 

The flowchart of PSO algorithm is illustrated in Fig. 3. 
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Kp,Ki,Kd

YES

NO

 

   Fig. 3. Flowchart of PSO algorithm. 

3.2   BFO Algorithm 

BFO is based on research conducted by K.M. Pasino [9], [10], related to 

development and behavior of E.coli bacteria. In this optimization method there are 

four typical behaviors that imitate nature [11]: 

1) Chemotaxis This process resembles the movement of a bacterium (E.coli) 

through swimming and displacement via flagella. Biologically an E.Coli can 

move in two different ways. It can swim for a period of time in the same 

direction, or it can move alternatively between two modes of movements 

throughout lifetime. To represent a shift we use a casual direction with a given 

unit size by θ(j). This presentation is used to determine the movement 

direction after a displacement. In particular: θ
i
(j+1,k,l)=θ

i
(j,k,l)+C(i)·θ(j). 

where θ
i
(j,k,l) represents the i-th bacterium in the j-th chemotaxis, the k-th 
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reproduction, the l-th elimination and dispersal step C(i) is the size of the step 

taken in a random direction specified by the unit size θ(j). 

2) Swarming E.coli bacteria organize themselves into well-structured colonies 

with high environmental adaptability using a complex communication 

mechanism. To create the colonies, bacteria produce signals which are 

attractive to each other. Analytical presentation of this process is: 

         

 

 






][

][)),,(,()),,(,(

2
)((

2
)((

i
mmrepellantW

i
mmWii

cccc

eH

eDlkjJlkjPJ

repellant




 attractant

attractant
 (13) 

where l))k,P(j,,(J
cc

  is the value of the optimization function (to be 

minimized) to represent a cost function that depends on time. S is the total 

number of bacteria; P is the number of parameters to be optimized, which are 

present in each bacteria and Dattractant, Wattractant, Hrepellant, Wrepellant, are different 

coefficients that should be chosen carefully. 

3) Reproduction Less healthy bacteria die and each healthier bacteria split into 

two daughter bacteria, each located in the same position. 

4) Elimination and Dispersal  In the local environment, it is possible that the 

bacteria life of a population can change gradually (e.g. through the 

consumption of nutrients) or abruptly from other influences. It may happen 

that in a zone all the bacteria die, or a group is dispersed in a new 

environment. They can destroy the progress of chemotactic effect, but they can 

also help the effect, if dispersal occurs in areas with good food sources. From 

a broader perspective, elimination and dispersal are part of the motion 

behavior of the population for long distances. 

Flowchart of BFO algorithm [12] is illustrated in Fig. 4. 

4   Simulation Results 

In this study we have taken a third order process with time delay, which has a 

characteristic with many oscillations. 

3s

23
e

3s1.75s0.31s

1
G(s)




                                        (14) 

As shown in section 2.1, the delay in time will appear in a rational function form:             

13s

1
e(s)G

3s

delay,1 



                                          (15) 

The transfer function to be considered during the simulations is: 

3s10.75s5.56s0.93s

1
G(s)

234


                                   (16) 

In PSO and BFO algorithms that realize the minimization of the integral 

performance indexes in cost function form, the PID parameters are used as input 

values and as output is used the optimization value of the PID controller model (17). 
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   Fig. 4. Flowchart of BFO algorithm. 

 

Function [J]=integral criteria (Kd,Kp,Ki)                             (17) 

In the proposed control scheme (Fig. 1), it is intended to tune the three coefficients 

of PID controller, in order to obtain the best output results, or otherwise said, is 

intended to optimize the PID coefficients to achieve optimal results. Integral 

criterions used as cost functions, evaluate the performance of various combinations of 

PID coefficients in a 3-dimensional search domain. Each point in this 3-dimensional 

search domain for the proposed algorithm, represents a certain combination of [Kp, 

Ki, Kd] coefficients, for which a certain transient response of the system is achieved. 

4.1   Classical Approach 

Using IAE, ISE, ITAE, ITSE integral criterions, treated in Section 2.3, in Fig. 5 

are obtained the transient responses of our process. Executing the algorithms [13], we 
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obtain the corresponding coefficients of PID controller for the four performance 

criterions. PID controller coefficients, obtained by the classical algorithms are shown 

in Table 1. 

Table 1.  PID controllers obtained by classical algorithms.  

Performance 

Index 

Coefficients of PID controllers 

Kp Ki Kd 

ISE 3.042 0.001987 22.1 

IAE 2.328 3.997e-15 1.582 

ITSE 3.505 2.753e-05 14.69 

ITAE 8.596 1.518 13.26 
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   Fig. 5. Transient responses for classical algorithms. 

4.2   Intelligent PSO and BFO algorithms approach 

In order to find the PID controllers coefficients by the intelligent algorithms PSO 

and BFO, in this study we have used the 3-dimensional search domain where the Kp, 

Ki, Kd values are the three dimensions of domain. In both algorithms, the four integral 

criterions of time domain, treated in Section 2.3, were chosen as optimization 

functions. The algorithms were executed in Matlab R2013b environment where as 

cost functions were used: 

- ISE:  J=e'*e*dt 

- IAE :  J=sum(abs(e)*dt) 

- ITSE:  J=(t.*e'*dt)*e; 

- ITAE: J=sum(t'.*abs(e)*dt)    

The number of computing iterations that the algorithms will perform, is based on the 

calculations duration and  complexity of the optimizing problem. The initial constants 

for the computing PSO algorithm were taken W=0.3, C1= C2=1.5.At the end of PSO 

algorithm execution,  at Matlab prompt are displayed the [Kp, Ki, Kd] items of search 
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domain, which is the final point of global optimum noted as gopt, that corresponds to 

the minimum value of cost function, noted as fopt. 

Coefficients of PID controllers, obtained by intelligent PSO algorithm are shown 

in Table 2. In Table 2 are also shown the best (minimum) values of cost functions 

(integral criterions).  

Table 2.  PID controllers obtained by PSO algorithms  

Algorithm 
Coefficients of PID controllers 

fopt 
Kp Ki Kd 

PSO-ISE 0.8587 0.3290 18.7447 0.7002 

PSO-IAE 3.4373 0.3114 14.1379 1.6575 

PSO-ITSE 3.6658 0.1784 9.2223 0.6179 

PSO-ITAE 5.2616 0.3611 11.2419 5.1510 

The constants used for the initialization of the computing program in BFO algorithm 

are taken Dattractant=0.01, Wattractant=0.01, Hrepellant=0.01, Wrepellant=0.01. Table 3 

presents the values of  PID controller coefficients obtained by BFO algorithm, and the 

corresponding minimum values of cost functions. 

Table 3.  PID controllers obtained by BFO algorithms  

Algorithm 
Coefficients of PID controllers 

fopt 
Kp Ki Kd 

BFO-ISE 1.5823 1.5187 17.8117 0.7865 

BFO-IAE 8.1119 0.4878 8.7152 1.9695 

BFO-ITSE 4.3073 0.8238 6.7563 1.7230 

BFO-ITAE 5.7679 0.7655 7.2006 4.2287 

 

Tables 4,5,6 present the transient response measures for the three cases. 

Table 4.  Characteristics of transient responses for classical approach  

Characteristics 
                  Classical approach  

IAE ISE ITSE ITAE 

Rising time tr 
25.29 6.59 8.60 7.84 

Settling time ts 
210.13 95.95 48.77 75.08 

Overshoot Mr (%) 31.82 30.82 19.31 50.27 

Peak value hpeak 
1.32 1.31 1.19 1.50 

Peak time tpeak 
64 17 21 23 
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Table 5.  Characteristics for transient responses for PSO approach  

Characteristics 
                       PSO approach  

IAE ISE ITSE ITAE 

Rising time tr 
0.83 0.72 1.09 0.89 

Settling time ts 
21.39 102.42 17.45 12.17 

Overshoot Mr (%) 22.2 20.52 18.22 30.27 

Peak value hpeak 
1.22 1.21 1.18 1.30 

Peak time tpeak 
1.97 1.67 2.59 2.3 

Table 6.  Characteristics for transient responses for BFO approach  

Characteristics 
                       BFO approach  

IAE ISE ITSE ITAE 

Rising time tr 
0.73 0.91 1.19 1.07 

Settling time ts 
100.68 9.26 7.62 10.87 

Overshoot Mr (%) 24.04 53.12 38.7 46.18 

Peak value hpeak 
1.24 1.53 1.39 1.46 

Peak time tpeak 
1.75 2.59 3.44 3.06 

 

Fig. 6 presents the process transient responses obtained by PSO algorithm for various 

optimization functions.   
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   Fig. 6. Transient responses for PSO algorithms. 

Fig.7. presents the process transient responses obtained by BFO algorithm, for various 
optimization functions.   

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 330



0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Time (sec)

A
m

p
li
tu

d
e

Step response of the process

 

 

BFO-ISE

BFO-IAE

BFO-ITSE

BFO-ITAE

 

   Fig. 7. Transient responses for BFO algorithms. 

Fig. 8. presents the best transient responses of process obtained by ITSE, PSO-ITSE, 

BFO-ITSE algorithms. 
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   Fig. 8. Best transient responses for the process. 

5   Conclusions 

Based on the performed simulations, we arrive at the conclusion that methods 

based on PSO and BFO intelligent algorithms are quite efficient in achieving a very 

good control of processes with time delay. Specifically, the resulting rise time tr and 

settling time ts are reduced further, resulting in control systems that have a faster 

response to changes at the system’s input. From Tables 4, 5, 6, we conclude that ITSE 

integral criterion, used as a cost function to find the optimal values of Kp, Ki, Kd 

coefficients of PID controller is the best function that can be used for the methods 

discussed above. Comparing the results from the application of intelligent algorithms, 

we concluded that the PSO algorithm is more efficient and provides a better tuning of 

the process. It provides the best value (minimum value) of the cost function fopt . PSO 
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algorithm has simpler computing architecture than BFO algorithm, resulting in a 

faster algorithm in computing time.  
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Abstract. Cloud computing is filling the gap as a fifth utility service by  building 
higher capabilities of IT infrastructure. This also lends the cloud for research as 
one of the  focus areas. Cloud researchers lack the opportunity to work with 
real cloud test beds. The cloud simulation tools available  in academia and 
research have limitations like  dependency on  programming for simulation 
setup; for further deployment of new load balancing algorithms, the 
understanding of underlying simulator architecture is required. Further non 
availability of a single snapshot of multiple simulation exercise and non 
availability of database support is not another disadvantage. This paper 
addresses these issues to a great extent by introducing a cloud simulation tool 
with enhanced features like algorithm editor, multiple simulation comparator  
and database support. The proposed features provide an abstraction to the 
simulator application. This allows researchers to focus on better analysis of the 
behavior of  applications rather than understanding the implications and 
working of the underlying architecture. 

Keywords: Virtual Machine (VM),  Load balancing, CloudAnalyst, Data center, 
Virtualization, Cloud Computing, Spatial distribution 

1 Introduction: 

In this era of evolving infrastructure-less computing, the user community 
started exploring options of moving from traditional infrastructure 
investment to outsourcing infrastructure deployment based on the utility 
model.  Alongside, the research community started realizing the need of the 
hour to move from the much hyped utility computing models to the more 
realistic cloud. The IT service sector realized that the major investments of 
any new startup were involved in purchase and maintenance of  physical 
infrastructure and manpower resources, so they saw an opportunity in the 
philosophies of  infrastructure-less and utility computing thus resulting in the 
evolution of a new computing paradigm termed as cloud computing. Thus,  
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Cloud computing can be defined as follows: 

“Cloud computing is the delivery of computing as a service rather than a 
product, whereby shared resources, software, and information are provided 
to computers and other devices as a utility (like the electricity grid) over a 
network (typically the Internet) [2]. ” 

“Cloud computing is defined as “a type of parallel and distributed system 
consisting of a collection of inter-connected and virtualized computers that 
are dynamically provisioned and presented as one or more unified computing 
resources based on service-level agreements established through negotiation 
between the service provider and consumers [3]”.  

Sun Microsystems (now acquired by Oracle) [4] “takes an inclusive view that 
there are many different types of clouds like public cloud, private cloud, and 
hybrid cloud. Many different applications can be built by using these clouds.” 

As per Forbes [1], Cloud-enabling technologies revenue will reach as high as 
$22.6 Billion by 2016. So, considering the growing importance of cloud, new 
ways to improve the cloud services is an area of concern and research focus. 

Cloud computing is a  layered model [13]. The generalized layered 
architecture of the cloud is shown in Figure 1. Cloud computing environment 
has four major layers viz. Physical Layer, Virtualization Layer, Platform Layer, 
Application Layer. The bottom most layer is the Physical layer that consists of 
rack of physical devices (processing, storage etc.) called as Servers. Above 
this layer is the Virtualization Layer. The Virtualization layer abstracts the 
underlying layer by virtually partitioning the physical devices in the 
underlying layer into virtual resources that can used to deploy the user 
requests. On the top of this layer is the Platform layer. This layer consists of 
operating system and application framework on which user applications can 
be deployed. This layer maps the user requests on the underlying 
Virtualization layer which are in turn physically deployed on the actual 
Physical layer. Above this layer i.e. at the highest level is the Application layer 
on which actual user’s applications are present which are actually deployed 
on the underlying layers. Since the actual deployment of user requests is to 
be done on the VMs in the Virtualization layer. So there needs to be some 
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mechanism to schedule the user’s requests on the VMs. For this VM load 
balancing algorithms are used . In this paper, the authors have proposed an 
algorithm for VM load balancing called as Stateful Throttled VM load 
balancing algorithm that is an improvement over already existing Throttled 
VM Load balancing algorithm [5,11]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Layered architecture of cloud 

1.1 Motivation and Problem Definition 

The growing popularity of cloud, its utility model will soon make it a Fifth 
utility service [15] which will add it to the list of other four popular utility 
services viz.: electricity, telephone, water and gas. Considering the immense 
popularity of the above four services, we can visualize, how popular the 
cloud computing model is going to be and how it is going to revolutionize the 
way people use computing resources. One of the biggest obstacle to the 
growth of cloud computing is performance unpredictability [15]. Multiple 
VMs share the same CPUs and main memory. A very important task in the 
cloud is to properly schedule the user’s tasks on the VM in such a way that 
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VMs are efficiently utilized. Also, the response time and processing time 
needs to improve to provide better services and to satisfy the Service Level 
Objectives (SLOs) [16].  

This leads us to the following problem definition i.e. 

To develop Stateful Throttled VM load balancing algorithm for the cloud and 
to do a comparative analysis of the proposed algorithm with the existing 
algorithms. 

This problem definition leads us to the following broad objectives that are 
summarized below:  

• To setup the simulator i.e. CloudAnalyst. 
• To identify the appropriate data sets and formulate corresponding test 

cases. 
• To implement the algorithm on CloudAnalyst and  analyze its performance  
• Comparison of the proposed algorithm with the existing algorithms on 

identified parameters 

 

The rest of the paper is organized as follows: Section 1 introduces of the 
proposed work. Section 2 includes a related study on available cloud 
simulators and the VM Load Balancing algorithms. Section 3 gives a detailed 
description of the proposed algorithm (i.e. Stateful Throttled VM Load 
Balancing algorithm). Section 4 describes the  Mathematical model for 
Stateful Throttled VM load balancing algorithm. Section 5 describes the 
experimental setup and the simulation and parameter configuration. Section 
6 includes the comparative analysis of Throttled VM Load Balancer and 
Stateful Throttled VM Load Balancer. Finally, Section 7 and 8 summarize the 
conclusion; limitations and the future scope of work respectively. 

2 Related Study 

Load balancing [25] is a process of dividing and distributing large processing 
jobs among different processing units to enhance the overall performance of 
the system. The task of load balancing is to improve both resource utilization 
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and job response time by avoiding overloading or under loading of any 
specific node  in a distributed system environment, thereby achieving the 
SLOs [34]. Virtualization is the enabling technology for cloud resource sharing 
[35]. A key component in private/hybrid clouds is the virtual infrastructure 
management and load balancing [32]. A physical node in a cloud is virtually 
divided into a number of Virtual Machines.[33] The task of VM Load 
balancing algorithms in the cloud based infrastructure is to allocate the VMs 
to incoming service requests/jobs in an efficient way such that it gives better 
response time and data center processing time for the user's jobs by 
maximum utilization of underlying resources in an optimum manner [31].  

Load balancing algorithms, can be categorized  into static and dynamic load 
balancing  algorithm [36]. A static load balancing algorithm does not 
maintain the state of  the previous behavior of a node while distributing the 
load. A dynamic load balancing algorithm maintains and checks the previous 
state of a node while distributing the load. 

The Figure 2 gives the overview of generalized architecture of the cloud [16]. 
The Data Center Controller [11] uses a VM Load Balancer to determine which 
VM should be assigned the next Cloudlet [11]. Cloudlet is an instance of 
request received from a Userbase for process. The VM load balancer plays a 
very important role in the overall response time and processing time of the 
cloud. 

 

Fig. 2. Generalized architecture of a Cloud [16] 
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 Fig. 2. Generalized architecture of a Cloud [16] 

The various available VM Load Balancing algorithms are summarized in the 
Table 1: 

Table  1: Available VM load balancing algorithms 

Round Robin VM 
load balancing 
Algorithm[5, 11, 
26] 

It allocates the VMs to the incoming requests  in a round robin 
fashion without considering the current load on each VM. It does  
not take into account the previous load state of a node at the time 
of allocating jobs. 

Weighted Round-
Robin 
Algorithm[27] 

It a form of  Round Robin VM load balancing Algorithm in which 
each VM is assigned a specific weight. The number of requests 
assigned to a VM depend on its weight. It works in the same 
manner as  Round Robin VM load balancing Algorithm if all the 
VMs have equal weights. 

Round Robin with 
Server Affinity[16] 

It  is a form of Round Robin Algorithm which saves the state of 
previous allocation of the request from a given Userbase and the 
next time a request is received from the same Userbase, the same 
VM can be allocated to it without using Round Robin algorithm. 

Min-Min[28] Min-Min algorithm finds the minimum completion time for all the 
unassigned jobs. It then selects the job with least minimum 
completion time and assigns it to the node that produces the 
minimum completion time for the jobs. The ready time of the 
node is updated. This process continues till all the unassigned jobs 
are allocated nodes. One of the major drawback of this algorithm 
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is that it may lead to starvation of some jobs. 

Max-Min[29] Max-Min is similar to Min-Min algorithm. However in this 
algorithm, the node with minimum completion time for all jobs is 
assigned the job with the overall maximum completion time. The 
ready time of the node is updated. This process is repeated until all 
the unassigned tasks are assigned. The idea of this algorithm is to 
reduce the wait time of the large jobs. 
.  

Active Monitoring 
Load 
Balancer[5,11] 

This loads balancer allocates the VMs to the tasks  in such a way 
that evens out the active tasks on each VM at any given time. 

Honeybee Foraging 
Algorithm[30] 

This load balancing technique  is based on behavior of honey bee 
foraging strategy. This algorithm not only balances the load, but 
also takes into consideration the priorities of tasks that have  been 
removed from heavily loaded Virtual Machines.  

A Fuzzy-based load 
balancing[31] 

The FLC-based algorithm is used to correctly evaluate the load 
status of a host in heterogeneous computing system. It can also 
efficiently determine the suitable host for migrating jobs. 

Throttled Load 
Balancer [5,11] 

This  algorithm ensures only a pre-defined number of Internet 
Cloudlets are allocated to a single VM at any given time. If more 
request groups are present than the number of available VM’s at a 
data center, some of the requests will have to be queued until the 
next VM becomes available. 

 

Researchers interested in analyzing the performance of their applications or 
in testing their scheduling algorithms on cloud do not have the opportunity 
to work with real cloud test beds because of the huge expenditure involved 
in the set up of the same. So, to carry out research in the area of cloud 
computing, the researchers can work with the available cloud simulation 
tools to  test their applications and algorithms. 

Cloud computing is related to grid computing as both the computing 
technologies are based on large scale distributed resources [2]. To carry out 
research in the area of grid computing, various popular simulators are 
available viz. Gridsim [9], Simgrid [12, 18], OptorSim [19] and GangSim [20]. 
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Although, grid simulators can simulate a large scale distributed environment. 
However, unlike grid computing, cloud computing uses virtualization 
technologies at various levels for resource sharing and dynamic resource 
pooling to provide various services viz. IaaS, PaaS, SaaS [21]. Moreover, cloud 
is based on the pay per use i.e. utility model [15]. So, grid simulators cannot 
simulate a virtualized cloud environment based on utility model and thus 
cloud simulators were proposed. Some popular cloud simulators are 
CloudSim[6,7,8], CloudAnalyst[5,11], GreenCloud[22], 
NetworkCloudSim[23].The CloudSim[6] toolkit supports modeling and 
creation of one or more virtual machines (VMs) on a simulated node of a 
Data Center, jobs, and their mapping to suitable VMs. It also allows 
simulation of multiple Data Centers to enable a study on federation and 
associated policies for migration of VMs for reliability and automatic scaling 
of applications. CloudAnalyst [5, 11] is built directly on top of CloudSim [6] 
toolkit, leveraging the features of the original framework and extending 
some of the capabilities of CloudSim. GreenCloud [22] provides a simulation 
environment for energy-aware cloud computing data centers. GreenCloud is 
designed to capture details of the energy consumed by distributed 
environments. NetworkCloudSim [23] supports modeling of real Cloud data 
centers and generalized applications such as HPC, e-commerce and 
workflows. Out of all the above simulators, CloudAnalyst is the most suitable  
to analyze the proposed VM load balancing algorithm in different scenarios 
as CloudAnalyst provides users with the capability to modify and test their 
algorithms with the help of user friendly GUI (Graphical User Interface). This 
motivated the authors have used CloudAnalyst for testing  and comparison 
of the VM load balancing algorithm. 

3 Proposed Algorithm: Stateful Throttled VM load balancing 
Algorithm 

The Throttled VM load balancing algorithm maintains a threshold value for 
all VMs which is the maximum number of cloudlets that can be assigned to a 
given VM. The VM can be in one of the two states i.e. busy or available. A VM 
is available if the number of cloudlets allocated to it is less than its threshold 
value, otherwise it is busy. When a VM is busy, no more cloudlets can be 
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allocated to it. If at a given instance,  all the VMs are busy,  requests need to 
be queued until one of the VM becomes available. One of the major 
drawbacks of the Throttled VM load balancing algorithm is that it does not 
save the state of allocation of given Userbase to a particular VM due to 
which the algorithm needs to re-run every time a request is received. 

This limitation is overcome in the proposed algorithm i.e. Stateful Throttled 
VM load balancing algorithm as whenever a cloudlet is received from a 
Userbase, state information of the current allocation to the Userbase is 
stored for future reference  So the next time a cloudlet is received from the 
same Userbase the entire algorithm for load allocation need not be re-run as 
the state information for the Userbase can be used to assign the appropriate 
VM. 

The Stateful Throttled VM load balancing algorithm, is based on the principle 
of locality of reference. That is, at a given point of time, cloudlet generation 
is concentrated mainly to the same Userbase. So if a request comes from the 
same Userbase there is no need to run the Throttled VM load balancing 
algorithm every time to allocate a VM . Instead,  the same previously 
allocated VM can be allocated to the Userbase by using the stored state 
information. This saves a lot of time. This algorithm has two edge cases. One 
is when a  Userbase generates the first cloudlet for the cloud. In this case 
there is no entry for the Userbase in the hashmap, so the Throttled VM load 
balancing algorithm need to be run and the state information is saved for 
future reference. This entry can be used to determine the VM to be allocated 
for consequent request from the same Userbase. Secondly, when the 
allocated VM attains the threshold value, the Throttled VM needs to run 
again as the current VM is busy. In this case, the state information for the 
current Userbase needs to be updated. 

The algorithm utilizes two the tables to store the state information: 

• Userbase Table: Userbase table consists of two entries <Userbase Id, VM 
id>. The algorithm will be able to benefit from the Userbase table only if 
the searching based on Userbase Id can be done is minimum possible 
time. The ideal data structure that can be used to implement a Userbase 
Table in this scenario is a hashmap which stores the key value pairs 
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<Userbase Id, VM id> such that the VM id corresponding to the key 
Userbase id can be retrieved and updated in the constant time.  

• VM Status Table: VM state table stores the current status of the VM i.e. 
Busy or available. As explained above, a VM is available if the number of 
Cloudlets assigned to it are less than the threshold value otherwise it is 
busy.  To implement the VM state table, the. ideal data structure that can 
be used is hashmap which stores the key value pairs <VM id, Status>. The 
VM status table will be able to retrieve and update the status of a VM in 
constant time. 

• The working of the Stateful Throttled VM load balancing Algorithm is given 
below: 

Whenever a  cloudlet arrives at the datacenter controller, the datacenter 
controller uses the Userbase table to find the entry  of the Userbase. An 
entry does not exist for a given Userbase only if sends the first cloudlet to 
the Datacenter. If the entry <Userbase Id, VM id> exists in the Userbase 
table,  then  it  uses this state information entry to allocate the VM. However 
this VM can be allocated only if the current status of the VM is available. So 
to check the VM status the data center controller checks the VM Status Table 
for <VM id, Status> of the corresponding VM. If the status of the VM is 
available , the it can allocate the corresponding VM.  In this scenario, a 
constant time is required to allocate a VM since searching of Userbase table 
and VM Status Table entry requires a constant time. However, there are two 
other cases. Firstly, when a Userbase entry does not exist in the Userbase 
Table. Secondly, when a Userbase entry exists in the Userbase Table 
however the VM Status Table shows the VM is busy. This is when the VM 
attains the threshold value. In both the above cases,  the Throttled VM load 
balancing algorithm need to be run to allocate an appropriate VM to the 
Userbase Cloudlet. Also, the state information  <Userbase Id, VM id> in the 
Userbase table and the VM status information <VM id, Status>  in the 
Userbase table need to be updated. 

The proposed algorithm i.e. Stateful Throttled VM load balancer and the 
related flowchart are given in Figure 3 and 4 respectively. 
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Fig. 3. Stateful Throttled VM Load Balancing Algorithm 

Fig. 4. Flowchart for Stateful Throttled VM Load Balancing Algorithm 

The following sections demonstrate that the Stateful Throttled VM Load 
Balancing algorithm is an improvement over the already existing Throttled 
VM load balancer. 

Stateful_Throttled_ Algorithm ( ) 
{ 
Initialize Userbase table with no entries. 
Initialize VM Status Table with entries for all VM status as Available; 
While (Cloudlets from a Userbase are received by Data Center Controller) 
do 

{ 
Search the Userbase table for an entry <Userbase id, VM id> of the given Userbase . 
if (Userbase table contains an entry for the Userbase) 

{ 
Search for the corresponding VM entry <VM id, status> in VM Status Table 
If (VM status = = Available) 

{ 
Allocate the VM To the Cloudlet; 
goto  Label; 
} 

} 
Run the Throttled algorithm to assign an appropriate VM to it; 

Label1:  Update the< Userbase, VM > entry in the Userbase table; 
Update the VM Status Table; 

} 
} 
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4 Mathematical Model for Stateful Throttled VM Load Balancing 
Algorithm 

The proposed algorithm also lends itself to a linear programming model [37] 
formulation to minimize the objective of overall operational cost i.e.  average 
response time and overall average datacenter processing time and other 
identified constraints such as VM image size, VM memory, VM bandwidth, 
Data center (Architecture, OS,  Data center, VMM, Number of Machines, 
Memory per Machine, Storage per machine, Available BW per Machine, 
Available BW per Machine, Number of processors per machine, Processor 
speed , VM policy), User Grouping Factor, Request Grouping Factor, 
Executable Instruction Length etc. 

In general, the minimizing objective for the any model formulated as an LP 
model is 

Minimize  Z=c1x1+c2x2+....................+cnxn (1) 

subject to constraints 

 a11x1+a12x2+...................a1nxn >= b1 (2) 

a21x1+a22x2+...................a2nxn >= b2 

: 

: 

am1x1+am2x2+...................amnxn >= bm 

where  

xi  ....... xn>=0 & bi>=0 

 

Now, if  c1, c2..............cn be the cost associated with response time, 
processing time etc. 

So, the objective of minimizing cost can be formulated as  

 Minimize Z= c1x1+c2x2+...................cnxn  (3) 
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Now let x1,x2,...................xn  be the variables associated with response time 
(R), processing time (P), CPU (C ), Userbase request and other constraints 
specified in table 1 respectively.  

So then the variables will take the polynomial form, 

a11x1+a12x2+...................a1nxn  (4) 

a21x1+a22x2+...................a2nxn 

: 

: 

am1x1+am2x2+...................amnxn  

 

Since the objective is to minimize the overall operational cost in terms of 
response and processing time, CPU time and optimize Userbase request, the  
problem is formulated as 

 a11x1+a12x2+...................a1nxn  <= R1  (minimize response time) (5) 

a21x1+a22x2+...................a2nxn  <=R2 (minimize data center processing 
time) 

: 

: 

a(m-1)1x1+a(m-1)2x2+...................a(m-1)nxn <=Rm-1 (minimize Waiting time) 

am1x1+am2x2+...................amnxn  >= Rm (maximize CPU utilization) 

Since the problem definition is not in the standard form, so problem could 
not be formulated as a dual problem with  a maximization objective due to 
non adherence to Von Neuman duality principle [37]. Since duality cannot  
be addressed for the above scenario, the authors proposed approach 
address the non- standard constraints individually by introducing a constraint 
specific solution i.e.  
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To minimize the response time, we use a hashmap entry ( i.e. slack variable) 
h1. 

This hashmap entry  is also responsible for minimizing the processing time h2. 

Add infrastructure slack variable hn-1 

Maximize CPU utilization by allocating more cloudlets by adding surplus 
variable -hn. 

 

Thus, LP model formulated is,  

 Maximize  Z=-c1x1-c2x2+....................-cnxn (6) 

subject to constraints: 

a11x1+a12x2+...................a1nxn  + h1= R1 

a21x1+a22x2+...................a2nxn  + h2=R2 

: 

: 

a(m-1)1x1+a(m-1)2x2+...................a(m-1)nxn +hm-1=Rm-1 

am1x1+am2x2+...................amnxn  - hm= Rm 

 

Thus the mathematical model can be summarized as: 

 

 where  i = 1 to m (7) 
 

The above LP model in general can be solved by Simplex method [R] to 
identify the optimum value of Z (operational cost). Alternatively, from the 
above mathematical model, the optimum values of  x1,x2,...................xn   can 
be obtained that is incurred for the operational cost constraints. 

iij

n

j
ij Rhx =±

=
∑

1
a
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The soundness of this mathematical model is experimentally verified in 
section 5. 

4.1 Analysis of Stateful Throttled VM Load Balancing Algorithm 

As discussed in previous sections, the Throttled Algorithm does not save the 
state of the previous allocation of a VM to a request from given Userbase, 
while the same state is saved in the proposed algorithm. 

 

The Stateful Throttled VM load balancer maintains two data structures, 
which are as listed below. 

Userbase Table: It stores the entry for the last VM allocated to a request 
from a given Userbase 

VM State Table: It stores the allocation status (i.e. Busy/Available) of each 
VM. 

 

Assumptions: 

The authors have considered homogeneous VMs with same threshold values 

Each node in the cloud has a total of m VMs 

 

To initialize the Stateful Throttled Algorithm, state of all VMs is set to 
available in the Userbase Table which takes O (m) time. This time has not 
been included since the complexity of the VM allocation to a Cloudlet 
received from a Userbase at VM load balancer is being calculated. 

 

Now when a request arrives at the Stateful Throttled VM load balancer from 
a given Userbase, first of all it hashes the Userbase id in the hash map. If 
corresponding entry is present in the hash map, then it checks the VM 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 347



 

stateliest for the status of the VM. If the VM status is available, it is allotted 
to the request from the Userbase. Otherwise, the VM Load balancer 
allocates a new VM using Throttled VM load balancing algorithm and 
updates the entry of that VM in hashmap. Clearly the whole process of 
hashing user to VM takes O (1) time and checking whether the VM is 
available or busy, takes O(1) time.  

 

In the worst case, the only dependency is allocating a new VM using 
Throttled Load balancing algorithm. So essentially the order of new Stateful 
Throttled is O (Throttled) i.e. O (m). 

 

The best case is when an entry is present in the hashmap and that the VM is 
available. In this case time taken is O (1). To conclude, the worst case time 
complexity of the algorithm to allot a VM to a request from a given Userbase 
is O (m) and best case is O (1), where m is the number of virtual machines in 
each node of the Cloud. 

4.2 Calculating the effective VM allocation time to a request from a given 
Userbase 

Mathematical Assumptions: 

Time taken for searching an entry of a Userbase in Userbase hashmap= t1 

Time taken for checking the status of a VM in VM state list= t2 

Time taken for processing request using Throttled VM Load balancing 
algorithm= t3 

 

Let, ‘p’ (0<=p<=1) be the probability of finding an entry for the requesting 
Userbase in the Userbase hashmap and ‘k’ (0<=k<=1) be the probability of 
finding the corresponding VM status as available in VM state list. 
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Allocation time for a request whose entry is present in the Userbase 
hashmap and the corresponding VM is available= t1+t2   ...(1) 

Probability of request to find an entry in the Userbase hashmap and the 
corresponding VM is available = p*k   ... (2) 

Allocation time for a request whose entry is present in the Userbase 
hashmap and the corresponding VM is busy= t1+t2+t3 ... (3)      
                                                                    

Probability of request to find an entry is present in the Userbase hashmap 
and the corresponding VM is busy= p*(1-k)  ...(4)   
   
Allocation time for a request whose entry is not present in the Userbase 
hashmap = t1+t3  ...(5)  

 

Probability of not finding an entry for a request in the Userbase hashmap = 
1-p   ... (6)  

From equations 1, 2, 3, 4, 5 and 6, effective allocation time can be calculated 
as 

Effective allocation time = (t1+t2)*(p*k) + (t1+t3)*(1-p) + (t1+t2+t3)*(p)*(1-k)   
… (7) 

                  

Equation 7 can be simplified as   

Effective allocation time = t1+p*t2+ (1-p*k)* t3         
            

In the ideal case,  

p =1  

k =1 
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Effective allocation time in the ideal case= t1+ t2 

In this case, the throttled algorithm is not executed. Hence, effective 
allocation time is reduced which leads to decrease in the overall response 
and processing time. 

5 Experimental Setup 

To analyze and compare the proposed algorithm, the authors have used the 
popular social networking site Facebook, whose contents can be deployed on 
the cloud considering the large size of Facebook user’s data. This data also 
provides a platform to test the efficiency of the proposed algorithm. To carry 
out simulations and analysis of the proposed algorithm the environment 
setup and the approach adopted is in line with the one adopted by 
CloudAnalyst [11]. CloudAnalyst is used as a simulator to compare with the 
existing algorithm that involves simulating of the Facebook data. As dated on 
Mar 31, 2012 the approximate distribution of the Facebook [10, 17] user 
base across the globe is given in the Table 1.   

5.1 Simulation and Parameter Configuration 

Considering the resource and budget constraints, the research work uses a 
subset of the data given in Table 1 for simulation. We further define six user 
bases representing the above 6 regions with the following parameters as 
shown in Table 2. Table 3 gives the data center and VM configuration used 
for simulation. 

For all practical purposes, the following reasonable assumptions are made:  

• Each user base is contained within a single time zone.  
• Most of the users use the application after work for about 1 hour.  
• 0.05% of the registered users will be online during the peak time 

simultaneously and only one tenth of that number during the off-peak 
hours.  

• Each user makes a new request every 5 minutes when online. 

 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 350



   

Table 2. Userbase parameter list across the regions of the globe  

                  

Table 3. The Data center and VM configuration used for simulation 

Region     Region  

 

Users Userbas
e 

Peak hrs. 
(GMT) 

Online users 
during peak 
hrs. 

Online users 

during off peak hrs. 

North 
America 

0 173 million UB1 13:00-15:00        86,500           8,650 

South 
America 

1 113 million UB2 15:00-17:00        56,500           5,650 

Europe 2 233 million UB3 20:00-22:00        97,500           9,750 

Asia 3 195 million UB4 01:00-03:00        116,500           11,650 

Africa 4 40 million UB5 21:00-23:00        20,000           1,200 

Oceania 5 13 million UB6 09:00-11:00         6,500            650 

Parameters Value used 

VM image size 10,000 

VM memory 512 MB 

VM Bandwidth 1000 

Data center   – Architecture X86 

Data center   – OS Linux  

Data center   – VMM Xen  

Data center   – Number of Machines 5 
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6 Comparative Analysis: Throttled VM Load Balancer and Stateful 
Throttled VM Load Balancer 

The two algorithms i.e. Throttled VM Load Balancer and Stateful Throttled 
VM Load Balancer have been compared based on the scenario given in Table 
4. In Scenario 1, we have assumed that we have deployed a web application 
on a single data center with 100 VMs in Region 0 (North America). In the next 
scenario we have spatially [24] distributed 100 VMs into 2 data centers such 
that each data center has 50 VM each. The spatial distribution of 100VMs is 
done in each scenario till 10 data centers. The VMs have been assumed to 
have 1024 Mb of memory each and are running on physical processors 
capable of speed of 100 MIPS 

The simulation results that have been used for comparison are based on the 
following parameters: 

• Overall Average Response Time (in ms) 
• Overall Average Response Time (in ms)                

Data center   – Memory per Machine 1,024 Mb  

Data center   – Storage per machine 100,000 Mb 

Data center   – Available BW per Machine 10,000 

Data center  – Number of processors per 
machine 

3 

Data center   – Processor speed 100 MIPS 

Data center   – VM Policy Time Shared 

User Grouping Factor 1,000 

Request Grouping Factor 100 

Executable Instruction Length 250 
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The comparative graphs that depict the table for Overall Average Response 
Time (in ms) & Overall Average data center processing time (in ms) are Figure 5 & 
Figure 6 respectively. 

Table 4. Overall comparative results 

Scenario 

Overall Average 
Response Time (in ms) 

Overall Average Data 
center   Processing time 
(in ms) 

Throttled 
VM load 
balancing 
algorithm 

Stateful 
Throttled 
VM load 
balancing 
algorithm 

Throttled 
VM load 
balancing 
algorithm 

Stateful 
Throttled 
VM load 
balancing 
algorithm 

1 Data center (DC) 
with 100 VMs  

1,693.08 1,946.13 1378.13 1,768.80 

2 Data centers with 
50 VMs each 

955.26 852.90 735.36   699.06 

3 Data centers with 
35,35,30 VMs  

749.17 655.23 581.44 487.22 

4 Data centers with 
25 VMs each 

663.92 543.67 497.23 394.11 

5 Data centers with 
20 VMs each 

602.20 467.67 436.35 310.54 

6 Data centers 
with(4 DCs with 15 
VMs each and 2 DCs 
with 20) 

564.67 

  
450.78 399.14 290.65 

7 Data centers with 
(4 DCs with 15 VMs 
each and 2 DCs with 

542.23 400.79 377.22 280.20 
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10 VM each & 1 DCs 
with 20 VMs)  

8 Data centers with 
(6 DCs with20 VMs 
each and 2 DCs with 
20 VMs each) 

527.98 390.12 363.11 273.33 

9 Data centers 
with(8 DCs with 
10VMs and 1 DCs 
with20 VMs each) 

514.70 381.55 350.00 263.98 

10 Data centers 
with 10 VMs each 

500.25 378.05 335.70 252.09 

 

 

Fig. 5. Graph depicting a comparative analysis of the overall average response time 
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Fig. 6. Graph depicting a comparative analysis of the overall average data center processing 
time 

The comparative analysis summarized in Table 4 and Figures 5 & 6 is given 
below: 

     

On spatially distributing the VM into multiple data centers, a remarkable 
decrease in Overall Average Response Time and Overall Average Data center 
processing time is noticed for both the algorithms.  

In case of single data center, the Throttled VM load balancing algorithm gives 
better Overall Average Response Time and Overall Average Data center 
processing time than Stateful Throttled VM load balancing algorithm. 

On spatial distribution of VMs in multiple data centers, Stateful Throttled 
gives better Overall Average Response Time and Overall Average Data center 
processing time than Throttled VM load balancing algorithm. 
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To conclude, the proposed VM load balancing algorithm i.e. Stateful 
Throttled VM load balancing algorithm gives better results than Throttled 
VM load balancing algorithm in terms of experimental and mathematical 
analysis carried out i.e. 

• Spatially distributed data centers  
• Best case complexity of algorithm 

7 Conclusion 

In this era of evolving infrastructure-less computing, the user community 
started exploring options of moving from traditional infrastructure 
investment to outsourcing infrastructure deployment based on the utility 
model. One of the biggest obstacle to the growth of cloud computing is 
performance unpredictability [15].   A very important task in the cloud is to 
properly schedule the user’s tasks on the VM in such a way that VMs are 
efficiently utilized. Also, the response time and data center processing time 
needs to improve to provide better services and to satisfy the Service Level 
Objectives (SLOs) to the users considering the growing number of cloud 
providers and ever increasing competition in the cloud.   The research work 
develops an efficient VM load balancing algorithm for the cloud and carried 
out a comparative analysis of the proposed algorithm with the existing 
algorithms. Intermediate deliverables included studying the existing VM load 
balancing algorithms, proposing an efficient algorithm for VM load balancing, 
mathematical model formulation, implementing the algorithm on 
CloudAnalyst, and comparing the proposed algorithm with the existing 
algorithms on identified parameters. The major contribution of the proposed 
work in the field of cloud computing is that the authors have introduced VM 
load balancing algorithm i.e. Stateful Throttled VM load balancing algorithm 
gives better results than Throttled VM load balancing algorithm in case of 
spatially distributed data centers. The salient features of the proposed 
algorithm are better Overall Average Response Time and Overall Average 
Data center processing time in case of  spatially distributed datacenters in 
cloud.  
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8 Limitations and Future Scope of the Work 

The research work carried out in this paper has been tested on a simulator. 
The results might differ in case of real cloud environment. The results 
obtained using simulator serve as a basis for the comparison and analysis of 
the proposed work. The authors plan to test the proposed algorithm on a 
private cloud environment set up using Eucalyptus. Secondly, homogeneous 
VMs have been assumed to test the proposed algorithm. The working of the 
proposed algorithm has not been studied in case of heterogeneous VMs. The 
authors plan to test the proposed work on heterogeneous VMs also. The 
authors have not taken into account the fault tolerance in the data center. 
However, in future they plan to incorporate fault tolerance mechanisms in 
the proposed VM load balancing algorithm. 
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Abstract. Designing of alarm systems represents a set of creative technical 
activities, which include system design, preparation of project documentation 
and installation of systems. The proposal of alarm systems is based on the 
system and technical requirements, which are intended series of branch 
technical standards. These standards, however, does not solve the problems of 
evaluating the effectiveness of alarm systems. The aim of this paper is the 
presentation of the proposal aggregated coefficients, as a basic starting point for 
evaluating the effectiveness of alarm systems. 

Keywords: Alarm system, designing, evaluation, integration. 

1 Introduction 

The proposal alarm systems, which include the following applications:  

• intruder and hold-up alarm system (I&HAS),  
• closed circuit television used for security and surveillance (CCTV),  
• access control system (ACS), 
• social alarm system (SAS),  

is based on the system and technical requirements, which are intended range of 
professional technical standards CSN EN 50 13x representing support the process of 
setting up alarm systems in corresponding quality and structure. However, the 
technical standards specified range does not address the issue of evaluating the 
effectiveness of alarm systems. However, the technical standards specified range does 
not address the issue of evaluating the effectiveness of alarm systems. 

The term efficiency, which for example in terms of energy is the ratio of output 
and input power equipment (expressed in percentages) can be understood as the 
ability of the alarm system to ensure the security of protected interests. The 
effectiveness of alarm systems depends on their quality [1].  

The aim of this paper is the presentation of the original proposal of aggregate 
factors, which represent the basic starting point for evaluating the effectiveness of 
alarm systems with the assumption of the possibility of evaluation of systems 
according to project documentation, as well as systems already installed. 
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Materials and Methods 
The proposed solution to evaluation of the effectiveness alarm systems, including a 

proposal for the aggregate coefficients is based on the analysis: 

• system and technical requirements, which are intended by series of sector technical 
standards CSN EN 50 13x, which represent support for the implementation of 
alarm systems in adequate quality and structure, 

• scope of application of the various components of the alarm system in the 
protected object, 

• method of integration when deployed multiple types of alarm applications. 

2 Fields of evaluation the effectiveness of alarm system  

The effectiveness of alarm systems is dependent on many factors. I propose to use 
the following area of evaluation: 

•  security requirements, 
•  technical characteristics, 
•  application of systems 
•  systems integration. 

The proposal of parameters for evaluation of the effectiveness and proposal of 
aggregated coefficients are based on the following assumptions: 

• security requirements (B parameters) will be specified based on the security levels 
according to standards (the extent to which the equipment meets / does not meet 
this requirement in accordance with the output of the safety assessment or 
customer requirements), 

• technical characteristics (T parameters) will be determined by the requirements of 
relevant branch technical standards and is expected evaluation in terms of "how 
much resp. to what extent "the device meets, 

• application of systems (A parameters) will be based on the draft security and will 
assess the degree of protection object (placement of individual components of 
alarm systems) in comparison with the scale of the object, 

• systems integration (I parameter) will be evaluated in case of integration of 
multiple alarm systems. I parameter will depend on the technical execution of 
integration, 

• effectiveness of alarm systems will be expressed by the coefficient of the 
effectiveness of protective capabilities of the alarm system KPS respectively in case 
integration of multiple systems as the coefficient of effectiveness of protective 
capabilities of the integrated alarm system KIPS. 

For each of the above parameters will be proposed evaluation criteria. These 
criteria are described by coefficients. 
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3 The proposal of aggregated coefficients  

The following text presents a proposal of aggregated coefficients for intruder and 
hold-up alarm systems. Due to the possibility of comparison of individual coefficients 
are coefficients always evaluated in a numerical scale [1-10]. 

3.1 Security coefficient 

Security coefficient of intruder and hold-up alarm system is based on the 
classification of security levels in accordance with CSN EN 50131-1 [2], which are 
divided into 4 levels (low risk, low to medium risk, medium to high risk and high 
risk). Classification is based on assumed knowledge of a potential intruder in IHAS 
and its technical equipment. The table of coefficients is completed with the possibility 
where the system does not meet any security level. The output is a factor KB, whose 
value is in the range [1-10]. 

Table 1.  Security coefficient  

3.2 Technical coefficients 

Technical coefficients include the evaluation of system requirements IHAS and 
technical requirements for the individual used components. System requirements are 
based on CSN EN 50131-1 [2]. The technical requirements for each component are 
set out in other parts of series of branch standards 50131-x, for example: 

• CSN EN 50131-2-2 Alarm systems - Intrusion and hold-up systems - Part 2-2: 
Intrusion detectors - Passive infrared detectors. 

• CSN EN 50131-3 Alarm systems -Intrusion and hold-up alarm systems - Part 3: 
Control and indicating equipment. 

• CSN EN 50131-4 Alarm systems - Intrusion and hold-up alarm systems - Part 4: 
Warning devices. 

3.3 Evaluation of system requirements 

The following table presents a content and evaluation of system requirements 
(coefficient KS) as a part of the calculation of the technical coefficient KT. System 
requirements in different areas (see table) are classified by technical standard CSN 
EN 50131-1[2] with regard to security level (with the exception of class 

No. Security coefficient KB Evaluation [1-10] 

1 Level of security 1 – low risk 2,5 

2 Level of security 2 – low to medium risk 5 

3 Level of security 3 – medium to high risk 7,5 

4 Level of security 4 –high risk 10 

5 System does not meet any level of security 0 
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environment). Coefficient expresses to what extent IHAS meets the requirements of 
the standard. Here is the assumption that if it was declared that IHAS meets a security 
level (1-4), then will be all the system requirements conform to specified security 
level and the coefficient of KS should be equal to the 10. If this is not, it means that 
IHAS does not meet the declared security level. This does not mean that it will not 
effective at the place deployment. However, it will identify a serious error caused in 
process of setting up IHAS (tender documents, design, and selection of components, 
design documentation, installation, repairs or replacement of additional components). 

Table 2.  System coefficient  

 
The resulting coefficient of system requirements KS, represents the arithmetic 

average of the coefficients KS1 and to KSN. 

KS ൌ
KSଵ ൅ KSଶ … … … . KS୬

n                                         ሺ1ሻ 

3.4 Evaluation of technical requirements 

Evaluation of technical requirements (resulting coefficient KT) is based on an 
assessment of compliance with the requirements of each type of components used 

Acronym System coefficient KS Evaluation 

KS1 Environmental class [1-10] 

KS2 Fault detection [1-10] 

KS3 Access level [1-10] 

KS4 Requirements for authorization codes [1-10] 

KS5 Avoidance of brought into a condition guarding (ARM) [1-10] 

KS6 Overcoming conditions to disallowing to set the status of guarding [1-10] 

KS7 Restoration  [1-10] 

KS8 Signal processing / intrusion emergency, sabotage and  fault  [1-10] 

KS9 Indication [1-10] 

KS10 Indication available in the state of surveillance [1-10] 

KS11 Reporting requirements [1-10] 

KS12 Operational criteria for alarm transmission systems  [1-10] 

KS13 Tamper detection [1-10] 

KS14 Monitoring of substitution [1-10] 

KS15 Maximum unavailability connection [1-10] 

KS16 Intervals verification [1-10] 

KS17 Security of signals and messages [1-10] 

KS18 The generated signals or messages [1-10] 

KS19 Memory capacity [1-10] 

KS20 Event recording [1-10] 

KS21 Minimum time of power supply, charging time [1-10] 
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IHAS (Control panel, PIR detectors, dual detectors, warning device, power supplies, 
security fog device etc.) according to product standards. For example, PIR detector is 
compared with the requirements of the relevant product standard CSN EN 50131-2-2, 
parameters of IHAS control panel are compared with the requirements of standard 
CSN EN 50131-2-3 etc. 

Factors that are evaluated for passive infrared detectors in accordance with CSN 
EN 50131-2-2: 

•  event handling, 
•  generating signals and messages, 
•  requirements on the speed of passage and body posture targets, 
•  security against sabotage, 
•  electrical requirements, 
•  environmental testing, 
•  verification of the detection coverage. 

The partial coefficient KTSn. is determined by comparing the parameters PIR 
detector and requirements standards. Parameters other components IHAS are 
compared in a similar manner. The following table shows an example of the content 
and evaluation of the technical specifications of the components IHAS (coefficient 
KTS) as a part of the   calculation of the technical coefficient KT. 

Table 3.  Coefficients of technical specifications (selected components) 

 
The resulting coefficient of technical specifications KTS, represents the arithmetic 

average of the coefficients K TS1 and to KTSn. 
 

ௌ்ܭ ൌ
ௌଵ்ܭ ൅ ௌଶ்ܭ … … … . ௌ௡்ܭ

n                                    ሺ2ሻ 

 

No. Coefficients of technical specifications KTS Standard Evaluation 

1 Passive infrared detectors CSN EN 50131-2-2 [1-10] 

2 Microwave detectors CSN EN 50131-2-3 [1-10] 

3 Control panels PBX CSN EN 50131-3 [1-10] 

4 Warning devices CSN EN 50131-4 [1-10] 

5 Combined PIR and MW detectors CSN EN 50131-2-4 [1-10] 

6 Combined PIR and US detectors CSN EN 50131-2-5 [1-10] 

7 Power supplies CSN EN 50131-6 [1-10] 

8 Equipment using radio frequency techniques CSN EN 50131-5-3 [1-10] 

9 Opening contacts (magnetic) CSN EN 50131-2-6 [1-10] 

10 Security fog device CSN EN 50131-8 [1-10] 

n Other used components  Relevant standards [1-10] 
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3.5 Calculation of technical coefficients  

The coefficient KT is the arithmetic average of the coefficients KS and KTS. 
Coefficient takes values in the range [1-10]. 

 

்ܭ ൌ
ௌܭ ൅ ௌ்ܭ

2                                                         ሺ3ሻ 

3.6 Applications coefficients 

The value of the application coefficient is not dependent on the requirements of the 
standards. We evaluate the practical deployment of individual components in a 
specific object [6]. The assessment is based on the basic dividing of types of 
protection: 

•  protection of space, 
•  protection of the building envelope, 
•  perimeter protection, 
•  protection of items, 
•  protection of persons in distress.  

The basic prerequisite for evaluation is to determine the scope of protection of each 
area (in percentage terms), calculated as the coefficient KAn. We evaluate the ratio of 
the total area (or the number of building openings, perimeter length and number of 
significant items) to the number of deployed technical resources. 

For example, we evaluate for protection of space (coefficient KAPR) what 
percentage of the total area of the protected object is covered with motion detectors, 
i.e. the ratio between the sum of the areas which correspond to the sensing 
characteristics of the detectors to the total area of the protected object.  

Within the protection of the building envelope (coefficient KAPL) is evaluated the 
ratio between the number of building openings to number of all building openings in 
guarded object. 

 Coefficient of perimeter protection KAPE represents the ratio between the length of 
the secure perimeter of the protected object to the total length of the perimeter.  

Coefficient of protection of items KAPRE represents the ratio between the number 
of secure items and the number of important (valuable) objects (paintings, sculptures, 
etc.) in the protected object.  

Coefficient of protection of persons in distress KAT is the ratio between the number 
of secure rooms in the building and the total number of rooms in the building. 

Output coefficient KA is the arithmetic average of the coefficients for each types of 
protection. Coefficient KA takes values in the range [1-10]. 

  

஺ܭ ൌ
K୅PR ൅ ܭ஺௉௅  ൅ ஺௉ா  ൅ܭ  ஺௉ோா  ൅ܭ    ஺்ܭ 

5                    ሺ4ሻ 
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3.7 Integration coefficient 

In the case of the integration of multiple types of alarm systems in a single object 
[3], it is necessary in the calculation of the resulting coefficient of the protective 
capabilities to include the integration factor KI. The integration coefficient is 
dependent on methods of integration of alarm applications [4], [5].  

The following Table 4 presents an overview of the determined values of the 
coefficients of integration. 

Table 4.  Coefficients of integration 

 

4 Aggregated coefficients of effectiveness of protective 
capabilities of intruder and hold-up alarm system 

Based on the above described coefficients: 

• security coefficient KB, 
• technical coefficient KT, 
• application coefficient KA, 
• integration coefficient KI, 

will be calculated: 

• coefficient of effectiveness of protective capabilities of the the intruder and hold-
up alarm systems KPS, or 

• coefficient of effectiveness of protective capabilities of the integrated alarm system 
KIPS in case of integration multiple systems. 

௉ௌܭ ൌ
KB ൅ ்ܭ  ൅   ஺ܭ 

3                                             ሺ5ሻ 

 

No. Coefficients of integration KI Evaluation  

 Hardware integration  

1 IN/OUT integration 4 

2 IHAS (modular system) / as an integration element 9 

3 IHAS as an integration element (including control of home automation) 6 

4 Automation system as an integration element 0 

5 Integration using function CCTV, ACCESS, SAS  4 

 Software integration  

6 Software for user administration 1 

7 Security software 4 

8 Visualization software 6 

9 Integration software of systems of buildings 8 
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Values KPS1 to KPSN are calculated for individual types alarm systems in case of 
integration of multiple types (n) of alarm applications. The resulting coefficient of the 
protective capability of the integrated alarm system KIPS will be calculated using the 
following formula. The resulting value will be in the range [1-10]. 

 

ூ௉ௌܭ ൌ KౌSభା ௄ುೄమ.……….ା௄ುೄ೙
୬

൅ ቂ10 െ KౌSభା ௄ುೄమ.……….ା௄ುೄ೙
୬

 ቃ כ KI
ଵ଴

  (6) 

Subsequently we compare the calculated coefficients with the efficiency 
requirements for alarm systems respectively integrated alarm systems. These 
requirements may be determined for example by the verbal valuation, as shown in the 
following table. 

Table 5.  Evaluation of the effectiveness of alarm systems 

5 Conclusion 

The paper presents an original draft of aggregate coefficients, such as the basic 
starting point for evaluating the effectiveness of alarm systems with the assumption of 
the possibility of evaluation systems according to project documentation, as well as 
evaluation systems already installed. The proposed solution is based on an analysis of: 

• system and technical requirements, which are intended by series of sector technical 
standards CSN EN 50 13x, which represent support for the implementation of 
alarm systems in adequate quality and structure, 

• scope of application of the various components of the alarm system in the 
protected object, 

• method of integration when deployed multiple types of alarm applications. 

With regard to the assessment of the proposed system or alarm system already 
installer, using partial coefficients: 

• security coefficient KB, 
• technical coefficient KT, 
• application coefficient KA, 
• integration coefficient KI. 

No. KPS KIPS Evaluation of effectiveness of protective compatibilities  

0 [0] [0-1] Inconvenient 

1 [1-2] [2-3] Sufficient 

2 [2-4] [3-4] Satisfactory 

3 [4-6] [5-6] Good 

4 [6-8] [7-8] Very good 

5 [8-10] [9-10] Excellent 
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is calculated coefficient of effectiveness of protective capabilities of the alarm 
systems, KPS, respectively coefficient of effectiveness of protective capabilities of the 
integrated alarm system KIPS in case of integration multiple systems. 

Based on the assumption that the designer makes the proper selection of 
components depending on the security level and class environment, the value 
(coefficient of the protective capabilities) depends primarily on the application and 
integration coefficient, i.e., the range of use of system components in the protected 
object respectively proposed technical way of integration. 

The paper presents an example of a method to calculate the coefficient 
effectiveness of protective capabilities of the intruder and hold-up alarm system 
(IHAS). Calculation of the same coefficient for other types of alarm applications 
(CCTV, ACS, SAS) will comply with the requirements the relevant technical 
standards series IEC 5013x, and comply with the technical objectives of the 
installation in terms of the type of protection that is provided. 
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Abstract. Chaotic sequences may effectively be used for secure commu-
nication. In this paper, a spreading sequence based direct sequence/spread
spectrum (DSSS) communication system is proposed. The proposed scheme
uses orthogonal chaotic code as the spreading sequences. The perfor-
mance of the system is analyzed and demonstrated in a single path as
well as multipath situation by means of computer simulation with addi-
tive white Gaussian noise, Rayleigh fading and selective fading channel
conditions. Experiments reveal that the proposed system significantly
outperforms the Gold code DSSS-BPSK system. The performance of the
system is measured in terms of Bit Error Rate (BER), Mutual Informa-
tion and Computational time. Moreover, channel types are changed to
MISO and MIMO and again, performance measures are evaluated.

Key–Words: Logistic map, Chaotic code, Orthogonal code, Gold code, DSSS,
Rayleigh fading

1 Introduction

With increasing application of wireless and mobile communication, quality of
service (QoS) has become a major issue. Several techniques have already been
developed and work on a few more are on to increase level of QoS. Among the re-
cently considered methods, logistic map based chaotic techniques have started to
receive attention. This is because of the fact that these are suitable for non-linear
dynamical situations [1],[2]. Chaotic techniques are required for generation of
spreading sequences. In frequency domain, several communication methods use
spreading techniques to expand the bandwidth of the system much more than it
actually requires. These methods are called spread spectrum (SS) communica-
tion systems. These are used for a variety of reasons, such as the establishment
of secure communications, increasing protection against interference etc. There
are several SS communication schemes. One of them is to use SS system with
direct sequence (DS) approach. In this technique, the transmitted binary data is
’directly’ multiplied with orthogonal (or nearly orthogonal) spreading sequences
[3]. The performance of the system can be increased significantly if the spreading
code is made perfectly orthogonal. Orthogonal codes have zero cross-correlation
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property. Because of this property, these codes can mitigate interference between
data streams. Nowadays, the most commonly used spreading sequences in DSSS
communication systems are pseudo-noise (PN) sequences such as m and Gold se-
quences. It is evident that they have proper correlation properties. But, they can
be reconstructed by linear regression method and hence, they are not preferable
for secure communications [3]. Hence, it is suitable to replace these non-zero
cross-correlation PN code with orthogonal codes. In this paper, a new DSSS
communication scheme is proposed. Here, a logistic map based chaotic sequence
is used as a spreading factor in a Rayleigh fading channel. In this paper, a chaotic
sequence is generated using logistic map and the sequence is used for spreading.
The chaotic code is made orthogonal to improve the performance of the system.
Results show that the proposed system has a significant improvement in BER.
The mutual information and computational time of the system is also analyzed.
This paper is organized as follows. The generation of spreading sequences are
described in Section 2. Section 3 explains the model of the proposed chaotic
spreading DSSS system in detail. Then, in Section 4, a detailed discussion on
the experimental results is given. Section 5 discusses the conclusion of the paper.

2 Spreading Sequence Generation

Here, we briefly discuss the fundamental concepts related to the spreading se-
quence generation.

2.1 m-Sequences and Gold Sequences

Conventional DSSS systems use the PN sequences such as m-sequences (maxi-
mum length sequences) and Gold sequences as spreading sequences. Most com-
monly, m sequences are bit sequences generated using maximal linear feedback
shift registers. They are periodic and reproduce every binary sequence that can
be represented by the shift registers. Gold sequences can be generated by linear
combination of two m-sequences; but the condition is that they must have same
degree. All pairs of m-sequences cannot be used to generate Gold codes. Those
which can generate Gold codes are called preferred pairs [3]. Gold codes are non-
orthogonal codes. They can be made orthogonal by padding zeros to the original
Gold code and they are called orthogonal Gold codes [9]. Other sequences like
Walsh sequences, Kasami sequences etc. can also be used as spreading sequences
[4].

2.2 Design of Spreading Sequence With Chaotic Map

Logistic map is used to generate a chaotic sequence. The logistic map is a poly-
nomial mapping of degree 2. It produces chaotic behavior from simple non-linear
dynamical equation. Mathematically, a logistic map can be expressed as

xn+1 = r ∗ xn(1 − xn) (1)
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Table 1. Simulation Parameters

Sl.No. Item Description

1 Data Block 1000 to 10000 bits

2 Modulation Types BPSK

3 Access Type DSSS

4 Chaotic Sequence length 1000 to 10000

5 Channel Types AWGN, Rayleigh

6 Antenna Configurations MISO, MIMO

where, x(n) is a number between zero and one, and represents the ratio of
existing population to the maximum possible population at year n. Hence, x(0)
represents the initial ratio of population to maximum population (at year 0).
Further, r is a positive number, and represents a combined rate for reproduction
and starvation.

At r approximately equal to 3.56995 chaos behavior is observed. From almost
all initial conditions, we can no longer see any oscillations of finite period. There
is a little variation in the initial population and it shows huge variation in results
over a specific time. It is a specific characteristic of chaos [8]. Most values be-
yond 3.56995 exhibit chaotic behavior, but there are still certain isolated ranges
of r that show non-chaotic behavior. These are called islands of stability. The
development of the chaotic behavior of the logistic sequence as the parameter r

varies from approximately 3.56995 to approximately 3.82843 is sometimes called
the Pomeau-Manneville scenario [8].

2.3 Design of Orthogonal Chaotic Codes

A logistic map based chaotic sequence is made orthogonal with the help of com-
plement of the code. Suppose, we take a random code as ”10110”. Distinctly,
this code is not orthogonal. We take the 1’s complement of the code and it is
given as ”01001”. Now, if we make a code merging these two codes, it will be
”1011001001” and this code can be said to be an orthogonal code.

In the same way the chaotic sequence is also made orthogonal. The chaotic
sequence generated using equation (1) is converted to binary sequence. The
complement of the binary chaotic sequence is calculated and with the help of
the complement, the chaotic sequence is made orthogonal.

3 System Model for Chaotic Sequence Based DSSS

Modulation

Fig.1 shows the block diagram of the chaotic sequence based BPSK modulation
system in a Rayleigh fading channel.

At transmitter side, first the data is generated from a random source. A
random source can produce a series of ones and zeros. Modulation scheme used
to map the bits to symbols in this work is BPSK . The modulated data is

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 371



Fig. 1. System model for chaotic sequence based DSSS modulation

spreaded by a chaotic code in the transmitter side. Chaotic code is generated
using logistic map and the code is made orthogonal as described in Section II.
Thus a new chaotic sample is generated. Next, the signal is passed through a
channel which has Rayleigh fading characteristics. AWGN noise to added to the
signal. The final step of the communication system is the received signal. The
received signal is first de-spreaded using a replica of the chaotic signal used at the
transmitter side of the system. The received signal is demodulated using BPSK
demodulator. Finally, BER is calculated between the transmitted and received
bits. Performance measures are expressed in terms of BER, mutual information
and computational time. The simulation parameters are given in Table 1.

A key aspect observed in this work is the use of logistic map based chaotic se-
quence generator which is a simple and efficient approach for obtaining spreading
streams. The process logic of generating the logistic sequence is shown in Fig.2.
Initially, we take r=3.56995, which is the value that generates chaotic behav-
ior. We specify certain initial conditions and use the logistic map expression
(1) to generate chaotic sequences. The sequence length depend upon the num-
ber of iterations completed by the generation process as shown in Figure 2. We
have generated sequence lengths between 100 to 1000 for application in different
fading situations.

4 Experimental Results

Numerical simulations for different cases of the proposed system are carried out
in Matlab. BER performance of the simulation system using logistic map is
presented in Fig.3 to compare with the theoretical performance curve for BPSK.
The simulated results obtained using orthogonal chaotic code is compared with
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Fig. 2. Flow chart for generation of chaotic sequence

a non-orthogonal chaotic code based system. Fig.3 also shows the BER curves
obtained using chaotic and Gold code in a Rayleigh fading channel.

The simulated result (Fig.3) shows that an orthogonal chaotic code can pro-
vide better performance compared to non-orthogonal codes. At BER value of
0.02, the chaotic code provides around 10 dB gain for a sequence of bits trans-
missions. Hence, it can be advantageous while using in wireless channels. The
effectiveness of the chaotic coding is further analyzed using transmitted and
recovered data sequences. The mutual information plot between these two se-
quences is shown in Fig.4. It reflects the closeness between the two relevant
sequences.

Next,the channel type is changed to MISO and MIMO and BER is presented
in Fig.5 and 6 using MISO and MIMO channel. The simulation results show
that at BER value of 0.03,the orthogonal chaotic code provides around 10dB
gain for a sequence of bits transmissions in MIMO channel. Hence, in these
type of channels also, orthogonal chaotic codes can perform better compared to
non-orthogonal chaotic codes and Gold codes. To measure the closeness between
transmitted and received data sequences the mutual information for the systems
is also plotted in Fig.7 and 8.

Next, performance measures are analysed in a multipath environment, which
has Rayleigh fading characteristics. BER comparison between orthogonal chaotic
code, non-orthogonal chaotic code and Gold code is presented in Fig.9. The
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Fig. 3. BER comparison for different coding

Table 2. Comparative Results

Channel
Type

Parameter
at 10dB

Proposed
code

Chaotic
code

Gold
code

AWGN BER .009 .02 .05
Mutual information (bits/sec/Hz) .9 .7 .8

Computational time (sec) 1.10 1.22 2.28

Rayleigh BER .02 .04 .1
Mutual information (bits/sec/Hz) .7 .6 .7

Computational time (sec) 1.22 2.23 2.13

MISO BER .04 .08 .1
Mutual information (bits/sec/Hz) .9 .8 .4

Computational time (sec) 1.63 2.19 3.19

MIMO BER .02 .05 .12
Mutual information (bits/sec/Hz) .9 .7 .45

Computational time (sec) 1.54 2.24 3.67

simulated results clearly indicate that orthogonal chaotic codes outperform non-
orthogonal chaotic codes and Gold codes in any wireless channel. To figure out
the effectiveness of chaotic sequence, mutual information is plotted in Fig.10.

The comparative results are summarized in Table 2.

Compared to conventional chaotic code, the proposed code provides a de-
crease of BER by 100 to 150% for AWGN, Rayleigh, MISO and MIMO cases.
Computational time falls by atleast 34.3% and mutual information improves by
minimum of 11.1%. This establishes the usefulness of the proposed approach.
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Fig. 4. Mutual information comparison for different coding

Fig. 5. BER comparison for MISO channel
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Fig. 6. BER comparison for MIMO channel

Fig. 7. Mutual information comparison for MISO channel
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Fig. 8. Mutual information comparison for MIMO channel

Fig. 9. BER comparison for different coding in multipath channel
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Fig. 10. Mutual Information comparison for different coding in multipath channel

Table 3. Percentage variation in performance parameters with proposed approach as
compared to non-orthogonal chaotic code

Channel type Parameter % variation

AWGN BER fall of 122%
Mutual information rise in 22%
Computational time fall of 83%

Rayleigh BER fall of 100%
Mutual information rise in 14.2%
Computational time fall of 51.6%

MISO BER fall of 100%
Mutual information rise in 11.1%
Computational time fall of 34.3%

MIMO BER fall of 150%
Mutual information rise in 22%
Computational time fall of 45.5%

5 Conclusion

This paper has presented a chaos-based secure DSSS communication system,
where a chaotic sequence is used as a spreading sequence instead of conventional
PN sequences. The chaotic code is made orthogonal to mitigate interference
and improve performnace. The performance measures of the proposed system
are described and investigated by means of the theoretical analysis and numer-
ical simulation. It can be seen from the obtained results, that the proposed
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system has significant improvement in performance measures compared to non-
orthogonal chaotic codes as well Gold codes. Hence, it can fulfill the requirements
of appropriate spreading sequences in DSSS communication systems. In future,
the proposed system can be made dynamic to improve the performance of the
system. A dynamic system can automatically adjust the length of the chaotic
spreading sequence depending on fading situation. Hence, it is desirable to make
the system dynamic.
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Abstract. The Czech Republic, as a member of international organizations 

(NATO, EU, UNO), with respect to current global security environment, 

employs the units of the army both at its own state territory and outside the 

Czech Republic in multinational forces operations. The article focuses on task 

formation commander´s operation order (OPORD) for fire support of future 

Automated Command, Control, and Information system (C2I) in conditions of 

the Army of the Czech Republic. The issue of automated command, control, 

and information systems is of high importance in the solving of asymmetrical 

operations tasks today and in the upcoming future. Define the basic resources 

for creation of OPORD of NATO standards in Network Enabled Capabilities 

(NEC) conditions. The authors define group of OPORD for designing a new 

and by the Army of the Czech Republic required sophisticated Automated Fire 

Support Control System of Artillery meeting NATO standards in Network 

Enabled Capabilities (NEC) conditions. The article represents section of a huge 

defensive research project of Ministry of Defence of the Czech Republic and 

the Army of the Czech Republic solved by leading scientists of the University 

of Defence in Brno.  

Keywords: fire support, artillery support, shooting schedule, list of targets, 

artillery, command and control automated system, shooting control, 

intensification, coordination of combat support. 

1   Introduction 

Fire support executed only by artillery, i. e. artillery support is the only and the 

main part of combat support at lower levels of commanding which can actively 

decrease combat potential of enemy in accord with requirements of task formation 

commander. Task formation commander is fully responsible for combat and therefore 

also for artillery support. This responsibility is expressed in task formation 

commander`s OPORD, which has to contain clear tasks for all subordinate subjects 

and therefore for subjects of artillery.  

In case of using command and control automated system of artillery support (ASRPP-

DEL) it is necessary that OPORD, more precisely its part E - fire support, contained 
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data, which is indispensable for activity of ASRPP-DEL and which has not been told 

before. [5] 
Issuing tasks is base for command and control. Tasks for artillery are usually issued 

in a form of order, command or signal. Commands make basis of communications for 

shooting control. Signals are coded commands with fixed content and defined 

subsequent activity used in every kind of activities. Regardless the form which task is 

issued in, its content has  

to be complete, understandable and precise. Hierarchy of issuing tasks for units and 

subjects of artillery support is standard; i. e. tasks are issued only by superiors. 

Superior commanders of task formations issue their tasks in a system of command 

and control of artillery support by OPORDs and by some other orders and commands. 

Superior artillery commanders and leaders are usually at working post of a control 

shooting system and issue tasks by commands. In command and control automated 

system in necessary to formulate every activity in advance and to determinate 

authority for issuing orders and commands and for fulfilling them. 

Content of this chapter is deduction, definition and explanation of data which the 

task formation (with units of artillery using ASRPP-DEL) by commander`s OPORD 

has to contain. In order to principle that all units of the system of artillery shooting 

control has to be ready at all times for change to secondary method of shooting 

control, data for manual shooting control are attached. 

2   Main principles of writing OPORD 

The main method of issuing tasks for subordinate units or subjects of artillery 

support is OPORD. This document has to be written in precise and exact way. The 

other types of orders then can be documents written as parts of OPORD which specify 

tasks of subordinate subjects in concrete situation. [12] 

In present time OPORDs are based on experiences from the past and contain only 

data for sort of action which unit will do. Except that a lot of data is written only in 

graphic form. For ASRPP-DEL it is necessary to formulate OPORD containing 

precise orders for all tasks which artillery units and subjects can fulfill in every 

situation. 

There should not be repeated present military publications in OPORD. For example 

every commander should know that artillery during fire cover of moving units 

destroys enemy artillery batteries, reconnaissance units, point of commanding and 

main objects of air defense and therefore it doesn`t have to be written in OPORD.  It 

should be written there only in case, when commander decided to add any kind of 

target or to give any of targets higher priority. 

3   GEOGRAPHICAL ZONE 

In case that combat activity will take a place near to border of 6° geographical 

zone, task formation commander will have to determine if it will be needed to 

recalculate coordinates to neighbor geographical zone and if so, he have to decide if it 
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will be the left or the right one. Chosen geographical zone will be known as the main 

one. This decision will depend on space which the task formation will be in. It can be 

generally said, that with using ASRPP-DEL it doesn`t matter which zone we choose, 

because the system is able to recalculate any coordinates in real time after creating 

needed mathematical apparatus. System, based on evaluation of combat structure, will 

automatically pick the zone in which it will find during combat activity more subjects 

of artillery units of the task formation. In case of manual shooting control, for time 

reasons it will be necessary to recalculate coordinates of combat units to the neighbor 

zone. In case of detection of enemy in neighbor zone this will allow to start firing 

without long recalculating coordinates to target zone in which combat units of 

artillery are situated. The decision which zone will be the main one is more important 

in case those subjects of combat structure and expected targets will lie in two 

neighbor zones. In this case the main zone will be the one with more expected targets. 

Based on decision of recalculating coordinates, members of topographic and 

reconnaissance units will recalculate gathered coordinates of subjects of combat 

structure to main geographical zone and in order with "sketch of topographical-

geodetic connection" they will mark them E1, N1. Subsequently they will calculate 

correction of direction for neighbor zone - Rules for fulfilling the "sketch of 

topographical-geodetic connection" are written in chapter. 

If the task formation will operate near to the border of two geographical zones, it 

will be necessary to give coordinate in whole shape PPV CC EEEEENNNNN, where 

PP marks 6 ° zone, V marks layer of the zone, CC marks 100km square in MGRS 

system and EEEEENNNNN stands for horizontal and vertical coordinate of the point. 

In case it will not be necessary to recalculate coordinates to another geographical 

zone, it will be possible to work with shortened coordinates. It means that coordinate 

of subjects of combat structure will be given in five digit groups (EEEEE NNNNN). 

But ASRP-DEL will register coordinates of all given point in full shape. Mark of the 

zone and 100km square will be added in order of actual position of combat structure. 

If the coordinate will be given in tens or hundreds of meters, system will put instead 

of missing numbers zeros (for example: operator will write coordinates of a point in 

shape: 426847, combat structure is situated in 33
rd

 zone, layer U and in 100km square 

marked VR, ASRPP-DEL will save the coordinates in shape 33U VR 4260084700).. 

4   Determination of area 

The Standard Among most important data written in OPORD belong areas of firing 

posts for firing units, areas of special attention and targets of special attention, borders  

of reconnaissance zones for reconnaissance units and minimum distance of shooting. 

This data is used for planning and positioning of units, executing maneuvers with 

units and planning of firing. So far this data has been given in graphic form and in 

text it has been determined by terrain subjects and objects. The purpose was only 

rough determination of area and therefore during subsequent preparation for combat, 

reconnaissance units exactly determined borders of areas and measured firing posts. 

This method is unsatisfied for automatic process of commanding. It also does not fit 

for shooting from firing posts with dispersedly placed cannons. An area has to be 
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determined in a way so they can suit every tactical requirement and simultaneously 

chosen with such a precision which allows software to work with them.  

Mentioned tactical requirements are for example sufficient area for required 

dispersing of combat units, sufficient areas for suitable artillery units and weapons, 

areas with natural camouflage for commander’s post and waiting posts, good 

visibility to areas of predicted presence of enemy units, terrain allowing good 

connection within and out of the area, terrain allowing fast and hidden arrive and exit 

and so on. Therefore every area has to be set by right-angled coordinates of four or 

five points (2
nd

 Areas of firing posts, 4
th

 Front line of ally armies and borders of 

reconnaissance area, 5
th

 Areas of special attention, 6
th

 Areas of targets of special 

attention). It should be coordinates of terrain subjects which can be easily identified in 

terrain. In case of determination reconnaissance zone, coordinates has to be set at least 

in form of three front line points of our armies, which cannot be crossed by units of 

artillery reconnaissance. In scheme of OPORD are 4. Front line of our armies and 

border of reconnaissance zone 1
st
 and 5

th
 direction point determine left and right 

reconnaissance zone side and 2
nd

 and 4
th 

determine left and right side of observation 

post line.  

This attitude will allow the possibility of automatic comparison of the weapon 

system, observation post or commanding post location with location of departure zone 

and in case of crossing this zone`s border, the system will automatically alert the 

operator. Except that, coordinates of left and right side of observations posts line will 

be used for determination of reconnaissance group`s cover angle. 

Reconnaissance group should be kept because they have to prepare areas of firing 

posts for case of ASRPP-DEL malfunction. During activity areas preparation the 

reconnaissance groups will be able to use ASRPP-DEL in every way including 

automatic checking of departing firing posts in the area. [5] 

The form, more precisely accuracy of points determining area`s coordinates will 

follow from ASRRP-DEL use. If the system will use the commander of task 

formation during order processing, it will be possible to write in complete coordinates 

in form PPV CC EEEEENNNNN. In case of ASRPP-DEL use there will be digital 

maps for disposition for determination of area`s edge points at contact screen by 

finding concrete point in a catalog of geodetic points coordinates or by some similar 

method. It will be possible to input vertical and horizontal coordinate with accuracy 

of one meter. If there will not be possible to work with needed map of ASRPP-DEL, 

it will be alright to quote only edge areas points with accuracy of one hundred meters 

without marking of zone and 100km square MGRS. The coordinates form will be 

EEENNN. This method is for areas determination sufficient. 
Point coordinates giving (subject of combat structure, targets, edge points, areas or 

lines and so on) in complete form is appropriate for their unique identification 

especially in case when the combat activity will be made with use of ASRPP-DEL 

and in the bordering area of two 6° zones. This relatively long point location 

determination is chaotic and means time lost when using radio communication for 

transmitting data or during writing all data which cannot be always necessary. 

Therefore it is suitable to write coordinates in shortened form in accordance to allied 

publications.  

Combat structure subject coordinates and targets is possible in accordance with 

AArtyP-1 and possibilities of used methods of determining coordinate to give in 
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meters or tens of meters (form: EEEEENNNNN or EEEENNNN). The terrain 

subjects or objects location which are used for orientation in map is in accordance to 

STANAG 2014 given with marking 100km square and horizontal and vertical 

coordinate in kilometers or in case of need in hundreds of meters (form PVEENN or 

PVEEENNN). 

5   Bearing of main direction of fire 

Another major data which has to be part of task formation commander's order is 

bearing of main direction of fire for every firing post area. This data shouldn't be 

needed in future for standard cannon aiming into target course, but it will be 

necessary for cannon aiming by secondary method and therefore also for firing posts 

determination by reconnaissance units. Also it will make easier to orientate in area 

during machine departure and so on. It will be given in the same form as it has been 

so far, i.e. as direction course of main supported task formation rounded to hundreds 

of segments, miles marked HS. 

6   Additional subjects determination 

Regular part of task formation commander's OPORD is also an additional subject’s 

determination. In opposite to present practice we need to take into account adding not 

only firing, reconnaissance subjects, but also others like firing command, 

topographical-geodetic, logistic and meteorological support and so on. Possibilities of 

strengthening task formation by artillery support subjects are described in 

publications - Possibilities of strengthening task formation by artillery support 

subjects with use of artillery firing commanding support automatic system. 

7   Basis for firing 

The Data which is most important for artillery support realization and allows basic 

artillery role fulfilling are basis for firing. In task formation commander's OPORD are 

usually written basis for scheduled firing. It has to include all information which are 

necessary for effective artillery fire which contributes to meet task formation 

commander's requirements. Most of basis for artillery fire will be part of documents 

called "Fire schedule" and "Target list". 

7.1   Fire schedule 

Fire schedule will determine basis for tactical command of firing, especially choose 

of the unit which will lead the firing, time of fire, in case of need signals for start or 

end of fire and the document can also include other data - for example fire task, 
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planned consumption etc. The first data of "Fire schedule" is unit kind determination 

for concrete task which will be possible to choose from formation task subjects. 

From the artillery point of view there will be given if the task will be fulfilled by 

mortar or cannon weapon systems. Based on executor's determination and other 

needed input data, the system will process automatic choose of the unit. Choose of the 

unit will be processed with using ASRPP-DEL in accord to procedures created for 

automatic system.  

Without using ASRPP-DEL the unit will be chosen by present rules. Decision 

about fire executor is basis for next planning of chosen fire unit. [6] 

Planned ammunition consumption calculation for planned fire is made by present 

procedure. The standard of ammo consumption for the weapon system, shot, lighter, 

target (target area hectare), and fire length and fire task is needed. In present there is 

no standard for artillery ammo consumption in the Army of Czech Republic. 

Determination of starting and ending times, more precisely length of firing is given 

by planning fire support results and it is written in order for firing. This number is 

used by ASRPP-DEL for weapon system fire mode determination. The form and 

content of "Fire schedule" is given by allied publication AArtyP-1(A) Artillery 

Procedures. It is wanted to keep the document content without changes in order to 

allow other army's commanders and our artillery commanders working on the field of 

international task formations to work with it without troubles. Although there is one 

exception.  

For definite determination of starting and ending time of firing it is good to add a 

column named "Start/End". Therefore in the matter of time, every fire will be 

mentioned in the document twice. Once in a graphic form and once by letters 

expressing the start/end time of firing in astronomic time. Data start/end will be used 

by ASRPP-DEL to weapon systems number determination which will do the firing 

and the firing speed determination.  

For the reasons of inserted data effective use by automatic system it is purposeful 

to input the firing time only by this method. If there will be in "Fire schedule" also a 

fire on request, there will be in a column "Fire on request" written a signal, on which 

the fire will be started and ended. Into the column "Notes" it is possible to write 

deflections from the standard suggested by system for determination of fire task and 

shoot and lighter kind for effective fire. 

7.2   Target list 

Fire schedule Document Target list obtains information about target which is 

needed for fire element calculation and at the same time it is one of the most 

important resources of data for whole ASRPP-DEL. There are numbers of lines in the 

first column and it is possible to orientate by them in the table.  

The second column gives numbers of targets. These are determined by rules 

described in "Numbering targets". There are coordinates of targets in 3
rd

 - 7
th

 column. 

Artillery observer will discover and input coordinates into the target list or if the fire 

is ordered by superior level, coordinates will be taken from it. Artillery observer 

inputs right-angled or polar target coordinates. If he inputs polar coordinates, he has 
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to input right-angled coordinates of his own post. Superior estimates the target 

position by right-angled coordinates.  

Every target has to be estimated by right-angled or polar coordinates. Right-angled 

coordinates will be input according to principles for determining the geographical 

zone and it will be done with toleration of ten or hundred meters (form: 

EEEEENNNNN or EEEENNNN). Target position can be set by polar coordinates 

only in case when we know the coordinates of post (coordinates of post are in the 

system) which the values where measured from. System will automatically recalculate 

polar coordinates into right-angled ones and if the coordinates of observation post 

which detected the target are known, it will calculate polar coordinates for this post.  

Data will be used for calculation of distance and direction of fire, fired reparation 

and in case of fire to targets in dangerous distance from our units for calculating new 

aiming point. Steps for calculating a new aiming point is written in Fire requiring in 

ASRPP-DEL. There are data about target description - its sort, character, position and 

activity in the 9
th

 - 12
th

 column. This data is necessary for choose of the firing unit, 

estimating of firing task and the method of fire activity, determining of shot fly 

trajectory, shot kind and initiator and its adjustment according to scheme Effective 

fire.  

There is target turn in the 13
th

 column. Target turn is front target direction written 

in hundreds of panels and it is needed for determining of aiming points of NATO 

armies artillery units. Data will be given by subjects of artillery reconnaissance ACR 

in case of cooperation with other armies firing units.  

The 14
th

 and 15
th

 columns include values of target width and depth, if need be there 

could be a value of round target radius in the 14
th

 column. The value is used for 

determining needed number of weapon systems for fire, fan calculation and 

consumption of ammo for fire to given target. There is written accuracy of target 

coordinates determination on the last - 15
th

 column. The accuracy is given by term 

"accurate" labeled "P" or "inaccurate" labeled "N".  

Accurate coordinates are determined in accord with rules of fire with probable 

round error within 50 meters and are in accord with conditions of complete 

preparation. Inaccurate coordinates are determined with greater probable round error. 

This value is used for decision about method of determination subjects for effective 

fire. The value has to be input by subject which gives target coordinates. 

8   Sources for marking the targets 

Marking the targets is activity performed always after detection of the target. 

Process of marking the targets is set in ahead. In an OPORD it is necessary to set two 

first symbols of marking the target, i.e. letter which will be in front of number 

marking of every target which will be detected by reconnaissance group of task 

formation. This letters will be determined by task formation commander or on basis 

of superior's order. Entry is basis for creating numbers, which the targets (detected by 

task formation reconnaissance units) will be marked by. Except that he can also 

determine departure from standard procedure. 
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9   Marking of fire control system elements 

The For marking of fire control system elements in sense of scheme - System of 

fire command and control and target marking according to Numbering targets it is 

important to establish names of task formations. It should contain number marks of 

regiments (brigades) which are parts of the task formation. Nevertheless it is possible, 

that task formation is made by bigger amount of units and none of them is the biggest 

one. If lack of clarity is likely to appear in task formation marking, it is vital that 

superior task formation's commander will establish marking of subordinate task 

formations in his order. [7] 

10   Target priority 

For planning and choice of targets automation it is necessary to establish priorities 

of targets for single periods, tasks or fazes of combat activity. Strengthened task 

formation commander will establish by this method which enemy objects are most 

important for the success of mission. Based on this decision, official responsible for 

combat support can decide about elimination of targets detected in real time without 

necessity of approving by task formation commander. Also ASRPP-DEL suggests 

target elimination order in accord to priority established by OPORD. 

11   Ammunition replenishment 

Commander has to set a value of ammo stock which will lead to requirement for 

ammunition replenishment from logistic units OPORD. The amount depends on 

logistic capabilities to react immediately to required amount of ammunition. The 

faster logistic reaction will be the smaller amount of ammo can be set by the 

commander. 

12   Conclusion 

It is necessary to write a great number of facts in task formation commander's 

OPORD, which has never been there so far or which has been written in a different 

form. It is obvious that these facts will not be usually written in main parts of 

OPORD, but in its annexes, i.e. annex E - Fire support, in firing schedule and in target 

list.  

All basics for fire command and control have to have the form which will allow 

printing and using the documents without ASRPP-DEL support. [5]  

The system also has to allow an access to documents and information to all subjects 

of command, coordination and fire support control which would obtain them regularly 

by normal way or they need it for their activity. The system of creating OPORDs 

allows changing of OPORD parts according to actual needs.  
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Therefore there are conditions for automatic fire command and control even in case 

of cooperation with superior task formation commander. 

For effective work of artillery units near to the meeting line of two geographical 

zones it is needed for ASRPP-DEL to create mathematic apparatus allowing 

automatic recalculation of coordinates from one geographical zone to another. 

For calculation of ammo consumption for fire to expected sort of targets it is 

necessary to set norms of ammo consumption for weapon systems which are in ACR.  
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Abstract. Cloud computing is filling the gap as a fifth utility service by  building 
higher capabilities of IT infrastructure. This also lends the cloud for research as 
one of the  focus areas. Cloud researchers lack the opportunity to work with 
real cloud test beds. The cloud simulation tools available  in academia and 
research have limitations like  dependency on  programming for simulation 
setup; for further deployment of new load balancing algorithms, the 
understanding of underlying simulator architecture is required. Further non 
availability of a single snapshot of multiple simulation exercise and non 
availability of database support is not another disadvantage. This paper 
addresses these issues to a great extent by introducing a cloud simulation tool 
with enhanced features like algorithm editor, multiple simulation comparator  
and database support. The proposed features provide an abstraction to the 
simulator application. This allows researchers to focus on better analysis of the 
behavior of  applications rather than understanding the implications and 
working of the underlying architecture. 

1 Introduction: 

In the last few years, distributed applications have opened up various 
avenues for the advancement of cloud technologies. Cloud technologies 
provide us a platform for various infrastructure services portraying thus itself 
as a very attractive option for industry, startups and academia. The growing 
popularity of cloud and  the increasing competition has also made cloud an 
emerging area of research focus. However, the cloud researchers in industry 
and academia lack access to real cloud test beds[21]. Thus, the most feasible 
option available is to simulate the powerful cloud infrastructure so that cloud 
researchers can use the simulators to analyze and predict the behavior of 
their applications and algorithms which can later be deployed on real cloud 
test beds.  However at present only a limited number of cloud simulators 
[18]  are present. Further, to deploy new service broker [7]  and VM load 
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balancing algorithms [7,10] a researcher has to understand the underlying 
details of the simulators which leads to non productive effort.  Also, the 
simulators available do not have a database support as a result of which the 
powerful query based analysis of the results is not available. So the goal of 
this paper is to propose a cloud simulation tool with enhanced features like 
algorithm editor, multiple simulation comparator  and database support that 
addresses the limitations highlighted above to a great extent. The proposed 
features provide an abstraction to the simulator application. This allows 
researchers to focus on better analysis of the behavior of applications rather 
than understanding the implications and working of the underlying 
architecture. 

The rest of the paper is organized as follows: Section 1provides an 
introduction to the proposed work. Section 2 includes the motivation  & 
problem definition, section 3 includes the related study on available cloud 
simulators. Sections 4 and 5 provide an exhaustive description of the 
proposed research work i.e. CloudAnalyzer and architectural design of 
CloudAnalyzer respectively. In addition, sections 6 and 7 includes the 
detailed design and Implementation of CloudAnalyzer. Section 8 summarizes  
the  observations using the evaluation criteria for CloudAnalyzer. Section 9 
uses a case study to demonstrate the successful testing and implementation 
of the CloudAnalyzer tool. Finally, Section 10 summarize the conclusion and  
limitations respectively.  

2 Motivation  & Problem Definition 

There are several popular toolkits [18] available that can be used to model a 
simulated cloud environment to study the behavior of researcher's 
applications and algorithms. In spite of these facts there is ample space 
available foe feature enhancement so that  the focus is on the simulation 
parameters and not on the coding part.  

A major problem most researchers face while  working on load balancing[20] 
algorithms face is the complexity involved in understanding the underlying 
complexities of the simulator. Due to this, the focus of the researcher shifts 
from the generation of new ideas in the form of query at new level  to 
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understanding the core architectural design of the simulator at the physical 
level which unnecessary leads to reinventing the wheel of nonprofitable 
effort . So, there is need for a cloud simulation toolkit that abstracts the 
underlying architecture and design, With the above limitations overcome the 
researcher can focus on the design of new load balancing algorithms. 
Limitations of the existing simulator to provide  a user the capability to run 
only a single simulation at a time leads to the comparison of algorithms and 
multiple simulations to be done manually by running one simulation at a 
time. Therefore, there is a need for a simulator which makes the task of 
comparing multiple simulations easier and reduce the manual and repetitive 
work. 

Another problem in the available simulators is that one has to manually 
analyze the results of the queries to draw meaningful conclusions as they 
lack database support. So, there is a need for a simulator with database 
support. This database should store the simulations for powerful database 
query analysis. 

The above scenario   leads us to the following problem definition: 

To simulate a cloud environment that provides easy deployment and allows 
comparison of  innovative Service broker and VM load balancing policies that 
provide persistence storage  for database query analysis. 

The above problem definition leads to the following broad objectives that 
are summarized below: 

• Investigate existing simulation techniques for studying cloud based 
infrastructure. 

• Comparison of different cloud simulators  

• Identify the shortcomings of each simulation technique. 

• Explore different approaches that can be adopted to extend the existing 
simulators to make them more usable and flexible for the researchers. 

• Design a new cloud simulation toolkit ie. CloudAnalyzer which uses the 
identified approaches that has flexible design and can be refined and 
extended. 

• Identify test scenarios to test the simulation tool introduced in this paper. 
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• Test application using the CloudAnalyzer. 

3 Related Study 

The growing popularity of cloud computing in both research and academia 
has introduced cloud as one of the focus area of future research. However, 
researchers who want to analyze their applications performance on cloud or 
to test their scheduling algorithms on cloud do not have the opportunity to 
work with real cloud test beds because of the huge expenditure involved in 
the set up of the same[7]. So, to promote research in the area of cloud 
computing the best that can be done is to provide researchers with cloud 
simulation tools on which they can test their applications and algorithms 
[19]. 

Cloud computing is related to grid computing [22] as both the computing 
technologies are based on large scale distributed resources [1]. To promote 
research in the area of grid computing, various popular simulators are 
available viz. Gridsim [6], Simgrid [8, 11], OptorSim [12] and GangSim [13]. 
Although, grid simulators can simulate a large scale distributed environment. 
However, unlike grid computing, cloud computing uses virtualization 
technologies at various levels for resource sharing and dynamic resource 
pooling to provide various services viz. IaaS, PaaS, SaaS [14]. Moreover, cloud 
is based on the pay per use i.e. utility model [9]. So, grid simulators cannot 
simulate a virtualized cloud environment based on utility model. So, cloud 
simulators were proposed. 

Some popular cloud simulators are CloudSim[3,4,5], CloudAnalyst[2,7], 
GreenCloud[15], NetworkCloudSim[16].The CloudSim[6] toolkit supports 
modeling and creation of one or more virtual machines (VMs) on a simulated 
node of a Data Center, jobs, and their mapping to suitable VMs. It also allows 
simulation of multiple Data Centers to enable a study on federation and 
associated policies for migration of VMs for reliability and automatic scaling 
of applications. CloudAnalyst [2, 7] is built directly on top of CloudSim [3] 
toolkit, leveraging the features of the original framework and extending 
some of the capabilities of CloudSim. GreenCloud [15] provides a simulation 
environment for energy-aware cloud computing data centers. GreenCloud is 
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designed to capture details of the energy consumed by distributed 
environments. NetworkCloudSim [16] supports modeling of real Cloud data 
centers and generalized applications such as HPC, e-commerce and 
workflows.  

Out of all the above simulators, CloudAnalyst is the most suitable to analyze 
Service broker and VM load balancing algorithm in different scenarios as 
CloudAnalyst provides users with the capability to modify and test their 
algorithms with the help of user friendly GUI (Graphical User Interface). 

4 Proposed research work: CloudAnalyzer 

 
The Figure 1 shows that the proposed simulator has functionalities built on 
top of the existing simulator CloudAnalyst [7]  which inturn has built on top 
of CloudSim[4]. CloudAnalyst extended the capabilities of CloudSim by 
providing GUI which could provide ease of use to user [3]. CloudAnalyzer 
extends the functionality of CloudAnalyst by adding support for 
multithreading, algorithm editor and database. Algorithm editor abstracts 
the underlying architecture and design of the CloudAnalyzer from the user.  
This functionality is useful to the user as the user can add new and 
innovative load balancing algorithms on the simulator without understanding 
the underlying architecture. This way the user of this simulator can focus on 
the design aspects of his simulator rather than focusing on the underlying 
architecture leading to reduced effort and better algorithm design. 
Multithreading support added in CloudAnalyzer allows a user to run multiple 
simulations at a time which can help the user to compare multiple 
simulations with different parameters or algorithms. this reduces the manual 
comparisons which leads reduced effort. The database support in 
CloudAnalyzer allows the user to maintain a record of the simulations. Also, 
the query support in database can help in analyzing the simulations in a 
better way. 
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Fig. 1. CloudAnalyzer:  An overview 

5 CloudAnalyzer : Architecture Design goals 

The proposed simulator supports the existing features of CloudAnalyst like 
Graphical output for more powerful analysis, Parameter Selection, 
Separation of simulation exercise from coding 

The features of CloudAnalyzer that extend its capabilities over existing 
simulators are: 

• Database support 
Proposed approach should support a database so that we can save our 
simulation in database and access them anytime. 
 

• Query window 
The user is provided with a query window so that he can query the 
database to analyze various patterns. 
 

• Algorithm  editor 
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It provide user with a higher level of abstraction where user can deploy his 
innovative service broker and VM load balancing policy without having the 
insight of the underlying architecture.  
 

• Graphical output for more powerful analysis 
It should provide a graphical output of the simulation results which 
enables the results to be analyzed more easily and more efficiently.  
 

• Real time Monitoring 
Proposed approach should monitor the simulations in real time. The 
graphs generated should depict the real time scenario in the cloud 
environment. 
 

• Multithreading support to run multiple simulations run over network 
Proposed approach should provide support for multithreading to run 
multiple simulations simultaneously which will allow us to compare the 
results of multiple simulations and draw useful conclusions from them. 
 

• Separate simulation exercise from coding       
Separate the simulation exercise from a programming exercise and enable 
a modeler to concentrate on the simulation parameters rather than the 
technicalities of programming. 

5.1 CloudAnalyzer: Use Case Diagram 

The Figure 2 shows that a use case diagram of CloudAnalyzer which depicts 
the following: 

• A user of CloudAnalyzer can manage the Nodes, Clusters and VM 
configuration in the cloud by selecting appropriate parameters for 
simulation configuration. 

• A user of CloudAnalyzer can manage the load balancing and service broker 
policies for the simulation .  
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• The algorithm editor in the CloudAnalyzer allows a user to add new VM 
and service broker algorithms without understanding the underlying 
coding details. 

• A modeler can also monitor the simulation in real time and can generate 
reports and graphs for various simulations.  

• A user can configure multiple simulations based on different parameters/ 
VM and service broker algorithms for better comparison n real time. 

• The user can store the parameters and the results of the simulation in the 
database 

• The user can see the schema of the database and can query the database 
in the query window to analyze the results to derive meaningful 
conclusions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Applied Mathematics, Computational Science and Engineering

ISBN: 978-1-61804-246-0 396



Fig. 2. Figure 2: Use Case Diagram for CloudAnalyzer 

5.2 CloudAnalyzer:  Architectural design 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Figure 3: Architectural design of CloudAnalyzer 

CloudAnalyzer is extending the functionality of CloudAnalyst [7]. A Cloud 
consists of a number of physical machines called as Nodes. A group of nodes 
form a Cluster. Hence, a Cloud is composed of number of Clusters. Each node 
is virtually divided into a number of Virtual Machines(VMs) .A Client in a 
cloud gives of number requests to the cloud which are deployed on VMs. A 
unit of client request group is called as a Cloudlet. A group of a clients is 
called as Client Group. Cluster Controller manages a Cluster while the Node 
Controller manages the Nodes in a cloud. When a Cloudlet arrives at a cloud 
the first job of scheduling is of Cluster Controller that allocates an 
appropriate Cluster to the Cloud using Service Broker algorithms. The next 
job of scheduling to allocate an appropriate VM on a node from amongst the 
nodes in a cluster is done by Node Controller by using appropriate VM load 
balancing algorithms. All these components of a cloud are modeled in the 
CloudAnalyzer to fully implement the functionality of a cloud. 
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5.3 Cloudlet Processing: Effective time computation 

 

The effective time taken for a processing of a cloudlet includes the following: 
Let, 
 t1=Network delay time 
 t2=Waiting time in queue at Service broker  
 t3=Delay at service broker to allot a cluster 
 t4=Waiting time in queue at VM load  balancer  
 t5=Delay at VM load  balancer to allot a VM  
 t6= execution time on the allotted VM 
So, the effective time taken for a processing of a cloudlet= t1+t2+t3+t4+t5+ 

Fig. 4. Figure 4: Times for a processing of a cloudlet on a cloud 

 

In the ideal case the waiting queue will be empty, so there will no waiting 
time in queue at Service broker and VM load  balancer. i.e.t2=0 , t4=0.  

So, the  ideal case effective time taken for a job to process= t1 +t3 +t5+t6 
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6 CloudAnalyzer: Detailed Design   

Fig. 5. Figure 5: Domain Class Model for CloudAnalyzer 

The Figure 5 shows the Domain Class Model for CloudAnalyzer. The 
CloudAnalyzer has been built on top of CloudAnalyst using its features. The 
world is divided into ‘Regions’ that coincide with the 6 main continents in the 
World. Internet is an abstraction for the real world Internet, implementing 
only the features that are important to the simulation. ClientGroup groups a 
number of Clients in a given region who use the services of cloud. 
ClientGroup component is responsible for generating Cloudlet, which are a 
unit of request. These cloudlet traverse through internet and received by the 
ClusterController component. The ClusterController uses the ServiceBroker 
policies to allocate an appropriate cluster to the Cloudlet. The Cluster further 
consists of a number of nodes which are virtually divided into number of 
VMs. The NodeController uses VMLoadBalancer policies to allocate an 
appropriate VM to a Cloudlet. The GUI helps to define the simulation 
parameters and view the results graphically. The simulation components 
keeps a track of simulation parameters, creating and executing the 
simulation. It also uses multithreading to run multiple simulation together so 
that they can be analyzed in a better way. The Algorithm Editor allows a user 
to add new VM and service broker algorithms without understanding the 
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underlying architecture by  abstracting the architecture details. The 
simulation results are stored in a database  so that we can retrieve and 
analyze them easily. 

7 CloudAnalyzer: Implementation 

CloudAnalyzer is based on a component driven design that is subject to 
flexible extensions.  the tools and technologies used for implementation 
comprised of Java (Java SE 1.6); Netbeans IDE 6.5, Java Swing (Java 
Foundation Classes for GUI ); CloudAnalyst; CloudSim; SimJava and MySQl 
The implementation snapshots are depicted in Figure 6 and 7 respectively. 

 

  

Fig. 6. Figure 6: Main Screen of CloudAnalyzer 
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Fig. 7. Figure 7: Algorithm editor Screen of CloudAnalyzer 

8 Observations : Evaluation Criteria for CloudAnalyzer 

CloudAnalyzer helps to separate the simulation configuration exercise from 
coding exercise and makes it easy for a researcher and the practitioner to 
focus on analyzing the algorithm by providing a GUI. The graphical output in 
CloudAnalyzer helps in more analytical interpretation of the results and 
serves as a basis for comparative analysis The parameter configuration can 
be customized to test the behavior of different applications on cloud. the 
algorithm editor window abstracts the underlying architecture details so that 
the researcher can focus on analyzing the behavior of its innovative Service 
Broker or VM load balancing algorithms rather than understanding the 
architecture details of the simulator. The PDF report generator helps in 
generating a summarized results of a simulation. The database support helps 
in persistent storage of the results which helps in Query based analysis of the 
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results for deriving meaningful results. The Real time Monitoring  gives a real 
time picture of the simulation for better analysis of the simulation. 

Table 1: Comparative Study of CloudAnalyzer and CloudAnalyst  

Features CloudAnalyzer CloudAnalyst  

GUI support YES YES 

Graphical output YES YES 

Parameter configuration YES YES 

Multiple  simulations YES NO 

Algorithm editor YES NO 

PDF report exporter YES YES 

Database support YES NO 

Real time monitoring YES NO 

Query based analysis YES NO 

9 Case study:  

To test the behavior of a social networking site, facebook with users 
distributed globally [round robin] on a cloud using Round Robin with server 
affinity VM Load balancing algorithm for various scenarios of multiple data 
centers ranging from 1 to 15 [10]. 

The bar chart for Overall Average Response Time for multiple data centers 
ranging from 1 to 15 is shown in Figure 8. 
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Fig. 8. Figure 8: Bar chart depicting the Overall Average Data Center Processing time and 
Overall average Data center response time for Round Robin with Server Affinity VM Load 

balancing algorithm 

10 Conclusion and limitations 

The Cloud environment has made it possible to address the deployment and 
hosting of applications more economically and more flexibly by using 
powerful infrastructure services. The work addressed in this paper proposes 
an enhanced simulation tool CloudAnalyzer for researchers. that will serve 
the purpose of studying the large scale applications on the cloud with 
different configuration parameters. This simulation tools  provides enhanced 
features like multithreading support, algorithm editor window and database 
support which will help the researchers in the area of cloud particularly in 
VM load balancing and service broker policies to apply and test their 
innovative ideas more analytically without going into the details of the 
underlying implementation architecture. This allows researchers to focus on 
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better analysis of the behavior of their applications rather than 
understanding the implications and working of the underlying architecture. 

Delays & cost may differ from real time cloud environment depending on 
different cloud infrastructures. Simulation results only serve as a basis for 
comparison. Due to budget constraints, authors has tested the proposed 
application on a considerably low cost hardware. However, in future authors 
are planning to test the application on a more powerful hardware. Authors  
has not taken care of the security issues and fault tolerance mechanisms  in a 
cloud base infrastructure. 
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