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Keynote Lecture 
 

Highlights of Modern Astrophysics, or The Gold Effect: How reliable is Modern Astrophysics? 
 

 
 

Professor Wolfgang Kundt 
Argelander Institut für Astronomie, Bonn 

GERMANY 
E‐mail: wkundt@astro.uni‐bonn.de  

 
Abstract: Our modern civilisation, on Earth, owes  its existence and comfort  to  three kinds of 
machines: 
(1) 'Manmade' machines, which produce (~millions of identical) cars, trains, airplanes, rockets, 
guns, bombs, smart phones, ipads, and of further useful equipment, which help us control our 
environment; 
(2)  'Biological',  or  'organic'  machines,  which  produce  (~millions  of  almost  identical)  living 
creatures, with  all  their  senses  for  orientation, motion,  action,  and  for  housekeeping  their 
bodies ‐ steered by their DNA ‐ and involving lenses, ears, thermostats, and all sorts of further 
organs acting like physical hardware; and: 
(3) 'Inorganic' machines, which have been at work since the origin of the Universe ‐ long before 
the existence of  life  ‐ which provided  stars, planets, moons, magnetic  fields, accretion disks, 
stellar  winds,  nova  and  supernova  explosions,  and  all  the  astrophysical  twin‐jets,  also  the 
cosmic rays, and the gamma‐ray bursts. They are not always well understood. 
Whereas all the manmade machines are well understood (by their constructors), and perform 
reliably, having been multiply tested, and all the organic machines often perform even better, 
and more reliably ‐ having survived on Earth for millions, or even billions of years ‐ the inorganic 
machines  have  often  caused  "conumbra"  to  their  detectors,  and  have  often  found  wrong 
explanations in the literature, suffering from the Gold effect: because they could not be tested. 
They were equally relevant for the existence of life. I will present various examples of the latter. 
 
Brief  Biography  of  the  Speaker:  Born  in  Hamburg  in  1931;  High  School  in  Dresden  and 
Hamburg; University Career  in Hamburg: Diploma (1956), Ph.D. (1959), Habilitation (1965), all 
with Pasual Jordan in Theoretical Physics, centered on General Relativity. 
Lectures in: Kiel, Hamburg, Geneva (CERN), Bielefeld, Bonn. 
Extended  Visits  of:  Pittsburgh  (Pa),  Cambridge  (England),  Kyoto,  Bangalore,  Boston,  Linz, 
Maribor. 
Organisation of 15 international Conferences in Europe. 
Publication:  of  more  than  280  articles,  and  9  books  on  fundamental  physics,  including 
quantisation,  astrophysics,  geophysics,  and  biophysics,  among  them:  "Astrophysics,  A  new 
Approach", Springer 2004, and "Physikalische Mythen auf dem Pruefstand", with Ole Marggraf, 
Springer 2014. 
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Scientific  friends: Erich Bagge, Felix Pirani, Werner  Israel, Thomas Gold, Hermann Bondi, Rolf 
Hagedorn, John Archibald Wheeler, Antonino Zichichi, Werner Buckel, Peter Scheuer, Rajaram 
Nityananda, David Layzer. 
Frequent disagreements with mainstream opinions: More than 135 'alternatives' can be found 
in my publications, including my books. 
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Plenary Lecture 
 

Data Compression: Learning and Clustering 
 

 
 

Professor Bruno Carpentieri 
Dipartimento di Informatica 

Universita di Salerno 
ITALY 

E‐mail: bc@dia.unisa.it  
 

Abstract: Data Compression is generally motivated by the economic and logistic needs to save 
space  in  storage media and  to  save bandwidth  in  communication. Today we know  that data 
compression, clustering, data classification, learning and data mining are all facets of the same 
multidimensional  coin  and  that  the  data  compression  process  is  strictly  bound  to  efficient 
clustering and learning. In this talk we will review some of the recent advances in the field and 
we will exploit the relationship between compression, learning and clustering. 
 
Brief Biography of the Speaker: Bruno Carpentieri received the “Laurea” degree  in Computer 
Science  from  the  University  of  Salerno,  Salerno,  Italy,  and  the M.A.  and  Ph.D.  degrees  in 
Computer Science from the Brandeis University, Waltham, MA, U.S.A. 
Since  1991, he has been  first Assistant Professor  and  then Associate Professor of Computer 
Science  at  the University  of  Salerno  (Italy). His  research  interests  include  lossless  and  lossy 
image  compression,  video  compression  and motion  estimation,  information  hiding.  He  has 
been  for many years Associate editor of  the  journal  IEEE Trans. on  Image Processing. He was 
chair and organizer of the International Conference on Data Compression, Communication and 
Processing 2011, co‐chair of  the  International Conference on Compression and Complexity of 
Sequences, and,  for many years, program  committee member of  the  IEEE Data Compression 
Conference. He  has  been  responsible  for  various  European  Commission  contracts  regarding 
image and video compression and digital movies. 

 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 16



1

Silicon and CMOS-Compatible Spintronics
Viktor Sverdlov, Joydeep Ghosh, Alexander Makarov, Thomas Windbacher, and Siegfried Selberherr

Institute for Microelectronics, Technische Universität Wien
Gußhausstraße 27–29, A-1040 Wien, Austria

Email: {sverdlov|ghosh|makarov|windbacher|selberherr}@iue.tuwien.ac.at

Abstract— Silicon, the main material of microelectronics, is
attractive for extending the functionality of MOSFETs by using
the electron spin. However, spin lifetime decay in the silicon-
on-insulator transistor channel is a potential threat to spin-
driven devices using silicon. We predict a giant enhancement
of the electron spin lifetime in silicon thin films by applying
uniaxial mechanical stress. The advantage of our proposal is that
stress techniques are routinely used in semiconductor industry to
enhance the electron and hole mobilities in MOSFETs. The spin
manipulation in silicon by purely electrical means is a challenge
because of a relatively weak coupling of the electron spin to the
electric field through an effective gate voltage dependent spin-
orbit interaction. In contrast, the coupling between the spin ori-
entation and charge current is much stronger in magnetic tunnel
junctions. Magnetic random access memory (MRAM) built on
magnetic tunnel junctions is CMOS-compatible and possesses
all properties needed for universal memory. We demonstrate a
significant improvement of one of the critical MRAM character-
istics, the switching time, by specially designing the recording
layer. Finally, by using MRAM arrays we discuss a realization
of an intrinsic non-volatile logic-in-memory architecture suitable
for future low-power electronics.

Index Terms— Spin lifetime modeling, valley splitting, tunnel-
ing magnetoresistance, magnetic tunnel junctions, spin transfer
torque, universal memory, MRAM, implication-based logic, logic-
in-memory

I. INTRODUCTION

The tremendous increase in performance, speed, and density
of modern integrated circuits has been supported by the
continuous miniaturization of CMOS devices. Among the
most crucial technological changes, lately adopted by the
semiconductor industry, was the introduction of a new type
of multi-gate three-dimensional (3D) transistors [1]. Multi-
gate 3D device architecture potentially allows device scaling
beyond 10nm. However, the obvious saturation of MOSFET
miniaturization puts clear foreseeable limitations to the con-
tinuation of the increase in the performance of integrated
circuits. Thus, research for finding alternative technologies and
computational principles is paramount.

The electron spin is attractive for complimenting or even
replacing the charge-based MOSFET functionality. It is char-
acterized by two possible projections on a given axis and
can be potentially used in digital information processing.
In addition, only a small amount of energy is needed to
alter the spin orientation. Silicon is well suited for spin-
driven applications. Silicon predominantly consists of 28Si
nuclei with zero magnetic spin. The spin-orbit interaction is
also weak in the silicon conduction band. Even though these

This work is supported by the European Research Council through the grant
#247056 MOSILSPIN.

features are promising, the demonstration of basic elements
necessary for spin related applications, such as injection of
spin-polarized currents into silicon, spin transport, and detec-
tion, was performed only recently.

A special technique [2] based on the attenuation of hot
electrons with spins anti-parallel to the magnetization of the
ferromagnetic film allowed creating an imbalance between the
electrons with spin-up and spin-down in silicon thus injecting
spin-polarized current. The spin-coherent transport through the
device was studied by applying an external magnetic field
causing precession of spins during their propagation from
source to drain. The detection is performed with a similar
hot electron spin filter. Although the drain current is fairly
small due to the carriers’ attenuation in the source and drain
filters, as compared to the current of injected spins, the
experimental set-up represents a first spin-driven device which
can be envisaged working at room temperature. Contrary to the
MOSFET, however, the described structure is a two-terminal
device. Nevertheless, the first demonstration of coherent spin
transport through an undoped 350µm thick silicon wafer [3]
has triggered a systematic study of spin transport properties
in silicon [4].

II. SILICON SPINFET

The spin field-effect transistor (SpinFET) is a future semi-
conductor spintronic device with a superior performance rel-
ative to the present transistor technology. Complementing or
replacing the charge degree of freedom used for computation
in modern CMOS circuits with the electron spin promises to
reduce the energy dissipation [5]. SpinFETs are composed of
two ferromagnetic contacts (source and drain), linked by a
non-magnetic semiconductor channel region. The ferromag-
netic contacts inject and detect spin-polarized electrons, in
analogy to polarizer and analyzer as indicated already long
ago by Datta and Das [6]. Because of the effective spin-orbit
interaction in the channel, which depends on the perpendicular
effective electric field, the spin of an electron injected from the
source starts precessing. Only the electrons with spin aligned
to the drain magnetization direction can leave the channel
thus contributing to the current. Therefore, the total current
through the device depends on the relative angle between
the magnetization direction of the drain and the electron spin
polarization at the end of the semiconductor channel. A current
modulation is achieved by tuning the strength of the spin-orbit
interaction in the semiconductor region by the gate voltage..
In order to realize the SpinFET, the following requirements
must be fulfilled [7], namely an efficient spin injection and
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detection, spin propagation, and spin manipulation by purely
electrical means. We briefly overview recent achievements and
challenges for the practical realization of a SpinFET.

A. Spin injection and propagation

Spin injection in silicon from a ferromagnetic metal is over-
shadowed by an impedance mismatch problem [8]. A solution
to the impedance mismatch problem is the introduction of
a potential barrier between the ferromagnetic metal and the
semiconductor [9]. A successful experimental demonstration
of a signal which should correspond to spin injection in
doped silicon at room temperature was first performed in
2009 [10] using an Ni80Fe20/Al2O3 tunnel contact. Electrical
spin injection through silicon dioxide at temperatures as high
as 500K has been reported in [11]. Regardless of the success
in demonstrating spin injection at room temperature, there
are unsolved challenges which may compromise the results
obtained. One of them is a several orders of magnitude discrep-
ancy between the signal measured and the theoretical value.
It turns out that the signal is stronger than predicted in three-
terminal measurements [4]. The reasons for the discrepancies
are heavily debated [12], [13] and it is apparent that more
research is needed to resolve this controversy.

For a spin-based device the possibility to transfer the excess
spin injected from the source to the drain electrode is essential.
The excess spin is not a conserved quantity, in contrast to
charge. While diffusing, it gradually relaxes to its equilibrium
value which is zero in a non-magnetic semiconductor. An
estimation for the spin lifetime at room temperature obtained
within the three-terminal injection scheme was of the order
0.1-1ns [4]. This corresponds to an intrinsic spin diffusion
length l=0.2-0.5µm. The spin lifetime is determined by the
spin-flip processes. Several important spin relaxation mecha-
nisms are identified [14], [15]. In silicon the spin relaxation
due to the hyperfine interaction of spins with the magnetic
moments of the 29Si nuclei is important at low temperature.
Because of the inversion symmetry in the silicon lattice the
Dyakonov-Perel spin relaxation mechanism is absent in bulk
systems [14], [15]. At elevated temperatures the spin relax-
ation due to the Elliot-Yafet mechanism [14], [15] becomes
important.

The Elliot-Yafet mechanism is mediated by the intrinsic
interaction between the orbital motion of an electron and its
spin and electron scattering. When the microscopic spin-orbit
interaction is taken into account, the Bloch function with a
fixed spin projection is not an eigenfunction of the total Hamil-
tonian. Because the eigenfunction contains a contribution with
an opposite spin projection, even spin-independent scattering
with phonons generates a small probability of spin flips [16].
The spin lifetime in undoped silicon at room temperature is
about 10ns, which corresponds to a spin diffusion length of
2µm, in agreement with experiments [4].

The main contribution to spin relaxation is due to optical
phonon scattering between the valleys residing along different
crystallographic axis, or f -phonons scattering [17], [18]. The
relatively large spin relaxation reported in electrically-gated
lateral-channel silicon structures [19], [20] indicates that the
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Fig. 1. Dependence of spin lifetime on shear strain for T=300K and a film of
4nm thickness. Optical (OP), longitudinal (LA) and transversal (TA) acoustic
phonon, and surface roughness spin relaxation contributions are also shown.

extrinsic interface induced spin relaxation mechanism is im-
portant. This may pose an obstacle in realizing spin-driven
CMOS-compatible devices, and a deeper understanding of the
fundamental spin relaxation mechanisms in silicon inversion
layers, thin films, and fins is needed.

The theory of spin relaxation must account for the most
relevant scattering mechanisms which are due to electron-
phonon interaction and surface roughness scattering. In order
to evaluate the corresponding scattering matrix elements, the
wave functions must be found. To find the wave functions, we
employ the Hamiltonian describing the valley pairs along the
[001]-axis [21]. The Hamiltonian includes confinement and an
effective spin-orbit interaction. It also describes the unprimed
subband structure, when uniaxial stress is applied [22]. Shear
strain lifts the degeneracy between the unprimed subbands.
The enhanced valley splitting makes the inter-valley spin
relaxation irrelevant which results in a giant spin lifetime
enhancement shown in Fig.1. Therefore, shear strain now rou-
tinely used to enhance the performance of modern MOSFETs
can also be used to influence the spin propagation in the
channel by enhancing the spin lifetime and the spin diffusion
length significantly.

B. Electric spin manipulation in silicon

Because of the weak spin-orbit interaction, silicon was not
considered as a candidate for a SpinFET channel material.
Recently it was shown [23] that thin silicon films inside
SiGe/Si/SiGe structures may exhibit relatively large values of
spin-orbit coupling. In actual samples with rough interfaces
the inversion symmetry is broken, and atomistic simulations
predict a relatively large value for the spin-orbit coupling
β ≈ 2µeVnm [24], which is in agreement with the only value
reported experimentally [25], sufficient for realizing a silicon
SpinFET. However, the channel length needed to achieve the
substantial TMR modulation is close to a micron [26].

For shorter channels, the only option to realize a SpinFET
is to exploit the relative magnetic orientation of the source
and drain ferromagnetic contacts [7]. This adds a functionality
to reprogram MOSFETs to obtain a different current under

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 18



Fig. 2. Magnetization components vs. time for an elliptical 52.5× 25nm2

MTJ with a composite free layer. The magnetizations of the left and right
halves shown separately stay in-plane explaining the acceleration of switching
(cf. [31]).

the same conditions by changing the drain magnetization
orientation relative to the source. Once modified, the magne-
tization remains the same infinitely long without any external
power. This property is used in emerging magnetic non-volatile
memories.

III. SPIN TRANSFER TORQUE MAGNETIC RAM

The basic element of magnetic random access memory
(MRAM) is a magnetic tunnel junction (MTJ). The three-layer
MTJ represents a sandwich of two magnetic layers separated
by a thin spacer which forms a tunnel barrier. While the
magnetization of the pinned layer is fixed, the magnetization
orientation of the recording layer can be switched between
the two stable states parallel and anti-parallel to the fixed
magnetization direction. A memory cell based on MTJs is
scalable, exhibits relatively low operating voltages, low power
consumption, high operation speed, high endurance, and a
simple structure.

Switching between the two states is induced by spin-
polarized current flowing through the MTJ. The recoding
layer magnetization switching, by means of the spin transfer
torque (STT) [27], [28], makes STT MRAM a promising
candidate for future universal memory. Indeed, STT-MRAM
is characterized by small cell size (4F 2) and high density
inherent to DRAM, fast access time (few ns) intrinsic to
SRAM, non-volatility and long retention time subject to flash
as well as high endurance (1014).

Because the spin-polarized current is only a fraction of the
total charge current passing through the cell, high currents are
required to switch the magnetization direction of the free layer.
The reduction of the current density required for switching
and the increase of the switching speed are the most important
challenges in STT-MRAM developments [29]. If the recording
layer is composed of two parts, one obtains a nearly three time
faster switching at the same current density in a system with
a composite in-plane ferromagnetic layer [30]. The composite
layer is obtained by removing a central stripe of a certain width
from the monolithic free layer of elliptic form (Fig.2). Due
to the removal of the central region the switching processes
of the left and right parts of the composite free layer occur
in opposite senses to each other. In contrast to the switching
of the monolithic layer, the magnetization of each half stays
in-plane (Fig.2). This switching behavior leads to a decrease

Fig. 3. The common STT-MRAM architecture based on the one-
transistor/one-MTJ (1T/1MTJ) structure (cf. [35]).

of the switching energy barrier, while preserving the thermal
stability. The reduction of the switching time depending on
geometry parameters is investigated in [31], [32].

IV. STT-MRAM BASED LOGIC-IN-MEMORY

The introduction of non-volatile logic could help signifi-
cantly reducing the heat generation, especially at stand-by,
booting, and resuming stages. It is extremely attractive to
use the same elements as memory and latches to reduce the
time delay and energy waste while transferring data between
CPU and memory blocks. STT-MTJ-based memory has all the
characteristics of a universal memory [36]. Furthermore, the
MTJ technology is attractive for building logic configurations
which combine non-volatile memory cells and logic circuits
(so-called logic-in-memory architecture) to overcome the leak-
age power issue [37]–[39].

Recently, the realization of MTJ-based non-volatile logic
gates was successfully demonstrated, for which the MTJ
devices are used simultaneously as non-volatile memory cells
and main computing elements [33]–[35]. In [33], [34] re-
programmable logic gates realize the basic Boolean logic
operations AND, OR, NAND, NOR, and the Majority op-
eration. All basic Boolean logic operations are executed in
two sequential steps including an appropriate preset operation
in the output MTJ and then applying a voltage pulse (VA)
with a proper amplitude to the gate. Depending on the logic
states of the input MTJs, the preset in the output MTJ, and
the voltage level applied to the gate, a conditional switching
behavior in the output MTJ is provided, which corresponds to
a particular logic operation [34]. A different set of the MTJ-
based logic gates [35] is designed by using any two MRAM
memory cells from an array to realize the Boolean implication
(IMP) operation (Fig.3). Compared to the TiO2 memristive
switches [40], MTJs provide a higher endurance. Furthermore,
the bistable resistance state of the MTJs eliminates the need
for refreshing circuits. The logic implementation using MTJ-
based gates relies on a conditional switching provided by the
state-dependent current modulation on the output (target) MTJ.
The resistance modulation between the high and low resistance
states in the MTJ is proportional to the TMR ratio. The error
probability of MTJ-based operations decrease with increasing
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TMR ratio which is thus the most important device parameter
for the reliability [41].

V. SUMMARY AND CONCLUSION

Recent ground-breaking experimental and theoretical find-
ings regarding spin injection and transport in silicon make
spin an attractive option to supplement or to replace the
charge degree of freedom for computations. Stress routinely
used to enhance the electron mobility can also be used to
boost the spin lifetime. CMOS-compatible STT-MRAM cells
built on magnetic tunnel junctions with a composite recording
layer demonstrate a three-fold improvement of the switching
time as compared to similar cells with a monolithic layer.
The realization of an intrinsic non-volatile logic-in-memory
architecture by using MRAM arrays is outlined.

REFERENCES

[1] M. Bohr, “The evolution of scaling from the homogeneous era to the
heterogeneous era,” in International Electron Devices Meeting (IEDM),
2011, pp. 1.1.1–1.1.6.

[2] I. Appelbaum, B. Huang, and D. J. Monsma, “Electronic measurement
and control of spin transport in silicon,” Nature, vol. 447, pp. 295–298,
2007.

[3] B. Huang, D. J. Monsma, and I. Appelbaum, “Coherent spin transport
through a 350 micron thick silicon wafer,” Phys. Rev. Lett., vol. 99, p.
177209, Oct 2007.

[4] R. Jansen, “Silicon spintronics,” Nature Materials, vol. 11, pp. 400–408,
2012.

[5] S. Bandyopadhyay and M. Cahay, “Electron spin for classical informa-
tion processing: A brief survey of spin-based logic devices, gates and
circuits,” Nanotechnology, vol. 20, no. 41, p. 412001, 2009.

[6] S. Datta and B. Das, “Electronic analog of the electro-optic modulator,”
Appl. Phys. Lett., vol. 56, no. 7, pp. 665–667, 1990.

[7] S. Sugahara and J. Nitta, “Spin-transistor electronics: An overview and
outlook,” Proc. IEEE, vol. 98, no. 12, pp. 2124–2154, Dec 2010.

[8] G. Schmidt, D. Ferrand, L. W. Molenkamp, A. T. Filip, and B. J.
van Wees, “Fundamental obstacle for electrical spin injection from
a ferromagnetic metal into a diffusive semiconductor,” Phys. Rev. B,
vol. 62, pp. R4790–R4793, Aug 2000.

[9] E. I. Rashba, “Theory of electrical spin injection: Tunnel contacts as a
solution of the conductivity mismatch problem,” Phys. Rev. B, vol. 62,
pp. R16 267–R16 270, Dec 2000.

[10] S. P. Dash, S. Sharma, R. S. Patel, M. P. de Jong, and R. Jansen,
“Electrical creation of spin polarization in silicon at room temperature,”
Nature, vol. 462, pp. 491–494, 2009.

[11] C. Li, O. van ’t Erve, and B. Jonker, “Electrical injection and detection
of spin accumulation in silicon at 500K with magnetic metal/silicon
dioxide contacts,” Nature Communications, vol. 2, p. 245, 2011.

[12] R. Jansen, A. M. Deac, H. Saito, and S. Yuasa, “Injection and detection
of spin in a semiconductor by tunneling via interface states,” Phys.
Rev. B, vol. 85, p. 134420, Apr 2012.

[13] Y. Song and H. Dery, “Magnetic-field-modulated resonant tunneling in
ferromagnetic-insulator-nonmagnetic junctions,” Phys. Rev. Lett., vol.
113, p. 047205, Jul 2014.

[14] I. Zutic, J. Fabian, and S. Das Sarma, “Spintronics: Fundamentals and
applications,” Rev. Mod. Phys., vol. 76, pp. 323–410, Apr 2004.

[15] J. Fabian, A. Matos-Abiaguea, C. Ertler, P. Stano, and I. Zutic, “Semi-
conductor spintronics,” Acta Phys. Slovaca, vol. 57, pp. 565–907, 2007.

[16] J. L. Cheng, M. W. Wu, and J. Fabian, “Theory of the spin relaxation
of conduction electrons in silicon,” Phys. Rev. Lett., vol. 104, p.
016601, Jan 2010.

[17] P. Li and H. Dery, “Spin-orbit symmetries of conduction electrons in
silicon,” Phys. Rev. Lett., vol. 107, p. 107203, Sep 2011.

[18] Y. Song and H. Dery, “Analysis of phonon-induced spin relaxation
processes in silicon,” Phys. Rev. B, vol. 86, p. 085201, Aug 2012.

[19] J. Li and I. Appelbaum, “Modeling spin transport in electrostatically-
gated lateral-channel silicon devices: Role of interfacial spin relaxation,”
Phys. Rev. B, vol. 84, p. 165318, Oct 2011.

[20] ——, “Lateral spin transport through bulk silicon,” Appl. Phys. Lett.,
vol. 100, no. 16, pp. 162408, 2012.

[21] D. Osintsev, O. Baumgartner, Z. Stanojevic, V. Sverdlov, and
S. Selberherr, “Subband splitting and surface roughness induced spin
relaxation in (001) silicon SOI MOSFETs,” Solid-State Electron.,
vol. 90, pp. 34 – 38, 2013.

[22] V. Sverdlov, Strain-Induced Effects in Advanced MOSFETs. Wien -
New York: Springer, 2011.

[23] J.-M. Jancu, J.-C. Girard, M. O. Nestoklon, A. Lemaı̂tre, F. Glas, Z. Z.
Wang, and P. Voisin, “STM images of subsurface Mn atoms in GaFs:
Evidence of hybridization of surface and impurity states,” Phys. Rev.
Lett., vol. 101, p. 196801, Nov 2008.

[24] M. Prada, G. Klimeck, and R. Joynt, “Spin-orbit splittings in Si/SiGe
quantum wells: From ideal Si membranes to realistic heterostructures,”
New Journal of Physics, vol. 13, no. 1, p. 013009, 2011.

[25] Z. Wilamowski and W. Jantsch, “Suppression of spin relaxation of
conduction electrons by cyclotron motion,” Phys. Rev. B, vol. 69, p.
035328, Jan 2004.

[26] D. Osintsev, V. Sverdlov, Z. Stanojevic̀, A. Makarov, and S. Selberherr,
“Temperature dependence of the transport properties of spin field-effect
transistors built with InAs and Si channels,” Solid-State Electron.,
vol. 71, pp. 25 – 29, 2012.

[27] J. Slonczewski, “Current-driven excitation of magnetic multilayers,”
Journal of Magnetism and Magn. Materials, vol. 159, no. 1-2, pp. L1–
L7, 1996.

[28] L. Berger, “Emission of spin waves by a magnetic multilayer traversed
by a current,” Phys. Rev. B, vol. 54, pp. 9353–9358, Oct 1996.

[29] A. V. Khvalkovskiy, D. Apalkov, S. Watts, R. Chepulskii, R. S. Beach,
A. Ong, X. Tang, A. Driskill-Smith, W. H. Butler, P. B. Visscher,
D. Lottis, E. Chen, V. Nikitin, and M. Krounbi, “Basic principles of
STT-MRAM cell operation in memory arrays,” J. Phys. D, vol. 46,
no. 7, p. 074001, 2013.

[30] A. Makarov, V. Sverdlov, D. Osintsev, and S. Selberherr, “Reduction of
switching time in pentalayer magnetic tunnel junctions with a composite-
free layer,” Phys. Status Solidi Rapid Research Letters, vol. 5, no. 12,
pp. 420–422, 2011.

[31] A. Makarov, V. Sverdlov, and S. Selberherr, “Magnetic tunnel junctions
with a composite free layer: A new concept for future universal
memory,” in Future Trends in Microelectronics. John Wiley & Sons,
2013, pp. 93–101.

[32] A. Makarov, “Modeling of emerging resistive switching based memory
cells,” Dissertation, Institute for Microelectronics, TU Wien, 2014.

[33] A. Lyle, J. Harms, S. Patil, X. Yao, D. J. Lilja, and J.-P. Wang, “Direct
communication between magnetic tunnel junctions for nonvolatile logic
fan-out architecture,” Appl. Phys. Lett., vol. 97, no. 15, p. 152504,
2010.

[34] A. Lyle, S. Patil, J. Harms, B. Glass, X. Yao, D. Lilja, and J.-P
Wang, “Magnetic tunnel junction logic architecture for realization of
simultaneous computation and communication,” IEEE Trans. Magn.,
vol. 47, no. 10, pp. 2970–2973, Oct 2011.

[35] H. Mahmoudi, T. Windbacher, V. Sverdlov, and S. Selberherr,
“Implication logic gates using spin-transfer-torque-operated magnetic
tunnel junctions for intrinsic logic-in-memory,” Solid-State Electron.,
vol. 84, pp. 191 – 197, 2013.

[36] C. Augustine, N. Mojumder, X. Fong, H. Choday, S. P. Park, and
K. Roy, “STT-MRAMs for future universal memories: Perspective and
prospective,” in International Conference on Microelectronics (MIEL),
May 2012, pp. 349–355.

[37] T. Endoh, “STT-MRAM technology and its NV-logic applications for ul-
timate power management,” in CMOS Emerging Technologies Research
(CMOSETR), 2014, p. 14.

[38] W. Zhao, E. Belhaire, C. Chappert, F. Jacquet, and P. Mazoyer, “New
non-volatile logic based on spin-MTJ,” Phys. Status Solidi A, vol. 205,
no. 6, pp. 1373–1377, 2008.

[39] M. Natsui, D. Suzuki, N. Sakimura, R. Nebashi, Y. Tsuji, A. Morioka,
T. Sugibayashi, S. Miura, H. Honjo, K. Kinoshita, S. Ikeda, T. Endoh,
H. Ohno, and T. Hanyu, “Nonvolatile logic-in-memory array processor
in 90nm MTJ/MOS achieving 75% leakage reduction using cycle-based
power gating,” in International Solid-State Circuits Conference (ISSCC),
Feb 2013, pp. 194–195.

[40] J. Borghetti, G. Snider, P. Kuekes, J. Yang, D. Stewart, and R. Williams,
“Memristive switches enable stateful logic operations via material im-
plication,” Nature, vol. 464, pp. 873–876, 2010.

[41] H. Mahmoudi, T. Windbacher, V. Sverdlov, and S. Selberherr, “Relia-
bility analysis and comparison of implication and reprogrammable logic
gates in magnetic tunnel junction logic circuits,” IEEE Trans. Magn.,
vol. 49, no. 12, pp. 5620–5628, Dec 2013.

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 20



 

 

 
Abstract— The purpose of this article is to show a novel learning 

rule derived from the Hebb rule, for the training of recursive deep 
belief networks. The derivation is de novo, elegant, and similar to 
Hinton’s Contrastive Divergence CD-N, where N is the number of 
recursions (e.g., 1 in a traditional neural multi-layered perceptron). 
This rule is introduced in this article as “Generalized Hebb rule” 
(GH-N) for an entropic cost function for deep belief recursive learn-
ing. This rule is important because: (i) It is easy to apply, (ii) it ap-
plies to a stacked deep belief network, (iii) Hinton’s Contrastive Di-
vergence rule CD-N for continuous units is a special case of this rule, 
and (iv) preliminary experimental results show that – for binary pat-
terns – a deep belief auto-associator trained with a recursive neural 
network often shows a clearer separation of classes in the bottleneck 
layer than trained with backpropagation or compared to principal 
component analysis. 
 

Keywords—deep belief network, Generalized Hebb rule, contras-
tive divergence, auto-associator.  

I. MOTIVATION 

EEP belief networks (DBN) [1-2] have rejuvenated inter-
est in artificial neural networks, but are still hard to grasp 

for novices in artificial neural networks. DBN are basically a 
stacking of layers of neurons and can be trained layer by layer 
using Restricted Boltzmann Machines (RBM) [3-6]. The pur-
pose of this article is to introduce and derive a novel training 
rule, the Generalized Hebb rule (GH-N), for recursive deep 
belief stacked auto-associators, which can also be applied to 
deep belief networks. The resulting training rule has a strong 
similarity with Hinton’s Contrastive Divergence rule (CD-N) 
[6-8] but applies directly to continuous units [16] as well, and 
does not need the Boltzmann type of “stochasticity” to inter-
pret the firing of a neuron. This rule is derived de novo, start-
ing from the Hebb rule, and applies to a recursive single layer 
of a stacked auto-associator. Preliminary tests using the Italian 
olive oil data [11-12] show that the bottleneck neuron outputs 
of a deep belief recursive stacked auto-associator for binary 
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and multi-class classification patterns show a clearer separa-
tion on the test data than a deep belief network trained with 
backpropagation based on LeCun’s Efficient BackProp [9-10]. 

This article is organized as follows: Section II shows an in-
tuitive derivation of the GH-N algorithm; Section III address-
es how this rule can be implemented for a stacked auto-
associator; Section IV discusses preliminary experiments; and 
Section V summarizes the key findings and gives an outlook 
to future work. 

II. DEEP BELIEF AUTO-ASSOCIATIVE NEURAL 

NETWORKS 

A deep belief auto-associative neural network is an auto-
associator [13-15] with many layers, usually with symmetric 
weights, and trained with a deep belief method. An auto-
associator can be regarded as an artificial neural network, 
where the output values (i.e., the target values) are exactly the 
same as the input values. Such an auto-associator has many 
layers of neurons and a bottleneck layer.  

 

 
Figure 1. Example of a deep auto-associator where the target outputs 
are the same as the inputs. Except for the input layer, all other ele-
ments represented by a circle are artificial neurons. It can be shown 
that the weights are symmetric. [21] 

 
The auto-associator depicted in Fig. 1 has a symmetric 

structure and in this case, also symmetric weights. Usually the 
bottleneck layer is often of special interest and can be used in 
a similar manner as principal components and/or independent 
components. Fig. 1 represents the scheme of a deep auto-
associator, where the outputs are the same as the inputs. Ex-
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cept for the input layer, all other elements represented by a 
circle are artificial neurons (i.e., first computing a weighted 
sum of the inputs, and then applying a nonlinear activation 
function: typically a sigmoid or a hyperbolic tangent func-
tion). 

III. DERIVATION OF THE GENERALIZED HEBB RULE 

It is in principle possible to train an auto-associative net-
work via the backpropagation algorithm [17], and a deep auto-
associative network via Efficient BackProp [9-10]. However, 
a stepwise building up of a deep belief auto-associative net-
work [10] can easier avoid that neurons get into saturation and 
possibly reduce the training time, too. A stepwise deep belief 
auto-associator can be trained – layer by layer – by Hinton’s 
Contrastive Divergence rule CD-N [7-8], or by our new Gen-
eralized Hebb rule, GH-N.  

The derivation of the Generalized Hebb rule will proceed as 
follows: (i) First we will derive the delta rule as an extension 
of the Hebb rule; (ii) using this rule we will derive the training 
rule for a single layer of a symmetric recursive auto-
associator; (iii) then we will derive the training rule of a 
stacked symmetric auto-associator. A comparison of the GH-
N rule with Hinton’s CD-N will then be made. 

A. A de novo derivation of the Widrow-Hoff Delta rule 
from Hebb’s rule  

The Widrow-Hoff Delta rule can be considered as an exten-
sion of Hebb’s rule, which states: “When an axon of a cell A is 
near enough to excite a cell B and repeatedly or persistently 
takes part in firing it, some growth process or metabolic 
change takes place in one or both cells such that A’s efficien-
cy, as one of the cells firing B, is increased.” [10, 18].  

The above rule is a “carrot rule”: i.e., good behavior gets 
rewarded. We can extend this to “a carrot and a stick” rule: 
i.e., good behavior gets rewarded and bad behavior gets pun-
ished. 

Rosenblatt’s single-layer Perceptron rule for binary patterns 
can be derived from that principle and written more elegantly 
for polar (i.e., [-1,1]) units. In this case, the output of a neural 
network is the weighted sum of the inputs (modified by a bias 
b) according to: 

output  w
i

i 1

m

 x
i
b . 

Patterns are shown one-at-a-time. If a pattern is classified 
correctly, the weights are not modified. If a pattern is misclas-
sified, one of the following rules is applied: 
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depending on whether  belongs to the negative or the posi-
tive class [10]. N indicates the update iteration level.  
For continuous units and supervised learning both rules can be 
combined into the Widrow-Hoff delta rule  
 
 


w ji

N 1  w ji

N   j


xi

, 

where delta is the error. Here, we use the following notation: 
wji is a weight for the connection from neuron i on the input 
side to neuron j on the output side.  

In the backpropagation algorithm δ’ is used rather than δ, 
where δ’ = (yj – xj).f’(xj). In case	 just	δ	 is	used, this is also 
equivalent to a backpropagation rule where a different cost 
function than the least-squares error is applied, the bi-level 
entropic error function described by Baum [19,20]: 
 

         


 yxyxyxC 1log1log, . 

B.  Stacked (recursive) symmetric auto-associator 

A stacked auto-associator with symmetric weights is shown 
in the left hand side of the figure below. In the unfolded recur-
sive auto-encoder with shared weights the weights are not 
shown. For symmetric weights and three recursions in the 
auto-encoder the Widrow-Hoff delta rule with a bi-level en-
tropic error function and three recursions the learning rule is 
shown below. 

 

 
Figure 2. Recursive auto-associator with cross-entropic cost func-
tion, symmetric weights, weight sharing and delta rule through time 
approach with a 3-step example. 
 

Note that we used the notation as explained in the right 
hand-side of Fig. 2, where the auto-encoder with three recur-
sions is unfolded. We now use symmetric weights (i.e., only 
the weights of the second layer in the auto-encoder are 
trained, the weights in the first layer are just copied, using the 
weight symmetry property). Note also that we use weight 
sharing, which explains why the respective weight updates 
contain the factor 1/3. 
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C. Stacking several recursive symmetric auto-associators 

Fig. 3 expands to concept of Fig. 2 to an indefinite level of 
K recursions. 
 

 
Figure 3. Recursive auto-associator with cross-entropy cost function, 
symmetric weights, weight sharing and delta rule through time ap-
proach (general  K steps). 
 

The learning formula can now be approximated as shown 
below. An explanation of the bracket notation is now in order. 
The bracket notation shows that all the patterns need to be 
applied. Note that we assumed in the notation a more or less 
convergent behavior from one recursive auto-associator to the 
next layer. 
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D. The Generalized Hebb rule GH-N for deep belief auto-
encoders 

In short, the Generalized Hebb rule for updating the weight wji 

can be written as: 
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Assuming that we are near a converging behavior for the 

output of the hidden layer, this rule can be approximated by 
the well-known Contrastive Divergence rule for continuous 
(non-stochastic) units: 

 
        K

i
K

jij
KCD

ji hyhxw   11 . 

IV. PRELIMINARY RESULTS 

 We will illustrate this procedure on the Italian olive oil 
data [11-12]. In this case there are 572 olive oils (Fig. 4) from 
different regions in Italy, described by 8 different fatty acids. 

 

 
Figure 4. Presentation of 572 Italian olive oils. The olive oils are 
described by measures for 8 different fatty acids. Not that the 9 clas-
ses of olive oils are not balanced. 

 
Fig. 5 shows several deep belief network results for the Ital-

ian olive oil data. Fig. 5a is equivalent to a principal compo-
nent projection on the first two principal components, while 
5b – 5c are results from a backpropagation algorithm for deep 
belief networks for different network structures. Even though 
in this particular case the results were obtained from applying 
the backpropagation algorithm without recursion, the GH-1 
results are of a similar nature and also show a much clearer 
separation than the principal components. Note that the north-
ern and southern Italian olive oils become more clearly sepa-
rated the deeper the network is. 

 

 
 

Figure 5. Projections in the bottleneck layer of 572 Italian olive oil 
data for various deep belief neural network structures. The olive oils 
become the more clearly separated, the deeper the network structure 
is (cf. [21]). 
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V. CONCLUSION 

This paper introduced a novel Generalized Hebb rule (GH-
N) as an alternate to Hinton’s Contrastive Divergence rule 
(CD-N) for training deep belief networks. While both rules 
have many similarities, the emphasis of this paper is on a sim-
ple derivation from basic principles. 

In our future work we will investigate the theoretical behav-
ior and the actual performance of the novel GH-N technique 
in much more detail. 
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Abstract— We introduce an efficient lossless algorithm that can 

be used for the compression of multidimensional medical images. We 
experimentally test our approach on a test set of 3-D computed 
tomography (CT) and 3-D magnetic resonance (MR) images. The 
achieved results outperform other state-of-the-art approaches. 
 

Keywords— multidimensional medical images compression; 
multidimensional medical images coding; multidimensional data 
compression; 

I. INTRODUCTION 
ODAY medical digital imaging techniques are 
continuously evolving. The research activities in 

medical imaging focus primarily on the improvement of the 
acquisition and transmission algorithms. Thanks to the wide 
diffusion of inter-connections new services are provided to 
medical staffs: for examples, exchange of medical data among 
different entities/structures connected by networks (e.g. trough 
Internet, Clouds services, P2P networks, etc.), telemedicine, 
tele-radiology, real-time tele-consultation, PACS (Picture 
Archiving and Communication Systems), etc.. 

For all these applications one of the main disadvantages is 
related to the large amount of storage space needed to save the 
images and for the time required to transmit the data. 

These costs grow proportionally to the size of data. Future 
expectations in medical applications will further increase the 
requests for memory space and/or efficient transmission time. 

Different medical imaging methodologies produce 
multidimensional data. For instance, Computed Tomography 
(CT) and Magnetic Resonance (MR) imaging technologies 
produce three-dimensional (N=3) data. 

A 3-D CT image is acquired through X-rays. The acquisition 
process is performed via a computer. By using the computer 
we are able to obtain different cross-sectional views.  

3-D CT images are an important tool for the identification of 
normal or abnormal structures of the human body. It is 
important to emphasize that an X-ray scanner allows the 
generation of different images, by considering different angles 
around the body part which is undergo analysis. Once 
processed by the dedicated computer, the output is a collection 
of the cross-sectional images, often referred as slices. 

3-D MR images are an important source of information, in 
different medical applications and, especially, in medical 
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diagnosis (ranging from neuroimaging to oncology). MR 
images are often preferred. In fact, in the case in which, both 
CT and MR images, produce the same information, these latter 
techniques are preferred, since MR acquisitions do not use any 
ionizing radiation. From the other hand, in presence of 
subjects with cardiac pacemakers and/or metallic foreign 
bodies, MR techniques cannot be applied. 

Medical data need to be managed in an efficient and 
effective manner and data compression techniques are 
essential in order to solve the transmission and storage 
problems.  

For medical images, lossless compression is often required 
and, in many situations, indispensable. In fact, these data are 
precious or often obtained by means of unrepeatable medical 
exams.  

Lossy compression techniques could sometime be 
considered, but it is necessary take into account that that the 
information lost might lead to incorrect diagnosis or it could 
affect the reanalysis of data. 

In this paper, we consider lossless predictive techniques. We 
have focused on multidimensional medical image sequences 
(3-D computed tomography images, functional resonance 
magnetic images), which have considerable space memory 
requirements (many hundreds of megabytes/gigabytes per 
acquisition). 

This paper introduces a multidimensional, configurable, 
predictive structure that can be used for the compression of 
multidimensional medical images.  

The predictor we propose is scalable, adjustable, and 
adaptive and we present experimental evidences of its 
performance on multidimensional medical images: 3-D 
Computed Tomography (CT) and 3-D Magnetic Resonance 
(MR). 

This paper is organized as follows: Section 2 describes the 
predictive structure. Section 3 reports our experimental results. 
Section 4 highlights our conclusions and outlines future 
research directions. 

II. PREDICTIVE CODING FOR MULTIDIMENSIONAL IMAGES 
The predictive model we propose is based on the least 

squares optimization technique. In order to perform the 
prediction of the current sample, a prediction context, 
composed by the neighboring samples of the current 
component and one (or more) reference component(s), is used. 
The reference component(s) can be of different dimension(s), 
with respect to the current component. Therefore the 
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prediction is achieved by using a multidimensional prediction 
context.  

Without loss of generality, for the following definitions, we 
assume that the multidimensional image which we have to 
compress, has the following size: <M1, M2, …, MN-2, X, Y>, 
where X and Y are respectively the width and the height of the 
bi-dimensional components and Mf is the size of the f-th 
dimension (1 ≤ f ≤ N – 2). A specific bi-dimensional 
component can be univocally identified through a vector of N 
– 2 elements: [p1, p2, …, pN-2], where },...,2,1{ ii Mp ! . 

For example, if we consider a three-dimensional image, <Z, 
X, Y> the dataset is composed of Z components (among the 
third dimension), where each component has respectively 
width X and height Y.  

As we outlined above, our predictive model uses one or 
more reference components, which will be specified through 
the Sets of References or (References Set).  

If the current sample has coordinates (m1, m2, …, mN-2, x, y) 
(where  1 ≤ x ≤ X and 1 ≤ y ≤ Y), for each of the N – 2 
dimension, we define a references set, denoted as: 

 Ri = },...,,{ 21
i
t

ii
i
rrr , for 

! 

i"{1,2,...,N # 2} , where 

},...,2,1{},...,2,1{ ii
i
j MMr !!!"# , ti = |Ri|, 1 ≤ j ≤ ti, 

and 02

1
>

!

=U
N

i iR .  

Such references sets are univocally set up at the beginning 
of the algorithm and are used in the prediction step. 

A generic element !ijr iR  (1 ≤ i ≤ N – 2), denotes a 

specific bi-dimensional component. We will use the following 
notation: if 0>ijr , then the denoted component is the one 

identified through the vector [m1, m2, …, mi-1, 
i
jr , mi+1, …, mN-

2], or, if 0<ijr , then the denoted component is the one 

identified through the vector [m1, m2, …, mi-1, 
i
ji rm ! , mi+1, 

…, mN-2]. 
The proposed predictive model is based on the least squares 

optimization technique. The prediction is formed by using the 
current component and all the (valid) components of the 
references sets. 

In order to refer to a sample without the use of its 
coordinates, we define an enumeration. Its main objective is 
the relative indexing among all the samples (or a subset of 
them) of the same component. In particular, by fixing a 
sample, namely the reference sample, all the other samples of 
the component will be indexed with respect to it. Therefore, in 
this manner, it is possible to address a sample by using its 
relative index. The relative indexing of the samples is used for 
the definition of the multidimensional prediction context 
involved by our predictive model.  

Let E denotes a 2-D enumeration, which has as objective 
the relative indexing of the samples in a bi-dimensional 
context, with respect to a specific reference sample. The 
fundamental requisites that the enumeration E needs to satisfy 

are that the specified reference sample has 0 as index and that 
any two samples (with different coordinates) do not have the 
same index.  

Let )()( j
s

e
j rx  (where j

j
s Rr ! ) denotes the e-th sample in 

the bi-dimensional context according to the enumeration E 
with respect to the sample with coordinate (m1, m2, …, mj-1, 
j
sr , mj+1, …, mN-2, x, y) when 0>jsr , or (m1, m2, …, mj-1, 

j
sj rm ! , mj+1, …, mN-2, x, y) when 0<jsr . 

Finally, let )(ex  denotes the e-th sample, according to the 
enumeration E, with respect to the current sample. Notice that 

)0(x denotes precisely the current sample. 

The T-order prediction (where !!
"

=

"

=
==

2

1

2

1

N

i i
N

i i RtT ) 

of the current sample )0(x  is obtained by: 
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coefficients are chosen to minimize the energy of the 
prediction error: 

! 

P = x( i) " ˆ x ( i)( )2

i=1

H

#  (2) 

H indicates the number of samples used, for the current and 
for each of the components specified in the references sets. 
Thus, H · (T + 1) + T samples are used for the prediction. 

The coefficients 0!  are obtained by using the optimal 
linear prediction method, as in [25]. 
We can rewrite the equation (2) in the form: 

 P = (C!  – X)t ! (C!  – X),  

by using matrix notation. 

The linear system is obtained, as in [25], by taking the derivate 
of the equation (2) with respect to ! , and by setting it to zero.  

(CtC) =0! (CtX). (3) 

Thus, by computing the coefficients 0! , which solve the 
linear system (3), it is possible to determinate the prediction of 
the current sample, )0(x̂ , by using equation (1).  

The prediction error  

! ")0()0( x̂xe #=  (4) 

can then be sent to an entropy encoder. 

It is important to outline that H x (T+1) + H samples are 
used to achieve the prediction. Our predictive structure 
involves only by past information: there is no need to send any 
side information to the decompression algorithm. 

The computational complexity of the prediction is related to 
the two configurable parameters: H and the Sets of 
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References. It is possible to model the multidimensional 
prediction context by specifying its wideness and the number 
of the reference components. By doing this it is possible either 
to define a prediction context which can minimize the use of 
the computational resources or to refine the accurateness of 
the prediction by using more computational resources.  

In some situations, our predictive structure can be 
ineffective. In particular, when the linear system of equations 
(3) cannot be solved because it has no solutions or infinitely 
many solutions. In such scenarios, which we referred as 
exceptions, the predictive structure is not able to perform the 
prediction. 

In presence of a sample that cannot be predicted through the 
proposed predictive structure (because an exception is 
verified), an alternative predictive structure (as for instance 
Median Predictor, etc.) shall be used. 

III. EXPERIMENTAL RESULTS 
We have tested our prediction model by implementing a 

predictive-based compression scheme, and then we have 
experimented this algorithm on two different types of 
multidimensional medical images: 3-D computed tomography 
images and 3-D magnetic resonance images. 

The algorithm predicts the current sample by using the 
previously coded samples. In this way, it is possible to have a 
consistent prediction for both the compression and the 
decompression algorithm. 

After the prediction step, the prediction error is obtained by 
the encoder as a difference between the current sample and its 
prediction.  

Finally, the prediction error can be encoded by using an 
entropy or a statistical coder. In our tests, we have used as 
error encoder: PAQ8 [10], Prediction by Partial Matching with 
Information Inheritance (PPMd or PPMII) [26].  

The algorithm uses the 2-D Linearized Median Predictor 
(2D-LMP) [21], for all the components which have no 
component references, and our multidimensional predictive 
structure, for all the other components. 

In order to define the prediction context, we need to 
enumerate the neighboring pixels of X in the current and in the 
previous bands.  

For these reasons, we define an enumeration that depends 
on a distance d, defined as: 

When more pixels have the same indices, it is possible to 
reassign the indices of these pixels in clockwise order with 
respect to X. 

To improve the readability, we used the mnemonic name of 
the dimension instead of its index for the references sets. For 
example, RZ indicates the reference set for the Z dimension. 

 
 
 
 
 
 

3.1. 3-D Computed Tomography Images  
We have performed experiments on a the test set described 

in [21], composed by four 3-D CT images, in which each 
sample is stored by using 8 bits. For the coding of prediction 
errors, which we have mapped similarly to [15], then we have 
used PAQ8 and we have managed the exceptions with the 3-D 
Differences-based Linearized Median Predictor (3D-DLMP) 
[21]. 

The following tables summarize the results we have 
obtained on the four CT images in terms of bits-per-sample 
(BPS) by using different configurations for the H parameter 
and the references set. The results are compared with other 
state-of-the-art techniques. 

Our approach outperforms, in average, all the other state-of-
the-art techniques, as it is possible to see from Table 5. 

 
 
 

Methods / Images 
                Dimensions 

CT_skull 
<192, 256, 256> 

H=32, RZ={-1, -2, -3} 1.4836 
H=16, RZ={-1, -2, -3} 1.5309 
H=8, RZ={-1, -2, -3} 1.6258 
H=32, RZ={-1, -2} 1.5393 
H=16, RZ={-1, -2} 1.5688 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.6196 
3D-ESCOT [28] 1.8350 

MILC [21] 2.0306 
AT-SPIHT [6]  1.9180 

3D-CB-EZW [3] 2.0095 
DPCM+PPMd [1] 2.1190 

3D-SPIHT [28] 1.9750 
3D-EZW [3] 2.2251 
JPEG-LS [4] 2.8460 

Table 1: Experimental results obtained on CT  skull  
 

Methods / Images 
                Dimensions 

CT_wrist 
<176, 256, 256> 

H=32, RZ={-1, -2, -3} 0.8979 
H=16, RZ={-1, -2, -3} 0.9290 
H=8, RZ={-1, -2, -3} 1.0042 
H=32, RZ={-1, -2} 0.9527 
H=16, RZ={-1, -2} 0.9737 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.0110 
3D-ESCOT [28] 1.0570 

MILC [21] 1.0666 
AT-SPIHT [6]  1.1150 

3D-CB-EZW [3] 1.1393 
DPCM+PPMd [1] 1.0290 

3D-SPIHT [28] 1.1720 
3D-EZW [3] 1.2828 
JPEG-LS [4] 1.6531 

Table 2: Experimental results obtained on CT wrist  
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Methods / Images 
                Dimensions 

CT_carotid 
<64, 256, 256> 

H=32, RZ={-1, -2, -3} 1.2783 
H=16, RZ={-1, -2, -3} 1.2976 
H=8, RZ={-1, -2, -3} 1.3421 
H=32, RZ={-1, -2} 1.3363 
H=16, RZ={-1, -2} 1.3448 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.3496 
3D-ESCOT [28] 1.3470 

MILC [21] 1.3584 
AT-SPIHT [6]  1.4790 

3D-CB-EZW [3] 1.3930 
DPCM+PPMd [1] 1.4710 

3D-SPIHT [28] 1.4340 
3D-EZW [3] 1.5069 
JPEG-LS [4] 1.7388 

Table 3: Experimental results obtained on CT carotid 
 

Methods / Images 
                Dimensions 

CT_aperts 
<96, 256, 256> 

H=32, RZ={-1, -2, -3} 0.7283 
H=16, RZ={-1, -2, -3} 0.7350 
H=8, RZ={-1, -2, -3} 0.7587 
H=32, RZ={-1, -2} 0.7265 
H=16, RZ={-1, -2} 0.7271 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 0.7349 
3D-ESCOT [28] 0.8580 

MILC [21] 0.8190 
AT-SPIHT [6]  0.9090 

3D-CB-EZW [3] 0.8923 
DPCM+PPMd [1] 0.8670 

3D-SPIHT [28] 0.9980 
3D-EZW [3] 1.0024 
JPEG-LS [4] 1.0637 

Table 4: Experimental results obtained on CT aperts 
 

Methods / Images 
                Dimensions Average 

H=32, RZ={-1, -2, -3} 1.0970 
H=16, RZ={-1, -2, -3} 1.1231 
H=8, RZ={-1, -2, -3} 1.1827 
H=32, RZ={-1, -2} 1.1387 
H=16, RZ={-1, -2} 1.1536 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.1788 
3D-ESCOT [28] 1.2743 

MILC [21] 1.3187 
AT-SPIHT [6]  1.3553 

3D-CB-EZW [3] 1.3585 
DPCM+PPMd [1] 1.3715 

3D-SPIHT [28] 1.3948 
3D-EZW [3] 1.5043 
JPEG-LS [4] 1.8254 

Table 5: Average experimental results obtained on the four 
CT images. 

 

3.2 3-D Magnetic Resonance Images  

We have performed similar experiments also for the four 
MR images commonly used for testing in the literature. 

As for the CT images the following tables show that our 
approach outperform the current state of the art algorithms. 

 
Methods / Images 
                Dimensions 

MR_liver_t1 
<48, 256, 256> 

H=32, RZ={-1, -2, -3} 1.8511 
H=16, RZ={-1, -2, -3} 1.8850 
H=8, RZ={-1, -2, -3} 1.9894 
H=32, RZ={-1, -2} 1.8996 
H=16, RZ={-1, -2} 1.9089 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.9471 
3D-ESCOT 2.0760 

MILC 2.1968 
3D-SPIHT 2.2480 

3D-CB-EZW 2.2076 
DPCM+PPMd 2.3900 

3D-EZW 2.3743 
JPEG-LS 3.1582 

Table 6: Experimental results obtained on MR liver_t1 
 

Methods / Images 
                Dimensions 

MR_liver_t2e1 
<48, 256, 256> 

H=32, RZ={-1, -2, -3} 1.2539 
H=16, RZ={-1, -2, -3} 1.2783 
H=8, RZ={-1, -2, -3} 1.3360 
H=32, RZ={-1, -2} 1.3101 
H=16, RZ={-1, -2} 1.3232 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.3482 
3D-ESCOT 1.5100 

MILC 1.7590 
3D-SPIHT 1.6700 

3D-CB-EZW 1.6591 
DPCM+PPMd 2.0250 

3D-EZW 1.8085 
JPEG-LS 2.3692 

Table 7: Experimental results obtained on MR liver_t2e1 
 

Methods / Images 
                Dimensions 

MR_sag_head 
<48, 256, 256> 

H=32, RZ={-1, -2, -3} 1.4890 
H=16, RZ={-1, -2, -3} 1.5311 
H=8, RZ={-1, -2, -3} 1.6020 
H=32, RZ={-1, -2} 1.5477 
H=16, RZ={-1, -2} 1.5737 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.6094 
3D-ESCOT 1.9370 

MILC 2.0975 
3D-SPIHT 2.0710 

3D-CB-EZW 2.2846 
DPCM+PPMd 2.1270 

3D-EZW 2.3883 
JPEG-LS 2.5567 

Table 8: Experimental results obtained on MR sag_head 
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Methods / Images 
                Dimensions 

MR_ped_chest 
<64, 256, 256> 

H=32, RZ={-1, -2, -3} 1.2920 
H=16, RZ={-1, -2, -3} 1.3498 
H=8, RZ={-1, -2, -3} 1.4669 
H=32, RZ={-1, -2} 1.3740 
H=16, RZ={-1, -2} 1.4053 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.4694 
3D-ESCOT 1.6180 

MILC 1.6556 
3D-SPIHT 1.7420 

3D-CB-EZW 1.8705 
DPCM+PPMd 1.6890 

3D-EZW 2.0499 
JPEG-LS 2.9282 

Table 9: Experimental results obtained on MR ped_chest 
 

Methods / Images 
                Dimensions Average 

H=32, RZ={-1, -2, -3} 1.4715 
H=16, RZ={-1, -2, -3} 1.5111 
H=8, RZ={-1, -2, -3} 1.5986 
H=32, RZ={-1, -2} 1.5329 
H=16, RZ={-1, -2} 1.5528 

Proposed 
\\ 

Parameters 

H=8, RZ={-1, -2} 1.5935 
3D-ESCOT 1.7853 

MILC 1.9272 
3D-SPIHT 1.9328 

3D-CB-EZW 2.0055 
DPCM+PPMd 2.0578 

3D-EZW 2.1553 
JPEG-LS 2.7531 

Table 10: Average experimental results obtained on the four 
MR images. 

IV. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed a Multidimensional 

Predictive Model that can be used for lossless compression of 
multidimensional medical image. We have experimentally 
tested our method on 3-D magnetic resonance (MR) and 3-D 
computed tomography (CT) images. 

Future work will include the testing of our approach on 4-D 
and 5-D functional Magnetic Resonance Imaging (fMRI) data, 
the usage of the model in a lossy codec, and deeper 
experimentation on lossless compression by using other N-D 
data (eg. 4-D ultrasound images, etc.). 
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Abstract— Mental stress is often thought to induce a 
phenomenon denoted as tunnel vision, which may be 
characterized as a shrinkage in the size of the attentional 
focus. This seems to imply that potentially relevant 
information is not taken into account while making a certain 
decision. In experimental settings, an effective way to induce 
mental stress is the use of time pressure by employing strict 
response deadlines. We decided to use the Eriksen flanker task 
to examine whether time pressure induces tunnel vision. The 
effect of peripheral flanker stimuli on both response speed and 
accuracy was compared between low and high time pressure 
conditions in three experiments. Instead of focusing solely on 
the speed and accuracy of responses, we decided to use the 
hierarchical drift diffusion model to determine the values of 
relevant parameters that describe the underlying decision 
process: the response criterion (α) and the drift rate (ν). The 
results consistently revealed that time pressure reduced the 
response criterion. Importantly, incongruent flankers reduced 
the drift rate under high time pressure as compared to low time 
pressure. The latter pattern of results is not in line with the 
idea that mental stress induces tunnel vision.  

 
Keywords—: drift rate, Eriksen flanker task, hierarchical drift 

diffusion model, response criterion, time pressure, tunnel vision,  

I. INTRODUCTION 

magine you are driving your car in a city when suddenly the 
car in front of you hits the brakes. You have to react to this 
unexpected event and better do it quickly. Your heart rate 

increases, you clench the steering wheel and your eyes widen 
while your foot releases the gas pedal and hits the brake. The 
only thing you see is the car in front of you and its brake 
lights. Thanks to your physical reactions to the sudden threat 
and your focused attention a crash is averted and the stream of 
cars starts to pick up speed again. Then, totally unexpected, a 
car crashes into the right side of your car. As you calm down 

 
Nico Assink is with the Department of Cognitive Psychology and 

Ergonomics, University of Twente, PO Box 217, 7500 AE Enschede, The 
Netherlands. (e-mail:nico.assink@gmail.com).  
Rob H. J. van der Lubbe is with the Department of Cognitive Psychology and 
Ergonomics, University of Twente, PO Box 217, 7500 AE Enschede, The 

Netherlands.(e-mail:r.h.j.vanderlubbe@utwente.nl). 
Jean-Paul Fox is with the Department of Research Methodology, 
Measurement, and Data Analysis, University of Twente, PO Box 217, 7500 
AE Enschede, The Netherlands. (e-mail: j.p.fox@utwente.nl). 

and realize what just happened, you wonder how you ever 
could have missed that red traffic light. 
In a stressful situation such as described above a phenomenon 
called tunnel vision seems to occur. Information from the 
attended part of the visual field is still fully processed, but 
visual clues from other parts of the visual field that would 
otherwise be detected remain completely unnoticed. Thus, 
tunnel vision may be characterized as a shrinkage in the size 
of the attentional focus. This supposed change in visual 
attention as a result of mental stress is often taken as a fact in 
applied settings, but the evidence from research is not that 
conclusive. The aim of the current research is to answer the 
question whether stress manipulated by varying time pressure 
induces tunnel vision. 
Behavioral studies reported some support for tunnel vision as 
a result of different stressors. Reference [1] shows observed 
reduced performance on a secondary, peripheral signal 
detection task in hot and humid conditions. However, the 
results of an experiment reported by [2], who used an 
evaluative observer to induce stress, only partially confirmed 
the view that stress induces tunnel vision. In Dirkin’s 
experiment, [2], participants had to identify the number of 
illuminated lights on any of three display panels, with one 
centrally located panel and two peripherally located panels 
placed at an angle of 70° to the left and right of the subject's 
median. The identification of the lights on the peripheral 
panels constituted the primary task, and identification of the 
lights on the central panel was the secondary task. Under 
stress, the performance on the primary task improved, 
however, the hypothesized decrease in performance on the 
secondary task was not found. 
Results from other electrophysiological studies, in which time 
pressure was used as a stressor, do not match well with the 
idea that tunnel vision occurs as a result of stress. Reference 
[3] shows event-related potentials (ERPs) derived from the 
electroencephalogram (EEG) to examine the mechanisms 
underlying speed-accuracy trade-off (SAT). Participants in 
their study performed a choice reaction time (RT) task known 
as the Eriksen flanker task (e.g., [4]). In this task, participants 
have to respond to the identity of a centrally presented target 
stimulus with a left or right button press as fast and as 
accurately as possible. The target is accompanied by irrelevant 
flanker stimuli. On congruent trials, the flankers signal the 
same response as the target while on incongruent trials the 
flankers correspond with the opposite response. Participants 
typically respond faster and more accurate on congruent than 
on incongruent trials, indicating an inability to completely 
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ignore the flankers. In the study of Osman et al. task 
instructions varied between blocks, emphasizing either speed 
or accuracy. Instructions emphasizing speed resulted in a later 
onset of the response-locked lateralized readiness potential (r-
LRP), but did not affect the onset latency of the stimulus-
locked version of this potential (s-LRP). These results indicate 
that speed-accuracy instructions only affected the portion of 
RT following the start of motor preparation. Osman et al. also 
determined effects on the P300 ERP component, which is 
thought to be primarily affected by changes in early 
processing stages such as stimulus evaluation. The peak 
latency of the P300 potential was affected by target-flanker 
congruency, with an earlier peak on congruent than on 
incongruent trials. The speed-accuracy instructions, however, 
did not affect the latency of this peak, adding support to the 
conclusion that only late processes are affected by speed-
accuracy instructions. 
Reference [5] the influence of time pressure in a simple 
response task is examined, a choice-by-location task and the 
Simon task by varying response deadlines. In both the choice-
by-location task and the Simon task, they observed that time 
pressure had no influence on the s-LRP while it affected the r-
LRP, which corresponds with the results of [3] with the 
Eriksen task. Another lateralized EEG potential, the posterior 
contralateral negativity (PCN/N2pc) was used to provide more 
information about the influence of time pressure on earlier 
pre-motoric processes. The onset of the PCN may be used as 
an index for the start of discriminative processing of the 
relevant aspect of the stimuli. A change in onset or peak 
latency of this potential caused by different levels of time 
pressure would indicate that attentional orienting was affected. 
No such effects were observed. Together, these findings 
accord with the view that time pressure does not affect early 
attentional processes, but only later motor processes. 
However, the Eriksen flanker task seems more appropriate for 
demonstrating the presence or absence of tunnel vision, as 
successful execution of this task seems to depend on the size 
of the attentional window. 
In conclusion, there appears to be a discrepancy between the 
results of the EEG studies of [3] and [5], and the long held 
assumption based on earlier behavioral studies that stress 
induces tunnel vision. In an attempt to bridge the gap between 
studies using behavioral measures and studies using 
electrophysiological measures, we measured overt behavioral 
measures (speed and accuracy), and related them to properties 
of a model that has been proposed to reflect the underlying 
neurophysiological processes. More specifically, we 
incorporated both speed and accuracy information to 
determine the properties of the underlying response selection 
process by using the Hierarchical Drift Diffusion Model 
(HDDM, see [6]). 
In the current study, an arrowhead version of the Eriksen 
flanker task was employed. The high overlap between stimuli 
and responses is known to result in a strong response conflict 
(e.g., see [7]). In this task version, participants are instructed 
to respond as fast and accurately as possible by pushing a left 
button if the centrally presented target arrow points to the left 
and a right button if the target points to the right. The target is 
flanked by two distractors on both sides that can either point in 
the same (congruent) or opposite direction (incongruent) as 

the target. In a neutral condition, two parallel horizontal lines 
were used as flanker stimuli. Incongruent flankers reduce the 
speed and accuracy of the responses, despite clear instructions 
informing the participant to attend only to the identity of the 
central target stimuli. Reference [4] interpreted this as an 
inability to completely ignore the irrelevant flankers. This 
congruency effect makes the task well suited to test for the 
presence of tunnel vision. Namely, in the case of tunnel vision 
the processing of the flanker stimuli should diminish leading 
to a reduction of the congruency effect. 

The congruency effect can be manifested in both speed and 
accuracy. This poses a challenge in interpreting RT and 
proportion correct (PC) because of SAT. Participants may 
respond faster in a certain condition at the expense of accuracy 
or vice versa ([8],[9]). Thus, if speed and accuracy change in 
opposite directions, it may be difficult to interpret specific 
performance differences between conditions. If a manipulation 
results in a great increase in speed, but simultaneously in more 
errors, the question may be raised whether the manipulation 
made the task more or less difficult, as speed and accuracy 
cannot be directly translated into each other. The HDDM 
overcomes this problem as it allows for the comparison of 
different properties of the underlying decision process. 

The HDDM is a prominent sequential sampling model for 
two-choice decisions. It assumes that evidence for a specific 
response accumulates over time from a noisy input signal ( 
[6],[10],[11]). When enough evidence for a specific response 
has been accumulated the response will be executed. Figure 1 
shows a graphical representation of the process and its 
parameters.  

 

Fig. 1 A graphical representation of the hierarchical drift diffusion 
model (HDDM). α = response criterion; δ = drift rate per individual 
trial; β = bias. The history of two possible decision processes is 
shown, one reaching the top boundary, leading to a correct response, 
and one reaching the bottom boundary, leading to an incorrect 
response. 

Evidence is thought to accumulate with an average rate per 
trial called the drift rate (ν). The amount of evidence needed 
for a response is indicated by the boundary separation or 
response criterion (α). The initial starting point of the process 
is determined by β as a proportion of α. This value amounts to 
0.5 in the case of no bias. The top boundary represents the 
evidence required to give a correct response while the bottom 
boundary indicates the evidence that will lead to an incorrect 
response. Another parameter τ represents the non-decision 
time, which is the time needed for all processes apart from the 
decision process, such as sensory processing and physically 
executing the response. 

Our main interest is in effects on the parameters for the 
response criterion (α), and the drift rate (ν). A high response 
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criterion will result in slower but more accurate responses. 
This means that a change in α might explain the SAT 
phenomenon (e.g., see [12],[13]). For example, in a high time 
pressure condition, the size of the boundary separation may be 
reduced, enabling the participant to respond more quickly, but 
at the expense of accuracy. The value of the drift rate 
parameter (ν) represents the average rate of evidence 
accumulation on a trial. Here, evidence means the amount of 
information regarding a specific response. On congruent trials 
all stimuli are likely to contribute evidence towards the correct 
response. On neutral trials, evidence can be sampled from the 
target, while the flanker stimuli only provide noise. On 
incongruent trials, sampling information from the flanker 
stimuli may actually reduce the amount of accumulated 
evidence. Thus, we may expect the drift rate to be largest on 
congruent trials, intermediate on neutral trials, and smallest on 
incongruent trials. If flanker stimuli would be completely 
ignored, which might occur in an extreme version of tunnel 
vision, then evidence should accumulate at the same rate in 
each condition, as the target always conveys the same amount 
of information about the correct response. If flankers are 
partially ignored due to tunnel vision, this should decrease the 
rate of evidence accumulation on congruent trials, while it 
should increase the rate on incongruent trials. The difference 
in drift rate between congruent and incongruent trials thus 
represents a congruency effect that informs us about the 
influence of flanker stimuli in a similar way as the congruency 
effects found in reaction time and accuracy, but now this is 
reflected in a single measure that is easier to interpret. Three 
experiments were carried out to examine whether time 
pressure indeed results in tunnel vision. Different task settings 
with varying interstimulus distances were employed as a 
variation in the distance between target and flankers might 
play an important role in the observed effects.   

II. GENERAL METHOD 

A. Overview and Apparatus  
Three experiments were performed in which the same method 
was used. In these experiments, participants were seated in 
front of a 17” color CRT monitor at approximately 0.8 m 
viewing distance. Responses were given by pressing the left or 
right control (ctrl) key on a standard QWERTY keyboard with 
the corresponding index finger. Presentation software 
(Neurobehavioral Systems, Inc., 2012) was used for the 
presentation of instructions, stimuli, feedback, and for the 
recording of responses.  

B. Stimuli and Procedure 
Trial structure. A red rectangle (10° x 1°) containing a white 
fixation cross (0.7° x 0.7°) was presented on a black 
background in the center of the screen at the onset of a trial. 
After 750 ms the fixation cross was replaced by the target 
arrowhead pointing to the left or to the right. Four flankers 
were presented simultaneously, two on each side of the target. 
The four flankers were identical within each trial and were 
pointing either in the same direction as the target (congruent 
condition), or the opposite direction (incongruent condition), 
or they were equal signs (neutral condition). 

Stimuli and flankers were all 0.7° wide. Immediately after 
stimulus presentation, the color of the rectangle gradually 
faded from red to black, indicating the available time to 
respond. Feedback was provided immediately after a response 
or a missed deadline. The feedback consisted of a short text in 
Dutch which can be translated as „Correct”, „Incorrect” or 
„Too late”. In Figure 2, an overview of the events on a single 
trial is displayed. For incorrect and late responses, the text was 
accompanied by a loud 'buzzer' sound. The duration of the 
feedback was dependent on the duration of stimulus 
presentation, so that the total trial duration could be kept 
constant at 2500 ms.  
 

 
Fig. 2 The structure of a trial. An example of the various displays on 
a trial with a small interstimulus distance, incongruent flankers, low 
time pressure, and no response given before the deadline. Note that 
the color of the rectangle gradually changes from array onset at 750 
ms till the response deadline at 1550 ms. 

In the low time pressure condition, the response deadline was 
set at 800 ms after stimulus onset. At that moment the red 
background rectangle had become totally black. In the high 
time pressure condition the deadline, the moment at which the 
rectangle turned black, varied based on ongoing performance 
in order to keep time pressure on a relatively high level. At the 
start of a high time pressure block, the deadline was set at 450 
ms. The available response time was reduced after two 
consecutive correct and fast-enough trials. After every 
incorrect or too slow response, the available time was 
increased. The initial step size for adjusting the deadline was 
set at 60 ms. After the first change in adjustment direction, the 
step size was reduced to 15 ms. 
Procedure. A session began with a short oral introduction by 
the experimenter, followed by written instructions presented 
on the monitor. One very slow practice trial (with a 2000 ms 
deadline) was then presented. Next, a short instruction 
announced the start of a practice block of ten trials, indicating 
that responses had to be made faster as compared to the first 
trial as signaled by the faster color fading of the rectangle. 
After the practice block, the participant was asked if the task 
was clear. When the participant indicated to be ready, the 
experimenter left the experimental room, and the participant 
began with the first experimental block. 
The experimental session consisted of eight blocks with a 
mandatory five minute break between the fourth and the fifth 
block. Low and high time pressure blocks alternated, but the 
session always started with a low time pressure block. Before 
each block, a short instruction was presented on the screen. 
The instructions preceding a low time pressure block stated 
that the response deadline was constant throughout the block. 
The instructions preceding a high time pressure block stated 
that the response deadline varied per trial. 
A block consisted of 44 congruent trials, 44 incongruent trials 
and 22 neutral trials, with an equal number of left and right 
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targets in each condition, resulting in a total of 110 trials per 
block. The trials within a block were presented in random 
order with the restriction that the same stimulus array was not 
repeated on more than three consecutive trials. 
The first ten trials of each block were additionally regarded as 
practice trials, to enable the subject to adjust to the time 
pressure level of the block. Responses with the incorrect hand, 
premature responses (RT < 150 ms) and too slow responses 
(RT > 800 ms) were defined as errors. Note that responses 
made with the correct hand after the deadline but before 800 
ms in the high time pressure condition resulted in negative 
feedback („too slow”) but these responses were not treated as 
errors in the behavioral analyses. 

The mean RT of correct responses and the mean PC was 
calculated for each participant in each of the experimental 
conditions. Mean RTs and PCs were submitted to an analysis 
of variance (ANOVA) for repeated measures. Greenhouse-
Geisser ε correction was applied whenever appropriate. 
Significant effects were further examined using t-tests. 

C. Hierarchical Drift Diffusion Model (HDDM) 
We used the hierarchical version of the drift diffusion 

model developed by [6] called the HDDM. The HDDM allows 
the inclusion of all observed data (responses and reaction 
times) from all conditions and all participants in a joint 
analysis. In the HDDM, effects are allowed to vary over 
participants and conditions, enabling the analysis of multiple 
effects in one simulation. Following the notation of [6], we 
used indices to indicate the levels of differentiation and 
defined the Wiener distribution as follows: 

 ( ) ( ) ( ) ( )( )phij ph phij phij ~  , , ,Y Wiener α β τ δ , 

The index p represents a participant, h a time pressure 
condition, i a congruency condition, and j an individual trial. 
The indices indicate that the value of the boundary α can vary 
across persons and across time pressure conditions, the value 
of β is invariant, and τ can differ across participants, time 
pressure conditions and trials. At the second level, for each 
time pressure condition, the boundary separation parameters 
α(ph) are assumed to be normally distributed with an inter-
participant mean and variance. The non-decision time 
parameter τ(phij) is assumed to be normally distributed with a 
participant-specific mean (θ(p)) and standard deviation (χ(p)): 
τ(phij) ~ N(θ(p), χ(p)). The participant’s mean is assumed to be 
sampled from a normal distribution: θ(p) ~ N(μθ, σθ). The 
standard deviation, χ(p),, representing the variability in decision 
time across participants, is assumed to be a priori uniformly 
distributed on a positively restricted interval, which specifies 
the variability in participants’ standard deviations in the 
population. We allowed the drift rate parameter δ to differ on 
each trial, and assumed it is normally distributed with an 
intertrial mean δ(phij) ~ N(ν(phi), η(p)). We further assumed that 
this participant-specific mean ν is distributed according to an 
inter-participant normal distribution that differs across time 
pressure condition and experimental condition according to 
ν(phi) ~ N(μν(hi), σν(hi)). The standard deviation of δ differs across 
participants, and is also uniformly distributed on a positively 
restricted interval. A graphical representation of this model 
and its assumptions is depicted in Figure 3. 

In this model, the indices of α are p and h, which indicates that 
a value of α is defined for both time pressure conditions for 
each individual participant. The indices of drift rate include 
not only p and h, but also i and j, which indicates that a value 
for δ is estimated for every individual trial. Since we do not 
focus on individual trials, but on the general effects of time 
pressure and congruency, we will use its inter-trial mean ν(phi) 
in our analysis of the drift rate. 
Response data from the experiment were transformed in 
preparation of model parameter fitting. Most notably, RTs for 
both correct and incorrect responses were included, with RTs 
for incorrect responses being negated to distinguish them from 
correct responses. 
 

 
Fig. 3 A graphical representation of the hierarchical model used in 
our experiments. The shaded node phijy  represents the observed data 

(reaction times of correct and incorrect trials). The nodes phα , phijδ , 

and phijτ represent the main parameters of the model. The index h 

indicates the time pressure condition, and has two possible values. 
The index i represents the experimental condition. It has three 
possible values in Experiment 1 and 2 (representing the three target-
flanker congruency levels), and six possible values in Experiment 3, 
where congruency and interstimulus distance are combined. The 
index p represents a participant, and the index j represents a trial. The 
boundary separation phα  is allowed to vary between participants and 

time pressure condition, and is assumed to be normally distributed 
with an interparticipant mean ( )hαµ  and variance ( )hασ . The drift rate 

phijδ can vary between individual trials, but is assumed to be 

normally distributed with an intertrial mean phiν  and variance pη . 

The intertrial mean drift rate, phiν , is assumed to be normally 

distributed with mean ( )hiνµ  and variance ( )hiνσ . The non-decision 

time phijτ  can vary between trials, but is assumed to be normally 

distributed with a participant specific mean, pθ , and variance, pχ . 

Vague uniform priors were specified for the prior parameters  pη , 

pθ , and pχ . 

The model definition and prepared data are used as input for a 
model parameter fitting process using software developed by 
[6]. This software uses Bayesian statistical methods to 
estimate parameter values. Two separate simulations, called 
chains, using the same model and the same data but different 
starting values for all parameters, were run for 10,000 
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iterations. After this initial part of the simulation, convergence 
of both chains is checked using visual inspection and the 
Gelman-Rubin statistic for all parameters of interest. 
Convergence is reached if the original starting values of the 

estimated parameters have no influence on the current 
estimates. This was evaluated by comparing the values of the 
chains with different starting values. When we were satisfied 
that convergence had been met, another 30,000 iterations were  

Table 1. Mean Reaction Times (RT) and Percentage of Correct Responses (PC) in  
Low and High Time Pressure Conditions. 
 Time RT PC 
Distance Pressure Congruent Neutral Incongruent Congruent Neutral Incongruent 

Experiment 1 

1.4° Low 398 404 436 97.9 97.8 91.6 

 High 361 366 386 92.7 90.4 76.0 

Experiment 2 

3.5° Low 404 407 411 96.1 95.8 94.6 

 High 362 368 368 84.4 84.0 81.5 

Experiment 3 

1.4° Low 396 402 419 96.4 94.4 94.1 

 High 344 348 357 85.2 81.9 79.9 

3.5° Low 395 400 406 97.6 91.1 96.6 

 High 346 347 351 86.6 84.1 74.1 

 
 
run to create the posterior distribution. The results of the 
analysis are the posterior probability distributions of the 
parameters, which describes the estimated value and 
confidence interval after having observed the data.  
The estimated mean parameter values for the response 
criterion α, and the drift rate ν for each participant and each 
experimental condition were further analyzed using a repeated 
measures ANOVA. 

III. EXPERIMENT 1 

A. Method 
Participants. Eighteen students (mean age 21 years, 12 
females, 1 left-handed) with normal or corrected-to-normal 
visual acuity participated in this experiment. All participants 
signed an informed consent form and received course credits 
for their participation. The experiment was approved by the 
ethics committee of the Faculty of Behavioral Sciences at the 
University of Twente. 

B. Stimuli and Procedure. 
The stimuli and procedure used are described in the General 
Method. In this experiment the interstimulus distance was set 
at 1.4°. 
Data Analysis. The model as defined before Y(phij) ~ Wiener( 
α(ph), β, τ(phij),δ(phij)) was used with indices p for participants 
(p=1,…,P), h for time pressure(h=1,2), i for congruency 
condition (i=1,2,3), and j for trial(j=1,…,J). Where P = the 
number of participants (18) and J = the total number of 
included trials (14,352). We assumed no bias: β=0.5. After the 
first 10,000 iterations all parameters of interest had a Gelman 
Rubin statistic under 1.1. Visual inspection of the two chains 
showed no signs of convergence problems.  

Results. After dismissing the first ten trials of each block as 
training trials, a total of 14,400 trials remained for the 
analyses. Of those trials, only three trials had premature 
responses (RT < 150ms), 45 trials had too late responses (RT 
> 800ms) or no response, and 1,320 trials had erroneous 
responses. The mean RTs and PCs for each combination of 
time pressure and congruency condition are shown in the 
upper panel of Table 1. 

Mean RT for each condition was calculated for each 
participant and submitted to an ANOVA for repeated 
measures. Participants responded faster in the high time 
pressure than in the low time pressure condition, F(1,17) = 
141.2, p < 0.001, η²partial = 0.89, indicating the effectiveness of 
our time pressure manipulation. The standard effect of flanker 
congruency was also observed, F(2,34)= 48.9, p < 0.001, ε = 
0.54,  η²partial = 0.74, with fastest responses in the case of 
congruent flankers and slowest responses in the case of 
incongruent flankers. 

Our main interest concerned the possible interaction between 
time pressure and congruency. Tunnel vision was thought to 
result in a decreased congruency effect in the high time 
pressure condition. An interaction between time pressure and 
congruency was indeed observed, F(2,34) = 13.5, p < 0.001, ε 
= 0.74, η²partial = 0.44. The congruency effect was significantly 
smaller in the high time pressure condition (M=25, SD=17) as 
compared to the low time pressure condition (M=37, SD=19), 
t(17) = 4.66, p < 0.001. This reduced effect of target-flanker 
congruency under high time pressure might be an indication of 
tunnel vision. 

Mean PC for each condition was calculated for each 
participant and submitted to an ANOVA for repeated 
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measures. Participants were less accurate in the high time 
pressure as compared to the low time pressure condition 
F(1,17) = 162.1, p < 0.001, η²partial = 0.91. The congruency 
effect was also present, with the highest accuracy on 

congruent trials, and the lowest accuracy on incongruent trials, 
F(2,34) = 29.7, p < 0.001, ε = 0.55, η²partial = 0.64.  
As with RT, a significant interaction between time pressure 
and congruency was found, F(2,34) = 25.9, p < 0.001, ε =  

 

 

 

Table 2. Estimated Values for the Response Criterion (α)  
and the Drift Rate (ν), in Low and High Time Pressure Conditions. 

 Time α  ν  
Distance Pressure  Congruent Neutral Incongruent 

Experiment 1 

1.4° Low 0.0856 0.6138 0.5786 0.3763 

 High 0.0443 0.5966 0.5313 0.2680 

Experiment 2 

3.5° Low 0.0787 0.5143 0.4899 0.4551 

 High 0.0398 0.4561 0.4223 0.3935 

Experiment 3 

1.4° Low 0.0866 0.5067 0.4789 0.3640 

 High 0.0394 0.4981 0.4274 0.2733 

3.5° Low 0.0866 0.5038 0.4640 0.4313 

 High 0.0394 0.4611 0.4045 0.3684 

 
0.63, η²partial = 0.60. However, in this case the congruency 
effect was larger in the high time pressure condition (M=16.8, 
SD=9.8) as compared with the low time pressure condition 
(M=6.4, SD=9.6), t(17) = 6.0, p < 0.001. Thus, in contrast with 
the RT findings, the PC data suggest an increased influence of 
flankers under high time pressure. 

Together the PC and RT data cannot answer the question 
whether time pressure induced tunnel vision as increased time 
pressure resulted in a decreased influence of flankers on RT, 
but an increased influence on PC. Examination of the 
parameters estimated with the HDDM may help in 
understanding the influence of time pressure. 

HDDM parameter estimates. After the first 10,000 
iterations, convergence was checked and these iterations were 
discarded. The results of the remaining iterations were used to 
calculate the mean estimated values of the variables of 
interest. Table 2 shows the estimated means for the relevant 
parameters. The value of α represents the response criterion, 
where a higher value of α indicates a higher response criterion 
(i.e., a more conservative strategy). The time pressure 
manipulation resulted in a reduction of 48% of the response 
criterion, which was highly significant, t(17) = 11.0, p < 
0.001. Thus, according to the model, the required evidence for 
a decision was largely reduced in the case of high time 
pressure. 

The value of ν represents the drift rate or the rate of evidence 
accumulation. The mean values of ν depicted in Table 2 show 

three effects. First, a congruency effect was observed; the drift 
rate was highest on congruent trials, intermediate on neutral 
trials, and lowest on incongruent trials F(2,34) = 118.5, p < 
0.001, ε = 0.54, η²partial = 0.88. Second, ν was smaller in the 
high time pressure than in the low time pressure condition, 
indicating a decrease in the drift rate under high time pressure, 
F(1, 17) = 37.5, p < 0.001, η²partial = 0.69. Third, the difference 
between congruent and incongruent trials was larger in the 
high time pressure condition (0.596-0.268 = 0.328) than in the 
low time pressure condition (0.614-0.376 = 0.238), F(2,34) = 
13.4, p = 0.001, ε = 0.65, η²partial = 0.44. This observation 
suggests that flankers had a larger influence on the drift rate in 
the case of high time pressure than in the case of low time 
pressure. 

C.  Discussion 
Time pressure resulted in faster but less accurate responses, 
indicating the presence of speed-accuracy trade-off. Responses 
on congruent trials were faster and more accurate than 
responses on neutral trials, and responses on incongruent trials 
were slowest and the least accurate. Thus, as demonstrated in 
numerous studies with the Eriksen task, the irrelevant flanker 
stimuli clearly affected performance. In the high time pressure 
condition, the congruency effect on RT was smaller than in the 
low time pressure condition. The congruency effect found on 
PC, however, was larger in the high time pressure condition 
than in the low time pressure condition. The RT data thus 
suggest a decreased influence of flankers under high time 
pressure, while the PC data suggest an opposite, namely 
increased effect of flankers. These results indicate that it is not 
possible to conclude that increased time pressure led to a 
decreased effect of flankers, which might be expected to occur 
in the case of tunnel vision.  

Values for the parameters describing the underlying decision 
process according to the HDDM were estimated to provide 
insight in the observed effects. In the high time pressure 
condition, the value of α was much smaller than in the low 
time pressure condition, indicating that less evidence had to be 
accumulated before a decision was made. Thus, time pressure 
induced a lowering of the response criterion. The value of the 
drift rate ν was influenced by target-flanker congruency. As 
expected, evidence accumulated faster on congruent trials as 
compared to incongruent trials, indicating an influence of the 
task-irrelevant flankers. The drift rate, however, was also 
reduced in the case of high time pressure, suggesting that 
evidence accumulation was slowed down. This seems 
counterintuitive, as one might hypothesize that in the case of 
high time pressure extra attentional resources are allocated to 
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the target leading to a higher drift rate by a mechanism 
denoted as gain modulation (e.g., see [14]). This issue will be 
addressed in the General Discussion. Importantly, the 
difference in drift rate between congruent and incongruent 
trials was estimated to be larger in the case of high time 
pressure than in the case of low time pressure, which seems 
mainly due to a decrease in the drift rate on incongruent trials 
in the case of high time pressure. This suggests that 
incongruent flankers had a larger negative effect on the 
accumulation of information in that condition. This pattern of 
results is completely opposite to the predicted effect in the 
case of tunnel vision. We hypothesized that if tunnel vision 
was induced, it should result in less processing of the flanker 
stimuli, and therefore a smaller congruency effect. Thus, no 
support was obtained for the view that time pressure induces 
tunnel vision.  

In this first experiment, the interstimulus distance was set at 
1.4°, resulting in a strong congruency effect. This relatively 
small distance could possibly explain the absence of evidence 
for tunnel vision. It may be that attention was more focused 
under high time pressure, but not sufficiently so to exclude 
processing of the flanker stimuli. To investigate this 
possibility, we increased the interstimulus distance to 3.5° in 
our second experiment. 

IV. EXPERIMENT 2 

A.  Method 
Participants. Twenty students (mean age 19.5 years, 15 
females, 2 left-handed) with reported normal or corrected-to-
normal visual acuity participated in this experiment. All  
participants signed an informed consent form and received 
course credits for their participation. The experiment was 
approved by the ethics committee of the Faculty of Behavioral 
Sciences at the University of Twente. 

B. Stimuli, Procedure and Data Analysis. 
The interstimulus distance was set at 3.5°. The width of the 
background rectangle was increased accordingly to fit the 
complete stimulus array.  
Results. A total of 16,000 trials remained for analysis after 
dismissing the first ten trials of each block as practice trials. 
Twenty-three trials had premature responses (RT < 150ms), 63 
trials had too late responses (RT > 800ms) or no response, and 
1,627 trials had erroneous responses.  

Table 1 shows mean RT and PC for each condition. A 
repeated measures ANOVA revealed that time pressure 
resulted in faster, F(1,19) = 119.6, p < 0.001, η²partial = 0.86, 
and less accurate responses, F(1,19) = 91.7, p < 0.001, η²partial 
= 0.83. A small but significant congruency effect was found, 
with slower, F(2,38) = 10.4, p < 0.001, ε = 0.97, η²partial = 0.35 
and less accurate responses on incongruent as compared to 
congruent trials, F(2,38) = 6.6, p = 0.003, ε = 0.96, η²partial = 
0.26. There was no significant interaction between time 
pressure and congruency, neither for RT, F(2,38) = 1.6, p = 
0.22, ε = 0.70, η²partial = 0.08, nor for PC, F(2,38) = 0.88, p = 
0.43, ε = 0.89, η²partial = 0.04. Pairwise comparisons 
additionally revealed that responses on incongruent trials were 
significantly slower, t(19) > 3.6, p < 0.002, and less accurate, 

t(19) > 2.3, p < 0.037, as compared to responses on congruent 
trials, both in the high and the low time pressure conditions. 
Responses on neutral trials (M=367, SD=29) were slower as 
compared to responses on congruent trials (M=360, SD=30) 
but only in the high time pressure condition, t(19) = 3.3, p = 
0.004. Responses on neutral trials (M=84, SD=6) only differed 
significantly, t(19) = 2.3, p = 0.034, on PC with responses on 
incongruent trials (M=81, SD=7) in the high time pressure 
condition. All other differences between the neutral condition 
and the congruent or incongruent condition were not 
significant. Differences in RT between the low and high time 
pressure conditions were significant for all congruency 
conditions, t(19) > 8.7, p < 0.001, this was also the case for 
PC, t(19) > 8.4, p < 0.001. 

HDDM parameter estimates. After the first 10,000 
iterations, convergence was checked and these iterations were 
discarded as burn-in. Table 2 shows the mean estimated 
parameter values for α and ν. The values for α show a similar 
pattern as in the first experiment, with a 49% reduction of the 
response criterion in the high time pressure condition, t(19) = 
11.2, p < 0.001. The estimated means of ν were submitted to a 
repeated measures ANOVA to examine the effect of flanker 
congruency and time pressure. As in the first experiment, the 
expected effect of flanker congruency was observed, F(2,38) = 
33.9, p < 0.001, ε = 0.96, η²partial = 0.64, with the highest drift 
rate on congruent trials and the lowest drift rate on 
incongruent trials. The effect of time pressure on ν was also 
replicated, F(1,19) = 31.1, p < 0.001, η²partial = 0.62, showing a 
reduction of the drift rate in the case of high as compared to 
low time pressure. No interaction effect between time pressure 
and congruency was observed, F(2,38) = 0.4, p = 0.67, ε = 
0.91, η²partial = 0.02. 

C.  Discussion 
Increased time pressure resulted in faster and less accurate 
responses, revealing again a tradeoff between speed and 
accuracy. The influence of the flanker stimuli on both speed 
and accuracy was small, but still significant. In contrast with 
our first experiment, time pressure did no longer affect the 
influence of flanker stimuli on RT and PC.  

The effect of time pressure on the response criterion α was 
again clearly present, which suggests that less evidence was 
needed to emit a response in the case of high time pressure. 
The congruency effect was again reflected in the estimated 
value of the drift rate ν, with the same pattern of results as in 
our first experiment, but the size of the effect was much 
smaller. In contrast with the first experiment, no interaction 
between time pressure and congruency was observed for ν. A 
main effect of time pressure on ν was present, with again a 
smaller drift rate in the case of high time pressure as compared 
to low time pressure. 

Together, the HDDM estimates of both experiments revealed a 
decrease of the response criterion and a decrease of the drift 
rate due to increased time pressure. Furthermore, the drift rate 
slows down on incongruent as compared to neutral and 
congruent trials. The major difference between the two 
experiments concerns the presence of an interaction between 
time pressure and congruency on ν in our first experiment and 
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the absence of this effect in our second experiment. This 
difference seems likely due to the increased interstimulus 
distance. These results may be explained by precisely the 
opposite mechanism as tunnel vision, namely, a reduction in 
the efficiency of attentional allocation in the case of high time 
pressure. This may result in an increased flanker effect under 
high time pressure in Experiment 1, while the interstimulus 
difference in Experiment 2 may have been too large to exert 
an increased flanker effect.  

An alternative possibility to be considered is the presence of 
different strategies in both experiments. To examine this, a 
third experiment was carried out in which interstimulus 
distance was varied. Trials with a small interstimulus distance 
and trials with a large interstimulus distance were randomly 
intermixed within all blocks, which will discourage the 
employment of different strategies. If the pattern of results 
found in the first two experiments is replicated then it seems 
that the observed differences were not due to the application 
of different strategies. 

V. EXPERIMENT 3 

A. Method  
Participants. Seventeen students (mean age 22 years, 11 
females, 1 left-handed) with reported normal or corrected-to-
normal visual acuity participated in this experiment. All 
participants signed an informed consent form and received 
course credits for their participation. The experiment was 
approved by the ethics committee of the Faculty of Behavioral 
Sciences at the University of Twente. 

B. Stimuli and Procedure. 
The third experiment combines the previous experiments: the 
general method is the same but interstimulus distance was 
added as a within-subject variable. A block of trials now 
contained 110 trials with a small interstimulus distance and 
110 trials with a large interstimulus distance, and these trials 
were randomly intermixed within each block. The number of 
blocks was the same as in Experiment 1 and 2. 
Data Analysis. The same HDDM was used as in the first two 
experiments; no extra hierarchical level was added to include 
the factor interstimulus distance. Instead the combination of 
congruency and interstimulus distance implied that there were 
simply more levels of the stimulus factor. Thus, the structure 
of the HDDM remained the same, but the index i had now six 
instead of three possible values. After parameter fitting, mean 
parameter values for congruency and interstimulus distance 
were derived from the estimated parameters values for each 
stimulus condition. Interstimulus distance was included as an 
independent variable in the ANOVAs of α and ν. 
Results. As in the previous experiments, the first ten trials of 
each block were dismissed as they were considered as practice 
trials. Of the remaining 28,560 trials, 291 trials had premature 
responses (RT < 150ms), 277 trials had too late responses (RT 
> 800ms) or no response, and 3,309 trials had erroneous 
responses. The mean RT and PC for each condition are 
depicted in the lower panel of Table 1. Time pressure resulted 
in faster, F(1,16) = 164.3, p < 0.001, η²partial = 0.91, and less 
accurate responses, F(1,16) = 133.9, p < 0.001, η²partial = 0.89. 

The congruency effect was also present on both RT, F(2,32) = 
45.1, p < 0.001, ε = 0.73, η²partial = 0.74, and PC, F(2,32) = 
22.8, p < 0.001, ε = 0.79, η²partial = 0.59, with fastest and most 
accurate responses on congruent trials, and slowest and least 
accurate responses on incongruent trials. Time pressure 
interacted with congruency on RT, F(2,32) = 9.0, p = 0.001 ε 
= 0.88, η²partial = 0.36, and on PC, F(2,32) = 18.3, p < 0.001, ε 
= 0.72, η²partial = 0.53, showing the strongest effect of time 
pressure on incongruent trials, both in a reduction of RT and a 
reduction of accuracy. Interstimulus distance had a main effect 
on RT, F(1,16) = 10.9, p = 0.005, η²partial = 0.40, with faster 
responses in the case of the largest interstimulus distance, but 
no effect was present on PC, F(1,16) = 0.42, p = 0.526, η²partial 
= 0.03. The interstimulus distance interacted with congruency 
on RT, F(2,32) = 17.0, p < 0.001, ε = 0.91, η²partial = 0.52, but 
not on PC, F(2,32) = 3.2, p = 0.054, ε = 0.95, η²partial = 0.17. 
No interaction was found between interstimulus distance and 
time pressure on RT, F(1,16) = 3.7, p = 0.073, η²partial = 0.19, 
and also not on PC, F(1,16) = 1.3, p = 0.267, η²partial = 0.08. 
The interaction between interstimulus distance, time pressure 
and congruency was significant for PC, F(2,32) = 15.0, p < 
0.001, ε = 0.80, η²partial = 0.48, but not for RT, F(2,32) = 1.1, p 
= 0.332, ε = 0.92, η²partial = 0.07. Separate analyses for both 
interstimulus distances were performed to enable a direct 
comparison with the results of Experiment 1 and 2.  

For trials with a small interstimulus distance, time pressure 
reduced both RT, F(1,16) = 153.2, p < 0.001, η²partial = 0.91, 
and PC, F(1,16) = 120.1, p < 0.001, η²partial = 0.88. The 
congruency effect was also found on both RT, F(2,32) = 43.3, 
p < 0.001, ε = 0.73, η²partial = 0.73, and PC, F(2,32) = 7.5, p = 
0.002, ε = 0.86, η²partial = 0.32. The reduction of the 
congruency effect on RT under high time pressure was also 
replicated, F(2,32) = 5.5, p = 0.009, ε = 0.97, η²partial = 0.25. 
The congruency effect on PC under high time pressure, 
however, was not significant, F(2,32) = 1.4, p = .27, ε = 0.88, 
η²partial = 0.08, which contrasts with the results of Experiment 
1.  

For trials with a large interstimulus distance, time pressure 
again resulted in faster, F(1,16) = 166.9, p < 0.001, η²partial = 
0.91, and less accurate responses, F(1,16) = 121.8, p < 0.001, 
η²partial = 0.88. The congruency effect was also replicated in 
both RT, F(2,32) = 18.9, p < 0.001, ε = 0.89, η²partial = 0.54, 
and PC, F(2,32) = 23.8, p < 0.001, ε = 0.83, η²partial = 0.60. 
Here, time pressure reduced the congruency effect on RT, 
F(2,32) = 5.2, p = 0.011, ε = 0.97, η²partial = 0.24, and 
increased the congruency effect on PC, F(2,32) = 27.9, p < 
0.001, ε = 0.75, η²partial = 0.64, while such interactions were 
not observed in Experiment 2. 

HDMM Parameter Estimates. Table 2 shows the mean 
estimated parameter values for α and ν calculated from the 
posterior distribution after discarding the first 10,000 
iterations to ensure that convergence had been met. The 
estimated values for α show a similar pattern as for 
Experiment 1 and 2, with a reduction of required evidence of 
55% in the case of high time pressure relative to low time 
pressure, t(16) = 10.1, p < 0.001. 

A repeated measures ANOVA on the estimated values of ν 
with the factors interstimulus distance, congruency, and time 
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pressure revealed the following results. The congruency effect, 
F(2,32) = 74.0, p < 0.001, ε = 0.62, η²partial = 0.82, and the 
effect of time pressure were replicated, F(1,16) = 9.8, p = 
0.006, η²partial = 0.38. An interaction between time pressure 
and congruency was found, F(2,32) = 9.5, p = 0.001, ε = 0.97, 
η²partial = 0.37. A main effect of interstimulus distance was 
observed on ν, F(1,16) = 6.0, p = 0.026, η²partial = 0.27, which 
reflected an overall higher drift rate with the large as 
compared to the small interstimulus distance. Interstimulus 
distance also modulated the interaction between time pressure 
and congruency F(2, 32) = 5.0, p = 0.013, ε = 0.92, η²partial = 
0.24. Separate analyses for both distances showed that the 
interaction between time pressure and congruency on ν was 
significant with the small interstimulus distance, F(2,32) = 
12.9, p < 0.001, ε = 0.92, η²partial = 0.45, but not with the large 
interstimulus distance, F(2,32) =1.2, p =0.326, ε = 0.99, η²partial 
= 0.07. Specifically, in the case of the small interstimulus 
distance, the reduction of the drift rate due to time pressure 
was small for congruent trials but large for incongruent trials, 
while no such effect was present in the case of the large 
interstimulus distance.  

C. Discussion 
The main effects of time pressure and congruency as observed 
on our behavioral measures in Experiment 1 and 2 were 
replicated in our third experiment. A direct comparison of the 
results for the trials with a small interstimulus distance with 
the result of Experiment 1 shows a comparable pattern. 
However, the interaction between time pressure and 
congruency on PC did not reach significance in our third 
experiment. A direct comparison of the results for the trials 
with a large interstimulus distance with the results from 
Experiment 2 also showed some minor differences. In our 
third experiment, we observed a significant interaction 
between time pressure and congruency on both RT and PC 
that was not found in the second experiment. An examination 
of the estimated parameters for the drift rate and the response 
criterion might clarify whether these observed differences 
point to different conclusions. 

Separate analyses of the estimated drift rate for both 
interstimulus distances revealed quite comparable effects of 
time pressure and congruency as in Experiment 1 and 2. Time 
pressure and congruency both affected the drift rate on trials 
with a small and large interstimulus distance. Importantly, 
time pressure increased the congruency effect for trials with a 
small interstimulus distance and did not influence the 
congruency effect for trials with a large interstimulus distance, 
which implies that the results on the drift rate as observed in 
Experiment 1 and 2 were replicated in our third experiment. 

VI. GENERAL DISCUSSION 

In this paper, the central question to be addressed was 
whether tunnel vision, a shrinkage in the size of the attentional 
focus, can be demonstrated in the case of stressful conditions. 
To answer this question, we employed an arrowhead-version 
of the Eriksen flanker task, in which a central target was 
accompanied by congruent, neutral, or incongruent flankers. 
Stress was induced by varying time pressure between 
conditions. Three experiments were carried out in which 

different interstimulus distances were employed. Interest was 
focused on behavioral measures indicating possible effects of 
tunnel vision, and especially on parameters of the underlying 
decision process that can be estimated with the HDDM: the 
drift rate (ν), and the height of the response criterion (α). We 
expected to observe that increased time pressure would lead to 
a reduction of the response criterion, and that congruency of 
flankers would affect the drift rate, with the highest drift rate 
in the case of congruent flankers and the lowest drift rate in 
the case of incongruent flankers: a congruency effect. Most 
importantly, we reasoned that tunnel vision (in the case of 
high time pressure) would be reflected in a reduction of the 
congruency effect on the drift rate. 

Behavioral results revealed clear effects of time pressure 
and flanker congruency in all our experiments. Responses 
were faster and less accurate when time pressure was high, 
demonstrating a speed-accuracy tradeoff. Responses were 
faster and more accurate in the case of congruent than in the 
case of incongruent flankers. However, the observed 
interactions between time pressure and congruency proved to 
be difficult to interpret as regularly opposite effects were 
observed on RT and PC. One of the major reasons to use the 
HDDM for our question of interest was to resolve this 
impasse.  

The estimated parameters of the underlying decision 
process according to HDDM revealed several interesting 
insights. First, a consistent and expected observation was the 
reduction of the response criterion in the case of high as 
compared to low time pressure estimated on the basis of the 
behavioral results of our experiments. Secondly, we also 
consistently but unexpectedly observed a reduction of the drift 
rate in the case of high time pressure relative to the condition 
with low time pressure. Thus, time pressure reduced the 
response criterion but also decreased the rate of the 
accumulation of evidence. A possibility, considered more 
thoroughly below, is that the reduction of the response 
criterion may have been overestimated, which will thereby 
also affect the estimation of the drift rate. Third, we observed 
an interaction between time pressure and congruency on the 
drift rate for the conditions with the small interstimulus 
distance, but not for the conditions with a large interstimulus 
distance. Opposed to our expectations, this interaction in the 
case of a small interstimulus distance actually reflected a 
larger congruency effect in the case of high time pressure and 
not a reduction of the congruency effect. Thus, the influence 
of flankers on the accumulation of evidence was increased in 
the case of high time pressure, at least when interstimulus 
distance was not too large. These findings lead to the 
conclusion that time pressure did not induce tunnel vision but 
actually decreased the efficiency of attentional allocation, 
which is detrimental in the case of a small interstimulus 
distance but not so in the case of a larger interstimulus 
distance. Nevertheless, before accepting this as the conclusion 
of this paper it seems relevant to discuss four different issues. 
First, our results suggest that the presented conception of 
tunnel vision may simply be flawed, which may imply that we 
have to redefine what we precisely mean with the term tunnel 
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vision. Secondly, according to some authors, the interpretation 
of the flanker effect has to be reconsidered, which has 
important consequences for the drawn conclusions. Third, the 
HDDM parameter estimates may not have been optimal, 
which consequently affects the interpretation of the observed 
effects. Finally, the generalizability of the results from our 
task to real life conditions may be questionable.         

At the beginning of our paper, we indicated that tunnel 
vision may be understood as a shrinkage in the size of the 
attentional focus. This view is obviously based on a very 
literal interpretation of tunnel vision; may it not be the case 
that tunnel vision should be interpreted in a less literal and 
more metaphorical way? Of course, this all strongly relates to 
our view on spatial attention; can we really interpret attention 
as a spotlight, a zoom lens, or a gradient that varies in size? 
(e.g., see [15]-[17]). For example, it is becoming clearer that 
there are strong similarities between spatial attention and the 
retrieval of information from working memory (e.g., see [18]), 
and it seems according to several researchers in the field 
obvious that attention is not meant for perception but rather 
for interacting with the outer world. Maybe tunnel vision is 
better understood as a reduced ability to process all available 
information rather than a reduction in the size of the 
attentional focus.  

A highly related issue concerns the interpretation of the 
Eriksen flanker effect. The common interpretation of the 
flanker effect is that participants are not able to consistently 
keep their attention focused on the central target but partly 
divide their attention across the flankers thereby invoking the 
benefit with congruent flankers and a cost with incongruent 
flankers. Recently, [19] proposed that the flanker effect does 
not emerge because of a failure in selecting the target from the 
array, in line with the aforementioned ideas, but rather as a 
consequence of the effectiveness of attentional selection 
concerning task-relevant features (for related discussions on 
the flanker task in terms of different variants of diffusion 
models, see [20]-[22]). Target-like features are simply 
extracted from the whole environment and not from a single 
location. If we extend this idea slightly further, this selection 
of target-like features may directly exert an effect on the 
selection of actions. In our task version, this implies the 
activation of conflicting actions in the case of incongruent 
flankers. Moreover, if we consider the earlier mentioned idea 
that time pressure also speeds up sensory processing by gain 
modulation (see [14]) then we might explain the presence of 
an enlarged congruency effect on the drift rate in our 
conditions with high time pressure as there will be a stronger 
activation of the two conflicting actions. The absence of this 
effect with the larger interstimulus distance may be ascribed to 
a reduction in the visual acuity of the flankers. Nevertheless, 
some other studies referred to in our introduction provided no 
support for an influence of time pressure on pre-motoric 
processes (see [3]; [5]). Furthermore, we did not find support 
for an increase in the drift rate on congruent trails, but mainly 
a decrease of the drift rate on incongruent trials. Nevertheless, 
it is obvious that other ideas concerning the origin of the 
flanker effect and attentional selection [19] have a major 

impact on the meaning of a phenomenon such as tunnel vision.       
In all three experiments we noticed that time pressure not 

only reduced the estimated response criterion, but also reduced 
the estimated drift rate. The latter observation seems 
counterintuitive, as one might rather expect (see above) the 
drift rate to increase in the case of high time pressure. It may 
be argued that the estimation of the response criterion and the 
drift rate on the basis of HDDM are not completely 
appropriate. To evaluate this, we decided to use the estimated 
parameter values of Experiment 3 to reproduce the observed 
response data, which gives an idea of the goodness-of-fit of 
the obtained parameter values. Figure 4 shows the observed 
and predicted RT distributions for each condition for three 
participants, with incorrect responses flipped to the left. The 
gray bars represent the observed data, while the open bars 
represent the data generated by the estimated parameter 
values. The predicted data match the observed data quite well. 
Nevertheless, although the reconstruction of the response data 
suggests that the obtained parameter values are appropriate it 
is still possible that the HDDM overestimates the effect of 
time pressure on the response criterion. In all our experiments, 
the influence of high time pressure seems very strong, as a 
reduction of at least 45% was observed. If we consider the 
possibility that this reduction is an overestimation of the 
influence of time pressure (i.e., the estimate of α is too small), 
then an appropriate fit of the data can only be obtained if the 
effect on the drift rate is overestimated as well (i.e., the 
estimate of ν is too small), otherwise, the reconstructed 
response data should display shorter response data as 
compared to the originally observed data.  

 

 
Fig. 4 Frequency histograms of observed and predicted behavioral 
data for the first three participants in Experiment 3. Part. = 
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participant, ISD = interstimulus distance, Press. = time pressure. The 
filled gray bars represent actual measured reaction times, divided into 
50ms bins. The open bars represent the reaction times based on the 
estimated parameter values. The left half of each cell is a flipped 
histogram of the incorrect responses. 

As we observed both a reduction in the response criterion and 
the drift rate due to high time pressure, this may very well 
have been the case. Moreover, earlier mentioned studies did 
not observe an effect of time pressure on pre-motoric 
processes [3],[5], which also seems not in line with an 
influence on the drift rate. Importantly, even though it may be 
the case that the reduction of the response criterion is 
overestimated, a possibly better estimation of the relevant 
parameters is likely to yield a comparable pattern of results.  

Although the Eriksen flanker task used in this study seems 
well suited to test the presence of tunnel vision, its properties 
limit generalizability to other settings for several reasons. 
First, the stimuli that are to be ignored are always present on 
each trial. In real live settings such as in the car accident 
example in our introduction, stimuli outside the focus of 
attention are far from predictable. Second, in the flanker task 
the target is the only task-relevant stimulus while flankers are 
to be ignored. This categorization of stimuli as either task-
relevant or task-irrelevant may also not generalize well to real-
world settings as in the latter case every stimulus is potentially 
important. 

On the basis of our behavioral data and the estimates of the 
underlying decision process determined by the HDDM it can 
be concluded that time pressure seems to lower the response 
criterion, while irrelevant flankers affect the speed of the 
accumulation of information. Opposed to our initial idea, it 
could not be concluded that time pressure induced tunnel 
vision, rather, it appears to be the case that time pressure 
reduced the efficiency of spatial attentional selection. 

REFERENCES   
[1] A.E. Bursill, “The restriction of peripheral vision during exposure to hot 

and humid conditions,” Quarterly Journal of Experimental Psychology, 
vol. 10, pp. 113-129, 1958. doi:10.1080/17470215808416265. 

[2] G.R. Dirkin, “Cognitive tunneling: Use of visual information under 
stress,” Perceptual and Motor Skills, vol. 56, pp. 191-198. 1983. 
doi:10.2466/pms.1983.56.1.191 

[3] A. Osman, L. Lou, H. Müller-Gethmann, G. Rinkenauer, S. Mattes, and 
R. Ulrich, “Mechanisms of speed–accuracy tradeoff: Evidence from 
covert motor processes,” Biological psychology, vol. 51, pp. 173-199, 
2000.  doi:10.1016/S0301-0511(99)00045-9B.  

[4] B.A. Eriksen, and C.W. Eriksen, “Effects of noise letters upon the 
identification of a target letter in a nonsearch task,” Perception & 
Psychophysics, vol. 16, pp. 143-149, 1974. doi:10.3758/BF03203267J.  

[5] R.H.J. Van der Lubbe, P. Jaśkowski, B. Wauschkuhn, and R. Verleger, 
“Influence of time pressure in a simple response task, a choice-by-
location task, and the Simon task,” Journal of Psychophysiology, vol. 
15, pp. 241-255, 2001. doi:10.1027//0269-8803.15.4.241 

[6] J. Vandekerckhove, F. Tuerlinckx, and M.D. Lee, “Hierarchical 
diffusion models for two-choice response times,” Psychological 
Methods, vol. 16, pp. 44-62, 2011. doi:10.1037/a0021765. 

[7] K.R. Ridderinkhof, G.P. Band, and D. Logan, “A study of adaptive 
behavior: effects of age and irrelevant information on the ability to 
inhibit one’s actions,” Acta Psychologica, vol. 101, pp. 315-337, 1999. 
doi: 10.1016/s0001-6918(99)00010-4. 

[8] R.G. Pachella, and R.W. Pew, “Speed-accuracy tradeoff in reaction 
time: Effect of discrete criterion times,” Journal of Experimental 
Psychology, vol. 76, pp. 19-24, 1968. doi:10.1037/h0021275 

[9] W.A. Wickelgren, “Speed-accuracy tradeoff and information processing 
dynamics,” Acta Psychologica, vol. 41, pp. 67-85, 1977. 
doi:10.1016/0001-6918(77)90012-9 

[10] R. Ratcliff, “A theory of memory retrieval,” Psychological Review, vol. 
85, pp. 59-108, 1978. doi:10.1037/0033-295X.85.2.59 

[11] T.V. Wiecki, I. Sofer, and M.J. Frank, “HDDM: Hierarchical Bayesian 
estimation of the drift-diffusion model in Python,” Frontiers in 
Neuroinformatics, vol. 7, pp. a14, 2013. doi:10.3389/fninf.2013.00014. 

[12] R. Ratcliff, and J.N. Rouder, “A diffusion model account of masking in 
two-choice letter identification,” Journal of Experimental Psychology: 
Human Perception and Performance, vol. 26, pp. 127-140, 2000. 
doi:10.1037/0096-1523.26.1.127. 

[13] J. Zhang, and J.B. Rowe, “Dissociable mechanisms of speed-accuracy 
tradeoff during visual perceptual learning are revealed by a hierarchical 
drift-diffusion model,” Frontiers in Neuroscience, vol. 8, pp. a69, 2014. 
doi:10.3389/fnins.2014.00069. 

[14] D. Standage, G. Blohm, and M.C. Dorris. On the neural implementation 
of the speed-accuracy trade-off. Frontiers in Neuroscience, vol. 8, pp. 
a236, 2014. Doi:10.3389/fnins.2014.00236. 

[15] K.R. Cave, and N.P. Bichot, “Visuospatial attention: beyond a spotlight 
model,” Psychonomic Bulletin & Review, vol. 6, pp. 204-23, 1999. 

[16] C.W. Eriksen, and J.D. St. James, “Visual attention within and around 
the field of focal attention: a zoom lens model,” Perception & 
Psychophysics, vol. 40, pp. 225-40, 1986. 

[17] D. LaBerge, and V. Brown, “Theory of attentional operations in shape 
identification,” Psychological Review, vol. 96, pp. 101-124, 1989. 
doi:10.1037/0033-295X.96.1.101. 

[18] R.H.J. Van der Lubbe, C. Bundt, and E.L. Abrahamse, “Internal and 
external spatial attention examined with lateralized EEG power spectra,” 
Brain Research, vol. 1583, pp. 179-192, 2014. doi : 10.1016/ 
j.brainres.2014.08.007. 

[19] S. Buetti, A. Lleras, and C.M. Moore, “The flanker effect does not 
reflect the processing of “task-irrelevant” stimuli: Evidence from 
inattentional blindness,” Psychonomic Bulletin & Review, pp. 1-7, 2014. 
doi:10.3758/s13423-014-0602-9 

[20] R. Hübner, M. Steinhauser, and C. Lehle, “A dual-stage two-phase 
model of selective attention. Psychological Review, vol. 117, pp. 759-
784, 2010. 

[21] C.N. White, R. Ratcliff, and J.J. Starns, “Diffusion models of the flanker 
task: discrete versus gradual attentional selection,” Cognitive 
Psychology, vol. 63, pp. 210-238, 2011. 

[22] R. Hübner, and T. Töbel, “Does attentional selectivity in the flanker task 
improve discretely or gradually?,” Frontiers in Psychology, vol. 3, pp 
a434, 2012. Doi: 103389/fpsyg.2012.00434 

 
 
 
 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 40



 

 

  
Abstract— With the explosive growth of social networks during 

the last decades, the discovery of social communities relevant to 
users’ interests has become an important subject of study in the 
research community. Social Networks provide a plethora of 
suggestions (pages, friends, points of interests, etc.) to their users, in 
order to enhance their experience with services that adapt to their 
needs. In this paper, we present a method for performing user-
personalized community suggestions to users of  location-based 
social networks. Users’ history data, related to former presence 
declarations through so-called “check-ins”, are being exploited so as 
to infer their interests and find relevant communities. For this 
purpose, points of interest are being categorized as venues reflecting 
a generalized form of users' interests that may vary during the day. In 
the proposed method, we present a community recommendation 
scheme based on predicting venues by taking advantage of users’ and 
their friends’ history. The dataset we used was based on input from a 
well-known Location-Based Social Network. For the evaluation of 
our approach we use two machine-learning techniques, whose 
performance is compared against each other. 
 
Keywords— Location–Based Social Networks; learning 

algorithms; community recommendations 

I. INTRODUCTION 
HE The expansion of social media during the last years 

has increased exponentially the usage of group and 
community activities. Users are creating and joining online 
communities in order to share their content and interact with 
users who have common interests. As a result, discovering 
intriguing communities, among the continuous growing 
number of social communities, has become a challenging task 
for social media users. In parallel, there has been a rapid 
growth of location-based social networks (LBSN), as more 
and more users tend to share their location during their 
everyday lives. These kinds of declarations, usually expressed 
by “check-ins”, reflect users’ main activities and interests, 
which can be exploited for providing user-personalised 
suggestions about places, friends, groups or events.  

One of the most innovative features that has been 
introduced in social networks is personalised community 
recommendations. Using this feature, LBSNs can provide 
recommendations to users about groups and social 
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communities that are related to their interests. To achieve that, 
many researchers have used machine-learning techniques to 
estimate users’ interests, exploiting their former activities or 
social connections. 

Several methods have been proposed in the literature in 
order to provide community recommendations to social media 
users.  Specifically, in [1] the authors present a method for 
modelling communities via user-generated tags. They 
recommend communities to users by capturing how each 
community’s subject is relevant to a user’s personal tags and 
other community members’ tags. The authors in [2] introduce 
a filtering method  (Combinational Collaborative Filtering) to 
implement community recommendations by combining 
semantic and user information. This method uses a hybrid 
training strategy that combines Gibbs sampling with the EM 
algorithm.  

In [3], the authors suggest a soft-constraint based online 
Latent Dirichlet Allocation (LDA) algorithm in order to detect 
the latent topics across communities using the number of a 
user’s posts in each community. Similarly, collaborative 
filtering-based algorithms, graph-based algorithms, and 
search-based algorithms that use social tagging are also 
presented in [4]. In this work the authors combine and 
compare those methods for personalized community 
recommendations. Finally, in [5] the authors use the users’ 
preferences and relationships in order to make the proper 
community suggestions to a specific user. In this method the 
communities are being categorized by familiarity, 
favourability, and similarity to a user’s interests in order to 
perform a satisfactory recommendation. 

 Although a lot of researchers were involved around 
community recommendations on classic Social Networks, 
only few have focused specifically on LBSNs. For example, in 
[6] the authors attempt to model human activity and 
geographical areas by means of place categories, while they 
also identify user communities that visit similar categories of 
places. 

In this paper, following the above trend, we use users’ 
history as well as their friends’ activities in order to estimate 
venues that lie into users’ interests in their daily lives. By 
predicting venues of interest, we can form community 
suggestions based on places that share coinciding events. We 
present a system architecture for collecting and elaborating 
useful data from mobile users of LBSNs, and use machine-
learning techniques for providing suggestions. Specifically, 
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we propose the use of a Radial Basis Function (RBF) Neural 
Network and compare it against a K-Means algorithm.  

The rest of this paper is organized as follows. In Section II, 
we describe the architecture of the proposed system for 
collecting data from LBSNs, and for processing them using 
machine learning mechanisms. In Section III, we present the 
three different approaches that we use based on machine 
learning, namely K-Means and RBF Neural Network. The 
dataset that was employed for location prediction is presented 
in Section IV, while in Section V we provide the results and 
discuss on the performance of the three proposed algorithms. 
Finally, the paper in concluded in Section VI. 

II. SYSTEM DESCRIPTION 
In the proposed system, users will be equipped with mobile 

terminals connected to a location-based social network. One of 
the main concerns of the proposed LBSN is to provide its 
users with recommendations about communities that range 
closely to their interests. To achieve that, we take under 
consideration both users’ preferences as well as their friends’ 
preferences, and provide predictions about possible venues of 
interest. Having these information, we can discover 
communities of users with the same interests, and recommend 
them to subscribe to one or more of them. 

In Fig. 1, we present the proposed system’s architecture, in 
which users’ data are collected from mobile terminals and are 
sent to the cloud, where machine learning engine (MLE) 
mechanisms are applied in order to produce recommendations. 
The architecture is designed using ArchiMate® notation [7], 
showing the basic components and their relationship.  

 

 
Fig. 1 System’s architecture 

As we may observe, the proposed system consists of one 
product related to the mobile device and one product 
representing the cloud platform.  

For the mobile device, the Social Network Application 
component is responsible for collecting users’ information 
regarding the check-ins and the ratings that users leave for 
each place they visit.  

For the cloud platform, we recognize the following systems 
and components: 
• Machine-Learning Engine Training System: This system 

is responsible for the centralized training of the machine-
learning engines that will be used by the Communities 
Suggestions system. It is comprised of the MLE Training 
Scheduler and the MLE Training Execution components.   

• MLE Training Scheduler: The main purpose of this 
component is to initiate the generation of new MLEs 
(such as K-Means, RBF neural networks, or PNNs).   

• MLE Training Execution: This component is responsible 
for retrieving all necessary training data and for 
executing the machine learning engine training 
algorithm.   

• Communities Suggestions System: This component is 
responsible for performing estimation of the venues that 
a user may be interested in, according to his/her own 
preferences, as well as the ones of his/her friends. From 
these venues, the appropriate communities are selected 
and forwarded as recommendations to users.  

III. PREDICTION MODELS 
For the implementation of the proposed community 

recommendation system, we use two different approaches 
based on machine learning, namely K-Means and RBF neural 
network. 

A. K-Means 
The first approach used as a prediction model is the K-

Means Clustering. K-Means is one of the most popular 
clustering methods, which can be defined as the partitioning of 
a finite amount of data into a number of clusters by 
understanding the underlying structure [8].   

The main idea of the K-Means algorithm is based on the 
following steps:  

1. From an initial non optimal clustering, relocate each 
point to its new nearest centre.  

2. Update the clustering centres by calculating the mean 
of the member point.  

3. Repeat steps 1 and 2 until convergence criteria are 
satisfied (e.g. predefined number of iterations, 
difference on the value of the distortion function).  

 

        
        (a) Initial clusters                (b) Final clusters 

Fig. 2 K-Means Clustering example with 2 clusters 

B.  Radial Basis Function (RBF) Neural Network 
RBF Neural Networks (NNs) provide an alternative to 

Multilayer Perceptrons. They share many features with 
Artificial Neural Networks (ANNs) that employ back 
propagation, and they are used for pattern recognition. 
However, RBF NNs have certain advantages which are not 
found in common ANNs. Specifically, the training procedures 
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are faster than the Multilayer Perceptrons. In addition, RBF 
NNs are characterised by the absence of local minima, unlike 
common ANNs [9].  

A typical RBF NN structure, in its most basic form (Fig. 3), 
involves three layers, namely an input, a hidden and an output 
layer. In the input layer, the space can be either normalized or 
be an actual representation of the input data. This is then fed to 
the hidden layer nodes, which differ from other NNs in that 
each node represents a data cluster, centred at a particular 
point with a given radius. The hidden layer nodes are 
responsible for calculating the distance from the input vector 
to their own centre. The results are transformed using a basis 
function, and forwarded to the output layer. The output layer 
consists only one node, which sums the input from the hidden 
layer and produces the final result.  

 

 
Fig. 3 Typical structure of Radial Basis Function Neural Network 

IV. DATA ANALYSIS 
The dataset used in this paper is based on measurements 

that were taken for research purposes in [10]. The data were 
collected from a well-known social network (Foursquare), 
which allows location-based check-ins as well as ratings.  

The available files were divided according to the location 
that the user has visited (checkins file), the social connection 
between two users (socialgraph file), the venue of a specific 
location, e.g. restaurants (venues file), and the rating that each 
user has left for each location she/he has visited (ratings file).  

The above mentioned files were merged, using users’ id to 
create a seven-tuple with the variables described in Table I.   

TABLE I.  VARIABLES AND VALUES USED 

Variable Description 

user User’s unique id {total 149 users} 

friend Unique id of user’s friend 

day Values 1 – 7 representing each day of the week 
{Monday – Sunday} 

hour The hour that the user has checked in the specific 
location 

location 
Each location is represented by a unique id created 
from the corresponding coordinates [(latitude, 
longitude)] {total 117 locations}  

rate The rate that user has left for the specific location 
scaling 1 – 5.  

venue Unique id of venue {total 52 venues} 

Using the described variables, the input set for the proposed 
algorithms can be defined as: 
𝒙 = (𝑢𝑠𝑒𝑟, 𝑓𝑟𝑖𝑒𝑛𝑑,𝑑𝑎𝑦, ℎ𝑜𝑢𝑟, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑟𝑎𝑡𝑒, 𝑣𝑒𝑛𝑢𝑒) (1) 

The restructured dataset takes into consideration not only 
the place that a user has visited, but also the type of each 
specific location (venue), as well as the rating that the user has 
left, depicting his/her satisfaction. We also consider users’ 
friendships with social connections between two users, 
resulting to a social graph depicted in Fig. 4.  

 
 

Fig. 4 Social graph using Harel-Koren Fast Multiscale lay out 
algorithm 

V. RESULTS 
To demonstrate the appropriateness of the proposed 

learning algorithms, presented in Section III, we used them in 
order to provide community recommendations based on users’ 
preferences that are inferred from theirs’ and their friends’ 
history. Regarding the K-means algorithm, one of the most 
common parameter that we need to define, is the number of 
clusters that are used. In Fig. 5, we present the 
misclassification percentage acquired for the K-means 
algorithm for different numbers of clusters.   

 
Fig. 5 Misclassification percentage for K-means algorithm with 

respect to number of clusters used 
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As we may observe, K-means performs better for an 

increased number of clusters. In Table II, we present the 
misclassification percentage that was derived for both the K-
means algorithm and the RBF neural network, using 10-fold 
cross-validation method. Specifically, the K-means clustering 
was constructed with 100 clusters, while the RBF neural 
network was formulated with 100 neurons in the hidden layer. 

TABLE II.  RESULTS OF VALIDATION PROCESS 

Learning 
Method 

Misclassification 
percentage (%) 

K-Means 15.258 

RBF NN 16.884 

 
It is clear that the K-means algorithm outperforms the RBF 

Neural Network, making it highly suitable for estimating 
venues.  

VI. CONCLUSION 
In this paper, we have presented our work on providing 

community recommendations based on predicted venues using 
data from location-based social networks. Specifically, we 
have presented a system architecture for collecting necessary 
data from location-based social networks, and sending them to 
a cloud platform. The cloud platform is responsible for 
running the machine-learning algorithms in order to provide 
recommendations to users about possible communities that 
they would be interested in, where each community can be 
conducted from venues matching users’ preferences. In order 
to forecast venues according to users’ preferences and their 
social connections, we used two different learning algorithms, 
namely K-Means and RBF neural network. The dataset used 
includes information collected from a well-known social 
network (Foursquare), depicting users’ friendships and ratings 
on specific locations that they have visited. The results that we 
received from the validation process, demonstrate that the K-
Means outperforms the other proposed algorithm, giving 
predictions with high accuracy.  
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Abstract— The paper presents the application of computer 

codes in the advanced analysis of structures with tension 
elements, cables. Static and dynamic analyses are performed 
for a suspension pipeline crossing by considering a real wind 
intensity recorded by a weather station. The effect of pre-
tension is discussed from the structure Eigen-modes aspect. 
The static and dynamic analysis reveals different values for 
element forces. A construction stage analysis is performed 
using a particular module of finite element computer code   
 

Keywords— cable, construction stage, dynamic analysis, 
suspension crossing. 

I. INTRODUCTION 

TRUCTURAL systems supporting fluid materials 
transportation pipelines may be regarded as a continuous 

structure avoiding encountered obstacles between the two 
points of interest. The linear impediments such as rivers or 
valleys met in their path may be overcome with 
superstructures (above) or infrastructures (below). For both 
solutions advantages and disadvantages are present and for a 
good design the important factor is the area environment 
either from geometry, sustainability or protection point of 
view. The waterway crossing is an example that the choice of 
solution is influenced by several considerations. One of them 
refers to the environment impact. The disturbance of 
environment for both aquatic and terrestrial plant and animal 
life has to be minimized since a waterway crossing affects 
these factors. Both crossings, under and above water, have to 
take care at the hazardous and contaminated materials during 
construction [1]. The underwater crossing might have a 
greater effect over the environment because of the instability 
of the river bed and from here a catastrophic event is possible 
to occur. Waterways constructed above obstacles have the 
advantage that it allows better site inspections and most of the 
loading can be easily determined. Having a decision for a 
structural system over the obstacle it only remains to decide 
which solution of the structure is better to use: suspension 
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crossing, cable-stayed crossing, self-supporting or truss 
structure as a bearing structural system for the pipeline. The 
span that needs to be covered by the crossing is the main 
factor that influences this decision. Two reasonable solutions 
are suspension crossing and cable-stayed crossing. The last 
one has the advantage of smaller anchors and possibility of 
building on soft soil, but if the span increases the towers will 
have to increase too much [2]. To overcome this disadvantage 
the appropriate solution are suspension crossings. 

Towers, main cables (suspension cable), hangers, anchors, 
lateral cables, cantilever (not necessary) and the pipeline are 
components of the structural system of a suspension crossing. 

The load path for these structures is created as follows: the 
gravitational loadings from the self-weight and the loading 
given by the gas in the pipe is transmitted by the hangers to 
the main cable. The hangers have various lengths 
corresponding to the sag of the main cable. The main cables 
transmit a part of the vertical component of the force in the 
cable to the towers and the horizontal component is 
transmitted to the anchors. The horizontal actions, 
perpendicular to the crossing, are taken by the lateral cables 
(wind guy cable), connected to the pipeline by the wind ties 
[3]. 

The cable elements in these structures have an important 
role and it is characterized by high resistance, high flexibility, 
and a very small damping. Due to large displacements, 
suspension crossings design should consider both static and 
dynamic analysis.  

Numerous methods of crossing erection are available in 
practice and the decision for the solution is taken upon the 
security and economic aspects. The forces in the cable 
elements and bending moment in the pipeline are dependent 
on the steps of structure assembling and a construction stage 
analysis may reveal critical stages of force development. 

Results of numerical simulations for a suspension crossing 
with the span of 160m considering static and dynamic actions 
are presented within the contents of this paper. The numerical 
model was defined by means of members: cables were 
modeled as cable elements taking into account initial stress, 
2nd order geometrical nonlinearity and beam local 
nonlinearity, towers’ elements and the pipe was modeled 
using linear bar elements.   

The paper will give the results of the analysis of the same 
structure taking into consideration different masses for modal 
analysis. A real wind velocity-time variation as recorded on 
site is used for establishing the dynamic response of the 
structure to wind action. Also a simulation on the staged 
construction for the suspension crossing is performed. 

Numerical simulations of a pipeline crossing 

Ioan Both, Adrian Ivan 
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II. CASE STUDY 

The structure analyzed in this paper represents a crossing 
with a span of 160m and two adjacent spans of 35m, an initial 
deflection of suspension cable of 12.5m leading to a value of 
12.8 for the span to cable sag ratio. The vertical hangers are 
positioned at each 5m and the pipeline has a circular hollow 
section with a diameter of 700mm and a thickness of 8mm. 

There are two main cables in the vertical planes situated at 2m 
and two inclined cables for lateral load and vertical 
stabilization. Two towers are placed at the end of the pipeline 
consisting of hot-rolled profiles HEB400 as vertical elements 
and square hollow sections 150/4 as bracings. The hangers 
and the wind ties have a diameter of 40mm whereas the main 
cables and the lateral cables have a diameter of 60mm (Fig. 1). 

Such structures are highly complex since flexible support 
system may be attributed to the structure and for each element 
the boundary conditions are determined and influenced by the 
characteristics of the linked element [4]. Due to length 
variation each node of the main cable will have different 
interactions for the boundary conditions. 

The cross section and material properties of the crossing are 
presented in Table I, where: M-main, L-lateral, T-torsional 
moment of inertia, E-modulus of elasticity, A-area of the 
cross-section, Ix-moment of inertia with respect to x axis, Iy-
moment of inertia with respect to y axis. The properties of the 
tower are given for the entire truss structure. 

Table I  
Element  E 

[N/mm2] 
A 

[mm2] 
T 

[mm4] 
Ix 

[mm4] 
Iy 

[mm4] 

M cable 1.5-2e5 2827 0 0 0 
L cable 1.5-2e5 2827 0 0 0 
Hangers  1.5-2e5 1194 0 0 0 
Windguy  1.5-2e5 1194 0 0 0 
Tower 2.1e5 46.6e3 3.17e5 4.7e10 1.2e9 
Pipe 2.1e5 17.4e3 2.8e9 1.04e9 1.04e9 
In the analysis of the structure the following values of 

loading were considered: 
• self-weight – program computed,  
• permanent load - 0.7kN/m,  
• imposed load from fluid - 3.675kN/m,  

• wind - 0.46kN/m,  
• pretension - variable. 

All supports were considered to follow the restrictions only 
for translational degrees of freedom and the elements of the 

tower were also considered to be hinges. 
For a dynamic analysis a load case defined function of the 

recordings of the wind action was considered. The values of 

the wind velocities were provided by the local weather station 
for the west region of Romania monitored by an automatic 
station with ultrasonic transducer VS425 (Fig. 2) on the 
Mures river in Arad county, Varadia area. The maximum 
values recorded since the weather station was installed, 2009, 
are depicted in Fig.3. 

III. LIMIT STATE ANALYSIS OF STRUCTURE 

The forces and moments in the structural elements were 
determined using the FEM computer code SAP2000 for both 
static and dynamic analysis. 

Damping ratios of such tension bar systems are particular 
due to their range interval as shown in [5]. It is common to use 
for a dynamic analysis proportional damping values from 0.04 
to 0.1. 

A certain level of pretension force is introduced in the 
cables of the structure in order to obtain the desired geometry 
in the final stage of construction. The Eigen modes of the 

 
  
Due to the difference of 1.6s between the two cases of 

considered structural mass the resulting forces may vary 

 

 
Fig. 2 Wind recording station VS425 

 

 
Fig. 3 Wind velocity 

 

 
Fig. 1 Model of the case study  
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significantly. The behavior of structure taking into 
consideration the equivalent mass of self-weight is shown in 
Fig. 4 and Fig. 5 

Fig. 4 shows the displacement of pipeline nodes in the 
horizontal plane for the dynamic analysis of wind action, 
applying the modal matrix for the pretensioned state of 
structure.  

Fig. 5 shows the displacement of pipeline nodes in the 
horizontal plane for the dynamic analysis of wind action, 

applying the modal matrix for the pretensioned and filled pipe, 
state of structure.  

The curve following the maximum values in the chart of 
Fig. 4 – Fig. 7 represent the midspan of the crossing whereas 
the intermediate curves represent nodes between midspan and 
towers. 

Table II 

Mode 
mperm mperm+cvp 

T [s] 
(Kpretens) 

T [s] 
 (Kfill) 

T [s] 
(Kpretens) 

T [s]  
(Kfill) 

1 3.2568 3.0821 4.8562 4.6177 
2 2.1806 2.2154 3.2711 3.3525 
3 2.0228 1.8336 2.9839 2.7400 
4 1.8965 1.7298 2.8045 2.5675 
5 1.4258 1.3731 2.0976 2.0711 
6 1.3193 1.3669 1.9664 2.0195 

The behaviour of structure taking into consideration the 
equivalent mass of self-weight and imposed load is shown in 
Fig. 6 and Fig. 7. 

Fig. 6 shows the displacement of pipeline nodes in the 
horizontal plane for the dynamic analysis of wind action, 

applying the modal matrix for the pretension state of structure.  
Fig. 7 shows the displacement of pipeline nodes in the 

horizontal plane for the dynamic analysis of wind action, 
applying the modal matrix for the pretension and filled pipe, 
state of structure.  

It can be seen that the maximum deflection of central node, 
when the mass is taken only the self-weight, is larger than the 

deflection in the case of equivalent mass from loaded pipeline, 
200mm (Fig. 4) and 145mm (Fig. 6). 

Not every node of the pipeline is following the sinusoidal 
path but their period (frequency) is the same for each node, 
therefore the first Eigen mode is relevant for analysis.  

Table III Forces in the elements of the structure 

Comb. Analysis 
Main cable Wind cable Hanger Anchor Pipeline 

N [kN] N [kN] N [kN] N [kN] Mz [kNm] 

P+V 
Static 810.1 551.7 12.4 898.4 60.5 

Dynamic 805.8 444.2 12.6 893.8 21.6 
P+ 

CVP+V 
Static 1596.8 376.6 30.5 1759.3 63.2 

Dynamic 1593.0 390.9 30.6 1750.7 19.4 

 
 

After 30s the deformed shape of the structure is stabilized 
and by comparing the figures where the mass is taken from the 
self-weight and the figures where the mass includes the 
loading (filling) of the pipeline, we can observe that the final 
displacement of the central node has the same value. 

The remaining displacement is the result of the wind action 
that does not cause a dynamic effect on the structure. 

All the above show how much the state of stress, used for 
dynamic analysis, influence the analysis results. Forces in 
cables have insignificant variation whereas the dynamic 
analysis leads to smaller bending moments in the pipeline 

 
Fig. 5 Deflection - loaded state of structure (mperm) 

 
Fig. 6 Deflection - pretensioned state of structure (mperm+cvp) 

 
Fig. 7 Deflection - loaded state of structure (mperm+cvp) 

 
Fig. 4 Deflection - pretensioned state of structure (mperm) 
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cross-section. 

IV. CONSTRUCTION STAGE ANALYSIS 

The erection of suspension structures is performed in stages 
where force values have a wide range of variation due to high 
deformations permitted by cables. As an effect of structural 
instability the structural system can change significantly and 
may lead to critical situations. Therefore a construction stage 
analysis is recommended to check the stability and stresses 
that may develop during intermediate stages. 

For tension bar systems the effects of pre-tensioning forces 
are very important for the geometry during and after erection. 
According to design codes there has to be no compression 
forces in the cable elements of the structure. This would be the 
case when the finite elements used for modeling the cables are 
beam type elements. 

In practice the errors caused by cable forces or mechanical 
properties are necessary to be monitored and corrected during 
construction stages. The main objectives of construction stage 
analysis may be summarized as follows: 

•  stress evaluation in cables for several stages, 

• geometric shape plotting related to final stage, 
• leveling of pipeline, 
• plastic deformations monitoring of elements during 

erection, 
• stress and stability control in structural elements 

Computer code SAP2000 allows the analysis of a structure 
in different stages of erection with the help of Construction 
Scheduler module. Function of the chronological order two 
possibilities of construction stage analysis may be defined: 
progressive or regressive. Resulting forces are very similar for 
each type of analysis but due to the already defined structure a 
regressive analysis is more convenient. 

After defining the structure and the construction stage load 
case element groups of hangers and pipe elements must be 
defined according to the solution of assembling of structure. 
For the regressive analysis the entire structure has to be 
defined in a group and added in a construction stage. The 
following steps represent removal of groups of elements. Load 
action is allowed to be defined also with safety factors. 
Construction stage analysis may be defined with consideration 
of geometric non-linearity effects  

A simple construction stage analysis may be defined with 5 
phases [6] by defining groups of main parts of structural 
elements although it may be omitted critical situations as 
presented in the following. 

There are multiple solutions for erecting the crossing to its 
final structural configuration and the forces are distributed 
accordingly. Fig. 8 presents the case of starting assembling the 
pipeline from the midspan of the crossing. Another possibility 
is to start the pipeline assembling from both ends as presented 
in Fig. 9 or just from one end, Fig. 10.  

By performing a staged construction analysis for each of 
these cases it may be observed that for an intermediate phase 
the pipe is subjected to higher values of bending moments 
than as considered for the final stage. This situation is caused 
by the large deflections allowed by the main cable between 

the end connection points.  
The maximum value for assembling the structure from the 

midspan is 182kNm and for the following two situations the 
circular section is subjected to 192kNm. These values 
represent almost double of the bearing capacity of the pipe 
cross-section.  

As mentioned before the flexibility of the intermediate 
supports of the pipe allows high displacements leading to 
large equivalent spans. The high bending moments will result 
only if the pipeline is considered to be continuous. If the 
connections between adjacent pipe elements are not fully 
fixed the hinges resulted will reduce the bending moments. In 
a construction stage analysis the connection between elements 
cannot be modified therefore the results of an analysis that 

 
Fig. 8 Construction stages:  midspan-towers 

 
Fig. 9 Construction stages:  towers – midspan 

 
Fig. 10 Construction stages:  tower - tower 
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includes simple connections between elements may only be 
simulated if groups of elements are not considered until the 
final stage of contruction. 

V. CONCLUSION 

Analysis of structural systems with cables as tension 
elements exhibit a particular complexity owned by the large 
deformations resulted from the high flexibility of cables. The 
pretension of cables influences the Eigen-modes of the 
structure but a higher importance over the response to 
dynamic action is the consideration of the structure rigidity.  

The unloaded structure and the case of filled pipeline define 
two situations that lead to rigidities of structure that are 
considered as an initial condition in dynamic analysis and lead 
to different values of deformations.  

For a dynamic and static analysis the resulted forces in 
cable elements are similar whereas distinct values result for 
the pipe bending moment. 

The construction stage analysis reveals that plastic 
deformation of pipeline may occur during intermediate phase 
of an erection method. 
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Abstract— The goal of our research is to create high-

quality pulsed laser beams. We use diffractive optical 
elements (laser mode formers, diffractive gratings) for laser 
pulse beams formation. Diffractive optical elements have 
strong chromatic aberrations whereas short pulses have wide 
frequency spectrum. It is shown that low-indexed mode 
formers are resistant to chromatic dispersion. Experiments 
with tunable laser show the ability of using TEM(1,0) and 
TEM(1,1) mode formers for focusing into a set of closely-
spaced light spots. 
 

Keywords— chromatics aberration, diffractive element, mode 
former, pulse laser, tunable laser. 

I. INTRODUCTION 

ne of the greatest achievement of laser technology is the 
generation of very short laser pulses, which find wide 

expansion in material processing, microstructuring, laser 
filamentation, control of charged particles flow [1-5]. 

A lot of control methods of pulse time dependence have 
been created till this time. But in applications the spatial 
structure of a pulse is also important. Classical elements 
(lenses and mirrors) [6,7] offer quiet modest facilities for 
modulation of beam spatial structure. Interference schemes [8-
10] are also used for generation fixed set of periodical spatial 
beam structures. 

Most of spatial transformations of a laser beam are provided 
by diffractive optics equipment [11, 12]. Diffractive gratings 
and spatial light modulator (SLM) are used in most cases [13-
18]. SLM can work dynamically but it has worse diffractive 
efficiency and spatial resolution. 

However the structure of diffractive elements is optimal for 
only one fixed wavelength and it works properly only for a 
monochromatic beam. Spectral dispersion of a short laser 
pulse causes losses of image quality. 

Different methods are offered for avoiding this effect. 
Particularly [13, 19], authors use two elements. In [13] it is 
diffractive and refractive one, and in [19] they use two 
diffractive elements: focusing one and diverging one. Also in 
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[20, 21] they use more complex chromatic aberration 
compensator. 

At the same time in [22] authors show that phase diffractive 
elements are resistant to small departure of incident 
wavelength form planned calculated wavelength in the case of 
the elements correspond to laser modes. 

In this work we provide experiments with different mode 
formers to study their resistance to chromatics dispersion. We 
take into consideration images which are created by the DOEs 
while it is illuminated by tunable laser. 

II. EXPERIMENTAL STUDY OF CHROMATICS DISPERSION 

INFLUENCE TO FOCAL IMAGE WHICH IS ACHIEVED WITH LOW-
CODED DOE 

To experimentally form Hermit-Gaussian mode TEM(1,1) 
we use phase doe with transmission function, which is showed 
in fig. 1. Very low coding level is used only to avoid rubbish 
out-aperture radiation. 
 

 
Fig. 1. Phase transmission function of low-coded diffractive element, which 
forms Hermit-Gaussian mod TEM(1,1) 

 
A setup of conducted experiments is shown in fig. 2. 
We use tunable laser with diode pumping NT200 which is 

made by EKSPLA corp. for generation a beam with a certain 
wavelength. Light filter F is used for attenuation of incident 
light. The set of microobjective MO1 (40x, NA = 0.6), lens L1 
(f1=150 mm) and pinhole PH (hole size is 40 um) serves to 
high-frequency filtration because laser produces a beam with 
bad quality. So after this set we achieve a quiet good Gaussian 
beam. 

Chromatics aberrations of diffractive elements 
in pulsed laser beams formation 
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Fig. 2. Experimental optical scheme: Laser – laser with tunable wavelength 
EKSPLA NT200, F – light filter MO1 – microobjective (40x, NA=0.6), PH – 
pinhole (40 mkm), L1, L2, L3, L4 – lenses with focal lengths of f1=150 mm, 
f2=250 mm, f3=100 mm, f4=60 mm, D – iris diaphragm, DOE – diffractive 
optical element, BS – beam splitter, RP – rectangular prism, M – mirror, MO2 
– microobjective (40x, NA=0.6), Cam1, Cam2 – CMOS-cameras MDCE-5A 
(1280x1024) 

 
Beside that it is used for collimation of the beam to expand 

it to the element size. Collimated beam is directed to DOE 
with rectangular prism RP and mirror M. The pair of lenses L2 
(f2=350 mm) and L3 (f3=100 mm) serves as telescopic system 
for imaging the DOE conjugate plane in plane of the lens L4 
(f4=60 mm). CMOS-cameras MDCE-5A (1/2“, resolution 
1280x1024 pixels) Cam1 and Cam2 are used for recording 
intensity distribution in conjugated DOE plane and in the 
focus of lens L4. 

We conduct series of experiments to study the influence of 
wavelength upon the image in the focus of lens L4. For doing 
that we vary wavelength of tunable laser and investigate the 
image in the focus of lens L4. Wavelength can be set by 
control panel of tunable laser and image is received by camera 
Cam1. DOE diameter is 15 mm. Diameter of incident beam is 
equal to DOE diameter. Experimental results are shown in fig. 
3. We can see that distributions for different wavelengths are 
equal in a qualitative sense. But the images are formed at 
different distances from the element for different wavelengths. 
 

a)    b)   
 

 c)  
Fig. 3. Image of naturally formed intensity distributions of TEM11 (negatives) 
in focal plane of lens L4 for different wavelengths a) 846 nm, b) 906 nm; c) 
946 nm 

 
In the third series of experiments we research the influence 

of nonaxiality of the incident beam and DOE to the image in 

the focal plane of lens L4. Intensity distributions for different 
types of improper illumination are shown in fig. 4 and 5. For 
varying of beam radius we use iris diaphragm D. In this 
experiments we take photos of both intensity distributions in 
focal plane of lens L4 (using Cam1) and in the conjugated 
DOE plane (using Cam2). Results of the experiments are 
shown in fig. 4 to study the influence of inconsistency 
between diameter of incident beam and diameter of DOE for 
different wavelength. We achieve proper Hermit-Gaussian 
mode TEM(1,1) in case of DOE is fully illuminated (sizes of 
the beam and the element are equal) and when the incident 
beam and the element are coaxial. But in case of the beam size 
is greater than the element, the image distorts. It happens 
because a part of beam passes beside the element and then it is 
focused by the lens L4 into the image. To decrease this effect 
we use low-level phase coding. 

 

a)  b)  
 

c)  d)  
 

e)  f)  
 

Fig. 4. Image of a plane, that is conjugated the DOE plane. DOE serves for 
Hermit-Gaussian mode TEM(1,1) forming (left column) and experimentally 
formed intensity distributions (right column, negative) in the focal plane of the 
lens L4. Different sizes of the incident beam are varied by changing of iris-
diaphragm radius. Wavelength is of 846 nm. 

 
In fig. 5 incident beam is shifted to upper-left corner (a) so 

image (b) is distorted. An intensity maximum also appears in 
the center of picture. The artefact must not arise among the 
four spots of proper mode TEM(1,1). 
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а)  б)  
 

Fig. 5. Work of DOE for forming of Hermit-Gaussian mode TEM(1,1) when 
incident beam and the element are nonaxial. Picture of conjugated DOE plane 
(incident beam is shifted to upper left corner) (a); experimentally formed 
picture of intensity distribution in focal plane of lens L4 (b); wavelength is of 
846 nm 
 

III. DYNAMICAL CONTROL OF GAUSSIAN BEAM FOCUSING BY 

INCIDENT WAVELENGTH 

We have studied one interesting moment, that DOE 
chromatism makes it possible to manage the focal picture by 
means of varying incident wavelength. This facts follows from 
mismatch between incident wavelength and relief height of 
DOE [22]. But it is obvious, that the shape of the beam 
changes not only in the focal plane, but also in another planes 
at different distances from the DOE. 

 

 
 

Fig. 6. Experimental optical setup. Laser – tunable laser EKSPLA NT200, F – 
light filter MO1 – microobjective (40x, NA=0.6), PH– pinhole (40 mkm), L1, 
L2, L3– lenses with focal distances are of f1=150 mm, f2=250 mm, f3=100 
mm,  D – iris diaphragm, DOE – diffractive optical element, BS – beam 
splitter, RP – rectangular prism, M – mirror, Cam1 – CMOS-camera MDCE-
5A (resolution is 1280x1024) 

 

To demonstrate dynamical beam reshaping we use 
experimental setup, which is shown in fig. 6. Used 8-sectors 
DOE is shown in fig. 7. Phase jump between adjacent sectors 
is π radian when wavelength is of 800 nm. We vary the 
wavelength in increments of 50 nm and observe an intensity 
distribution at a distance of 300 mm from the lens L3. 
Experimentally received pictures are shown in fig. 8. We can 
see, that if wavelength is of 800 nm, there are 8 spots in the 
observed plane. But the shape of the beam is changing while 
the wavelength is varying from 600 nm to 1000 nm. Four 
peaks are becoming weaker and four peaks are becoming 
stronger. When the wavelength is 1000 nm there are 4 peaks 
in the observed plane instead of 8 peaks (fig. 8 e). 

 
Fig. 7. Phase function of the 8-sectors diffractive optical element. Gray – 0 
radian, Black – π radian. 

 

a)     b)  

c)     d)  

e)  
Fig. 7. Phase function of the 8-sectors diffractive optical element. Gray – 0 
radian, Black – π radian. 

 

IV. CONCLUSION 

Experimental study with tunable laser has shown that 
diffractive TEM(1,0) and TEM(1,1) modes formers can be 
used for beam focusing into closely-spaced light spots. High 
quality of the image and quiet chromatics dispersion resistance 
are provided for quiet wide wavelength spectrum. For higher-
order mode additional coding is required. But in this case 
diffractive efficiency is falling down, chromatics distortions 
are growing up and a lot of artefacts are arising. 

In addition we can dynamically manage the intensity picture 
through varying the wavelength of tunable laser. In this case 
we use only one mode former which corresponds to the certain 
wavelength. But for another wavelength received picture is 
different. We show that 8-sectors DOE produces 8 peaks for 
800 nm wavelength of incident beam. But for 1000 nm in 
produces 4 peaks. 
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Abstract—A new kind of multi-band metamaterial absorber is 

engineered to be used in novel microwave components and devices. 
The structure is designed based on the concentric ring resonator in 
which each ring provides a resonance at different frequencies. 
Numerical investigations are carried out step by step for being able to 
observe the effect of each ring resonator in the studied frequency 
range. The absorption character of the proposed structure is also 
investigated for the change of the polarization angle. Our results 
reveal that the structure almost perfectly absorbs the electromagnetic 
wave energy at multiple resonant frequencies in the microwave range. 
The accomplishment of polarization angle independency with 
maintaining the multi-band behavior provides a huge availability for 
the metamaterial absorber to be used in myriad applications. The 
number of resonances can be increased by adding more resonators 
with more splits concentrically and this will also guide the 
researchers to design more advanced multi-band absorbers. 
 

Keywords— Metamaterial, absorber, microwave, multi-band. 

I. INTRODUCTION 

N 1967, Veselago proposed [1] that it is possible to create 
artificial materials whose relative permeability and 

permittivity are both negative simultaneously. However, to 
experiment actual materials was not possible at the time since 
these kind of properties had never been observed in the nature 
as Veselago cited in his 1967 paper. After 32 years, in their 
study, [2] Pendry and his colleagues analyzed some magnetic 
microstructures theoretically to show that how their magnetic 
properties could be improved by a split- ring resonator (SRR) 
structure, they proposed, responding as if they have an 
effective magnetic constant, whose real part was negative at 
particular frequencies, for microwave radiation and one year 
later, Smith and his colleagues published the first article to 
have the experimental investigation of an SRR [3] revealing 
peculiar properties about single and double negative (SNG and 
DNG) metamaterials in microwave region. Their structure was 
a “left-handed” material with which the phenomena of Doppler 
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Effect, Cherenkov Effect and Snell’s law were reversed as 
Veselago predicted. In the light of these studies, the power of 
left-handed materials on controlling electromagnetic (EM) 
waves has been proved and their propagation characteristic 
features have been mastered. After, those studies many 
resonator designs which were the analogic replicas of the SRR 
structure settled in the literature and gained enormous attention 
in these days. Also, open-ring resonators (ORRs) topology is 
become another most preferred type of resonator [4]. 
Depending on these two categories, different type of 
resonators in different geometrical shapes and unique 
resonance properties are enhanced at present. Owing to their 
capacitive and inductive effects, it is now possible to direct the 
energy density of the joint oscillation of electron density 
through the required points on the surface of the resonator, by 
just simply adjusting the dimensions, so as to obtain almost 
maximum energy in the form of EM radiation without both 
reflection and transmission to occur. Thus, this logical 
structure provides nearly maximum absorption at some 
resonant frequencies. Not only varying the size of the novel 
structure could lead a much better absorption level to appear 
but also increasing the number of SRRs or ORRs could 
increase the number of resonant frequencies at which useful 
absorption peaks occur [4]. 
In this paper, a new kind of multi-band metamaterial absorber 
(MA) is designed and enhanced so as to absorb 
electromagnetic energy in a particular region of the spectrum, 
especially in microwave region. The design includes three 
squared-shape resonators nested. Separately, each squared-
shape resonator forms a mono band absorber with the substrate 
of the multi-band absorber and all together, they form the 
proposed multi-band structure responding nine different 
resonant frequencies at 5.96 GHz, 8.48 GHz, 11.02 GHz, 
13.64 GHz, 14.98 GHz, 16.78 GHz, 20.28 GHz, 21.7 GHz, 
and 22.98 GHz with the four of these frequencies have almost 
perfect absorption of 99.77%, 95.59%, 99.75%, and 99.42% 
between the frequency spectrums of interest respectively. Our 
goal is to reach the multi-band case by analyzing each mono-
band absorber formed by each resonator individually and to 
show how the effect of their specific combinations on the 
response of each resonator improves the absorption numbers in 
order to create the four main absorption peaks of the suggested 
multi-band MA absorber.  

Polarization angle independent perfect multi-
band metamaterial absorber in microwave 

frequency regime  
O. T. Gunduz and C. Sabah 
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II. DESIGN AND SIMULATION 

In this study, we present a method to develop a multi-band 
MA step by step. The designed square-ring resonator (ASRR), 
has three different square-shaped resonators each 
corresponding three different resonance frequencies. It can be 
confidently claimed that the number of resonators determines 
the number of different resonance frequencies [4]. However, it 
is not only the number of resonators that determines the 
number of different resonance peaks in the magnitude 
spectrum of transmission but also dimensions, number and 
orientations of gaps of whole structure is playing a huge role in 
the engineering process of spectral positioning and bandwidth 
of the resonances [5].  

Fig. 1 Shows the three dimensional geometry with square-
shaped resonators (SSR) of the proposed multi-band absorber 
with its three dimensional orientation. The suggested device is 
engineered by using FR4 (ε=4.3 and tanδ=0.025) as the 
substrate with sizes 18mm in the x-, y-, directions and with the 
thickness of 1mm in the z- axis. The metal made up the SSRs 
is copper the thickness of 0.036mm and the conductivity of 
5.8×107 S/m. The gaps between the resonators and line widths 
are 1mm. The size of the inner, middle, and outer resonators in 
x- and y- directions are 8mm, 12mm, and 16mm respectively. 
Each resonator has four identical spaces having widths of 
1mm. 

 
Fig. 1 Geometry of multiband metamaterial absorber. 

 
Numerical simulations are held by using a commercial full-

wave EM solver based on finite integration technique to obtain 
the frequency responses of reflectance R( ) = |S11|

2 so as to 
determine the absorption characteristics of the material [6]. 
There is no need to obtain the characteristics of the 
transmission T( ) = |S21|

2 since there is a copper ground plane 
preventing even a tiny bit of transmission to occur. Knowing 
that all the incident wave to ground plane is reflected back, the 
only parameter which is left here to consider for better 
understanding of the absorption response is nothing but 
reflectance. Therefore, a waveguide port is placed along the z- 
axis for both energizing the material and observing the 
frequency spectrum of the reflection formations. Boundary 
conditions are assigned as periodic along x- and y- directions 
and open (add space) along the z-direction.  
 
 

The entire structure is analyzed by considering each resonator 
alone on the dielectric substrate, in order to investigate their 
effects separately as shown in Fig. 2. Each resonator forms 
four resonance peaks related to the number of splits it has [5]. 
Therefore, it is logical to inference that there will be twelve 
resonance locations in total. In the chosen frequency range the 
only SRR which exhibits four of its resonance is only the outer 
resonator as shown in Fig. 2. The inner ring which is the 
smallest resonator of the proposed absorber causes a 
remarkable main resonance at 13.66 GHz with just over 
99.99% of absorption of the incident wave propagation in Fig. 
2 a). Even only the presence of the inner ring is enough in 
order the left-handed material to exhibit strong absorption 
characteristics in high frequencies. Other three resonances one 
of which is not included in the current frequency range are not 
much useful compared to the main dip at 13.66 GHz. The 
middle resonator is also successfully resonates similar to, 
which the inner SRR does, with a 99.52% of absorption 
percentage at 8.42 GHz as illustrated in Fig. 2 b). Besides, its 
secondary resonance at 14.76 GHz has at least 99% of 
electromagnetic power absorption although, the middle 
resonator is designed to harvest energy at the frequencies 
lower than 14.76 GHz. Lastly, the resulting frequency 
spectrum of S11 curve, demonstrating a quadruple-band 
resonance characteristics as the other two resonators do, is 
corresponding to the outer SRR presented in Fig. 2 c) with 
around 99.16% and 99.95% of absorption peaks at 5.98 GHz 
and 11.12 GHz respectively. Even though it is engineered for 
the lowest resonance frequency operation, the outer SRR has 
its strongest resonance dip at 11.12 GHz instead of 5.98 GHz. 
After combining all the resonators together on the same 
dielectric substrate, the desired frequency spectrum of S11 
parameter is screened in Fig. 2 d) with the locations and the 
strengths of the resonance peaks. The simulation results of the 
reflection coefficient shown in Fig. 3 exactly coincide with the 
expected characteristics indicated by Fig. 2 a) and b) except 
few undesired location alterations and distortions. One little 
problem occurring here is that when all the resonators are 
added together, we encounter with certain tradeoffs for 
instance, the other high frequency components of the 
resonances are less efficient and become distorted in the 
multiple resonator case. The strongest possibility is that the 
coupling between the SRRs playing a huge role in the multiple 
formations and their distortive structures. If this is the case 
then these interactions could be lowered by locating additional 
lumped elements between the important points, having high 
possibility to strengthen the coupling effects among the SRRs. 
By tuning the parameters of the lumped elements, the 
resonance characteristics could be enhanced easily without 
playing with the dimensions of the material.  
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Fig. 2 a) The resonance frequencies of the inner SRR at 13.66 GHz, 
20.6 GHz, and 23.72 GHz; b) The resonance frequencies 
corresponding to the middle SRR at 8.42 GHz, 14.76 GHz, and 21.42 
GHz; c) The resonance frequencies corresponding to the outer SRR 
at 5.98 GHz, 11.12 GHz, 20.58 GHz, and 23.3 GHz; d) The expected 
frequency response of the combination of all resonators. 

Despite these tradeoffs of the topology, the huge part of the 
absorption characteristics could be covered without a 
significant change in the resonance frequency locations and the 
amount of power absorbed by the left-handed material as it is 
confirmed by Fig. 3 a) and b). 
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Fig. 3 a) The actual frequency response of the entire structure with 
the all SRRs b) the comparison of the expected and the actual multi-
band absorber characteristics. 

 
The proposed structure is also simulated through its 
polarization angle independency characteristics by varying the 
polarization angle θ between 0 and 90 degrees. Fig. 4, reveals 
the success of the material to be polarization angle 
independent. Since the response is exactly same for all angle 
values as a result of a high resolution simulation with a huge 
number of hexahedral meshes, it is impossible to show each 
curve separately. They appear as if there is just a single curve 
in Fig. 4 indicating the same successful operation under 
various polarization angles [6-9]. 
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Fig. 4 The frequency response of S11 parameter for different linear 
polarization angle values (The rate of increment of the polarization 
angle is 15 degrees). 

 

III. CONCLUSION 

A multi-band metamaterial absorber is structured and 
examined by means of single and multiple SRR combinations 
and polarization independency through simulations. Each SRR 
is treated separately and their combinational effects are also 
screened and compared with the desired dual-band frequency 
behavior of the absorber. According to the consequences of 
the numerical investigations, the suggested MA exhibits and 
maintains perfect absorption characteristics in both the single 
SRR and multi SRRs case for the certain frequency points in 
the spectrum. Also, it preserves the resonance frequency 
locations, which satisfies the purpose of combining SRRs 
together, when all the structure is gathered. In the case of 
polarization angle variation the proposed MA is stable and the 
resulting resonance frequencies remain roughly untouched in 
terms of the frequency and the absorption rate. The mentioned 
polarization angle independent MA is verified to be utilized as 
a multi-band absorber in microwave region of the 
electromagnetic spectrum and it can be useful in certain 
applications such as thermal detectors, stealth technology, 
spectroscopic imaging, sensors, etc.  
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The Simulation of Negative Influences 

in the Environment of Fixed Transmission Media 
 

Rastislav Róka 

 

 
Abstract: This lecture is devoted to the simulation of 

negative influences in the environment of fixed transmission 

media. There are two basic areas of fixed transmission 

environment – metallic and optical. An attention is focused on 

main features and characteristics of negative influences at the 

signal transmission. Consequently, simulation models for 

appropriate transmission paths are introduced with short 

description of functional blocks representing technologies 

utilized in the specific environment. The created Simulink 

modeling schemes of real environmental conditions at the 

signal transmission allow executing different requested 

analyses for advanced techniques of the digital signal 

processing. 

 

Keywords: metallic homogeneous lines, power distribution 

cables, optical single-mode fibers, simulation models 

I.    INTRODUCTION  

OR successful understanding of the signal transmission in 

access networks that utilized fixed transmission media, it 

is necessary exactly to recognize essential negative 

influences in the real environment of metallic homogeneous 

symmetric lines, power distribution cables and optical fibers. 

This lecture discusses features and frequency characteristics of 

negative influences on signals transmitted by means of the 

VDSL technology, the PLC technology and PON networks. 

For the expansion of communication systems on fixed 

transmission media, it is necessary to have a detailed 

knowledge of their transmission environments and negative 

influences in the real developing of customer installations. 

 

A main attention of the metallic transmission environment 

is focused on the explanation of substantial negative 

influences and on the description of the proposed VDSL and 

PLC simulation models. Presented simulation models 

represent a reach enough knowledgebase for the extended 

digital signal processing techniques of the VDSL and PLC 

signal transmissions that can be extremely helpful for various 

tests and performance comparisons. 
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A main attention of the optical transmission environment is 

focused on the explanation of its substantial linear and 

nonlinear effects and on the description of the proposed 

optical communication path’s simulation model. The 

presented simulation model represents a reach enough 

knowledgebase that can be helpful for various tests and 

performance comparisons of various novel modulation and 

encoding techniques suggested and intended to be used at 

signal transmissions in the transmission environment of 

optical fibers. 

 

II. THE ENVIRONMENT OF METALLIC HOMOGENEOUS 

LINES 

A. Linear negative influences on transmitted signals 

Propagation loss and linear distortions (distortions of the 

module and the phase characteristics and the group delay 

characteristic) are linear negative influences dependent on 

physical and constructional parameters, such as a line length, a 

core diameter of the wire, a mismatch of impedances in cross-

connecting points of sections, a frequency bandwidth and so 

forth [13]. 

 

We first discuss the propagation loss LdB in a perfectly 

terminated line. If R, L, G and C are primary constants of the 

line and  = 2..f, where f is the frequency, then 

 
 (1) 

 
and 

 
(2) 

 
 

where  () denotes the propagation constant,  () is the 

specific attenuation constant,  () is the specific phase-shift 

constant and Z () is the characteristic impedance. For 

a perfectly terminated homogeneous line with the length l, the 

transfer function H (l, f) of metallic homogeneous symmetric 

lines is given by 
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and the propagation loss LdB is given as  

(4) 

 

 

 

We must place emphasis on the interchangeable use of 

terms - the line attenuation aline (l, f) and the propagation loss 

LdB (l, f) to designate the quantity in (4) only for the case of 

a perfectly terminated line. We can see that a dependency of 

the propagation loss LdB on the line length l is linear and is 

also an increasing function of the frequency f as should be 

apparent from the expression for the propagation constant 

 () in (1). A power level of transmitted signals is also 

influenced by other important parameters - a diameter and 

constructional material of the core. 

 

B. Near-end and Far-end crosstalk signals 

The term “crosstalk” generally refers to the interference that 

enters a communication channel through some coupling paths. 

If either single or multiple interferers generate a crosstalk 

signal, we can define a gain of the NEXT crosstalk path using 

a following relation 

 

(5) 

 

 

 

where variables are given as KNEXT = 0,882.10
-14

.Nd
0,6

, Nd is 

the number of disturbing pairs (disturbers), f is the frequency 

in Hz. An approximation on the right in (5) is valid when the 

line length l is large and for frequency regions where the real 

part  () of the propagation constant is proportional to  f. 

We can also derive a gain of the FEXT crosstalk path 

in a similar manner using a following relation  

 
(6) 

 

 

 

where variables are given as KFEXT = 3,083.10
-20

, l is the line 

length in km, f is the frequency in Hz and H (l, f) expresses 

the transfer function of a metallic homogeneous symmetric 

line.  

From a data communication point of view, the NEXT 

crosstalk is generally more damaging than the FEXT crosstalk, 

because the NEXT does not necessarily propagate through the 

line length and thus does not experience a propagation loss of 

the signal [9], [13], [17]. 

 

C. Impulse noise signal 

In unshielded twisted pairs, various equipment and 

environmental disturbances such as signaling circuits, 

transmission and switching gear, electrostatic discharges, 

lightning surges and so forth can generate an impulse noise. 

The impulse noise has some reasonably well-defined 

characteristics. Features of the typical impulse noise can be 

summarized as follows: 

 occurs about 1-5 times per minute (on an 

average 4 times per minute), 

 peak values in the range 2 - 33 mV, 

 most of energy concentrated below 40 kHz, 

 time duration in the range 30 - 150 s. 

 

Of course, mentioned features don’t characterize all 

possible impulse noise signals. In the simulation model, 

therefore, characteristics of the impulse noise signal can be 

randomly varied.  

 

III. THE ENVIRONMENT OF POWER DISTRIBUTION CABLES 

A. The multipath signal propagation 

The PLC transmission channel has a tree-like topology with 

branches formed by additional wires tapered from the main 

path and having various lengths and terminated loads with 

highly frequency-varying impedances in a range from a few 

ohms to some kiloohms, That’s why the PLC signal 

propagation does not only take place along a direct line-of-

sight path between a transmitter and a receiver but also 

additional paths are used for a signal spreading. This multipath 

scenario must be seriously considered. The simulation model 

can be simplified if we approximate infinite number of paths 

by only N dominant paths and make N as small as possible. 

When more transmissions and reflections occur along the path, 

then the weighting factor will be smaller. When the longer 

path will be considered, then the signal contribution from this 

part to the overall signal spreading will be small due to the 

higher signal attenuation [4], [18].  

 

B. The signal attenuation 

Characteristics of the PLC transmission environment 

focused on the multipath signal propagation, the signal 

attenuation, the noise scenario and the electromagnetic 

compatibility are introduced in [12]. First, we can present 

basic characteristics of the PLC channel. 
 

A total signal attenuation on the PLC channel consists of 

two parts: coupling losses (depending on a transmitter design) 

and line losses (very high and can range from 40 to 

100 dB/km). To find a mathematical formulation for the signal 

attenuation, we have to start with the complex propagation 

constant 

(7) 

 

 

depending on the primary cable parameters R, L, G, C. 

Then, the frequency response of a transmission line H (f) (the 

transfer function) with the length l can be expressed as follows 

(U (x) is the voltage at the distance x): 

 

(8) 
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Considering frequencies in the megahertz range, the 

resistance R per length unit is dominated by the skin effect and 

thus is proportional to  f. The conductance G per length unit 

is mainly influenced by a dissipation factor of the dielectric 

material (usually PVC) and therefore proportional to f. With 

typical geometry and material properties, we can suppose 

G << .C and R << .L in the frequency range of interest. 

Then, cables can be regarded as low loss ones with real valued 

characteristic impedances and a simplified expression for the 

complex propagation constant  can be introduced 

(9) 

 

 

where constants k1, k2 and k3 are parameters summarizing 

material and geometry properties. Based on these derivations 

and an extensive investigation of measured frequency 

responses, an approximating formula for the attenuation factor 

 (f) is found in a form  

(10) 

 

 

that is able to characterize the attenuation of typical power 

distribution lines with only three parameters, being easily 

derived from the measured transfer function [18]. Now the 

propagation loss LdB is given at the length l and the frequency f 

as  

(11) 

 

 

 

 

 

We can see a linear dependence of the propagation loss LdB 

on the line length l. Parameters a0, a1 and k are characterized 

by measurements of the transfer function H (f) that is much 

easier then the measurement of primary line parameters R, L, 

C, G. If we now merge a signal spreading on all paths together 

(we can use a superposition), we can receive an expression for 

the frequency response H (f) in a form 

(12) 

 

 

 

where a (li, f) is the signal attenuation proportioned with the 

length and the frequency and N is the number of paths in the 

transmission channel. The delay i of the transmission line can 

be calculated from the dielectric constant r of insulating 

materials, the light speed c and the line length li as follows 

(13) 

 

 

C. The noise scenario 

Unfortunately, in a case of the PLC environment, we can’t 

stay only with the additive white Gaussian noise. The noise 

scenario is much more complicated, since five general classes 

of noise can be distinguished in power distribution line 

channels. These five classes are: 

 

1. Colored background noise – caused by a summation 

of numerous noise sources with low powers. Its PSD 

varies with the frequency in a range up to 30 MHz 

(significantly increases toward to lower frequencies) 

and also with the time in terms of minutes or even 

hours.  

2. Narrowband noise – caused by ingress of 

broadcasting stations. It is generally varying with 

daytimes and consists mostly of sinusoidal signals 

with modulated amplitudes.  

3. Periodic impulsive noise asynchronous with the main 

frequency – caused by rectifiers within DC power 

supplies. Its spectrum is a discrete line spectrum with 

a repetition rate in a range between 50 and 200 kHz. 

4. Periodic impulsive noise synchronous with the main 

frequency – caused by power supplies operating 

synchronously with the main cycle. Its PSD is 

decreasing with the frequency and a repetition rate is 

50 Hz or 100 Hz. 

5. Asynchronous impulsive noise – caused by impulses 

generated by the switching transients’ events in the 

network. It is considered as the worst noise in the 

PLC environment, because of its magnitude that can 

easily reach several dB over other noise types. 

Fortunately, the average disturbance ratio is well 

below 1 percent, meaning that 99 percent of the time 

is absolutely free of the asynchronous impulsive 

noise.   

 

The noise types 1, 2 and 3 can be summarized as 

background noises because they are remaining stationary over 

periods of seconds and minutes, sometimes even of hours. On 

the contrary, the noise types 4 and 5 are time-variant in terms 

of microseconds or milliseconds and their impact on useful 

signals is much more stronger and may cause single-bit or 

burst errors in a data transmission [5], [6]. 

 

IV. THE SIMULATION MODEL FOR THE VDSL AND PLC 

TECHNOLOGIES 

For considering of the signal transmission on metallic 

homogeneous lines by means of the VDSL and PLC 

technologies, it is necessary comprehensively to know 

characteristics of negative environmental influences and 

features of applied modulation techniques. It is difficult to 

realize of the exact analytical description of complex systems 

such as the VDSL and PLC systems in the real environment of 

local access networks. In addition, due to dynamical natures of 

some processes, it is not suitable. For analyzing of various 

signal processing techniques used by the VDSL and PLC 

technologies, a suitable and flexible enough tool are computer 

simulations and modeling schemes of real environmental 

conditions at the signal transmission.  

 

For modeling of the VDSL and PLC transmission paths, we 

used the software program Matlab together with additional 

libraries like Signal Processing Toolbox and Communication 

Toolbox. The realized model (Fig. 1) represents the high-speed 

data signal transmission in both downstream and upstream 
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directions for the VDSL environment utilizing metallic 

homogenous lines and for the PLC environment utilizing 

power distribution lines. This VDSL environment model is the 

enhanced version of the ADSL environment model introduced 

[9]. New features of this simulation model are VDSL 

transmission characteristics and applications of pre-coding 

techniques and trellis coded modulations. The realized model 

also represents a high-speed signal transmission in the PLC 

system utilizing outdoor power distribution lines in 

downstream and upstream directions [12]. The signal 

transmission over outdoor power distribution lines represents 

the transmission between a transmitter in the transformer 

substation and a receiver in the customer premises.  

 

The requested analysis can be based on computer 

simulations that cover the most important features and 

characteristics of the real transmission environment for the 

VDSL and PLC technologies and result in searching for the 

optimal combination of advanced modulation, encoding and 

pre-coding techniques. On Fig. 2, a structure of the VDSL 

environment block is introduced. Courses of particular PSD 

noises in this environment realized in the appropriate 

simulation model are graphically presented on Fig. 3. On 

Fig. 4, a structure of the PLC environment block is introduced. 

Courses of particular PSD noises in this environment realized 

in the appropriate simulation model are graphically presented 

on Fig. 5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1   The Simulink model of VDSL and PLC transmission paths 

Basic functional blocks realized in the simulation model are 

shown on Fig. 1. The VDSL simulation model can be divided 

into the three main parts: 

1. A transmitting part - it is responsible for encoding (using 

various techniques), for interleaving and for modulating (using 

various approaches) of signals into a form suitable for the 

transmission channel. 

2. A transmission channel (metallic homogenous lines, 

power distribution lines) - this part of the model realized 

appropriate negative influences on the transmitted signal. 

Above all, it goes about a propagation loss, a signal distortion, 

crosstalk noises, white and impulse noises, the radio 

interference for the VDSL environment. For the PLC 

environment, it goes about the propagation loss, the signal 

distortion, impulsive, coloured and narrow-band noises. 

Because these negative influences expressively interfere into 

the communication path and represent its main limiting 

factors, they present a critical part of the model and, therefore, 

it is necessary exactly to recognize and express their 

characteristics by correct parameters.  

3. A receiving part - it is conceptually inverted in 

a comparison with the transmitter. Its main functions are the 

signal amplification, demodulation, de-interleaving, removing 

of the inter-symbol interference and the correction of errored 

information bits.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
 
 

Bit Error Rate 
Transmission Rate 

with no Coding 

Transmission Rate 
with Coding 

VDSL 
environment 

PLC 
environment Signal 

characteristics 

Corrected Errors 
in the Actual Frame 

Inverse Transmission 
Function 

RS 
encoder 

RS 
decoder 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 61



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2   The VDSL environment block 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3   Particular PSD noises in the VDSL environment 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4   The PLC environment block 
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Fig. 5   Particular PSD noises in the PLC environment 

 

V. THE ENVIRONMENT OF OPTICAL FIBERS 

A. Transmission parameters of the optical fiber 

Basic transmission factors of the standard optical single-

mode fiber utilized in telecommunications are following: 

 linear effects - the attenuation, 

   - the dispersion (CD, PMD). 

 nonlinear effects - Kerr nonlinearities (FWM, SPM, 

      XPM, XPolM),  

   - Scattering nonlinearities 

      (SRS, SBS). 

 

Linear effects represent a majority of losses at the optical 

signal transmission signal through the optical fiber. These 

linear effects are mainly caused by the attenuation and the 

dispersion. The attenuation limits a distance of the optical 

signal transmission and the dispersion influences transmission 

rates of optical signals.  

 

Nonlinear effects in the optical fiber may potentially have 

a significant impact on the performance of WDM optical 

communication systems. In a WDM system, these effects 

place constraints on the spacing between adjacent wavelength 

channels and they limit the maximum power per channel, the 

maximum bit rate and the system reach [8]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These effects play an important role in a transmission of 

optical pulses through the optical fiber. We can classify 

nonlinear effects: 

a) Kerr nonlinearities, which is a self-induced effect in 

that the phase velocity of waves depends on the wave’s 

own intensity. The Kerr effect describes a change in the 

refractive index of the optical fiber due to an electrical 

perturbation. Due to the Kerr effect, we are able to 

describe following effects : 

- Self-Phase Modulation SPM - the effect that changes 

the refractive index of the transmission media 

caused by an intensity of the pulse. 

- Four Wave Mixing FWM - the effect, in which 

mixing of optical waves rise the fourth wave that, 

can occur in the same wavelength as one of mixed 

waves. 

- Cross-Phase Modulation XPM - the effect where 

a wave of the light can be changed by the phase of 

another wave of the light with different wavelengths. 

This effect causes a spectral broadening.  

b) Scattering nonlinearities, which occur due to an 

inelastic photon scattering to the lower energy photon. 

We can say that energy of the light wave is transferred 

to another wave with different wavelengths. Two 

effects appear in the optical fiber: 

- Stimulated Brillion and Raman scattering - effects 

that change a variance of the light wave into 

different waves when intensity reaches certain 

threshold.  

 

Knowing which fundamental linear and nonlinear 

interactions dominate is helpful to conceive techniques that 

improve a transmission of optical signals, including advanced 

modulation formats, a digital signal processing and 

a distributed optical nonlinearity management. 
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B. The attenuation 

 

The most important parameter of optical fibers is the 

attenuation that represents a transmission loss. In practical 

way, it is a power loss that depends on a length of the 

transmission path. The attenuation leads to a reduction of the 

signal power as the signal propagates over some distance. 

When determining the maximum distance that a signal 

propagate for a given transmitter power and receiver 

sensitivity, the attenuation must be considered. The total 

signal attenuation a [dB] defined for a particular wavelength 

can be expressed as 

(14) 
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where Pi is the input power and P0 is the output. The 

attenuation coefficient  [dB/km] of the optical fiber can be 

obtained by measuring the input and the output optical power 

levels. The specific attenuation of the optical fiber along the 

fiber length L [km] can be expressed as 

(15) 
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where L is the optical fiber’s length in [km]. For the link 

length L, the P (L) must be greater than or equal to the 

receiver sensitivity Pr.  

 

The attenuation of optical fibers is mainly caused by 

material absorption losses, radiation scattering and by bending 

losses. The fiber loss is not only source of the optical signal 

attenuation along transmission lines. Fiber splices and fiber 

connectors also cause the signal attenuation. The number of 

optical splices and connectors depends on the transmission 

length and must be taken into account unless the total 

attenuation due to fiber joints is distributed and added to the 

optical fiber attenuation.  

 

C. The dispersion 

The dispersion is a widening of the pulse duration as it 

travels through the optical fiber. We distinguished two basic 

dispersive forms - the intermodal dispersion and the chromatic 

dispersion. Both cause an optical signal distortion in 

multimode optical fibers, whereas a chromatic dispersion is 

the only cause of the optical signal distortion in single-mode 

fibers.  

 

The chromatic dispersion CD represents a fact that different 

wavelengths travel at different speeds, even within the same 

mode. In a dispersive medium, the index of refraction n () is 

a function of the wavelength. Thus, certain wavelengths of the 

transmitted signal will propagate faster than other 

wavelengths. The CD dispersion is the result of material 

dispersion, waveguide dispersion and profile dispersion.  

The chromatic dispersion is caused by different time of the 

spreading wave through fiber for a different wavelength and it 

depends on the spectral width of the pulse. As mentioned 

before, optical fiber represents the transmission system. Then 

the system has transfer function H0(ω)given by equation (16). 

We assume that|H0(ω)| = 1 and we can expand phase into the 

Taylor series as is given by equation (17). If we consider first 

two coefficients, then we can write transfer function as given 

by equation (18). 

(16) 
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where H0(ω) is a transfer function,φ0 is an initial phase of 

the system and ω0 is an initial angular frequency  

After few operations, we can obtain time t from the transfer 

function, which represents the travel time of the pulse through 

the fiber, the signal phase shift Δφ and the Group Velocity 

Dispersion GVD coefficient. These parameters are described 

by two equations: 

(19) 
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The chromatic dispersion causes broadening and phase 

changing of the signal. Then pulses at the end of optical fibers 

may start to overlap and this effect is called as the Inter 

Symbol Interference ISI. 

 

The polarization mode dispersion PMD is another complex 

optical effect that can occur in optical single-mode fibers. The 

SMF support two perpendicular polarizations of the original 

transmitted signal. If a fiber is not perfect, these polarization 

modes may travel at different speeds and, consequently, arrive 

at the end of the fiber at different times. The difference in 

arrival times between the fast and slow mode axes is the PMD. 

Like the CD, the PMD causes digitally-transmitted pulses to 

spread out as the polarization modes arrive at their destination 

at different times. 

(21) 

 

The main problem with the PMD in optical fiber systems is 

its stochastic nature, letting the principal state of polarization 

PSP and the differential group delay DGD vary on timescales 

between milliseconds and months.   

LDPMD .
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The resulting overall dispersion is composed of chromatic 

dispersion and polarization mode dispersion path and is given 

by the resulting relation [10], [11] 

(22) 
22

PMDCD DDD   

D. The Four Wave Mixing effect 

The four wave mixing FWM is a parametric interaction 

among waves satisfying a particular phase relationship called 

the phase matching. This nonlinear effect occurs only in 

systems that carry more wavelengths through the optical fiber 

and it is classified as a third-order distortion phenomenon. In 

this case, we are assuming that three linearly polarized 

monochromatic waves with angular frequencies ωj (j = 1, 2, 3) 

are propagating. If we consider third-order polarization vector 

P given by equation (23) that characterizes the medium and it 

is a function of the electrical field, and simplified it, we obtain 

his components: three components have the frequencies of the 

input field, the others have frequencies ωk given by equation 

(24) 

(23) 
      EEEEEEP 321

0 :  
 

 

where χ
(1)

 is the linear susceptibility, χ
(2)

, χ
(2)

 is the second- 

and the third-order susceptibility and E represent vector of 

electrical field of mode. 

(24) 
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As we can see from the equation (9), nonlinear interaction 

generates new frequency components of the material 

polarization vector, which can interfere with input fields if 

a phase matching condition is obtain. The most frequency 

components fall away from our original bandwidth or near it. 

Frequency components that directly overlap with bandwidth 

will cause an interference with original waves.  

 

The power of new generated waves can be obtain by 

solving coupled propagation equations of four interacting 

waves. We assume that the new generated FWM wave is 

mainly depended on three nearest waves of the light, so the 

power Ak
2
 at the frequency ωk = ω1 + ω2 - ω3 is given by 

(25) 
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where factor η is the FWM efficiency, γ is the nonlinear 

coefficient, Le is the effective length, A1
2
(z), A2

2
(z), A3

2
(z) are 

powers of input waves, l is the fiber length, α is the attenuation 

and de the so-called degeneracy factor (equal to 3 if the 

degenerative FWM is considered, 6 otherwise). 

 

The power of the FWM represents sum of the partial power 

from interacting waves, which degenerate the signal. This 

power of the FWM is different for each channel and change 

with the parameter of interacting signals. 

As we can see from the equation (25), the nonlinear effect 

FWM is mainly rising with increasing powers of interacting 

signals and the shape of the FWM effect depends on the 

modulation and the bit rate of these signals. If input powers of 

signals are too high, the scattering nonlinearities occur and 

transmission would not be possible. However, the scattering 

nonlinearities are not presented. The power also depends on 

the channel spacing and on the dispersion. If we use negative 

dispersion fibers, the FWM effect will be more intensive and 

the SNR will fall to values unsuitable to transmit. If we used 

standard fibers, we can decrease the FWM effect, but we 

cannot use high bit rates due the dispersion [2], [10], [11]. 

 

E. The Self-Phase Modulation effect 

The self-phase modulation SPM has an important impact on 

high data speed communication systems that use the dense 

wavelength division multiplexing. The SPM effect occurs due 

to the Kerr effect in which the refractive index of optical fiber 

increases with the optical intensity decreasing the propagation 

speed and thus inducts the nonlinear phase shift. The relation 

between intensity and refractive index can be described  

 

(26) 
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 where nr is the refractive index dependent on intensity, nr0 is 

the linear refractive index, n2 is the nonlinear refractive index 

and I(t) is the intensity. 

This varying parameter nr causes the SPM effect in which 

the signal phase propagating through the optical fiber changes 

with the distance and can be described by 

(27) 
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where Ф0 represents the initial phase. 

The equation (27) shows that the different phase shift 

occurs during the pulse propagation caused by the intensity 

dependence of phase fluctuations. This variation in phase with 

time is responsible for changes in frequency spectrum by 

following equation 

(28) 

dt

d
   

If we assume the variation of phase with intensity pulse 

then we can write following equation 

(29) 

dt

d
 

0
'  
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where ω' is the signal frequency affected with the SPM 

effect, ω0 is the initial signal frequency. This variation in 

signal frequency is called the frequency chirp.  

The SPM effect impact becomes more significant with 

increasing an optical fiber length, especially when optical 

amplifiers such as EDFA and RAMAN are used [3], [10], 

[11]. 

 

F. The Cross-Phase Modulation Effect XPM 

The Cross-phase modulation (XPM) is very similar to the 

SPM in which the intensity from different wavelength 

channels changes the signal phase and thus the XPM occurs 

only in WDM systems. In fact, the XPM converts power 

fluctuations in a particular wavelength channel to phase 

fluctuations in other co-propagating channels. The XPM effect 

results to spectral broadening and distortion of the pulse 

shape. 

If we assume N signal having different carrier frequencies 

propagating in an optical fiber, the nonlinear signal phase 

depends on signal intensities at different frequencies. This 

phase shift can be described by expression  

(30) 
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where the first term in bracket represents the SPM effect 

and the second term represents XPM effect. 

 

 

 
Fig. 6   The Simulink model of the optical transmission path 

In the equation (30), the factor 2 has its origin in a form of 

the nonlinear susceptibility and represents the XPM twice as 

effective as the SPM for the same power amount. The XPM 

effect affects the signal only the interacting signals 

superimpose in time. The XPM effect can decrease a system 

performance even greater than the XPM effect, especially in 

case of 100 channels systems [3], [10], [11]. 

 

VI. THE SIMULATION MODEL FOR THE OPTICAL 

COMMUNICATIONS 

 

For modeling of the optical transmission path, we used the 

software program Matlab 2010 Simulink together with 

additional libraries like Communication Blockset and 

Communication Toolbox. The realized model (Fig. 6) 

represents the signal transmission in the environment utilizing 

optical fibers for very high-speed data signals in both 

directions. Optical communication technologies will always be 

facing the limits of high-speed signal processing and 

modulation, which is an important factor to take into account 

when discussing advanced optical modulation formats. The 

main task of the simulation model is an analysis of various 

modulation and encoding techniques. 

 
 
 
 
 
 
 
 

 
 
 
 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 66



Basic functional blocks realized in the optocommunication 

simulation model can be divided into the three main parts: 

1. A transmitting part - it is responsible for the 

generating and for modulating of generated signals 

according to required information inputs into a form 

suitable for the transmission channel. The modulation 

block contains a basic set OOK modulation and other 

variations of modulation techniques. 

2. A transmission channel (the optical fiber) - this part 

of the model realized negative influences on the 

transmitted signal. Because these negative influences 

expressively interfere into the communication and 

represent its main limiting factors, they present 

a critical part of the model and, therefore, it is 

necessary exactly to recognize and express their 

characteristics by correct parameters. 

3.  A receiving part - it is conceptually inverted in a 

comparison with the transmitter. At the receiver side, 

a signal is demodulated by appropriate demodulator 

and the BER ratio is calculated. Also, blocks for 

graphical presenting of transmitted optical signals 

can be utilized. 

 

VII. CONCLUSION 

The first part of the lecture analyzes basic features of the 

real transmission environment of metallic homogeneous lines 

and presents possibilities for modeling and simulating of the 

information signal transport in this environment by means of 

the VDSL technology. We focused on the determination and 

the analysis of concrete characteristic features for substantial 

negative influences of internal and external environments and 

on the representation of frequency dependencies of transmitted 

VDSL signals.  

The second part of the lecture analyzes basic features of the 

real transmission environment of the outdoor power 

distribution lines and presents possibilities for modeling and 

simulation of the information signal transmission in this 

environment by means of the PLC technology. We focused on 

transmission characteristics of the PLC channel, namely the 

multipath signal propagation, the signal attenuation and the 

interference scenario revealing different classes of the 

impulsive noise. We created a model of the complex 

frequency response in a range from 500 kHz up to 30 MHz. 

Moreover, we realized experimental measurements for 

verification of the parametric model for reference channels.  

 

Basic features and characteristics of negative environmental 

influences at the signal transmission in VDSL and PLC 

environments can be used for modeling spectral characteristics 

of signals on the transmission path. The VDSL and PLC 

simulation models allow determining main problems that can 

arise at the VDSL or PLC signal transmission. For realizing of 

individual model blocks, we concentrated on the choice of 

appropriate parameters so that these blocks could be adjusted 

and modified for future demands. The PLC simulation model 

is verified by measurements in the real PLC transmission 

environment that confirmed its satisfactory conformity with 

real transmission conditions.  

The fourth part of the lecturer analyzes transmission 

parameters for the optical transmission medium and presents 

possibilities for modeling and simulation of the information 

signal transmission in the environment of optical single-mode 

fibers. We focused on linear transmission factors – the 

attenuation and the dispersion - and on nonlinear effects – the 

four wave mixing, the self-phase modulation and the cross-

phase modulation. Nonlinear effects in the optical fiber may 

potentially have a significant impact on the performance of 

WDM optical communication systems. 

 

The simulation model for the optical communication path 

represents the signal transmission in the optical environment 

for very high-speed data signals in both directions. Knowing 

which fundamental linear and nonlinear interactions dominate 

in the optical transmission medium is helpful to conceive 

techniques that improve a transmission of optical signals, 

including advanced modulation formats, encoding techniques, 

digital signal processing and a distributed optical nonlinearity 

management. 
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ABBREVIATIONS 

ADSL  Asymmetric DSL 
CD  Chromatic Dispersion 
DGD  Differential Group Delay 
FEXT   Far-End Crosstalk 
FWM  Four Wave Mixing 
GVD  Group Velocity Dispersion 
ISI  Inter-Symbol Interference 
NEXT  Near-End Crosstalk 
PLC  Power Line Communication 
PMD  Polarization Mode Dispersion 
PON  Passive Optical Network 
PSD  Power Spectral Density 
SBS  Stimulated Brillouin Scattering 
SPM  Self-Phase Modulation 
SRS  Stimulated Raman Scattering 
VDSL  Very high bit rate DSL 
WDM  Wavelength Division Multiplexing 
XPM  Cross-Phase Modulation 
XPolM  Cross-Polarization Modulation 
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Abstract— This paper gives an overview of some recent 

advances of ultrasonic  methods applied to  materials and structures  
(including biological ones), exploring the broad applications of  these 
emerging inspection technologies to civil engineering and medicine. . 
In confirmation of this trend, some results of an experimental 
research carried out involving both destructive and non-destructive 
testing methods for the evaluation of structural performance of 
existing reinforced concrete (RC) structures are discussed in terms of 
reliability. As a result, Ultrasonic testing can usefully supplement 
coring thus permitting less expensive and more representative 
evaluation of the concrete strength throughout the whole structure 
under examination. 
 

Keywords—diagnostics, nondestructive test, structural 
performance, ultrasound, medicine, ultrasonic method. 

I. INTRODUCTION 

LTRASONIC method is a form of  Non-Destructive Testing 
performed in Engineering for the inspection without 

damaging the parts or components and for the characterization 
of materials. The advantages of this method  include 
flexibility, low cost, in-line operation, and providing data in 
both signal and image formats for further analysis. In 
Engineering, ultrasonic testing is often performed on steel and 
other metals and alloys, on concrete, wood, plastics, ceramics 
and  composites. The main applications in Medicine are 
diagnostics and therapy of conditions/diseases involving most 
organs of the body  

Since the 1940s ultrasonic test instruments have been 
employed to detect hidden cracks, voids, porosity, and other 
internal discontinuities  as well as to measure thickness and 
analyze material properties. The main advantages are: high 
sensitivity in detecting  small flaws; ease of performance; 
greater accuracy than other nondestructive methods in 
determining the depth of internal flaws. The main 
disadvantages are: variability due to operator-dependency; 
technical limitations regarding rough, irregular, very small, 
thin or not homogeneous parts; need for surface preparation 
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Cesena, via Cavalcavia 61, 47521 Cesena, ITALY (phone: +390547338311; 
fax: +390547338307; e-mail: lucio.nobile@ unibo.it).  

by cleaning and removing loose scale, paint, etc. (although 
paint that is properly bonded to a surface does not need to be 
removed). 

Many international standards covering ultrasonic testing 
methods in Engineering are published by ISO (International 
Organization for Standardization) and by CEN (European 
Committee for Standardization). A standard is a document that 
provides requirements, specifications, guidelines or 
characteristics that can be used consistently to ensure that 
materials, products, processes and services are fit for their 
purpose 

 Some of the latest standards are: 
• ISO 17405:2014, Non-destructive testing -- Ultrasonic 

testing -- Technique of testing claddings produced by welding, 
rolling and explosion 

• ISO 12715:2014, Non-destructive testing -- Ultrasonic 
testing -- Reference blocks and test procedures for the 
characterization of contact probe sound beams 

• ISO 16809:2012, Non-destructive testing -- Ultrasonic 
thickness measurement 

• ISO 16810:2012, Non-destructive testing -- Ultrasonic 
testing -- General principles 

• ISO 16811:2012, Non-destructive testing -- Ultrasonic 
testing -- Sensitivity and range setting 

• ISO 16826:2012, Non-destructive testing -- Ultrasonic 
testing -- Examination for discontinuities perpendicular to the 
surface 

• ISO 16827:2012, Non-destructive testing -- Ultrasonic 
testing -- Characterization and sizing of discontinuities. 

• ISO 16831:2012 , Non-destructive testing -- Ultrasonic 
testing -Characterization and verification of ultrasonic 
thickness measuring equipment. 

In 1942,  Floyd Firestone [1] patented an instrument he 
called the Supersonic  Reflectoscope, which is generally 
regarded as the first practical commercial ultrasonic flaw 
detector that uses the pulse/echo technique commonly 
employed today. It led to the development of many 
commercial instruments that were introduced in the following 
years. 

 “My invention pertains to a device for detecting the 
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presence of inhomogeneities of density or elasticity in 
materials. ……My device may also be used for the 
measurement of the dimensions of objects, and is particularly 
useful in those cases where one of the faces to which the 
measurement extends is inaccessible. …….The general 
principle of my device consists in the sending of high 
frequency vibrations into the part to be inspected, and the 
determination of the time intervals of arrival of the direct and 
reflected vibrations at one or more stations on the surface of 
the part….”. 

This pioneer patent has been cited in about 111 other 
patents. 

In the late 1940s, researchers in Japan pioneered the use of 
ultrasonic testing in medical diagnostics using early B-scan 
equipment that provided a two-dimensional profile image of 
tissue layers. By the 1960s, early versions of medical scanners 
were introduced to diagnose tumors, gallstones, and similar 
conditions. 

The latest advances in ultrasonic instruments have been 
based on the digital signal processing techniques and the 
inexpensive microprocessors that became available from the 
1980 onwards. This has led to the latest generation of 
miniaturized, highly reliable portable instruments and on-line 
inspection systems for flaw detection, thickness gaging, and 
acoustic imaging. 

The aim of this paper is to give an overview of  some  
advanced ultrasonic  diagnostic methods applied to  materials 
and structures (including biological ones), exploring the broad 
applications of  these emerging inspection technologies to 
civil engineering and medicine. In confirmation of this trend, 
some results of an experimental research carried out involving 
both destructive and non-destructive testing methods for the 
evaluation of structural performance of existing reinforced 
concrete (RC) structures are discussed in terms of reliability. 

II. ADVANCES OF ULTRASOUNDS  IN  MEDICINE 

The introduction of ultrasonic methods in Medicine in the 
late ‘60s is one of the most important innovations of the last 
decades. 

Most UltraSound (US) machines include a transducer array, 
a beam-former, a processor, and a display, and use 
electroacoustic transducers, which convert electrical energy 
into mechanical energy and vice versa. The beam-former sets 
the phase delay and amplitude of each transducer element to 
enable dynamic focusing and beam steering. Where 
appropriate, a lens is mounted on the transducer array to focus 
the transmitted pulses and received echoes. In operation, the 
transducer array directs a number of pulses towards  the 
anatomical area of a patient to be imaged, and after a variable 
propagation delay receives echoes that are reflected back by 
the patient's anatomical structures.  

The ultrasound beam is attenuated by the organs and tissues 
(absorption), and this phenomenon increases with the 
viscosity and density of the biological structures as well as 
with the frequency of the ultrasound. Thus, the higher the 

frequency of ultrasound, the better is the resolution attained; 
however, the penetration of the ultrasound into the body will 
be less, and deep structures will be poorly investigated. In 
practice, different ranges of frequency are used for 
examination of different parts of the body: 3–5 MHz for 
abdominal areas, 5–10 MHz for small and superficial parts 
and 10–30 MHz for the skin or the eyes. The received signal 
can then be presented on a display for immediate examination 
or recorded for a later review. Moreover, computerized image 
processing may improve image quality. 

In medical practice, the most used modalities of signal 
display are three: M-mode, which shows the ranges of targets 
along one scan line versus time; B-mode, which provides a 
cross-sectional image of the body, built up by sweeping a 
beam sideways through a chosen scan plane; and Doppler 
ultrasound, which is used to study blood flow as scattering 
blood cells move towards or away from the probe producing 
the Doppler effect.[2-4]  

The Doppler effect can be employed to study the movement 
of blood, and consequently to perform a detailed functional 
assessment of the cardiovascular system as well as evaluation 
of inflammatory disorders (i.e. intestinal US for inflammatory 
bowel disease). The injection of intravenous contrast agents, 
microbubbles, improves the visibility of small vessels with 
color Doppler; therefore, contrast agents allow a more detailed 
image of the vascularity of organs (which in some cases is an 
expression of inflammation) or tumours. 

A novel processing modality, three-dimensional imaging, 
has been recently patented by Angelsen and Johansen  [5] in 
order to allow a better representation of anatomic structures 
during placement of devices in the heart, guidance of 
electrophysiology ablation, or guidance in minimal invasive 
surgery. 

Biologic advantages of ultrasounds are ease of use and lack 
of radiation exposure and carcinogenic properties; 
disadvantages are the operator-dependency effectiveness and -
even if rare- the risk of heating, cavitation and direct damage 
of cells and organs. 

Ultrasounds can be used either for diagnostic and 
interventional/therapeutic purposes, with appropriate devices 
and in support of invasive and surgical procedures to increase 
efficacy and reduce complications (i.e. placement of 
intravascular catheters, performance of biopsy).  

Regarding diagnostics, US devices are increasingly used as 
a non-invasive imaging tool to evaluate anatomy and detect a 
wide range of diseases and conditions in all age groups: every 
anatomical system and apparatus can be studied, and US-
based functional studies have greatly reduced the use of 
radiations and invasive procedures. The size, shape, echo 
pattern, vascularity and position of organs and other structures 
can be demonstrated. 

Thanks to their biological safety, low cost, lack of radiation 
exposure and carcinogen properties, US are currently adopted 
in prenatal medicine, childhood and adulthood. Ultrasound 
probes can be applied over the skin (transcutaneously) or 
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internally (i.e. transesophageal, rectal, vaginal US) for a better 
representation of internal organs. 

The main structures which can be evaluated are listed by 
site in Table 1. A typical ultrasound image of the heart, often 
referred to simply as echocardiogram,  is reported in Fig.1. 

 
Table 1: Main sites and organs which can be evaluated  
by ultrasounds. 
 

Head  Brain hemorrhage, infarctions, 
edema, congenital abnormalities (in 
small infants through bone 
openings: fontanellae); eye; salivary 
glands 

Neck Thyroid and parathyroid glands, 
lymph nodes, abscesses, vessels 

Chest Chest wall, pleura, lung (peripheral 
areas), mediastinum, heart and great 
vessels 

Abdomen 
and pelvis 

Gastrointestinal system (intestine, 
liver, gallbladder, pancreas), genito-
urinary apparatus (kidneys, ureters, 
bladder, uterus, salpinges, ovaries, 
prostate), spleen, adrenal glands, 
fluidcontaining structures (cysts, 
cancer), great vessels and lymph 
nodes 

Scrotum Testicles, tumors, hernias 
Extremities Joints, muscles and connective 

tissue, vessels 
 

 
 

Fig.1 A Typical echocardiogram 
 

Regarding procedures and therapeutic use, US can be 
employed directly (i.e. breaking of stones) or indirectly (i.e. 
US-guided procedures, release of drugs)[6]. A list of 
diagnostic and therapeutic procedures is shown in Table 2. 

The evaluation and management of normal and problem 
pregnancy is one of the most important advances achieved by 
ultrasounds in the last decades. US enables the detection of 
the number of the fetuses, position, organ development and 

congenital abnormalities, placenta, umbilical cord blood flow. 
In recent years interventional US is being increasingly used 
for diagnostic and therapeutic procedures, including fetal 
noninvasive surgery. In particular, amniocentesis and 
chorionic villus sampling allow the detection of genetic 
abnormalities; amnioreduction and amnioinfusion are used to 
increase or decrease the volume of the amniotic fluid when 
alterations in its production occur; fetal blood sampling and 
intrauterine fetal transfusion allow the detection and treatment 
of blood disorders. 

Regarding other recent applications, a patent by Palmeri 
and al. [7] introduced a method to evaluate liver stiffness 
(expression of fibrosis and cirrhosis) by means of shear waves 
which are emitted and detected by an ultrasound transducer, 
thus limiting the need for liver biopsy - a procedure which 
could be associated with significant risk of bleeding, 
particularly among patients at high risk (i.e. liver cirrhosis). 
 
Table 2: diagnostic and therapeutic procedures performed 
with ultrasounds 
 

Diagnostic 
procedures 

 
• Ultrasound-guided aspiration of fluid  
    from organs and cysts/lesions 

• Tissue sampling with needles 
     (biopsy) 
• Staging of internal cancer by    
      endoscopic US (esophagus, prostate,  
     rectum) 
• Evaluation of liver stiffness (fibrosis,  
    cirrhosis) 
• Pregnancy (fetal development, 
     placenta, umbilical cord flow) 

Therapeuti
c 
procedures 

 
• Drainage of fluid collections 
     (abscesses, cysts) by needle 
     or  catheter 
• Injection of drugs/electrodes into 
     cancer masses or cysts  
• Breaking of urinary stones  
     (Extra-corporeal shock wave 
     lythotripsy) 
• Pain relief (carpal tunnel syndrome, 
      chronic low back pain, shoulder 
pain) 
• High intensity focused ultrasound 
• Drug delivery 
• Pregnancy-related procedures 

 
 

In 2011, Lau et al. patented a method for delivering high 
intensity focused ultrasound (HIFU) energy to a treatment site 
internal to a patient's body with the purpose of providing 
therapeutic treatment of internal pathological conditions, such 
as cancer [8,9]. At focal intensities 4-5 orders of magnitude 
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greater than diagnostic ultrasound (typically about 0.1 
W/cm2), HIFU (typically about 1000-10,000 W/cm2) can 
induce lesions or tissue necrosis at a small location deep in 
tissue while leaving tissue between the ultrasound source and 
focus unharmed. Tissue necrosis is a result of focal 
temperatures typically exceeding 70° C. 

Special transducers designed for high power ultrasound 
application are employed. Self focusing piezoceramic bowls 
made of low loss PZT (Lead Zirconate Titanate) or 
piezocomposite are widely used. A more expensive and 
technically more complex alternative is the use of phased 
array transducers composed of many single elements. 

Another promising application of HIFU is drug delivery: in 
order to locally enhance the drug concentration in vivo in 
tumors, a drug can be administered either encapsulated in 
liposomic or other carrier bubbles intravenously. Once the 
tumor is sonicated, the bubbles are destroyed and the drug is 
released locally to the tumor. The resulting scenario is a local 
enhancement of the drug concentration in the focal area of the 
ultrasound beam. A wide spectrum of research has been 
conducted demonstrating proof of the concepts of the 
feasibility and effectiveness of this approach in vitro and in 
animal studies in vivo [10]. 

III. ADVANCES OF ULTRASONIC  METHODS APPLIED TO  

MATERIALS AND STRUCTURES  

The directly measured quantities, ultrasonic velocity and 
attenuation,  are required for the ultrasonic non-destructive 
technique of material characterization.  

The ultrasonic velocity is related to density and  elastic 
constants, such as  tensile modulus, shear modulus, flexural 
modulus, bulk modulus, Young’s modulus, Poisson’s ratio, 
Lamè constants . The knowledge of elastic properties is basic 
to understand and predicting the behavior of engineering 
materials.  

Based on velocity and attenuation measurement 
microstructure and morphology (such as mean grain size, 
grain size distribution,texture, anisotropy, density variations, 
etc.)  and diffuse discontinuity ( such as microcracking, 
microporosity, fiber breakage, impact damage, creep damage 
etc. ) can be characterized. Ultrasonic assessments of 
mechanical properties ( such as tensile strength, shear 
strength, yield strength, hardness, fracture toughness, fatigue 
resistance etc.) are indirect and depend on empirical 
correlations. 

Ultrasonic tests are currently employed for advanced 
structural ceramics, for evaluating bond performance in 
adhesive bonding and for composites laminates. See, for 
example,  [11-13] 

Nowadays, ultrasonic testing also provides the 
characterization of advanced and smart materials, the 
synthesis and characterization of nanomaterials and 
nanofluids..See, for example,  [15]. 

Nondestructive tests on bridges and buildings are carried 
out periodically for maintenance, performance, degradation 

and quality assurance inspection. Three typical materials are 
used in these structures: steel, concrete and wood.  

The typical structure of bridge consists of a substructure, a 
superstructure and a deck. The substructure is built with 
concrete, stone masonry, steel and wood. The superstructure is 
built with  RC beams or rolled steel beams for short span, steel 
plate girders for intermediate span and steel trusses or arches 
for long span. The deck consists of steel plates and beams, 
prestressed concrete beams and timber. 

 In ultrasonic testing  on steel structures [16]  two 
mechanisms are detected: cracking and corrosion. Corrosion is 
detected with longitudinal waves  and cracking is detected 
with shear waves. High frequencies are used in ultrasonic tests 
on steel structures, ranging from 2 to 10MHz. 

In ultrasonic tests on wooden structures (see, for example, 
[17]) the damage  due to aging, to fungi and borers attack and 
to mechanical actions are detected. The wave propagation in 
these structures  is influenced by anisotropy.  Frequencies 
used are the same as those for concrete ranging from 50 to 
150kHz. 

In ultrasonic tests on concrete structures [16], loss of 
strength due to many causes such improper mixture, chemical 
attack, microcracking, corrosion of steel rebar, fire damage 
can be detected by the traditional method called Pulse 
Velocity Measurement. The longitudinal wave pulse velocity 
is proportional to the square root of the elastic modulus and it 
is assumed that this modulus is proportional to square root of 
the compressive strength. Therefore there is an indirect fourth 
power relation between Ultrasonic Pulse Velocity and the 
compressive strength. The higher the velocity, the better the 
quality of the concrete. Crack depth measurement and 
thickness measurement can be also performed.  

Another application of ultrasonics in testing concrete is the 
detection of rebar corrosion. Corrosion of RC structures has 
become a big problem worldwide due very high repair costs. 
Recently , the ultrasonic guided wave (UGW) technique is 
adopted to monitor the RC corrosion damage evolution 
process [18]. The corrosion experiment shows that the first 
wave peak value can describe the whole process of steel rebar 
corrosion. 

A. Application of Ultrasonic Pulse Velocity (UPV)  test to 
concrete structures 

The UPV test is performed by using a sending transducer 
that sends an ultrasonic pulse to generate a stress wave in a 
concrete specimen and uses a receiving transducer to receive 
the wave. 

By knowing the distance and time, the UPV in the 
specimen can be calculated. As pointed out by many 
researchers, the value of the UPV is affected by numerous 
factors, including the properties and proportion of the 
constituent materials, aggregate content and types, age of the 
concrete, presence of microcracks, water content, stresses in 
the concrete specimen, surface condition, temperature of the 
concrete, path length, shape and size of the specimen, 
presence of reinforcement, and so on.  
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The test equipment shown in Fig.2 consists of a pulse 
generator, a pair of transducers  (transmitter and receiver), an 
amplifier, a time measuring circuit, a time display unit, 
connecting cables and material of coupling. 

 

 

 
Fig.2  Schematic of Pulse Velocity Apparatus (ASTM C597) 

 
The test is performed generating a series of pulses by means 

of a dedicated generator. A timing circuit is used to measure 
the travel time of the pulse, which is subsequently reported on 
the display unit. The presence of low density, or cracked, 
concrete increases the travel time and consequently causes a 
decrease in the pulse velocity. Performing  tests at various 
locations, lower quality concrete or damage zone can be 
detected. 

It is possible to make measurements of pulse velocity by 
placing the two transducers on opposite faces (direct 
transmission), on adjacent faces (semi-direct transmission), on 
the same face (indirect or surface transmission) of a concrete 
structure or specimen (Fig.3). 

 
 

 
Fig.3 Schematics of transducers positioning: a) direct transmission; 
b) semi-direct transmission; and c) indirect or surface transmission. 
 

In order to provide a correct measurement of ultrasonic 
pulse velocity, it is necessary to consider different factors 
which are able to influence pulse velocity and its correlation 
with mechanical and deformability characteristics of concrete. 
It can be summarized that: 

• The moisture content has a strong effect on the pulse 
velocity, both for chemical and physical aspects.  

• The path length over which the pulse velocity is measured 
should be long enough not to be significantly influenced by 
the heterogeneous nature of the concrete 

• The presence of steel reinforcement can alter the ultrasonic 
pulse velocity.  

• The presence of cracks and voids can considerably reduce 
the ultrasonic pulse velocity.  

Even if a direct unique relationship between concrete 
compressive strength and ultrasonic pulse velocity does not 
exist, under specified conditions some information on its 
quality can be derived, as shown in Table 3. 

 
Table 3.  Quality of concrete as a function of the ultrasonic 
pulse velocity 

 
Ultrasonic Pulse velocity 

[m/s] Quality of Concrete 

>  4500 Excellent 
3500 to 4500 Good 
3000 to 3500 Doubtful 
2000 to 3000 Poor 
<  2000 Very poor 
 
According to the scientific literature in the field of 

ultrasonic investigations, there are numerous experimental 
formulations able to correlate the concrete compressive 
strength fc with the measurement of the non-destructive 
parameter of the ultrasonic pulse velocity. Therefore, to limit 
the uncertainty of this method, three of the most reliable 
correlations  proposed by  Qasrawi [19] (Eq.A in Fig.3), 
Giannini et al. [20] (Eq.B in Fig.3), and Bilgehan and Turgut 
[21] (Eq.C in Fig.3) can be taken into account. 

In order to evaluate the accuracy of these formulations, 
UPVs have been calculated in 16 locations by UPV test, as 
reported in [22],[23]. 

Then the estimated compressive strengths according to Eq. 
A, Eq. B and Eq. C, respectively, have been compared with 
the effective compressive strengths determined by Destructive 
Tests (DTs) on samples extracted in adjacent locations.To 
compare prediction  performance of the formulations, Root 
Mean Square Error (RMSE) has been calculated. All the 
comparisons are shown in Fig .3. 
 

 

 
                                                                             
Fig.3 Comparison between DT fc- values and estimated NDT fc- 
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values using different formulations 
 

By comparing all the correlation curves  and the effective 
strength curve ( fc), it can be observed a good  approximation  
even if  the most reliable correlation is related to Eq.B  

IV. CONCLUSION 

Ultrasonic methods represent a form of nondestructive 
testing and characterization of materials and structures used in 
engineering, including aerospace, automotive and other 
transportation sectors. The advantages of these methods 
include flexibility, low cost, in-line operation, and providing 
data in both signal and image formats for further analysis.  

To  explore the possibilities of the application of these 
emerging inspection technologies, the topic of the evaluation 
of structural performance of existing  RC)structures is 
considered in this work. Since these structures were built 
according to the standards and materials which were quite 
different to those available today, procedures and methods 
able to cover lack of data about mechanical material properties 
and reinforcement detailing are required. This issue seems 
more relevant when seismic zones are concerned and 
structural strengthening needs to prevent failures occurred due 
to earthquakes. Recent seismic codes give relevance to 
procedure and methods to establish the performance levels of 
existing structures. To this end detailed inspections and tests 
on materials are required. In RC structures, the compressive 
strength of concrete has a crucial role on the seismic 
performance and is usually difficult and expensive to estimate 
. According to various international codes, estimation of the 
in- 
situ strength has to be mainly based on cores drilled from the 
structure. 

However, Non-Destructive Tests (NDTs) can effectively 
supplement coring thus permitting less expensive and more 
representative evaluation of the concrete properties throughout 
the whole structure under examination. The critical step is to 
establish reliable relationships between NDT results and 
actual concrete strength. The experimental research suggests  
correlating safely in most codes the results of in-situ NDTs 
carried out at selected locations with the strength of 
corresponding cores. As a consequence , NDTs can strongly 
reduce the total amount of coring needed to evaluate the 
concrete strength in the entire structure.   
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Mobility State Classification with Particle Filter
Ha Yoon Song, Ji Hyun Baik

Abstract—Positioning data can be obtained using various
mobile devices nowadays. The consequent positioning data can
be used to figure out speed values with latitude, longitude, and
timestamp. However, the speed value itself cannot be criteria,
whether the corresponding device is moving or staying due to
positioning system errors. For the sophisticated classification of
mobility state, an algorithm based on particle filter is introduced.
The speed values are distilled by the algorithm using particle filter
and the mobility state can be probabilistically identified. On the
basis of previous research, a set of consecutive speed values is
used for particle filter in order to enhance the preciseness. The
algorithm and related experimental results will be presented.

Keywords—Human Mobile State Determination, Particle Filter,
Positioning Data, Probabilistic Approach.

I. INTRODUCTION

POSITIONING data can be easily obtained nowadays due
to advances of mobile devices such as smartphones.

Of course, these positioning data can be directly used for
other applications, however, there are various reasons for the
positioning data to have errors. Therefore the positioning
data must be filtered or classified in case of errors, i.e.
classification of mobility states must be included priory for the
use of positioning data. These sorts of classification cannot be
deterministically made, however it is possible to probabilis-
tically make such classification. In this paper, the simplest
classification of human mobility state will be addressed by
the proposed algorithm. The simplest classification is to divide
human mobility state in mobile or stable state probabilisti-
cally. This sort of classification would add more accuracy to
positioning data related applications. Section II will describe
related works. In section III, an algorithm for classification
of mobility states using particle filter will be addressed. In
section IV we will show the results of algorithm application
in various ways. Section V will discuss on conclusion and
possible future research.

II. RELATED RESEARCH

A. Particle Filter

Particle Filter is so called Sequential Monte Carlo (SMC)
and based on Bayesian statistics and is usually used for
parameter estimation, state estimation and so on. The basic
idea of particle filter is to generate and utilize a large number
of independent random variables. The independent random
variables are called particles. The values of particles are set

This work was supported by the National Research Foundation of
Korea (NRF) grant funded by the Korea government (MEST) (NRF-
2012R1A2A2A03046473).

Ha Yoon Song is with the Department of Computer Engineering, Hongik
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Ji Hyun Baik is with the Department of Computer Engineering, Hongik
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by initialization through state space. The values of particles
are updated by weights as inputs which is newly measured
observations [1]. There are two representative particle filter
algorithms, Sampling Importance Resampling (SIR) and Se-
quential Importance Sampling (SIS). SIS does not include
resampling process, whereas SIR requires resampling process.
We used SIS which is monte carlo method, constructing
Sequential Monte Carlo Filter [2].

The action of SIS based algorithm likes the following:
1) Initialize particles X .
2) Obtain new observations Z and update likelihood prob-

ability P (Z|X).
3) Obtain weights W using likelihood probability and

update values of particles X .
4) Repeat steps 2 and 3 to update all particles.

B. Previous Research with Particle Filter

In the field of computer science, particle filters are widely
adopted for the position estimation of human with Wi-Fi
signal, the position estimation of Robot and so on.

1) Position Estimation with Wi-Fi signal and Wi-Fi termi-
nal: This is a sort of indoor positioning technique. The spaces
are represented based on graphs, and the position of terminal
holder can be represented as a point on edge of the graph
using the signal strength of Wi-Fi system. The reason why
the particle filter is introduced is that it is easy to implement
and it is accurate [3].

2) Particle Filter for Robot Position Estimation: In contin-
uous state space, particle filter is usually used for robot related
area. Especially for mobile robot, it is quite successful where
the relative position presented on the map through the sensors
and actuators by coordinates and directions. The major benefit
of particle filter is that it can be used in higher dimensional
space [4].

C. Basic Application of Particle Filter to Mobility State Clas-
sification

In our previous research [5] the very basic approach was
made in order to determine the mobility states. Only the posi-
tion data was utilized in previous researches, while the weight
sequence of speed values is introduced and the distribution
of human speed values as exponential distribution is utilized
in this research. However there were several problems. The
basic approach which directly uses particle filter for speed
values is somewhat inaccurate, i.e. slow speed particles are
regarded as stay state which is not true. And the toggle of
state between mobile and stay is usually happened due to
positioning errors. Thus it is considered to utilize history
of speed values. From the next section, we will show the
enhancement of our previous application of particle filter. The
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major differences between previous research and this research
are that Time Weighted Speed is introduced as shown in
section III-A and the validation was executed with more than
3 million positioning data to encompass the preciseness of our
algorithm.

Algorithm 1 Mobility State Classification with Particle Filter

1: procedure
2: CLASSIFICATION(N,Vt−1, Vt−2, Vt−3, Vt−4)
3: Obtain new position
4: Calculate Vt

5: ▷ Calculate current speed by haversine formula
6: Calculate T
7: ▷ Calculate time weighted speeds by (1)
8: Particle[N ] ▷ Declare and initialize Particles
9: for i = 0 to 4 do

10: for k = 0 to N − 1 do ▷ For N Particles
11: W = f(Particle[k], T ) ▷ Weight update
12: if condition then
13: Particle[k] = Particle[k]−W
14: else
15: Particle[k] = Particle[k] +W
16: end if ▷ Particle update
17: end for
18: end for
19: X = Average(Particle[N ]) ▷ Calculate X
20: return X
21: ▷ Mobility State Classification
22: end procedure

III. ALGORITHM

A. Time Weighted Speeds

In order to solve problems occurred in past researches, Time
Weights Speed, which is giving weights to the appropriate
number of past speed values, is introduced in this research.

Positioning data errors lead to the speed value errors and
thus lead to mobility state errors. Thus the speed values in past
history are also utilized in this research. The past speed values
are weighted by its timestamp. The more recent the timestamp
is, the higher the effect of speed is. It is presumably true that
recent speed values are highly related to current speed values
than other older speed values. An exception occurs only when
mobile state changes from stay to mobile or mobile to stay.
There exist less relationship between past and current speed
values. Therefore, several consecutive speed values compose
one window instead of using only two consequent speed
values. The number of speed values to construct speed value
window is called window size, and it can be set as an arbitrary
natural number. The speed values in this window will be
utilized to calculate Time Weighted Speeds.

The weighted average of time weighted speeds, T , is
introduced and utilized. The value T is utilized to obtain the
weights of particles. The rate which determines the weight
of speed values, denoted as α, is introduced. Of course the
value of α is between 0 and 1. We used total five speed

values, including one current speed value and four past values
to calculate T .

With current speed Vt and past four speeds Vt−1, Vt−2,
Vt−3, Vt−4 where current time is t. Vt−1 is a more recent
speed value than Vt−4. T can be calculated as shown in (1)
in case of window size as five. Once α is set as 0.0, only the
current speed will be used for particle filter, whereas 1.0 as α
stands that only the less recent speed value Vt−4 will be used
for particle filter.

T = (1− α)Vt + α((1− α)Vt−1 + α((1− α)Vt−2

+α((1− α)Vt−3 + α(Vt−4)))) (1)

Window size of five is found to be optimal from experi-
ments. More than four times of multiplications of α leads to
very small positive value close to 0 since α is smaller than
1, and then can be disregarded with very negligible effects
on T . Thus, window size is determined as five after simple
experiments which checks the effects of window size with
window sizes up to nine. With variations of windows size
from 5 to 9, there are no clear differences in results.

B. Input Data Preparation

1) Positioning Data Collection: Numerous positioning data
have been collected from November 2011. Most of data
have been collected using smartphone app such as Sports
Tracker [6]. As well, dedicated GPS receivers such as Garmin
Edge 810 or similar devices [7] have been used. Among the
various fields of positioning data set, latitude, longitude and
time information are extracted and arranged as input sets of
this research.

2) Calculation of Speed between Positions: With two con-
secutive positioning data, it is possible to calculate the distance
between two points. Among the several methods to calculate
the distance, Haversine formula [8] is used because of its
simplicity. The only exception is the very first positioning data.
With the time information embedded in positioning data, the
speed values can be calculated. Then it is possible to have
consecutive speed values.

C. Algorithm for Mobility State Classification with Particle
Filter

Algorithm 1 shows the outline of particle filter based
classification. Here, SIS particle filter methodology is used.
It needs to reserve four past speed values as well as obtain
the current positioning data. For every input data, it classifies
mobility state, i.e. the algorithm must be called whenever new
positioning data are acquired.

The overall action of algorithm 1 follows:
1) For new input of positioning data, calculate the speed

value (Z) at the given time by Haversine formula (line
4).

2) Calculate time weighted speeds (T ) using (1) (line 6).
3) Create N particles and initialize them (line 8).
4) Using (2) and (3), calculate weight W (line 11).
5) Update probability of particle (line 12-16).
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Fig. 1: Number of Correct Classifications

6) Repeat steps 4 and 5 to update N particles (line 10).
7) Repeat inner for loop (line 10) 5 times (line 9).
8) Calculate the average of particles (line 19), and deter-

mine the mobility state (line 20).

Pt = Pr[T = t] = 1− e−λT (2)

f(Particle[k], T ) = Particle[k]− Pt/C (3)

Then, the details of algorithm 1 need to be explained.
The algorithm has five inputs. The inputs are four past speed

values as well as the number of particles, N . With the new
positioning data, the current speed value is calculated. This
five speed values compose a window of speed values and
window size is five, except the very first stage of classification
where there are less than five speed values. After generating
N particles, initialize the probability of particles randomly,
but having 0.5 as average. The purpose of randomization is
to prepare so that particles can represent every possible state,
locations in this research [4].

It is reported that various distributions can be used to
represent the probability distribution of human speed and the
exponential distribution is the simplest one [9]. Therefore, in
order to represent the probability for T , exponential distribu-
tion is adapted. Pt is a probability such that T has a certain
speed value t. Based on exponential distribution, cumulative
distribution function of exponential distribution is introduced
as shown in (2).

In algorithm 1, f(Particle[k], T ) is used to obtain the
weight as expressed in (3). Pt is calculated by (2) and then
used in (3). Here, parameter λ is referred from [9] as 0.15949.
The value of λ as 0.15949 stands that the expectation and
standard deviation of speed distribution is 6.27m/s. In (3),
constant C is introduced to have a normalized value of Pt,
and is 4.0 in this research.

The constant 5 in algorithm 1 is used to repeat the update of
N particles in order to stabilize the probability value and the
accumulated value of particles in 5 times are utilized, on the
contrary that usual SIS algorithms update the particle values
only one time.

Condition Particle <= 0.5 Particle > 0.5
Weight <= 0.5 line 15 (+) line 13 (−)
Weight > 0.5 line 13 (−) line 15 (+)

TABLE I: Particle update conditions

Algorithm 1 imposes a condition to update particle as shown
in (line 13) and (line 15). This is a kind of amplification
to put particle values closer to 0 or 1. The condition can
be found in Table I. Expression in (line 13) shows particle
value - weights, and expression in (line 15) has particle value
+ weights. When weight is big enough, the small particle
value will be smaller, while the big particle value will be
bigger. Consequently, weight will be subtracted to make small
particle value smaller while weight will be added to make big
particle value bigger. On the other hand, with small weight,
big particle became small and small particle value became big.
Consequently, weight will be added to make small particle
value bigger while weight will be subtracted to make big
particle value bigger. The criterion particle value and weight
to be big or small is 0.5 in this algorithm.

Some miscellaneous adjustments have been made to cope
with negative probability values which are abnormal, then such
negative probability values are set to zero. Or the probability
value is also set to one where the probability is greater than
one. Finally, with the stabilized average probability X , the de-
cision of mobility states can be made. In our implementation,
0.75 is the empirical threshold of state classification for state
classification. The constant for state classification and constant
for repetition must be determined by users of this algorithm.
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(a) Mobility State on Map

(b) Speeds-Probability Graph

Fig. 2: Mobility State Classification on 31 Jan 2014

The particles with a probability value greater than 0.75 are
classified as stay, and otherwise as mobile.
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(a) Mobility State on Map

(b) Speeds-Probability Graph

Fig. 3: Mobility State Classification on 08 Feb 2014
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(a) Mobility State on Map

(b) Speeds-Probability Graph

Fig. 4: Mobility State Classification on 07 Nov 2014

IV. APPLICATION OF ALGORITHM: RESULTS AND
EXPLANATION

A. Searching for optimal weight parameter α

In order to implement time weighted speeds in (1), constant
α need to be determined. It is usually required to find the
optimal α. Fortunately, the region of α is (0, 1) which is
very restricted to apply exhaustive search. With 3,371,577
positioning data, α = 0.3 shows the optimal result where

2,231,090 positioning data shows exact classification com-
pared with manual classification. As a result the percentile
of precision is 66.173 when α is 0.3. Fig. 1 shows the correct
classification with various values of α from 0.20 to 0.40,
where X-axis is the number of positioning data and Y-axis
is the value of α and the numbers by bar in the graph is the
number of correct classifications. When α = 0.0, 2,146,439
samples guessed correct, whereas 198,161 samples guessed
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(a) Mobility State on Map

(b) Speeds-Probability Graph

Fig. 5: Mobility State Classification on 08 Nov 2014

correct when α is 1.0. It implies most of guess are incorrect
when α is 1.0. As discussed in section III-A, the fourth past
speed value has very little relationship to the current mobile
state when α is 1.0. Therefore, window size more than five
would be meaningless.

B. Result of Algorithm application
In subsection IV-A, the optimal α as 0.3 has been found.

Fig. 2, Fig. 3, Fig. 4, and Fig. 5 show the classification
result by algorithm 1. Each figure shows the collected data
in two minutes projected on google map and corresponding
graph where window size is five. Each figure contains speeds-
probability graph. For each graph, the X-axis stands for time of

a day, left Y-axis stands speeds of positioning data in meter per
second at given time, and right Y-axis stands for probability
calculated by algorithm 1.

Placemarks are used to designate states on the map: stands
for stay state and stands for mobile state. Every placemark
corresponds to positioning data, respectively. For each graph,
markers are also used to designate speed values and proba-
bilities: stands for the speed value for mobile state position,
stands for the average probability of particles for mobile state
position, whereas X stands for the average probability of
particles for stay state positions and stands for the speed
value for stay state position.

Fig. 2 shows the case of automobile movement. Fig. 2(b)
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shows that the most of probability values reside between
0.4 and 1.0. It is notable that the speed of automobile
varies widely. It shows a typical example of positioning error
around time 14:00:35 showing the speed value about 35m/s.
Compared to the neighboring values, it can be regarded as
positioning error. A speed value around time 14:01:10 is
classified probabilistically as mobile, regardless of its value of
3m/s, because the neighboring speed values are also mobile.

Fig. 3 shows the case of ambulation in university campus.
Most of positions are regarded as stay with low speed values.
The speed values distribute between 0m/s and 5m/s, smaller
variations can be found with relatively constant speed values
comparing to the case of automobile as shown in Fig. 2(b). At
time 18:53:25, a high speed value is observed abruptly. The
conjecture of this abnormality is that positioning data error
due to urban canyon phenomena.

Fig. 4 shows the case of expressway rest area. As expected,
all of speed values are small enough and all classifications are
determined as stay. Since all of speed values designate stay
states as shown in Fig. 4(b), Fig. 4(a) shows similar positions
on the map. The actual mobile state observed is stay, and
classification is correct, even though the positioning system
error, where the positioning system report fluctuating positions
even though the mobile state is stay. It can be concluded that
our algorithm by speed values with a sophisticated mechanism
enhance the correctness of classification.

Fig. 5 shows the case of automobile ride, with clear vari-
ations in speed values. Some part of consecutive data show
slow speed and high probability of stay, whereas other parts
of data show high speed and high probability of move. It
does stand for typical stop and go situation of automobile
driving. In Fig. 5(b), around 01:20:13, five consequent values
are classified as stay, which correspond to stay placemarks at
the lower left part of Fig. 5(a). It is a U-turn of a vehicle
and relative small speed values compared to other speed
values lead to the classification of stay also with large time
differences. And the vehicle starts acceleration neat 01:20:53.

V. CONCLUSION AND FUTURE RESEARCH

Particle filter is used in order to classify mobile state with
time weighted speeds values on the basis of preliminary
research [5]. Proper weight parameter has been identified
with 3,371,577 sample values. The value of optimal weight
parameter α is 0.30.

There is one point of future improvement. In cases of
ambulation or traffic jam, low speed values are continuously
observed and these values are probabilistically regarded as stay
state. Another point of future research is calculating the pa-
rameter of exponential distribution λ according to the situation
of given time. In detail, speed values in a window will be used
to calculate scale parameter and location parameter of expo-
nential distribution. It is expected that dynamic calculation of
parameters will solve the problems aforementioned since these
two problems are not separated ones. With parameters upon
the situations, particle filter is expected to show more precise
classification.

Another topic is to classify the mobile state to more cat-
egories; e. g. ambulation, bicycle, automotive, train, airplane

and so on since every of these transportation method has its
own speed characteristics.

Finally, the classification of micro or narrow mobility, and
macro or broad mobility will be able to be introduced. For
example, mobility inside a specific building complex (micro
mobility) and exit outside the specific area (macro mobility)
can be classified. This topic is not only related with the prob-
ability distribution speeds but also related with the probability
distribution of location or position.
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The impact of memristive devices and systems on
nonlinear circuit theory

Ricardo Riaza

Abstract—In this talk we present a discussion of the impact of
memristive devices (memristors, memcapacitors and meminductors)
and memristive systems on the fundamentals of nonlinear circuit
theory and also on electronics. The interest on this topic has increased
continuously since the design in 2008 of a nanoscale device with
a charge-flux characteristic, displaying a very promising industrial
scope in memory design. We survey theoretical concepts and also
discuss some recent applications in this area, providing references
for further study.

Keywords—Nonlinear circuit, memristor, memcapacitor, memin-
ductor, nonlinear oscillator, chaotic circuit, resistive memory, mem-
ristive neural network.

I. I NTRODUCTION

THE history of memristive devices can be traced back to
the seminal work of Leon Chua, who in 1971 postulated

the existence of a nonlinear device whose characteristic would
be defined by a charge-flux relation [1]. This device would
be the fourth basic circuit element, besides the resistor, the
inductor and the capacitor which relate the voltage-current,
current-flux and voltage-charge pairs, respectively. The report
in 2008 of a nanometer-scale device displaying a memristive
characteristic [2] has had a great impact in the electrical and
electronic engineering communities and has raised a renewed
interest towards these devices.

The memristor and related devices are likely to play a
relevant role in electronics in the near future, especially at
the nanometer scale. Many applications are already reported,
e.g. in pattern recognition, memory design, signal processing,
design of nonlinear oscillators and chaotic systems, adaptive
systems, etc. (see [3], [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23],
[24], [25], [26], [27], [28], [29], [30]). Commercial memory
chips based on the memristor are expected to be released in the
near future. The notion of a device with memory was extended
to the reactive setting by Di Ventra, Pershin and Chua [8] in
order to definememcapacitorsandmeminductors.

We survey in this talk some basic properties of memristors,
memcapacitors and meminductors (cf. Section II) together
with those of the so-calledmemristive systems, introduced
by Chua and Kang in [31] (Section III). The impact of such
devices and systems on the fundamentals of nonlinear circuit
theory and electronics is surveyed in Section IV, whereas
Section V compiles some applications of these devices and
systems in electronics. Concluding remarks are compiled in
Section VI.

R. Riaza is with the Departmento de Matemática Aplicada a las TIC, ETSI
Telecomunicacíon, Universidad Polit́ecnica de Madrid, 28040 Madrid, Spain.
ricardo.riaza@upm.es

II. M EMRISTORS, MEMCAPACITORS AND MEMINDUCTORS

A. Memristors

The memristor is a nonlinear device defined by a charge-flux
characteristic, which may be have either a charge-controlled
or a flux-controlled form. In a charge-controlled setting, the
characteristic reads as

ϕ = φ(q), (1)

for someC1 mapφ. The incrementalmemristanceis

M(q) = φ′(q).

Using the relationsϕ′ = v, q′ = i we get the voltage-current
characteristic

v = M(q)i. (2)

This relation shows that the device behaves as a resistor in
which the resistance depends onq(t) =

∫
t

−∞
i(τ)dτ , hence the

memory-resistorname. This is the key feature of the device.
In greater generality, one may consider (2) as a particular case
of a fully nonlinear characteristic of the form

v = η(q, i).

In turn, a flux-controlled memristor has a characteristic of the
form

q = ξ(ϕ), (3)

and the incrementalmemductanceis

W (ϕ) = ξ′(ϕ).

The voltage-current relation has in this case the form

i = W (ϕ)v (4)

or, in a fully nonlinear context,

i = ζ(ϕ, v).

A memristor governed by (2) or (4) is said to bestrictly
locally passiveif M(q) > 0 or W (ϕ) > 0 for all q or ϕ,
respectively. In the presence of coupling effects (if eventually
displayed), this requirement must be restated by asking the
memristance or memductance matrices to be positive definite.
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B. Memcapacitors and meminductors

Di Ventra, Pershin and Chua extended in [8] the idea
of a device with memory to reactive elements. A (voltage-
controlled)memcapacitorhas a characteristic of the form

q = Cm(ϕ)v. (5)

Here Cm is the memcapacitance. The distinct feature of
this device is that the memcapacitance depends on the state
variable ϕ(t) =

∫
t

−∞
v(τ)dτ , so that the relationq(t) =

Cm(
∫

t

−∞
v(τ)dτ)v(t) reflects the device history. Analogously,

a (current-controlled)meminductoris governed by

ϕ = Lm(q)i, (6)

and Lm(q) is the meminductance, which reflects the device
history via the variableq.

A fully nonlinear formalism for voltage-controlled memca-
pacitors and current-controlled meminductors is obtained after
replacing (5) and (6) by the characteristics

q = ω(ϕ, v) (7)

and

ϕ = θ(q, i), (8)

respectively, for certain mapsω, θ.

III. M EMRISTIVE SYSTEMS

Chua and Kang extended in [31] the ideas underlying the
notion of a memristor to define amemristive system. A current-
controlled memristive system is defined by a relation of the
form

q′ = µ(q, i) (9a)

v = M(q, i)i, (9b)

whereas a voltage-controlled one is defined by

ϕ′ = ψ(ϕ, v) (10a)

i = W (ϕ, v)v. (10b)

In particular, a charge-controlled memristor is an instance of
(9) in whichq represents charge,µ(q, i) amounts to the current
i andM does not depend oni, as discussed in Section II. In
this case,M(q) is the (incremental) memristance, as indicated
above; this arises as the derivative of a nonlinear flux-charge
relationϕ = φ(q), and this supports the “charge-controlled”
term. Similarly, a flux-controlled memristor is a particular
instance of (10) in whichϕ stands for the magnetic flux,
ψ(ϕ, v) amounts to the voltagev and W does not depend
on v. Now W (ϕ) is the (incremental) memductance.

In general, the key feature of memristive systems is that the
memristanceM(q, i) in (9b), or the memductanceW (ϕ, v)
in (10b), depend on a state variable (denoted asq and ϕ,
respectively) which is governed by a differential equation
(namely (9a) and (10a)). The values ofq and ϕ keep track
of the device history since they must be computed (or, more
precisely, they are defined) as an integral variable. Note that,
for the sake of notational simplicity, we useq and ϕ to
represent the dynamic variables of general memristive devices,

although only for memristors in strict sense these variables
denote charges and fluxes, respectively.

Apart from “classical” memristors, other instance of mem-
ristive devices are thermistors, discharge tubes and ionic sys-
tems. In all these systems (and all in “classical” memristors),
the matricesM andW are actually independent ofi and v,
respectively, yielding the simpler forms

q′ = µ(q, i) (11a)

v = M(q)i (11b)

in the current-controlled context, and

ϕ′ = ψ(ϕ, v) (12a)

i = W (ϕ)v (12b)

in a voltage-controlled setting.
Many recent applications of memristive devices are better

framed in the context defined by (9) and (10) (or in the
simplified contexts represented by (11) and (12)) rather than
in the setting defined in Section II. This is also the case for
memcapacitive and meminductive systems, as discussed in [8].

IV. H IGHER ORDER DEVICES AND THE FUNDAMENTALS OF

NONLINEAR CIRCUIT THEORY

Going back to the context defined by memristors, memca-
pacitors and meminductors (cf. Section II), it is worth noticing
that both (5) and (6) come from differentiating a two-variable
relation, namelyσ = α(ϕ) for voltage-controlled memcapac-
itors andρ = β(q) for current-controlled meminductors; here
σ and ρ arise as the time-integrals ofq andϕ, respectively.
By using the differentiated relations (5) and (6) we get rid of
these second order variables. This is not the case for so-called
second-order devices, for which eitherσ or ρ appear explicitly
in the memcapacitance or the meminductance. Specifically,
a charge-controlled memcapacitoris a device defined by the
relations

σ′ = q (13a)

q′ = i (13b)

v = C−1(σ)q, (13c)

whereas aflux-controlled meminductoris characterized by

ρ′ = ϕ (14a)

ϕ′ = v (14b)

i = L−1(ρ)ϕ. (14c)

Noteworthy, the relations (13c) and (14c) arise as the dif-
ferentiated form of certain mappingsϕ = γ(σ) andq = δ(ρ),
via the relationsσ′ = q, ρ′ = ϕ. In a natural way this leads
to other second order devices, such as those relatingσ andρ
(cf. [5]). And in a fully nonlinear formalism, we may replace
(13c) and (14c) by characteristics of the form

v = ν(σ, q), (15)

and

i = χ(ρ, ϕ), (16)

respectively.
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In greater generality, one may look at the mathematical
formalism of nonlinear circuit theory as a framework in
which the basic circuit variablesv (voltage) andi (current),
together with some integral variables (not onlyσ and q but
eventually higher order ones as well), are interrelated to define
a dynamical system restricted only by Kirchhoff laws, which
remain at (and actually define) the core of circuit theory. This
general point of view is developed in [32], [33] and the reader
is referred to these papers for details. See also [34] and the
above-referenced paper [5].

V. SOME APPLICATIONS

Many applications of memristive devices are reported in
the design of nonlinear oscillators and chaotic circuits; we
refer readers interested on this application area to the papers
[4], [6], [9], [11], [12], [20], [21], [22], [27], [29] and
references therein. Memristors are very promising in non-
volatile memory design and in the implementation of resistive
random access memory (RRAM or ReRAM); some recent
references in this direction are [30], [35], [36], [37], [38], [39].
Digital logic applications are reported in [25], [28], [52], [53],
[54] and references therein. There is already a vast amount
of literature on memristive neural networks; cf. [16], [23],
[25], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49],
[50], [51]; this research activity stems from the fact that the
memristor provides a very natural way to implement a synapse,
displaying two stable states which are easily adjustable using
electrical pulses. This approach paves the way for an efficient
hardware implementation of artificial neural networks. Other
actual or potential applications of memristors are discussed in
[3], [5], [7], [8], [10], [13], [14], [15], [17], [18], [19], [24],
[28], [52].

VI. CONCLUDING REMARKS

Research on memristors and memristive devices has ex-
ploded in the last seven years, following the announcement by
HP of the design of a nanoscale memristor in 2008. Traditional
points of view on the fundamentals of circuit theory are
being revisited and a lot of applications are being reported.
Many analytical properties of memristive circuits remain to be
solved, though, and much more applications are yet to come.
This communication reports some recent research directions in
this area, and the reader is referred to the references compiled
below for a more detailed introduction to the main features
and applications of memristive devices and systems.
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Abstract—We investigate detection of polarization states of the 

focused incident beam using vortex phase elements. As a focusing 
system we use the multi-order diffractive optical element. It is 
numerically shown possibility to recognize singular polarization 
types (circular, radial and azimuthal).  
 
Keywords—singular polarization state, optical vortices, multi-

order diffractive optical element.  

I. INTRODUCTION 
N  this article, we use vortex phase elements in order to 
research a possibility of detecting the focused incident 

beam polarization state. Their complex-valued function can 
be written as a superposition of optical vortices. The effect of 
mutual influence between optical phase vortices and 
polarization singularities is well studied. Both their 
transformation into each other and the angular momentum 
compensation or enhancement has been researched for a long 
period of time [1-13]. Therefore, the idea of using the vortex 
phase to analyze laser fields polarizing properties is rather 
obvious [14-16]. However, generally it is impossible to reveal 
the interrelation between scalar (phase) and vector 
(polarization) optical vortices visually, except in the case of a 
high numerical aperture (NA) mode (e.g., sharp focusing) 
being used [15-19]. 

The problem can be solved by the instrumentality of 
diffractive optics [20] superposed to the focusing system [15-
19]. More than that, we can insert a singularity into a 
focusing element structure [21]. 

Using a micro-objective [22], a parabolic mirror [23, 24], a 
diffractive lens [24-26], or an axicon [27-31], we can get the 
sharp focusing. It was supposed [24] that a sharper (than in 
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the case of a micro-objective) focusing could be achieved by 
means of a parabolic mirror or a diffractive lens. The 
experiment showed it to be true for the parabolic mirror [23]. 
As for a diffractive lens, the proposition was confirmed 
numerically [25, 26]. In addition, the insertion of axicon 
structures was proved to enhance the aplanatic lens focusing 
properties [26, 32]. 

We analyze case of sharp focusing with high-numerical-
aperture micro-objective supplemented by the multi-order 
diffractive optical element. Here we present the simulation 
results in the frame of the Debye approximation [33] and the 
plane wave expansion method [34]. Our results are very 
similar with results obtained by means of the diffractive 
axicon [35].  

II. MULTY-ORDER DIFFRACTIVE OPTICAL ELEMENT  
From above researches clearly, that for unequivocal 

detection of polarization type there can be not enough one test 
vortex phase even at sharp focusing [36]. It is desirable to 
know simultaneously results of action several optical vortices 
and even their superposition. Besides the certain 
combinations of optical vortices are convenient from the 
practical point of view since it may be generated by means of 
simple binary phase elements [19, 37]. 

To realize the simultaneous response of an analyzed field 
for several vortices, it is possible to use multi-order binary 
optical elements [38-40]. The binary phase transmission 
function is shown in Fig. 1, which allowing to receive the 
response of an analyzed beam to various combinations of 
phase vortices simultaneously in several diffractive orders in 

the focal plane.  
Results of recognition of orthogonal linear polarization 

states are shown in Table 1 for cases of absence and presence 

Detection Singular Polarization State  
by Multi-Order Diffractive Optical Element 

Dmitry A. Savelyev, Nikolay L. Kazanskiy, and Svetlana N. Khonina 

I

 

 
Fig. 1 transmission function of the focusing system: (a) binary phase 

of multi-order diffractive optical element, (b) accordance of diffractive 
orders to combinations of optical vortices 
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of vortex phase in an analyzed beam. The amplitude of the 
beam is a Gaussian function multiplied by radius. The phase 
of the beam is constant or vortex of the first order. 

Parameters of calculation: length of a wave of incident 
radiation is  = 1 micrometer, a focal length f = 101 

micrometers, the numerical aperture of micro-objective NA = 
0.99, radius of Gaussian beam is 50 micrometers; considered 
focal area is 15 micrometers  15 micrometers. 

 
 

Table I. Detection of the orthogonal linear polarization states for cases of absence and presence of vortex phase in an analyzed beam 

Analyzed beam 

Linear x-polarization 

 

Linear y-polarization 

 
  with vortex  with vortex 

Intensity distribution in 
focal plane (negative) 

    

Intensity section  
in focal plane 
(black line for  

x-polarization and 
grey line for  

y-polarization) 

Vertical section without vortex: 

-6 -3 0 3 6 y/ 

Horizontal section with vortex: 

-6 -3 0 3 6 x/ 
 
As seen from the modeling results presence or absence 

vortex phase of the first order is easily found out by presence 
of correlation peak in the corresponding diffractive order in 
the focal plane: absence of optical vortex corresponds to 
bright light intensity in the center of the focal plane.  

Recognition of the orthogonal linear polarizations is 
carried out by less obvious characteristics. In particular, if the 
analyzed beam has no vortex phase then in vertical diffractive 
orders (corresponding to cos()) will be nonzero value of 
intensity at x-polarization whereas for y-polarization in these 
points intensity will be absent (the comparative graph is in 
the third column of Table 1). At presence of the vortex phase 
in the analyzed beam recognition of polarization becomes 
very doubt. 

Results of recognition of the orthogonal circular 
polarizations are shown in Table 2 in absence and at presence 
of vortex phase in an analyzed beam. Detection of vortex 
phase is similar to the previous case. 

Recognition of the orthogonal circular polarizations is 
much easier than linear polarizations because in former case 
polarizing singularity is closely connected with phase 
singularity. We shall show it by presenting circular 

polarization in polar components: 
 
    

cos sin

sin cos exp .
x y r

r r

i

i i i



 

     

       

e e e e

e e e e
    (1) 

As follows from (1) the circular polarization is 
corresponding to the vortex phase of the first order with the 
same sign as the direction of polarization. 

The interrelation of the polarizing singularity with the 
vortex phase is obvious in nonzero intensity in corresponding 
vortex diffractive orders (Table 2) though there is no phase 
vortex in the analyzed beams. 

When vortex phase is present in an analyzed beam it is also 
easy to distinguish type of polarization: if the directions of 
circular polarization and phase vortex are identical in the 
central diffractive order will be zero intensity. If the 
directions are opposite then in the center of the focal plane 
will be a nonzero value (the comparative graph is in the third 
column of Table 2). 

Results of recognition of the orthogonal cylindrical 
polarizations are shown in Table 3 in absence and at presence 
of vortex phase in an analyzed beam. 
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Table II. Detection of the orthogonal circular polarization states for cases of absence and presence of vortex phase in an analyzed beam 

Analyzed beam 

Circular «+»-polarization 

 

Circular «»-polarization 

 
  with vortex  with vortex 

Intensity distribution in 
focal plane (negative) 

    

Intensity section  
in focal plane 
(black line for  

x-polarization and 
grey line for  

y-polarization) 

Horizontal section without vortex: 

-6 -3 0 3 6 x/ 

Horizontal section with vortex: 

-6 -3 0 3 6

0.

x/ 

Table III. Detection of the orthogonal cylindrical polarization states for cases of absence and presence of vortex phase in an analyzed beam 

Analyzed beam 

Radial polarization 

 

Azimuthal polarization 

 
  with vortex  with vortex 

Intensity distribution in 
focal plane (negative) 

    

Intensity section  
in focal plane 
(black line for  

x-polarization and 
grey line for  

y-polarization) 

Horizontal section without vortex: 

-6 -3 0 3 6
x/ 

Vertical section with vortex: 

-6 -3 0 3 6

0.

y/ 
 
Recognition of the orthogonal cylindrical polarizations is 

visually obvious because this type of polarization also is 
singular and is connected with vortex phase. In particular, for 
radial and azimuthal polarization, accordingly: 
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From expressions (2) and (3) it is following that a 
cylindrical polarization contains vortex phases of the first 
order of both signs. Such interrelation of the cylindrical 
polarization with vortex phase is well appreciable in nonzero 
intensity in corresponding vortex diffractive orders (Table 3) 
though there is no vortex phase in an analyzed beam. 

In this case detection of vortex phase is defined in 
correlation peak in the central diffractive order with 
simultaneous absence of intensity in any vortex (horizontal) 
diffractive order. 

At presence of vortex phase in an analyzed beam it is also 
easy to distinguish type of polarization: for radial polarization 
vertical diffractive orders have nonzero value, and for 
azimuthal they have zero intensity (the comparative graph is 
in the third column of Table 3). 

III. CONCLUSION 
Carried out researches have shown that in conditions of 

sharp focusing the multi-order diffractive optical element 
matched with various combinations of vortex phase allows to 
distinguish unequivocally singular polarization states 
(circular, radial and azimuthal). Unambiguity of recognition 
is provided by interrelation of polarizing and phase 
singularities. 

For linear polarization such interrelation is absent therefore 
detailed recognition of various types of linear polarizations by 
means of micro-objective focusing is complicated. In work 
[36] it has been shown that focusing by means of diffractive 
axicon allows to detect a polarization state with better results. 
It can be explain by the following: the NA of a micro-
objective has various values depending on radius and reaches 
the maximal value only on the edge of an optical element. 
Therefore the beams going under various angles are crossed 
in the focus, and the information connected with the high NA 
is imposed by the information carrying by paraxial beams. An 
axicon has the identical NA at any radius - both in the center, 
and at edge, therefore the information corresponding to one 
value of the numerical aperture takes place in the focus. 
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Abstract—Maxwell's equations are used in atomistic since it has 

been shown that they in addition to the emission of radiation include 
the simultaneous absorption and thereby maintain the stability of the 
atom. Conditions of existence of electromagnetic oscillation in the 
atom are met if the product of one part of the characteristic 
impedance of oscillator, called structural coefficient, and atomic 
number Z is constant. The structural constant of atom s0≈8.278 was 
determined through the stability of atoms and through the ionization 
energy of the hydrogen atom. The fine-structure constant is 
calculated from this, namely s0 squared times two is inverse fine-
structure constant 137.073. The meaning of the fine-structure 
constant is being discussed and proposes the use of these constants 
related to the isotope number. For this purpose, it is proposed to 
introduce a new unit. Planck's constant is obtained by multiplying the 
speed of light, magnetic constant, and charge of the electron and 
structural constant of atom squared. In a similar way, with the aid of 
structural constant of atom, Josephson's constant, von Klitzing's and 
Rydberg's constant were determined. These constants are here 
derived theoretically and are consistent with the measurements. 
 

Keywords—Fine-structure constant, Josephson constant, Planck 
constant, Structural constant of atom, von Klitzing constant.  

I. INTRODUCTION 

HE application of Maxwell's equations in the last hundred 
years has experienced a failure during the study 

phenomena in microcosm. Nevertheless, there are still 
tendencies of researchers to apply these equations except both, 
in the macro and micro world. The reasons for this tendency 
and for this paper as well include the fact that Maxwell's 
equations themselves do not possess a certain limit of their 
applicability. The main theoretical objection against the 
application of Maxwell's equations in the atomistic was that 
these equations require radiation of electrons, because there's 
acceleration of the charge on a circular orbit in an atom, 
causing the collapse of the atom. Since in reality the atoms do 
not collapse, the conclusion that Maxwell's equations are not 
valid in the atomistic seemed exactly right.  One option has 
not been taken into account so far. It has been shown that the 
application of Maxwell's equations does not cause a collapse 
of atoms if these equations are observed completely, i.e., that 
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in addition to simultaneous emission and absorption of 
radiation there [1], [2].Thus an atom with the application of 
Maxwell's equations remains stable. After that, there is no 
theoretical limit to the application of Maxwell's equations in 
the atom. Thus the atom can be treated as an 
electromechanical oscillator.  

Using Maxwell's equations reveals the existence of a single 
constant of the atom that is made up of two structural parts, 
i.e., structural coefficient of Lecher's line ( )σ χ  and the 

atomic number Z. One of these parts is bonded to the structure 
of Lecher's line, which serves as a model of an 
electromagnetic wave in an atom, and the other one is related 
to the atomic number, which is part of an atom. So we called it 
the structural constant of an atom (shorter, structural 
constant) and we marked it with 0s .  

II. A STRUCTURAL CONSTANT AND ITS CALCULATION 

 In the Section IV, I will show the origin of a structural atom 
constant. Now let's say that it is defined as [3] 
 

( )0s Zσ χ≡   ,        (1) 

 

where 0s  is a structural atom constant, ( )σ χ  is a structural 

coefficient of Lecher's line [Lecher line is twin-lead 
transmission line consisting of a pair of ideal conductive 
nonmagnetic wires of diameter 2ρ, separated by δ, situated in 
space with permittivity ε  and permeability μ, whereby the 
argument χ=δ/ρ, and where the behavior of electromagnetic 
quantities as well as in the atom, in other words the Lecher 
line in our case represents the model of electromagnetic 
energy in the atom], Z is an atomic number, which 
theoretically is not in integer domain. The capacitance and the 
inductance of Lecher's line per unit length are  
 

2ln /2 /4 1
C' ε

χ χ 
 
 

π=
+ −

      (2) 

and  

( )ln 1/4
L'

µ χ+
= π

 
,       (3) 

 
respectively. The characteristic impedance of Lecher's line is 
[4]  

The structural constant of an atom as the basis 
of some known physical constants 
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( )
LC

L L' z L'Z C C' z C'
σ χµ∆

∆ ε
= = = =

π
 .   (4) 

 
It follows by using (1), [3], 
 

( )
22
01

 ln 1 ln
42 4

s
Z

χ χσ χ χ
    = + − + =    

    
. (5) 

 
Both guides in Lecher's line are set parallel in z-axis. The 
wave of current (i) and the wave of voltage (u), i.e., the 
current-voltage waves of Lecher's line, taking place in time t 
along the z-axis. These two mutually connected waves are 
described with two differential equations, [4]: 
 

2 2 2 2

2 2 2 2
.0,        0u u i iL'C' L'C'

z t z t
∂ ∂ ∂ ∂− = − =
∂ ∂ ∂ ∂

  (6) 

 
On the other hand the electromagnetic wave (with x-

component of electric field strength 
xE  and y-component of 

magnetic field strength yH ) travels in general, but of course 

also within the atom, along the z-axis. This wave in the plane 
is also described with two differential equations, [4]: 
 

2 22 2

0 0 0 02 2 2 2
.0,   0

H Hy yE Ex x
z t z t

ε µ ε µ
∂ ∂∂ ∂− = − =

∂ ∂ ∂ ∂
 (7) 

 
From (6) and (7), we can see that the waves on the Lecher's 
line, and the electromagnetic waves in the atom, are described 
with the same form of differential equations. This means that 
all phenomena described by these equations are analogous. 
Therefore, it is possible to adapt the equations of current and 
voltage waves on Lecher's line, with the help of one factor F, 
so that it describes an electromagnetic wave in the atom, e.g., 
from (6) and (7) we obtain third equation, in this way, 
 

2 22 2

20 02 2 2

2 2
2

2 2

0,      0, 

0,

E Eu u x xL'C' tz t z
u uF L'C'z t

ε µ∂ ∂∂ ∂− = − =
∂∂ ∂ ∂

∂ ∂− =
∂ ∂

                 

  (8) 

 
which means that by multiplying L'C' by a factor F2 wave on 
Lecher's line behaves according to the phase velocity like 
electromagnetic wave in an atom. Therefore worth [as follows 
from (8)], 
 

2

0 0
F L'C' = ε µ ,        (9) 

 
or 

2

0 0
ln 2 4 1

ln 1 4
F =

χ χε µ
εµ χ

 
 
 

+ −

+
  ,    (10) 

 
as gives in the case of Lecher's line within the vacuum 

( 0ε ε= , 0µ µ= ): 

 

( )
2ln 2 4 1

ln 1 4
F =

χ χ
χ

χ

 
 
 

+ −

+
 .    (11) 

 
This further means that the phase velocity of the 

electromagnetic wave in an atom, emu , can be expressed as 

 

( )
2

2 0 0 2

0 0

1 1 ,

1
em

em em em

F L'C'u c

u c

χ ε µ

λ ν
ε µ

 
 = = =

= = =
   (12) 

 
while the phase velocity of the wave of current and voltage at 

the Lecher's line, CVu , using (2), (3) and (11), can be 

expressed as (with 0ε ε= , 0µ µ= , which is an assumption 

we will continue to count with) 
 

( )
2 2

ln 1/41 ,
ln 2 4 1CV

L'C'u
εµ χ

χ χ 
 
 

+
= =

+ −

 
    (13) 

 

( )
( )

2

0 0

ln 2 4 1

ln 1 4

,

CV

CV CV

u

c F

χ χ

ε µ χ

λ ν χ

 
 
 

+ −
=

+

= =

 
 

 

    (14) 

 

where 0 01 /c ε µ=  is the speed of light in vacuum, CVλ  is 

the wavelength of the wave of current and voltage on the 

Lecher's line, and the CVν  is the frequency of the same wave. 

Each electromagnetic wave in the atom thus is associated with 
one wave of current and voltage of Lecher's line. With that, 
following the behavior of waves on Lecher's lines we follow 
the behavior of the waves in the atom. Thus we connect the 
phase relationships of the waves on the Lecher's line and 
electromagnetic wave in the atom.  
 Equation (5) connects each specific atomic number Z to a 
specific argument χ, for which the wave of current and 
voltage on Lecher's line is analogous with phase velocity of 
the electromagnetic wave in that atom [5]. In theoretical 
considerations Z is treated here as a continuous physical 
quantity which in reality takes discrete integer values. Later 
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we will connect electromagnetic energy of Lecher's line with 
the energy of the electromagnetic wave in the atom.  
 
 There may be at least three methods of determining the 

structural constant 0s .  

 - The first method is linked with the just treated phase 
velocity of the electromagnetic wave in the atom and the 
stability of atoms, where we need only one measured data (the 
atomic number Z of the first unstable atoms) [4]. In other 
words, this way answers the question, what is structural 
constant of atoms if the first unstable atom has atomic number 
Z. The percentage uncertainty of this method is 0.3%. 
 - The second method is connected to the ionization energy 
of hydrogen, where we need four data (ionization voltage V, 
electron charge e, electron mass m and the speed of light in 

vacuum c). The relative standard uncertainty is 81.3 10−× . It is 
three times better than that of Planck's constant, where the 
relative standard uncertainty, according to the NIST, is 

84.4 10−× . 
 - The third method is an extension of the second. Instead 

of the energies we use frequencies or wavelengths of spectral 
lines of atoms. Here we need six data (wavelength of the 
radiation of atoms λ, electron charge e, electron mass m, speed 

of light in vacuum c, magnetic constant 0µ  and the initial 

velocity of electrons 0β ). The relative standard uncertainty is 

therefore less favorable than in the second case, so we will not 
implement this method here. 

III. CALCULATION OF A STRUCTURAL CONSTANT THROUGH 

THE STABILITY OF ATOMS 

 The first method for the calculation of 
0

s  is based on 

analysis of the stability of atoms [6]. It was concluded that the 

phase velocity CVu  on Lecher's line decreases towards zero 

when the argument 0 2.328 788χ χ= =   or less, [4], Fig. 1. In 

this case the second derivative (in absolute value) becomes 
greater than 1, indicating a sharp drop the phase velocity, 
which leads to instability of the waves on the Lecher's line, 
that of the associated electromagnetic wave in the atom, and 
thus to instability of the whole atom. 

The argument χ0 therefore corresponds to the first unstable 
atom, and in 2003 it was found that it is bismuth, a chemical 
element with symbol Bi and atomic number 83, i.e., 83Bi. The 
beginning of the instability series of the atoms may belong to 
the lower or upper part of the number 83, i.e., Z=83±1/2. 
Using the above Z and σ(χ0) = σ(2.382788) = 0.825402, we 
get from (1) the result s0 = 8.277 ± 0.025, which means that 
percentage uncertainty is 0.3%. The validity of this result will 
be confirmed later by using NIST Atomic Spectra Database. 
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 atoms      atoms      atoms     
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Fig. 1 Structural coefficient of Lecher's line σ(χ), normalized 
phase velocity of current and voltage of Lecher's line 
F(χ)=uCV/c, the first derivative of the normalized phase velocity 
F'(χ), inverted second derivative of the normalized phase 
velocity F''(χ), all versus ratio δ/ρ=χ of the transmission 
Lecher's line, consisting of a pair of ideal conducting 
nonmagnetic parallel wires of radius ρ separated by δ. 

IV. CALCULATION OF A STRUCTURAL CONSTANT THROUGH 

THE IONIZATION ENERGY OF THE HYDROGEN 

 In similar manners as a phase velocities we also associate 
electromagnetic energy of Lecher's line and the energy of the 
electromagnetic wave in the atom. In this sense, we require 
that energy of an electromagnetic wave in an atom is equal to 
the electromagnetic energy of Lecher's line. 
 The electromagnetic energy in the atom is obtained by 
using the energy balance. Newton's second law and Coulomb's 
law together give [7] 
 

2

2
2 041

qQm
rr εβ

=
π−

 
 

v
,     (15) 

which gives 

2

2 2
0

1
4

qQ
r

mc
β

ε β
−

=
π  

,     (16) 

 
where r stands for the radius of the circular orbit of the 
electron, q is the charge of the electron (q=-e), e is elementary 
charge, Q is the charge of the nucleus (Q=Ze), m is the 

electron rest mass, v  is the velocity of the electron, cβ = v , 

0ε  is permittivity of free space, 0µ  is permeability of free 

space, 21m β−  is the transverse mass of the electron [8]. 

Increasing transverse mass of the electron is 
21m m m∆ β= − − . The kinetic energy of an electrons, 

[7], 
2

2 2

21

mcK m c mc∆
β

= = −
−

 ,    (17) 
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and its potential energy [7], using (16), 
 

2 2
2

20 04 4 1

qQ Ze mcU
r r

β
ε ε β

= = − = −
π π − 

.   (18) 

 
 A point charge Q created at a distance r from the charge 
(relative to the potential at infinity) the electric potential Φ : 
 

04

Q
r

Φ
ε

=
π  

,        (19) 

 
so that the potential energy according to (18) can be written 
 

U qΦ= .      (20) 

 
If we know the amount of potential energy U  then we can 
determine β  from (18): 

 

( )24 2 2

2

1
2

2
U mc U U

mc
β = + − .  (21) 

 
The total mechanical energy of an electron (W) is the sum of 
its kinetic and potential energy [7]: 
 

( )2 21 1W K U mc β= + = − − −  .   (22) 

 
If we know the total mechanical energy W eV= − , then from 
(21) we can also determine β : 

 

2

2
1 1 eV

mc
β  

  
 

= − −   ,      (23) 

 
where V  is the potential difference through which the 
electron passes to get an equal energy as electromagnetic 

energy 
emE  or 

emE∆ . This energy corresponds to the energy 

of a photon. 
 According to the law of conservation of energy the energy 
of an isolated system, which includes the total energy of 

electrons W and electromagnetic energy of the atom emE , is 

constant, despite internal changes (the energy disappearing in 
one form and reappearing in another or is transferred from one 
object to another):  
 

.emW E const+ = ,     (24) 

 
i.e., 
 

0emW E∆ ∆+ = ,      (25) 

 
and using (22) we get 
 

0 0
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1 1
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n n
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em
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−
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 (26) 

 

where 0β  is the initial velocity and β  (or nβ ) is a final 

velocity of the electron ( 0 nβ β≤ ). From (26) we get 

 

2 2
0 2

1 1 em
n

E
mc
∆
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or 
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which means it is 
 

2 22 2
2 0
0 2

1
2 2

nem

emem

mcE mc
Emc E
β∆ ββ ∆∆

− − + = 2 .   (29) 

 
Using (27) and (28), (16) becomes 
 

2
0 2

0
2 2

2 0
0 2

1 1
2 4

1
2 2

em

em

em

em

qQ E
E mcr mcE

mc E

∆β
ε ∆

β∆β
∆

 
  
 

− −
π

=
− − +

  

 
,    (30) 

 
or using (18), (29) and (30) 
 

2
0 2

0
2 2

2 0
0 2

1  1
2 4

1
2 2

em

em
em

em

qQ E
r mcE mcE

mc E

∆β
ε∆ β∆β

∆

 
  
 

− −
π

=
− − +

 

 
    (31) 

 
and from (29) and (31) we get 
 

2 2

2
0 2

.| |
1

n

em

mcU E
mc

β
∆β

=
− −

   
 

     (32) 
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 In addition to equalizing the phase velocity of the waves in 
the atom and the waves on the Lecher's line, will also equalize 

the energy emE∆  of these waves. Let's find now an expression 

for wave energy on the Lecher's line. Lecher's line can be 
represented as an inductive-capacitive network (so-called LC 
network), which finally makes the oscillatory circuit (LC 

circuit) [9]. The natural frequency 
LCν  of LC circuit is [7] 

1

2
LC LC

ν =
π

,       (33) 

 
where C is the sum of all small capacitances of the  LC 
network on the open end of the network, and L is the sum of 
all small inductances of the LC network on the short-circuited 
of the network [9]. This frequency is equal to the frequency ν  
of the electromagnetic wave generated in the atom 
 

LCν ν= .        (34) 

 

Electromagnetic energy in the LC circuit LCE   is equal to the 

maximum amount of energy on the inductor with an 
inductance L, or energy on the capacitor with a capacitance C 
[7], 

21

2LC emE E
C

Θ ∆= = ,     (35) 

 
where Θ stands  for maximal charge on the mentioned 
capacitor with the capacitance C. Using (31) and (35) we 
obtain 
 

2
0 22

0
2 2

2 0
0 2

1  1
21 4

2 1
2 2

em

em

em

qQ E
mcr

mcEC
mc E

∆β
Θ ε

β∆β
∆

 
 
 
 

− −
π

=
− − +

 

 
.   (36) 

 
One equation (36) has two unknowns, Θ and C. By using 
Diophantine equations we get next couple of the many 
solutions [10]: 

04C rε= π ,        (37) 

 

2
0 2

2
2 2

2 0
0 2

| | 1

1
2 2

em

em

em

EqQ
mc
mcE

mc E

∆β
Θ β∆β

∆

 
 
  

− −
=

− − +

    

 
.    (38) 

 
Equation (35), which represents the energy of the oscillatory 
LC circle, or the energy of the electromagnetic wave in the 
atom, can be written by using (33), (34) and (38): 
 

22

2

2

2
0 2

2 2
2 0
0 2

1 1

2 2

1

2

 | | 1
,

1
22

LC

em
LC

em
em

em

L
C LC C

L
C LC

Z A

EZ qQ
mcE

mcE
Emc

ΘΘ

Θ

Θ ν ν

∆β
∆ ν

β∆β ∆

 
 
 
 

π= π

= π
π

= π =

π − −
= =

− − +

 

    

 

  (39) 

 
where  

2
0 2

2 2
2 0
0 2

 | | 1

1
2 2

em
LC

em

em

EZ qQ mcA mcE
mc E

∆β
β∆β

∆

π − −
=

− − +

    
 

 
    (40) 

is the action of electromagnetic oscillator. One part of it which 

does not depend on 0β  or on emE∆  can be denoted by 
0

Α : 

0 ||LCA Z qQ= π    ,       (41) 

 
thus applies 
 

2
0 2

0 2 2
2 0
0 2

1

1
2 2

em

em

em

E
mcA A mcE

mc E

∆β

β∆β
∆

− −
=

− − +

 
 

 
.    (42) 

 

From (4) (i.e., LC L CZ = ), (32) and (33) [i.e., 

( )1 2LC LCν ν π= = ] we obtain ( )1 2 LCCν = πΖ . Using 

(37) and the last part of (4) (provided that 0ε ε= , 0µ µ= , 

0 01c ε µ= ) we get: 

 

( )8
c

rν σ χ= π  .      (43) 

 
As we can see from (43) frequency ν depends on the speed of 
light c  and two spatial parameters, r  and ( )σ χ . Note that 

this frequency is not in any way dependent on the charges. 
Inserting r from (30) into (43) gives: 
 

( )

2 2
2 0
0 2

2
0 0 2

1
2 2

1

em

em em

em

mcE
E mc E

Ec qQ
mc

β∆β
∆ ∆ν ∆µ σ χ β

− − +
=

− −

 
 

  
.  (44) 

 
The equation (44) is dependent now on the charge qQ . Such 

a dependence of the charge, in accordance with (43), therefore 
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not exists. The physical quantity which has the dimension of 
the charge may be in expression (44), but its amount cannot be 
changed. Thus, (44) should be made independent of the 
charge. Such "neutralizing" of this equation can be achieved 
by converting the product ( ) qQσ χ  in a constant, let's call it 

charge constant of the structure, 0q , in the following way: 

 

( ) 2

0
qQ qσ χ = .       (45)  

Because 
2qQ Ze=  ,      (46) 

applies 

( )
2

20
0

qZ seσ χ  
 
 

= = .      (47) 

Thus we derived equation (1), i.e., ( )
0

s Zσ χ=   , as 

promised at the beginning. From (4), (41) and (47) follows: 
 

( ) 20
0

0

2 2 2 20
0 0 0

0

 | |

.

LCA Z qQ Ze

s e c s e

µ σ χε
µ µε

= π =

= =

   
   (48) 

 
 

Equation (44), using (48), we can write: 
 

2
0 2

0 2 2
2 0
0 2

1

1
2 2

em

em
em

em

E
mcE A

E mc
mc E

∆β
∆ ν

∆ ββ
∆

− −
=

− − + 

.   (49) 

 
Combining (29) and (49) yields 
 

2 2
2 2

0
0

11 2
n

em

mc
E mc

A
β

∆ β
ν

 
= − −  

 
.    (50) 

 
Arranging and solving of (49) leads to 
 

( ) ( )222 2 2
0 0 01 .

emE eV

A mc A mc

∆

ν β ν

=

= + − − +
  (51) 

 
From (35), (39) and (50) follows  
 

emE A∆ ν= ,        (52) 

 
and thence  
 

2
2 2 2

20
0 0

1mc m cA A Aβ
ν ν

−  = + − +  
 

 
.  (53) 

 
By organizing (44), using (45), (46) and (47), we obtain: 
 

2 2
2 0
0 2

20
0 2

1
2 2

1

em

em em

em

mcE
E mc E
A E

mc

β∆β
∆ ∆ν ∆β

− − +
=

− −
 ,   (54) 

 
which can be written in the form of extended Duane-Hunt's 
law, 
 

2 2
2 0
0 2

20
0 2

1
22

1

mceV
eVeV mc

eVA
mc

ββ
ν

β

− − +
=

− −

   
  

 
,    (55) 

 
or with use of  (40) and (41) 
 

eV
Aν = .        (56) 

 
From (27), (28) and (55) follows 
 

2 2
2

0
2 2

1 1

2 21 1

mc mA βν
β β

= =
− −

v ,   (57) 

 
which according to (18) gives 
 

0

| |

2

U
A

ν = .          (58) 

 

The solution of (57) gives β  if we know 
0

A , m , c  and ν : 

 

( ) ( ) ( )4 2 22
0 0 02

2 A mc A Amcβ ν ν ν= + − ,  (59) 

 
which together with (58) is the same as (21). 
 The momentum of the electromagnetic wave in an atom 

emp  is defined as the momentum of photon [7], [8], which 

means that it is equal  to the ratio of energy 
emE∆  and the 

phase velocity 
emu  of electromagnetic wave in the atom, i.e., 

 

emu λν= ,         (60) 

 
whereby λ  is wavelength of the electromagnetic wave in an 
atom. So momentum of electromagnetic wave in the atom 
reads 
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em em
em

em

E Ep u
∆ ∆

λν= = ,      (61) 

 
and using (38) this expression becomes 
 

em
A Ap ν
λν λ= = .       (62) 

 
In accordance with the law of conservation of momentum, the 

momentum of the electromagnetic wave 
emp  is equal to the 

relativistic momentum of the electron [7], 2 21 // cp m −= vv , 

 

2 21 1

mcA m β
λ β β

= =
− −
 v

.     (63) 

 
With the use of (27), (28), (40) and (41) from (63) we get 

(with 
emE eV∆ = ): 

 
2

2

2
2
0 2

0
3

2 2
2 0
0 2

1
1

1

2
1

22

A A
m m

eV
mcA

meV mceV
eVmc

βλ β β

β

ββ

 
  
 

−
= − =

− −
=

− − +

 

 

v c

.  (64) 

 
The phase velocity of electromagnetic wave in an atom, 
according to (55), (60) and (64): 
 

2
0 2

2 2
2 0
0 2

1

2
1

2 2

em

eV
mceVu

m mceV
mc eV

β

ββ

− −
=

− − +

.  (65) 

 
From (42), (62) and (64) follows 
 

2 2
2 0
0 2

2
0 2

1
2 2

2
1

em

mceV
mc eV

p meV eV
mc

ββ

β

− − +
=

− −
.  (66) 

 
Using (30), (64) and (65) we obtain 
 

2
0 2

0 0

2 2
2 0
0 2

0 0

1
8

2
1

2 2

8
.em

eV
A mceV

r qQ m mceV
mc eV

A u
qQ

β
ελ

ββ

ε

− −
π

=

− − +

π
=  

 (67) 

 
From (18) and (67) follows 
 

02 emu
A

U
λ =  .        (68) 

On the other hand, the same equation (68) we also obtain 
using (58) and (60). 
 At least two separate oscillatory processes are 
simultaneously performed within atoms. It is on the one hand 
uniform circular motion of electrons around the nucleus, as 
well as with other the oscillation electromagnetic energy 
generated within atoms, which acts as an electromagnetic 
wave in an atom [1]. The time for one complete revolution of 
electrons around the nucleus (the period T ) is 
 

2 1rT
f

π
= =

v
,         (69) 

 
f  is the frequency of rotation. The period of electromagnetic 

wave, 
emT , is 

1
emT

ν
= .        (70) 

 
The multiplication of (69) with ν  gives 
 

2r
f

ν νπ
=

v
.         (71) 

 
Using (60) and (68) from (71) we obtain 
 

0 04

qQ
f

ν
ε

=
A v

.         (72) 

 
The electromagnetic wave in an atom can exist as a standing 
wave [11]. Standing wave does not transmit the energy, but it 
sways existing energy. If the frequency of the standing wave 
is ν , active power (index ap) of the standing wave oscillates 

with dual frequency 2apf ν= . To electromagnetic standing 

wave took place in an atom there must be a mutual harmony 
between two above-mentioned processes. It means that the 

frequency 
apf  of active power must be an integer relationship 

with the frequency of rotation f , 
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apf n f=  ,        (73) 

 
where n  is one of the hole numbers 1, 2, 3, … Both above-
mentioned processes in respect of synchronization are equal, 
so also applies 
 

apf n f=  .        (74) 

 
Two equations, (73) and (74), can be written in the form of 
only one expression, 

1

apf n f±= ,       (75) 

or 
 

12 n fν ±=        (76) 

 

From (72) and (76) we obtain the velocity of electrons 
nv : 

1
0 0

1
2n

qQ
n ε±

=v
A

.     (77) 

 
From (76) follows: 
 

11
2n nn fν ±= .       (78) 

 
From (48) and (77) follows 
 

0 12 n

Zs
n β±

= ,       (79) 

 
and from (28) 
 

2
2
0 2

1 1n
eV
mc

β β 
  
 

= − − −  .      (80) 

 
From (79) and (80) follows 
 

0
2

1 2
0 2

 

2 1 1

Zs
eVn
mc

β±  
  
 

=

− − −  

    (81) 

 
The equation (81) is a constant, independent of the variables 

0β , n, V and Z. For an accurate calculation of the constant 0s  

we need only one precise measurement. It can be made 
through data ionization of hydrogen atoms. In this case in (81) 
is: Z=1, β0=0, n±1=1 
 

0
2

2

1

2 1 1

s
eV
mc

 
  
 

=

− −

 

  

,     (82) 

 
with NIST data, http://www.nist.gov/pml/data/asd.cfm, 
eV=13.598 434 005 136(12) eV and CODATA 2010 
recommended values of fundamental physical constants, e = 
1.602 176 565(35) × 10−19 C, m = 9.109 382 91(40) × 10−31 

kg, c=299 792 458 m/s, we get ( )0
8.278 691 78 11s = , with 

relative standard uncertainty 81.3 10−× .  This is in accordance 
with the results obtained in the section III. 
 

V. THE FINE-STRUCTURE CONSTANT AND THE STRUCTURAL 

CONSTANT OF ATOM 

 From (79) we get 

1 2
0

1
2n
Z

n s
β

±
= ,       (83) 

where n±1 stands for n+1=1,2,3, … or n-1=1,2,3, …, depending 
on whether the orbits away or closer to the atomic nucleus, 
respectively.  
 The maximum amount of / cβ = v   is 1. This is the case 

when Z is a maximum at the same time when n±1 is a 
minimum (a minimum of n+1 and n-1 is one, i.e., n±1=1). 

Therefore, the maximum atomic number theoretical is 
2
02s , 

and really the maximum atomic number maxZ  is an integer of 
2
02s , i.e., 

( )2
0= Integer 2maxZ s .      (84) 

 

We'll connect now three physical quantities, the number of 
different elements, isotope number and fine-structure constant. 
The number of different elements is the maximum atomic 

number 
2
02s . If we want to describe some isotope (now 

existing 3 179), it is necessary to define a physical quantity, 
let's call it 'isotope number' and determine its unit.  The unit 
of isotope number can be fraction 
1 / (  )fine structure constant−  of the maximum atomic 

number. My proposal is that it's named boskovic, in honor 
Croatian scientists in the 18th century, Roger Joseph 
Boscovich (Rudjer Josip Boskovic), which dealt with 
atomistic and described it in its work in Latin Theoria 
Philosophiæ Naturalis from 1763. The symbol of this unit can 
be B. 

 Then we would have 8 basic units: 1 - meter (m), unit of 
length, 2 -  kilogram (kg), mass units, 3 - second (s), unit of 
time, 4 - ampere (A), unit of electrical current, 5 - kelvin (K), 
unit of thermodynamic temperature, 6 - candela (cd), unit of 
luminous intensity, 7 - mole (mol), unit of amount of 
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substance, and additionally, 8 - boskovic [B], unit of isotope 
number, Table I. 

 We can say now that the fine-structure constant is a unit of 
number of different elements. It is the fraction 
1 / 137.073 475 176 479 14  of the maximum number of 
different elements, i.e., 

2
0

1
2s

α = .          (85) 

 

Comparing (82) and (85) we get ( )221 1 /eV mcα = − −  . 

Thus, 
0

  
7

1 BS   =  represents the hydrogen 1
1H , 

1

7
1 BS   =   

represents the hydrogen 2
1H , 

2

7
1 BS   =   represents the 

hydrogen 3
1H , … 

6

7
1 BS   =   represents last isotope of 

hydrogen 7
1H . Generally, when an atom has Z protons and D 

isotopes, then for his i-th isotope worth (Fig. 2 and Table I). 
 

-1= + BiS Z D
 

    
 

  .        (86) 

 
 It should be noted that the possible and different formula, 
say those who would rather D had assumed the maximum 
possible number of isotopes of an element, or similar. 

 

VI. THE PLANCK'S CONSTANT AND THE STRUCTURAL 

CONSTANT OF ATOM 

 The equations (52) and (53) describe the photon energy 

emE A∆ ν= .  According to Einstein's proposal this energy is 

equal to hν , where h is Planck's constant and ν  is the 
frequency of electromagnetic wave (i.e., the light). This means 
that h A=  and  in accordance with (53) 
 

2
2 2 2

20
0 0

1mc m ch A A Aβ
ν ν

−  = = + − +  
 

 
.  (87) 

 
 

2 3 4 7 135 133 131 

  100 % 

6 5 

 B 

 ( )Max number of  different elements theoretical    0 

137 

 2
0  = 2 137.073 475 176 479 14   s   

 
[ ] 17

6
9

15

= 6,  = 15 10,

= 6 B 6.6 B C

                                                   Z D ,  i =

for example, S   = , is Carbon isotope 
  

 

 
-1

-1

iS = Z + D
iZ
D

⇒
  

 1 

 2
0= 0.007295357462 =1 2 = = Bα / s boskovic   

 

1H
  

 

7H
  

 

10He
  

 
2He
  

 

17C
  

 
0 

1n   

 

 [ ]BS   

 
Fig. 2 The fine-structure constant α  presented as a fraction 
1/137.073 475 176 479 14 of the maximum number of 
different elements, and the proposed introduction of unit 
isotope number named boskovic with the symbol B. In that 
way one can assign a number S to each of the isotope (now 
there are more than 3 179 isotopes) 

 
It is obvious that Planck's h depends on the frequency ν . For 
low frequencies applies. 
 

2 2
0 0 0

h A c e sµ≈ =
 

 .      (88) 

 

It is more correct to speak of the constants 0A  and the energy 

of photons  
 

( ) ( )222 2 2
0 0 01emE A mc A mc∆ ν β ν= + − − + , (89) 

 

but the Planck's h and the energy of the photons emE h∆ ν=  . 

 
 
 
Table I Proposal: the basic units with the addition of unit of isotope 
number called boskovic [B]. The boskovic, unit of isotope number, 
is the fraction 1/137.073 475 176 479 of the maximum number of 
different elements 

Quantity Sign Unit Symbol 

Length l meter m 
Mass m kilogram kg 
Time t second s 
Electrical current I ampere A 
Thermodynamic temperature T kelvin K 
Luminous intensity I candela cd 
Amount of substance n mole mol 
Isotope number S boskovic B 
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Table II An abbreviated list of the fundamental constants of physics and chemistry which are made using structural constant of 

atoms 0s , electron mass m , proton mass Pµ ,  magnetic constant 0µ  and speed of light in vacuum c 

 
Quantity 

 
Symbol 

 
Equation 

 
Numerical value 

 
Unit 

% 
Difference* 

structural constant of atom 0s  ( ) Zσ χ   ( )8.278 691 78 11   not known 

inverse fine-structure const. 
1α −

 
2
02s  137.073 475176 479     +0.027 

fine-structure constant α  
2
01 2s/  

3
7.295 357 462 212 10

−×       -0.027 

von Klitzing constant KR  
2

0 0csµ  
42.581280 744 340 10×      Ω  +0.027 

action constant, Planck's h 0A  
2 2

0 0cs eµ  
34

6.627 882 090 554 10
−×      J s  +0.027 

conversion constant 0K  
2

0 01 2 cs e/ µ  
14

1.208 664 052189 10×      
1

Hz V
−

  not known 

ratio 1
2 Je h K/ =  /e h  2

0 01 / cs eµ  
14

2.417 328104 378 10×      
1

A J
−

  -0.027 

Josephson constant JK  
2

0 02 cs e/ µ  
14

4.834 656 208 756 10×      
1

Hz V
−

  -0.027 

elementary charge e 0 02 A c/α µ  
19

1.602176 565 000 10
−×      A s  0 

Rydberg constant R∞  
6 2

0 08m / s eµ  10 964 733.322 649 5  
1

m
−

 -0.082 

Bohr radius 0a  
4 2

0 0s e / mµ π  
11

5.294 666 854 026 10
−×      m  +0.055 

Bohr magneton Bµ  
2 3

0 0 4cs e / mµ π  
24

9.276 546 521260 10
−×      

2
A m  +0.027 

Nuclear magneton Nµ  
2 3

0 0 P4cs e / mµ π  
27

5.052165140176 10
−×      

2
A m  +0.027 

*Difference value in relation to the Committee on Data for Science and Technology, CODATA 2010 
 

 

VII. THE JOSEPHSON CONSTANT AND THE STRUCTURAL 

CONSTANT OF ATOM 

  According to (20) and (58) we can write (q=e) 
 

0

| |

2

e 
A
Φν = .        (90) 

 
If we divide (90) with the potential | |Φ , we obtain the ratio 
of two constants, which is again a constant. Using (88) we get 
conversion constant: 
 

0 2 2 2
0 0 0 00

1
| | 2 22

e eK
ce s cs eA

ν
Φ µ µ

= = = = .   (91) 

 
So, (90) we can write using (91): 
 

0
| |Kν Φ= .       (92) 

 
Equation (92) is reminiscent of Josephson's equation of the 

inverse AC effect, 
DC

(2 / )e h Uν = , where 
J

2 /e h K=  is 

Josephson's constant 
J

K , while 
DC

U  is the voltage at the 

superconducting junction, analogous to potential | |Φ  in (90). 

Using (88) we find  
 

0J 2 2 2
0 0 0 00

2 2 2 4
e eK K

ce s cs eA µ µ
= = = = .   (93) 

VIII. THE VON KLITZING CONSTANT AND THE STRUCTURAL 

CONSTANT OF ATOM 

 If we share the constant 2 2
0 0 0

A c e sµ=
 

  expressed by (48), 

with 2e , we get again a constant: 
 

20
K 0 02

AR c s
e

µ= =  .    (94) 

 
This constant coincides with the von Klitzing's constant 

2 /e h  which was obtained in the research of the quantum 
Hall effect, Table II. It should be noted that the achievement 
of either integer (1, 2, 3, …) or fractional values (1/3, 2/5, 3/7, 
2/3, 3/5, 1/5, 2/9, 3/13, 5/2, 12/5, …) in this effect is 

reminiscent of our introduction the numbers 1n± . 
 

IX. CONCLUSION 

 The paper describes the determination of the structural 

constant of atom 
0

s  and its application in the calculation of 

physical quantities. This constant is completely determined 
from Maxwell's equations in the framework of classical 
physics. Thus defined constant is clear, observable and 
measurable. This means that this constant is not necessary to 
further interpret.  
 The structural constant of atom helps in the interpretation of 
the fine-structure constant, and it can completely replace the 
fine-structure constant. The fine-structure constant has been 
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proposed as a unit of isotope number named boskovic [B]. In 
that way one can classify all the currently known elements and 
their isotopes, which is now recorded more than 3 200. 
 In the paper Planck's constant, Josephson's constant, von 
Klitzing's constant and Rydberg constant theoretically are 

connected to the structural constant of atom 
0

s . 

 The paper also shows limitations in the application of 
Planck's constant and proposes a solution for its increased use, 

through the replacement of Planck h with 2 2
0 0 0

A c e sµ=
 

  and 

modification of the expression for the photon energy of 

emE h∆ ν=   to 2 2 2 2
0 0( ) ( )emE A mc A mc∆ ν ν+= − + . 

 This change leads to the correction of Duane-Hunt's law, 
through which could be carried out verification of the theory 
presented in this paper at voltages above 20 kV. The 
verification can also be done by using spectral analysis. 

If the presented theory confirmed as correct, it would have 
a significant impact on the further development of science in 
general. 
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Face-Recognition Based Authentication: Theory and
Practice

Thomas Fenzl, Christian Kollmitzer, Stefan Rass, Peter Schartner

Abstract—Password challenges are a standard and widespread
component in nowadays security systems. Basically any form of
authentication at some stage calls for the entry of a particular secret
access code. Shoulder-surf ng is a laughably simple, yet incredibly
powerful way of breaching such security measures. The attack is
nothing else than spying on a password from behind the owner, when
the access code is entered. Graphical passwords were introduced to
thwart this kind of intrusion. Despite many different techniques being
around, graphical passwords are diff cult to compare to standard
password challenges in terms of quality and usability. Taking face-
recognition challenges as our case-study, we sketch a framework
for measuring the uncertainty (in terms of entropy) that lies within
a face-recognition challenge. From the practical point of view, we
evaluate the usability of such an authentication system, and report
on user’s experiences and their willingness of using such systems in
everyday life.

I. INTRODUCTION
Judging from the good job that cryptographers did over the

last decades, an attacker can hardly hope to break a cipher
or to forge a digital signature without knowing the secret
cryptographic keys. Instead, it is much simpler and reliable to
spy on login information, giving access to the required secret
keys. A standard password or PIN could be easily spied out,
for example, by a quick glance over an owner’s shoulder when
the access code is entered, or by listening in to a conversation
where the secret key is blabbed to another person. Moreover,
social engineering is a collective term for techniques like
dumpster diving and others, in which an intruder gathers
information about the subject whose identity is to be stolen.
In the light of so many people nowadays publishing their
most intimate details on social networks, password discovery,
thanks to common and frequent password reuse, has become
simpler than ever. Insuff cient security awareness among users
is often a widely open door for hackers, which lets them
conveniently circumvent the strong cryptographic protection
that may entirely rest on a simple password challenge.
Graphical passwords target at thwarting such trivial attacks

as through shoulder-surf ng or by educing passwords from the
user on the phone (via a call from some dubious ”support
center”). With the human brain, evolutionary specialized on
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recognizing human faces [8, 9], why not use faces instead
of alphanumeric symbols to form a pass-code? The idea
is not new, and has seen commercial implementation (cf.
http://www.realuser.com/). Moreover, a variety of interesting
alternatives has popped up ever since the idea of graphical
passwords has been born (see [10] for a survey).
We wondered why the charming and beautiful idea behind

graphical passwords has not received much more attention.
Indeed, the sceptic user would for sure like answers to at
least these questions:
1) Are graphical passwords comparable to standard pass-

words in terms of security?
2) What about usability? Is it easy and feasible to use this

alternative?
Giving an aff rmative answer to these questions that covers

for the entire f eld of graphical passwords is much beyond the
scope of this article. Therefore, we analyzed face-recognition
based authentication in terms of theoretical security and
practical usability. We shall elaborate on both aspects in the
sequel.

Face-Recognition Based Authentication

Similarly as when entering a PIN at an automatic teller
machine (ATM), one can equally well challenge the user
to recognize a given set of faces. Such a login-screen is
displayed in f gure 1. The striking difference between such
a challenge and a standard password is that a secret key
consisting of a sequence of faces is much more diff cult to
memorize from looking over a user’s shoulder than a PIN
or password would be. Consequently, a quick glance from
behind a person will be of no substantial value for the attacker,
thus rendering shoulder-surf ng mostly infeasible. Observe
that none of the faces in f gure 1 has hair or a background,
because both features dramatically simplify distinguishing
faces, yet at the same time support restricting attention to few
easy-to-tell features. This could defeat the intended resilience
against shoulder-surf ng or passing on the access code in oral
or written form.
This form of authentication raises several questions re-

garding theoretical as well as practical properties, whereas
a simple set of requirements is immediately obvious: f rst,
pictures should never come with a background, for otherwise
the user could focus on memorizing particular features, say
a tree or an animal, partially visible behind the face. Second,
the hairstyle is of signif cant recall value, as our empirical
study in section III indicated, and therefore should not be an
attribute making major differences. Third, the faces must be
of suff cient distinctness to ease memorizing and recognizing
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Fig. 1: Face-Recognition challenge for authentication

them later on. Finally, the pool of faces that are presented
upon a login challenge must be static and f xed, regarding
the ”personal identif cation faces” (PIF) as well as the ac-
companying decoy pictures. Imagine this not being the case,
then the adversary may simply record a sequence of login
challenges and distill the four or f ve faces that identically
appear in every round. This quickly reveals the access code
and defeats the whole system. For similar reasons, the position
of the faces (row and column in the login screen) must not
remain static over repetitions of the login, for otherwise one
can just memorize the respective positions to sneak in, and
forget about the faces as such.

II. FACE-RECOGNITION VS. CLASSICAL PASSWORDS –
SOME THEORY

The strength of a standard password challenge is quanti-
tatively measured in terms of entropy. Roughly speaking, if
a random password X is chosen, then its Shannon-entropy
H(X) measures the uncertainty that the adversary faces when
attempting to guess it. A study from Germany [6] recently
came up with the following surprising results: the per-letter
entropy for a password was only about 1.9 bit per letter on a
word-basis. Even more surprising was the fact that the entropy
is hardly increased when the passwords are made longer. This
is due to users tending to attach easy-to-guess aff xes in order
to retain the longer password rememberable. Neither of these
phenomena applies to graphical passwords.
Of course, the best case is selecting the password randomly

and uniformly from the set of possibilities. This would
maximize the password’s entropy, but makes memorization
much harder. Password policies, such as the prescription to
use at least one upper-case, one number and one special
character in the password of length at least 6 characters, are
there to enforce such a close-to-uniform selection process.
Alas, the study of [6] indicated the effect usually not living
up to the expectations. Can face-recognition challenges be a
remedy? We are not aware of any critical discussion about
policies in the context of graphical passwords. Therefore, we
shall sketch a few thoughts on this in section II-C.

A. Dictionary Attacks

Knowing about the usual ways of attacking a password
challenge (such as through dictionaries or rainbow-tables),
why not set up a dictionary of faces? Social networks can
help, since many users maintain huge photo galleries, and
f nding a picture that served as a mnemonic for a face-
recognition challenge appears more than likely. In fact, if we
assume a user to have selected a set of, say k, pictures, how
can we reliably remember them? Even if it is not deliberately,
a user might tend to choose faces that appear familiar, so as to
easily recognize them later on. By that point, we can browse
social networks and photo-sharing websites to examine the
subject’s personal photo gallery and set up a ”personalized”
dictionary for attacking. The image search facility of many
webservices (such as Google, Yahoo, etc.) are vast resources
of pictures showing celebrities of all kinds. These may in
addition make valuable mnemonics and can be used to set
up dictionaries for attacking. Automated software [2, 1] for
matching faces against each other is widely available (many
digital cameras contain systems that identify faces on a picture
for ”smart focusing”), hence there appear to be no severe
obstacles in running a dictionary attack on a face-recognition
challenge, in pretty much the same way as we could do it for
a standard password authentication.

B. Entropy of Face-Recognition Challenges

To get an idea about the extent to which a graphical
password challenge is comparable to a standard alphanu-
meric password, one can compute the Shannon-entropy as
a measure of uncertainty for comparison. It turns out that
a face-recognition challenge requires a considerably large
pool before beating a standard password. For instance, with
a selection of 8 out of 64 gives log2

(64
8
)
≈ 32 Bit of entropy

at best (assuming that the order of images does not matter,
and the choices are uniform). Things look much better when
we compare it to a PIN-challenge, were we have a selection
of 5 out of 25 images roughly comparable to a 5 digit PIN-
code challenge. Still, from an information-theoretic perspec-
tive, face-recognition challenges disregarding the ordering
are almost equally powerful as many standard alphanumeric
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password challenges, and notably, are much more resilient
against shoulder-surf ng or key-logging.

C. Policies

Normally, a password policy serves two purposes:
1) Prescribing features of the password, such the guideline

to include at least one character, special symbol, digit,
etc., prevents the user from choosing ”easy-to-guess”
passwords (e.g. names, dates, words from his native lan-
guage or similar). Ideally, the policy enforces a choice
close to the uniform distribution, hence maximizing the
entropy (uncertainty for the adversary) when choosing
the password.

2) Expiration dates for passwords are necessary to reduce
the chances of espionage through shoulder-surf ng or
general eavesdropping.

While the above requirements obviously strengthen the secu-
rity of alphanumeric passwords, it is worth discussing whether
or not such policies are needed for graphical passwords as
well. There are three points at which the attacker can attempt
eavesdropping on a password: the terminal where it is entered,
the channel over which it is sent, and the receiver who grants
or denies access. While espionage in the latter two cases
can be impeded by standard cryptographic techniques, the
f rst scenario is worth a closer look. Notice that much unlike
alphanumeric passwords, key-loggers are no direct threat to
a graphical password. Moreover, since face-recognition based
authentication is designedto thwart spying on the pass-code,
the second of the above arguments can be put to question. In
general, the quality of a graphical password is much harder to
measure accurately than for an alphanumeric password, and
preventing the user to choose from a pool of easy-to-guess
faces is possible by excluding such faces from the pool in
the f rst place. Much work is to be done before an aff rmative
answer about policies for graphical passwords can be given,
yet the problem appears interesting and nontrivial.

D. Psychological Aspects of Face-Recognition

The human brain is evolutionary specialized on recognizing
and memorizing natural and schematic faces [9, 8] and
research in neuroscience has provided signif cant evidence
for the existence of a specif c cerebral area that is responsible
for facial recognition (see e.g. [3]). While a glance at a face
may reveal an enormous amount of information, including a
person’s age, gender, emotional state and others, the process
of face recognition usually starts with detecting the eyes,
matching them with the eye prototype and the eye-eyebrow
template (templates are characterized by distances between
certain regions in a face, e.g. the distance from the chin to
the eyes or the distance of the eyes and their displacement to
the eyebrows), continues with feature-based detection of the
nose and mouth and then more and more combined pattern-
matching processes occur [4].
However, when developing face-recognition based authen-

tication systems, not only physiognomic aspects are of par-
ticular interest but memory psychology and cognitive psy-
chology have to be considered as well. In particular the

processing capacity of the human brain will be one of the
limiting factors for the complexity and maximum length of the
graphical password. Previous research shows that the short-
term memory is limited to the processing of 7± 2 chunks,
that is, the specif c units to be recalled, which are determined
by the structure of the presented material. For example, indi-
viduals may usually recall six monosyllabic words – where
each monosyllabic word represents one such chunk – or three
words with four syllables (each) in reverse order. However,
they will fail in doing so when they are presented nine
monosyllabic words or six words with four syllables (each),
as the number of units to be recalled in reverse order exceeds
the maximum number of chunks that may be processed
by the short-term memory. Regarding face-recognition, and
face-recognition based authentication in particular, the crucial
question is, how these chunks are determined in the process
of memorizing a sequence of faces. Certainly it is not trivial
to answer this question, as the mental representation of a face
is not necessarily comprised of particular characteristics and
determinants of the face, but may also be ref ected by an
overall facial expression [11]. Hence, giving an aff rmative
answer to this question is way beyond the scope of this paper
and requires a series of experimental investigations.

III. PRACTICAL EXPERIENCE
We analyzed the practical usability of a prototype for face-

recognition based authentication in an empirical f eld study,
applying a mixed-methods design [5] to ensure a comprehen-
sive understanding of the processes related to memorizing and
recalling sequences of faces.

A. Psychological test scenario and sample

After a brief introduction participants in the study were
randomly assigned to one of two groups and had to register
in the system with their socio-demographic data (age, sex
and ethnicity), a pseudonym and a graphical pass-code. In
particular they had to select and memorize a sequence of
either three (group A) or four (group B) faces from the
login-screen (see f gure 1), which depicted twelve randomly
assigned and synthetically generated faces. Double-selection
of faces or taking back previous choices was prohibited in the
registration phase. Registration was successfully completed
upon conf rmation of the PIF (similarly to a standard pass-
word choice and re-entry query). Furthermore participants
were asked to authenticate in the system after some waiting
period, where group A had to recall the three faces of
their pass-code (PIF) in order. Group B, which was initially
assigned a code-length of four faces, was randomly separated
into two distinct groups, of which group B1 had to recall the
faces in order and group B2 without order. Again, the PIF had
to be selected from a login screen (see f gure 1) showing the
twelve exact same but differently arranged faces as during the
registration. The authentication process was repeated either
until successful authentication or until termination by the user.
While the f eld study was conducted, the prototype regis-

tered the duration of the registration, waiting and authentica-
tion period as well as the error rates in a MySQL-database.
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After completion of the authentication process participants
were asked to take part in a short guideline-based interview.
In the interviews qualitative data on the processes related to
selecting, memorizing and recalling the PIF as well as on
usability and subjective complexity were collected.
Our sample consisted of 189 successfully registered par-

ticipants of which 57 took part in the interview-survey. The
participants had an average age of x = 23.4 years (ranging
from under 15 to over 60 years) and all groups showed a ho-
mogenous distributions concerning sex. Quantitative data was
analyzed using inferential statistics and qualitative content
analysis [7], in particular the procedure of inductive category
formation, was applied to explore the interviews.

B. Results

To begin with, the majority of respondents judged the idea
of face-recognition based authentication rather positive (75%)
and indicated a very good usability of the prototype in the
interviews. Only less than one f fth of the respondents stated
that they would prefer alphanumeric access-codes rather than
graphical passwords. In evaluating the useability of the sys-
tem, we report the average times ( t ) for registration and
authentication, along with their respective standard deviations
(s) as a measure of variability.

Quantitative Analysis

The statistical analysis yielded f rstly that the average du-
ration of the registration process was moderate treg = 47.6 sec
(standard deviation sreg = 17.2 sec) and increased signif cantly
(two-sided independent two-sample t-Test, p = 0.004,α =
5%) with the length of the PIF. On average it took the 93
participants of group A about treg = 44 sec (sreg,A = 14.8 sec)
to select and memorize a sequence of three faces, while it
took the 96 participants of group B, whose code consisted
of four faces, treg,B = 51 sec (sreg,B = 18.7 sec) on average.
Remember that both groups had to memorize the order of
faces for the conf rmation of their code in the registration
phase.
Of the successfully registered people, 43% authenticated

successfully in the system in the f rst attempt. Another 27%
completed the authentication process after several more at-
tempts and 30% either did not show up for authentication or
terminated the process. However, we were unable to distin-
guish between the two latter groups based on our available
data. Although we may state that participants, who failed to
successfully complete the authentication process, obviously
had trouble with recalling their PIF correctly, we can only
speculate on the motivations of registered users for choosing
not to show up for authentication.
Secondly, the statistical analysis revealed that participants

were able to recall their PIFs rather quickly tauth = 17.2 sec
(sauth = 7.7 sec) and users, who had to remember the faces
in order, entered their PIFs faster than those for whom the
order was optional in the authentication process. Statistically
speaking, the average authentication times for the participants
of group A, who remembered their three faces in order in
tauth,A = 14 sec (sauth,A = 4.6 sec), and for the participants of

group B1, who were able to recall their four faces in order
in treg,B = 16.9 sec (sreg,B = 6.3 sec), were of equal length.
By contrast, with treg,B = 22.9 sec (sreg,B = 9.5 sec) it took
the participants of group B2 signif cantly longer to enter their
four faces with the order being an option (a two-sided Mann-
Whitney-U-Test came back with a p-value of p = 0.0001,
tolerating a false-negative rate of α = 5%).
While the majority of participants (75%) estimated the

complexity of the face-recognition based registration and au-
thentication rather easy in general, half of the respondents in
the interviews stated that memorizing the graphical password
(PIF) was more diff cult than recalling it and 39.1% stated
just the opposite. A fraction of 10.9% rated memorizing and
recalling equally complex.
At f rst sight this result seems surprising, particularly when

assuming that the same cognitive processes are at work during
face-recognition in the registration and authentication phase.
However, a closer look also reveals a considerable difference
between the two tasks of memorizing and recalling the PIF
in our setting, which originates from the fact that users
are presented exactly the same twelve faces – although in
different arrangement – on the login screen during registration
and authentication. With this knowledge, which was given
to all participants in the introduction, a prudent user should
f rstly get an overview of all the faces on the login screen
and potentially even memorize all of them. In a second step,
he would then pick the required number of faces for his PIF,
while focusing on how he may distinguish these faces from
the other faces in the pool. In doing so, the user simplif es
the process of face-recognition during authentication. In order
to successfully recall the PIF, he just has to remember the
distinctive features (which may originate from biometric and
emotional determinants as well as from an overall facial
expression) and perhaps a correct order.
It is very likely that the users, who stated that memorizing

the code was more diff cult than recalling it, pursued such
a strategy. Hence, a possible explanation for the observed
phenomenon, namely that memorizing the graphical password
(PIF) was more diff cult than recalling it for some users and
easier for others, may be an insuff cient memorization of the
PIF during the registration in the second group, which may
have caused hesitance during authentication. In particular,
the participants who stated that recalling the code was more
diff cult than memorizing it, might have focused too much
on the faces which constituted their code while not paying
enough attention to the distinction against the other faces on
the login screen. In addition an increased familiarity with
the system during authentication – after already having dealt
with face-recognition based authentication during registration
– may have played a role for participants who found recalling
the code to be easier than memorizing it.

Qualitative Analysis

The qualitative content analysis of the interviews aimed
at condensing the determinants of the processes related to
selecting, memorizing and recalling the PIF in the face-
recognition based authentication. We found that in addition
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Fig. 2: facial homunculus displaying signif cant biometric features

to the overall impression of the faces (physiognomy, facial
expression, etc.) three fourths of the respondents considered
up to three biometric characteristics or a succession of these
determinants within the code. The distribution of the number
of considered biometric features was roughly as follows:
18% considered one feature, 26% two features, 30% three,
16% four and 11% considered f ve or more features. The
detailed analysis of the data showed that respondents paid
particular attention to skin color and feature-based detection
of the mouth(e.g. open or closed, wide or narrow, etc.). The
eye-eyebrow template, the perceived ethnicity of the persons
represented by their faces, facial featuresas well as ”other”
determinants such as the opulence of the face (slim or tubby),
the perceived sex, etc. played a secondary role.
To proportion the considered biometric determinants and

their relevance for face-recognition based authentication in
relation to the size of a face, a ”face-homunculus” may be
drawn (see f gure 2). The reference area, in this case an
oval, ref ects 100% of the allocable space, which represents
the size of the entire face. The fraction of the area covered
by a single biometric characteristic then ref ects the relative
frequency of this determinant in the data. In particular, the
item mouth (short for feature-based detection of the mouth)
was relevant in 32% of the cases and thus covers 32% of
the total reference area (this includes the parts overlapping
the skin in the abstract picture). Similarly facial features
as well as the eye-eyebrow-templateeach cover 5% of the
reference area, as they were found to be relevant in 5% of
the cases. Notice that the size of each component (feature) is
to be taken relative to the reference oval, and not relative to
each other. For illustration pur-poses, the relative frequencies
of the two determinants skin color (relevant in 43% of the
cases) and ethnicity(relevant in 5% of the cases) are displayed
as one combined feature, named ”skin color”, which then
covers 48% of the entire reference area. The pool of ”other”
determinants (remaining 10%) has not been illustrated in
f gure 2.

Moreover, our work showed that emotional aspects played
an important role when memorizing and recalling the PIF.
These aspects can be subdivided into three clusters: Firstly,
a facial expression perceived by 45% of the subjects. The
importance of this phenomenon has already been highlight-
ed above. Secondly, there are basic emotions such as joy (21%
relative frequency), anger (12%) and others (e.g. fear, sadness,
etc. totaling to 2%), which people believed to recognize in the
faces. And f nally, emotions evoked within participants when
viewing the faces on the login-screen, were relevant in another
10% of the cases.
In line with the above stated arguments regarding the

diametrically opposed results on the perceived complexity
of memorizing and recalling the PIF, we also found that
participants suggested adding different hairstyles, beards, a
greater variety of skin colors and other features like tattoos
or make-up to the faces, in order to simplify distinguishing the
faces on the login screen and the memorization of the code.
Of course, adding such characteristics is not suitable for the
practical implementation of face-recognition based authenti-
cation. Although such measures might improve usability by
signif cantly increasing the recall value of faces, they at the
same time encourage restricting attention to few easy-to-tell
features and facilitate the use of mnemonics, thus defeating
the intended resilience against shoulder-surf ng and passing
on the access code in oral or written form.

IV. CONCLUSION

a) Lessons learned from the Field-Trial:Based on the
insights gained from our f eld trial we may summarize that,
regarding cognitive performance, the most consistent effects
in face-recognition based authentication were observed with
PIFs consisting of three faces, regardless of the complexity of
the faces. Moreover our f ndings suggest that giving the PIF
a structure, that is, asking respondents to recall the faces in
order, supportsmemorization of the access-code. This effect
is doubly positive, since it additionally increases the entropy.
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However, further research is to be undertaken to corroborate
this hypothesis. Additionally the practical usability of face-
recognition based authentication has been rated very positive
in the interviews, thus making it an attractive option that
should be paid more attention by researchers and practition-
ers.

b) Outlook: From a theoretical point of view, face-
recognition based authentication can be analyzed by simple
means of combinatorics and information-theory. Our numer-
ical analysis indicated the system comparable to standard
password or PIN challenges. However, with the application
of PIFs, the threat of shoulder-surf ng may be dramatically
weakened. Since faces can be generated synthetically using a
small number of parameters (storable on a smartcard), even
a hypothetical global roll-out is at least technically feasible.
Given the technological feasibility and people’s observed
openness towards this type of authentication, we are curious
to see whether users will go on facing PINs or whether they
will soon be faced by their personal identif cation faces.
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Abstract – Modelling support of tactical tasks is not exceptional by 
these days, but it is not the part of the direct decision support of 
the security managers or commanders in the operations yet.  In 
context of the latest trends of technology development and 
requirements on C4ISR (military information systems – 
command, control, communication, computer, intelligence, 
surveillance, reconnaissance), the future of operational and 
technological development of 21-st century battlefield is moving to 
the real time modeling and simulation  approaches in military 
decision making process support. This problematics contain math 
modelling of operational tasks, frequently multi-criteria decision 
problems, supported by the latest information technology. This 
article is dedicated to the topic of a future battlefield, focused on 
math solution and optimization of a force maneuver and 
deployment in various operational activities. The solution of a 
problem count with the multi-criteria optimization on a huge 
operational data set, problematic of the tactical requirements or 
criteria quantification, math modelling of operational activities 
and optimization function solution, search for the extremes and 
the stability analyses. 

Keywords – C4ISR, Decision Support Systems, Optimal 
Deployment, Optimal Maneuver, MDMP. 

 

I. INTRODUCTION 

One of the most important capability in the military or 
security applications is the fast and rational decision making 
process. Decision-making activities by these days could be 
supported by advanced theory and technology, were the 
application attempts of mathematical modeling in the military 
art or security applications have been known for centuries. 

Current decision making process in military or security 
environment is similar to its civilian corresponding counterpart, 
but with different inputs, outcomes and consequences. The 
commanders or security managers are searching for optimal 
multi-criteria solution, mostly balanced with some contradictory 
requirements and respecting relevant factors like: time 
(quickness of decision making process), the issue of accessible 
resources, unfamiliar environment (territory, opponent, other 
inhabitants, technology) and mainly the acceptable risk level of 
the friendly forces involvement. 

The increasing dynamics of the future conflicts will impose 
a strong requirement on a decision making process of the 
commanders or security managers to make the decisions 
quickly and rationally with highest pragmatic impact on a 
concrete operational situation. By these days, the most of the 
key decisions in (military/security) operations are established on 
intuition and experience (empirical-intuitive decision-making 
process). Because of that fact, we could test the implementation 
of a wide set of optimization methods based on mathematical 
modeling and simulation approaches. 

II. THE APPROACH 

 

Math modeling and simulation is widely applied in many 
areas of industry and trade sector at that time, implementing the 
methods from operations research, especially a linear or 
stochastic programming, used in business planning and strategy 
modelling (what-if analysis, business scenario analysis). 
Modelling decision support of military or security applications 
and procedures is not exceptional today, but it still falls within 
the range of the direct decision support in real operations.  

Historically, the first “advanced” approaches to 
mathematically modelate the combat activities were carried out 
in the 1960s, mostly dedicated to the operational tasks related to 
the Cold War. The math models issued by these days were 
based on a very general assumptions and tried to construct the 
rationality of the certain entity behavior in the very approximate 
terms.  

It should be mentioned that the original math models 
(mostly based on the sets of several differential equations) were 
developed in context of the available technology (i.e. low 
computational power and lack of complex operational 
databases) and took into account insufficient amount of 
information (several coefficient from the very large area of the 
battlefield), because of that, it prevented them from 
incorporating a sufficient level of detail, necessary for a 
practically acceptable results. 
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From philosophical point of view, it is possible to split the 
concept of modelling (computer) support of decision making 
process in operational environment into two lines, namely:  

• Subjective - empirical and intuitive  

Contemporary decision-making process of the many 
security managers or commander is still executed in terms of 
experience and intuition and probably it will keep this character 
in the near future.  

• Objective – mathematical and algorithmic  
Mathematical support within algorithmic (computer) 

approach is still a relatively new approach which, even though 
some initial attempts of its "start-up" done in the past, is still on 
the beginning and probably it takes some time to accommodate 
that “philosophical upgrade” in the decision-making activities 
of the security managers and commanders mainly on the tactical 
level. For effective “operational” decision making, it is 
beneficial to keep the coexistence of both approaches in the 
balanced interaction and complementarity in such a ratio that 
comply with the type of the specific decision-making problem.  

 
As it was mentioned before, the initial math models have 

suffered from a serious deficiencies related to a sufficient 
amount of operational information, what the new operational 
decision modelling concept should improve. Major upgrade of a 
new approach in context of previous solutions brings new 
aspect, which consist in:  

• Comprehensive data-structured concept of the 
operational environment.  

• Detailed real-time virtualization of the operational area.  

• Extensive extrapolation of operational attributes (status) 
in wide range of situations.  

• Advanced operational and tactical analyses, integrated 
into math models and final solutions, respecting the 
multi-criteria requirements.  

• Sharing operational information in real time – the fast 
dissemination of the current (status, attributes and so on) 
information from the operational environment is 
undoubted vital for effective decision making. This fact 
was already proved in the last decade of the military 
conflicts and it creates for example the fundamentals of 
the modern C4ISR (Command, Control, 
Communication, Computer, Intelligence, Surveillance, 
Reconnaissance) and FSS (Future Soldier Systems) 
systems.  

• Expert systems – include decision trees, models based on 
fuzzy logic, etc. This systems are common in the 
industry and business sector but in the security or 
military area it is still not too frequent yet. In operational 
modeling it hides a great potential.  

Leading position in the area of advanced and automated 
modelling support of operational decisions still keeps the US 
military. US introduced the revolutionary operational and 
tactical approach called the Deep Green concept [13]. Deep 
Green concept was inspired by a success and philosophy of a 
Deep Blue supercomputer (1997) and it is focused on a real 
time solution of advanced operational and tactical tasks 
dedicated to the future military operations on the battlefield of 
21st century. Deep Green concept is a project issued by the 

DARPA (Defence Advanced Research Project Agency) in 
2008. 

 

OPTIMAL POSITION IN DEFENCE 

A. Motivation 

 

Generally, the search for the optimal position in the defence 
activities is a very complex and demanding problem, if we want 
to take in account all aspects of the real operating environment. 
Because of that fact, certain initial approximation and 
simplification is necessary. For the demonstration of the basic 
approach to that issue, there are following assumptions and 
conditions: 

 There is one friendly tactical entity in a source area and one 
destination area where enemy tactical entity could appear.  

We expect, that advancing enemy entity will attack friendly 
entity in the source area with ability to take some damage the 
enemy entity will be able to advance in destination area, 
because of that, the destination area is spitted into two parts 
(primary and secondary).    

Task - the friendly tactical entity is required to find two 
suitable locations (each for the first and second part of the 
destination area) in order to shoot (destroy or disable) the 
enemy entity.  

Task conditions – friendly tactical entity should minimize its 
own exposure to the enemy entity between the movement of the 
two positions and each defensive position must fulfill the best 
tactical condition for the shooting position (in a defence) - 
defined by the balanced combination of the distance to the 
target, ability to hit the target and ability to conceal and take 
cover for the friendly entity. 

B. Analysis 

In order to formalize the tactical situation, we assume a 
mathematical structure M which represents the operational 
environment (the set of all possible locations). Generally, M  
R3 (three dimensional space). When restricted to ground 
operations, the terrain can be viewed as a mapping g : M → R3, 
where M  R2. Alternatively, a graph structure G = (M, E) can 
be used to model the surface (terrain) maneuver, where M is the 
set of nodes. 

Further, we assume that the enemy entity will appear in the 
primary area, attacking the friendly entity and advancing to the 
secondary area (continuing with the attack). At that case, we 
look for the two suitable positions for the friendly entity (for the 
each part of destination area), fulfilling the condition of the 
most safe maneuver between them. Desired optimization aim is 
expressed by the following formula: 

              (1) 

 
Where: 
Fsp ()   final pragmatism of fire (shooting pragmatism, linked 

to a particular position); 
M ()   final pragmatism of maneuver (between x1 and x2); 
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x1, x2   positions in area 1 and 2; 
Dx1 distance to the target in area 1 from position x1; 
Dx2  distance to the target in area 2 from position x2; 
A1, A2  the difference of the excess of friendly and enemy 

entity in the area 1 and 2;  
CvA1, CvA2 distance to the closest cover in area 1 and 2; 
 

At the first, the overall goal in choosing the best position x in 
source area is to maximize the chance of hitting the target at any 
position in each destination area, while minimizing self 
exposure to the target. There are many criteria on the shooting 
position which relate to this goal, but initially for that example 
were chosen follows:  

• Position  accessibility,  
• Visibility of the target,  
• Position with respect to the target (e.g. distance, 

elevation),  
• Camouflage properties of the location (e.g. vegetation, 

prevailing color, etc.)  

• Maneuver to the closest cover.  

The notion of pragmatic aspect just in that model, refers to 
the position’s overall suitability under the above-described 
conditions. The number of multi-criteria conditions imposed on 
that task could be many, but approximation is necessary in that 
“initial” modeling, because each input increase the dimension of 
the partial model by one and most of these complex models 
needs further experimental testing and evaluation.  

The shooting model (3) was inspired by the next formula (2) 
[15], the graph is shown on Figure 1: 

 

   (2) 
Where: 
f(x,y)   final pragmatism of fire; 
x   distance to the target, ; 
y   the difference of the excess of friendly and enemy 

entity, ; 

Detailed description of all input criteria and its achievement 
(as an important part of the integration model to quantify the 
input characteristics), would significantly exceeded the 
framework of the article. Nevertheless, in general overview, it is 
set of the models applying a wide spectra of algorithms and 
multi-dimensional functions. 

 
Figure 1: Graph of a shooting model (2) 

Main aim of the operational modeling at that case is to 
incorporate the influence of external laws, conditions and 
characteristics to the numeric set of pragmatically coefficients 
(define the level of pragmatism of desired activity under the 
considered conditions), which are applied to the final model 
development. Therefore, as an example may serve the following 
fire pragmatism formula1 defining the pragmatical coefficient of 
the entity position in the context of the contact with enemy 
entity. General function Fsp(n1,n2,… ,nm) was limited in this 
case by the inputs m = 3.  

                 (3) 

fsp(x,y,w) final pragmatism of fire; 
x distance to the target ; 
y the difference of the altitude of the entities (-  150, 

150); 
w  length of the path to the closest cover or vegetation 
              (0,50); 

  

Figure 2 shows the intuitively derived mathematical model of 
the fire pragmatism with 3 (distance to the target, the difference 
of the altitude of the entities, length of the path to the closest 
cover) selected parameters. The x axis represents the distance to 
the target in the model range of 10-500 meters, the y axis 
represents elevation difference of the entities. Because the 
model (function) takes three inputs (variables), its dimension is 
equal to four (inputs increased by one). Its overall 
representation in the 3D view is problematic, so on Figure 2, 
there is a presentation of  the 3D cuts of the 4D model by a 
particular parameter (input), in that case, the cuts are made 
according to the parameter w (length of the path to the nearest 
cover or vegetation), see Figure 2.  

 
Figure 2: 3D cut of 4D model according to the  experssion (3), parameter 

w is in range of 45-0m in steps of  5m.  

The solution takes in account the position of the attack versus 
the position of the target (enemy entity) and maneuver 
optimality to the next attacking position (derived from the 
position matrix of the strike pragmatism). The construction of 
M from the individual criteria can be carried out in the way, 
where the coefficients for the maneuver pragmatism are 
calculated by modified Floyd-Warshall algorithm for all 

                                                      
1 Model of the fire pragmatism is essentially an integration of multiobjective 
inputs and variation of conditions. Generally, the model can integrate any 
number of variables, each input/variable increases the dimension of the model 
and its complexity. Models of higher dimensions can be visualize only in their  
cuts (slices). 
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positions of possible turn in the model of operational 
environment. The construction of M from the individual criteria 
can be carried out in a following way: 

M (x, y) = Cx – MinPathCost(x, y)             (4) 
 

The parameters are:   
x      location of friendly tactical entity in the source area 1 
y      location of friendly tactical entity in the source area 2 
Cx   maximal pragmatically coefficient 
 

Theoretical approach to the tactical maneuver modeling is 
illustrated on Figure 3 and is split into three phases 
implementing complex operational area database and models, 
geographical and tactical analyses, enemy and friendly tactical 
entities ability estimation and optimized dynamic programming 
algorithms for fast (computer) processing on a large datasets 
(terrain models are about >100MB, divided into slices of 
attribute matrixes of 2048 x 2048). 

 
Figure 3: Theoretical approach to the optimal maneuver solution 

Layout of pragmatically coefficients in one particular path 
are shown on the following picture: 

 
Figure 4: Original mapp and Graph pragmatism visualization 

 

Resulting matrix of the strike pragmatism is integrated with a 
matrix of a maneuver pragmatism to the final “optimality” 
matrix containing the pragmatism coefficient for the defence 
positions in mentioned context. Optimization process 
(implementing expression (1)) is iteratively executed and is 
carried out for all possible combination of the friendly entity 
position in each source area. After all iterative steps, the 
computer searches in the result database for the highest 
pragmatically coefficient of all particular solutions.  

After that step, the perspective solutions is further analyzed, 
especially for its stability.  If the solution does not comply with 

the conditions of stability (isolated peak of pragmatism), so 
another potential solution is selected from the database and sent 
to the same analysis. The first solution that meets the criteria of 
stability and optimality is presented to the user as a possible 
configuration of the friendly tactical entity positions, optimal 
maneuver and location of enemy entity. 

As an example may serve the solution illustrated on Figure 5, 
where the orange squares represents the extrapolated areas of 
the advancing opponent and the blue circles indicates the 
position of friendly elements. The optimal maneuver between 
the optimal positions for each area is marked in red. 

 
Figure 5: The defence position optimization 

 

III. CONCLUSION 

If we look at the fundamental purpose of the security or 
military organizations and its orientation to the combat 
activities, it is easy to derive, that the decision making process 
of the security managers or commanders usually follow the 
pragmatic concept of optimization of the specified tactical 
activity (or sequence of activities), issuing in task competition, 
for example in the shortest time, minimum effort, minimum 
losses, minimal resources, with maximal safety, etc. Like it was 
demonstrated in presented example of optimal defensive 
“behavior” under the certain conditions. 

Modelling and simulation of operational tasks, even it is not 
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apparent at the first look, it follows the pragmatic concept of 
operation and enable implementation of math-algorithmic 
approach and further automation. The solutions of operational 
problems are not usually simple and the results are sensitive on 
the input data precision and set of the multi-criteria 
requirements. Also, the final results is usually necessary to 
further analyze in terms of their stability.  

Solution of the particular operational task is based on 
individual approaches and could not be generalized. The overall 
concept should be perceived as a complex problematic, rather 
than standalone problem. At that time, there exists no universal 
solution to address more different operational tasks. The 
solution of individual operational problem usually address the 
multi-criteria integration of operational analysis and models 
linked to the proper quantification and criteria setting. 

Despite the fact that the current modeling of the operational 
activities is from the philosophical point of view relatively 
highly theoretical matter and it is still on the beginning, it is 
intuitively obvious that the future potential of mentioned models 
and its practical application can be very high. This approach is 
upgrading a proved, but static concept of real-time data 
dissemination to a new dimension and could serve as a powerful 
tool in the planning and operation management phase. 
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Abstract— We numerically presented and analyzed a new 

perfect frequency selective surface (FSS) metamaterial absorber 
(MA) based on resonator with dielectric configuration for terahertz 
frequency ranges. Proposed FSS MA has features of simple 
configuration and easy fabrication. Also, it introduces flexibility to 
adjust its FSS metamaterial (MTM) properties and easily re-scale the 
model for various other frequencies. Moreover, numerical 
simulations verify that the FSS MAs could achieve very high 
absorption at wide different all polarization angles. The proposed 
FSS MAs and its variations enable myriad potential application areas 
in defend systems, communication, stealth technologies, and so on. 
 

Keywords— absorber; metamaterial; terahertz.  

I. INTRODUCTION 

TMs are artificially created electromagnetic (EM) 
materials have gained great attention of science 

community. Since, MTMs show specific EM features not 
ordinarily encountered in nature such as negative refractive 
index [20, 12, 31, 5, 6]. Also, MTMs are manmade and have 
many potential application areas for example cloaking [3], 
absorber [8], super lens [10], sensing [26], antenna [22], and 
so on [9, 21, 25, 29, 1, 19, 14, 4].  

Nowadays, the concept of MA studies has gained attention 
by the scientists who study on MTMs. There are many MA 
studies in literature. These studies are commonly realized on 
microwave regime. However, researchers studied on also 
ranges of THz and infrared frequency in last few years. Some 
of these are broadband terahertz absorber [13], multi-band 
THz MA [11], polarization-independent plasmonic absorber 
[7], broadband MA [24].   
We considered and analyzed on the MA studies in literature. 
Unlike the others, we presented perfect FSS MA that operates 
in terahertz frequency ranges and has easy fabrication 
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techniques. Also, we are investigated with respect to 
dependency on polarization angles of the suggested model. 
Moreover, the proposed FSS MA model has comfortable 
configuration and can easily be re-scaled for other 
frequencies. The proposed FSS MA and its variations enable 
numberless potential applications in medical technologies, 
sensors, wireless communication, and so on. 

II. THEORETICAL APPROACH 

The frequency response of absorption is defined as A(ω)=1-
R(ω)-T(ω), where A(ω), R(ω) and T(ω) are the absorption, 
reflectance and transmittance, respectively. A(ω) comes from 
minimizing either reflectivity R(ω)=|S11 |2 and transmission 
T(ω)=|S21 |

2 at an specified frequency range. 
Reflectivity can be reduced (near-zero) when the effective 

permittivity )(~ ωε and permeability )(~ ωµ  have the same 

value. It is possible to absorb both the incident electric and 
magnetic field t (ω) and 

)(~ ωµ . They can be manipulated to create high absorption. 

Absorbers minimize the reflection and transmission 
coefficients of incident waves at a certain frequency range due 
to the impedance matching [8]. In the resonance condition, the 
effective impedance ( )21)(~/)(~)( izzZ +== ωεωµω  have 

to match with the free space impedance Z(ω)=Z0(ω) and 
therefore, the reflection is minimized [16, 5, 23, 24, 18, 9]. 

III. NUMERICAL STUDY, RESULTS, AND DISCUSSION 

Proposed FSS MA design is based on square and 
rectangular-shaped inclusions. The models consist of a 
resonator, metallic layer and dielectric substrate. Resonator 
and metallic layer are modelled as silver sheet with electrical 
conductivity of 6.3x107 S/m and thickness of 1 um. Silver is 
soft, white, lustrous transition metal and also possesses the 
highest electrical conductivity inside of metals. Also, it has 
extremely low resistivity. Resonator and metallic plate are 
separated by the Quartz (Fused)-dielectric substrate and 
placed parallel to each other. The thickness, loss tangent, 
relative permittivity and permeability of the Quartz (Fused) 
are 100 um, 0.0004, 3.75 and 1, respectively. Fig. 1 shows the 
structure designs with their dimensions. 
 

Polarization-Insensitive Perfect FSS 
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Fig. 1 Dimensions of the suggested FSS MA for terahertz frequency 
range-a1= 360 um, a2=300 um, a3=80 um, a4=200 um, a5=40 um, 
a6=160 um 
 

We performed a commercial full-wave EM solver based on 
the finite integration technique for numerical studies of the 
periodic structure. So, we used the periodic boundary 
conditions with floquet port. Then, we numerically analyzed 
and compared results to obtain characteristics of the others 
FSS MA. The FSS MA shows perfect single band around 0.99 
THz in the reflection spectrum thus perfect single maxima in 
the absorption as shown in Fig. 2(a). The resonance is about 
99.98 %  in the simulation. As seen, the amplitude of the 
reflection is 0.01 at the resonance frequency in this case. 

In the next exploration, the effects of the polarization angle 
on the performance of the FSS MA are observed. Fig. 2(b) 
shows the frequency response of the absorption value for the 
stated process. To notice the shifts of the resonance frequency 
with respect to the polarization angle, wider frequency range 
is taken into consider as shown in Fig. 2(b). It can be seen that 
the proposed FSS MA provides very well absorption for 00, 
1200, 1500 and 900 with the absorptions of 88.11 %, 98.07 %, 
87.22 % and 99.98 %, respectively. The lowest absorption 
value is occurred around 1.05 THz as 46.95 % for 600 and the 
highest absorption is occurred around 0.99 THz as 99.98 % 
for 900. Although the suggested MA does not provide good 
polarization angle independency, it has good resonance with 
small shifts for all incident angles except for 600. 
 

 

 
Fig. 2 Proposed THz FSS MA, a) Simulated reflection and absorption 
for the proposed terahertz absorber, (b) Simulated results of the 
absorbing performance under different polarization angles for the 
case of normal incidence. 

 
 

IV. CONCLUSION 

In conclusion, THz FSS MA is presented. This proposed 
model shows perfect absorption and also it can be tuned easily 
re-scale the structure for other frequencies. According to the 
results, the investigated FSS MA provides perfect absorption 
at resonance frequencies independent from the polarization 
angles. At some cases of the polarization angles, the 
absorption value can be enhanced. Moreover, it can be a good 
candidate for the applications of stealth, sensor, and so on. 
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Abstract—Proposed method, called Probabilistic Nodes 

Combination (PNC), is the method of 2D curve modeling and 

handwriting identification by using the set of key points. Nodes are 

treated as characteristic points of signature or handwriting for 

modeling and writer recognition. Identification of handwritten letters 

or symbols need modeling and the model of each individual symbol 

or character is built by a choice of probability distribution function 

and nodes combination. PNC modeling via nodes combination and 

parameter γ as probability distribution function enables curve 

parameterization and interpolation for each specific letter or symbol. 

Two-dimensional curve is modeled and interpolated via nodes 

combination and different functions as continuous probability 

distribution functions: polynomial, sine, cosine, tangent, cotangent, 

logarithm, exponent, arc sin, arc cos, arc tan, arc cot or power 

function. 

 

Keywords— handwriting identification, shape modeling, curve 

interpolation, PNC method, nodes combination, probabilistic 

modeling.  

I. INTRODUCTION 

Handwriting identification and writer verification are still 

the open questions in artificial intelligence and computer 

vision. Handwriting based author recognition offers a huge 

number of significant implementations which make it an 

important research area in pattern recognition [1]. There are so 

many possibilities and applications of the recognition 

algorithms that implemented methods have to be concerned on 

a single problem. Handwriting and signature identification 

represents such a significant problem. In the case of writer 

recognition, described in this paper, each person is represented 

by the set of modeled letters or symbols. The sketch of 

proposed method consists of three steps: first handwritten 

letter or symbol must be modeled by a curve, then compared 

with unknown letter and finally there is a decision of 

identification. Author recognition of handwriting and signature 

is based on the choice of key points and curve modeling. 

Reconstructed curve does not have to be smooth in the nodes 

because a writer does not think about smoothing during the 

handwriting. Curve interpolation in handwriting identification 

is not only a pure mathematical problem but important task in 

pattern recognition and artificial intelligence such as: 

biometric recognition [2-4], personalized handwriting 

recognition [5], automatic forensic document examination 
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[6,7], classification of ancient manuscripts [8]. Also writer 

recognition in monolingual handwritten texts is an extensive 

area of study and the methods independent from the language 

are well-seen. Proposed method represents language-

independent and text-independent approach because it 

identifies the author via a single letter or symbol from the 

sample. This novel method is also applicable to short 

handwritten text. 

Writer recognition methods in the recent years are going 

to various directions: writer recognition using multi-script 

handwritten texts [9], introduction of new features [10], 

combining different types of features [3], studying the 

sensitivity of character size on writer identification [11], 

investigating writer identification in multi-script environments 

[9], impact of ruling lines on writer identification [12], model 

perturbed handwriting [13], methods based on run-length 

features [14,3], the edge-direction and edge-hinge features [2], 

a combination of codebook and visual features extracted from 

chain code and polygonized representation of contours [15], 

the autoregressive coefficients [9], codebook and efficient 

code extraction methods [16], texture analysis with Gabor 

filters and extracting features [17], using Hidden Markov 

Model [18-20] or Gaussian Mixture Model [1]. But no method 

is dealing with writer identification via curve modeling or 

interpolation and points comparing as it is presented in this 

paper.  
The author wants to approach a problem of curve 

interpolation [21-23] and shape modeling [24] by 

characteristic points in handwriting identification. Proposed 

method relies on nodes combination and functional modeling 

of curve points situated between the basic set of key points. 

The functions that are used in calculations represent whole 

family of elementary functions with inverse functions: 

polynomials, trigonometric, cyclometric, logarithmic, 

exponential and power function. These functions are treated as 

probability distribution functions in the range [0;1]. Nowadays 

methods apply mainly polynomial functions, for example 

Bernstein polynomials in Bezier curves, splines and NURBS 

[25]. But Bezier curves do not represent the interpolation 

method and cannot be used for example in signature and 

handwriting modeling with characteristic points (nodes). 

Numerical methods for data interpolation are based on 

polynomial or trigonometric functions, for example Lagrange, 

Newton, Aitken and Hermite methods. These methods have 

some weak sides [26] and are not sufficient for curve 

interpolation in the situations when the curve cannot be build 

by polynomials or trigonometric functions. Proposed 2D curve 

interpolation is the functional modeling via any elementary 
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functions and it helps us to fit the curve during handwriting 

identification. 

This paper presents novel Probabilistic Nodes 

Combination (PNC) method of curve interpolation and takes 

up PNC method of two-dimensional curve modeling via the 

examples using the family of Hurwitz-Radon matrices (MHR 

method) [27], but not only (other nodes combinations). The 

method of PNC requires minimal assumptions: the only 

information about a curve is the set of at least two nodes. 

Proposed PNC method is applied in handwriting identification 

via different coefficients: polynomial, sinusoidal, cosinusoidal, 

tangent, cotangent, logarithmic, exponential, arc sin, arc cos, 

arc tan, arc cot or power. Function for PNC calculations is 

chosen individually at each modeling and it represents 

probability distribution function of parameter α  [0;1] for 

every point situated between two successive interpolation 

knots. PNC method uses nodes of the curve pi = (xi,yi)  R
2
, i 

= 1,2,…n: 

1. PNC needs 2 knots or more (n ≥ 2); 

2. If first node and last node are the same (p1 = pn), then 

curve is closed (contour); 

3. For more precise modeling knots ought to be settled at 

key points of the curve, for example local minimum 

or maximum and at least one node between two 

successive local extrema. 

Condition 3 means for example the highest point of the 

curve in a particular orientation, convexity changing or 

curvature extrema. The goal of this paper is to answer the 

question: how to model a handwritten letter or symbol by a set 

of knots [28]?  

II. PROBABILISTIC INTERPOLATION 

The method of PNC is computing points between two 

successive nodes of the curve: calculated points are 

interpolated and parameterized for real number   [0;1] in 

the range of two successive nodes. PNC method uses the 

combinations of nodes p1=(x1,y1), p2=(x2,y2),…, pn=(xn,yn) as 

h(p1,p2,…,pm) and m = 1,2,…n to interpolate second 

coordinate y for first coordinate c = xi+ (1-)xi+1, i = 

1,2,…n-1: 

                        

),...,,()1()1()( 211 mii ppphyycy    ,              (1) 

α  [0;1],  γ = F(α)  [0;1]. 

Here are the examples of h computed for MHR method [29]: 
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The examples of other nodes combinations: 
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221121 ),( yxyxpph   

or 

212121 ),( yyxxpph   

or 

0),...,,( 21 mppph  

or 

111)( yxph   

or others. Nodes combination is chosen individually for each 

curve. Formula (1) represents curve parameterization as α  

[0;1]: 

x() =  xi + (1-)xi+1   

and 

),...,,())(1)(())(1()()( 211 mii ppphFFyFyFy   

, 

1211 )),...,,())(1(()()(   imii yppphFyyFy  . 

Proposed parameterization gives us the infinite number of 

possibilities for curve calculations (determined by choice of F 

and h) as there is the infinite number of human signatures, 

handwritten letters and symbols. Nodes combination is the 

individual feature of each modeled curve (for example a 

handwritten letter or signature). Coefficient γ = F(α) and nodes 

combination h are key factors in PNC curve interpolation and 

shape modeling.  

A.    Interpolating Functions in PNC Modeling 

Points settled between the nodes are computed using PNC 

method. Each real number c  [a;b] is calculated by a convex 

combination c =   a + (1 - )  b for 

            
ab

cb




  [0;1].                                                      

Key question is dealing with coefficient γ in (1). The simplest 

way of PNC calculation means h = 0 and γ = α (basic 

probability distribution). Then PNC represents a linear 

interpolation. MHR method [30] is not a linear interpolation. 

MHR [31] is the example of PNC modeling. Each 

interpolation requires specific distribution of parameter α and 

γ (1) depends on parameter α  [0;1]:  

γ = F(α),  F:[0;1]→[0;1],  F(0) = 0,  F(1) = 1 

and F is strictly monotonic. Coefficient γ is calculated using 

different functions (polynomials, power functions, sine, cosine, 

tangent, cotangent, logarithm, exponent, arc sin, arc cos, arc 

tan or arc cot, also inverse functions) and choice of function is 

connected with initial requirements and curve specifications. 

Different values of coefficient γ are connected with applied 

functions F(α). These functions γ = F(α) represent the 

examples of probability distribution functions for random 

variable α[0;1] and real number s > 0:  

γ=α
s
, γ=sin(α

s
·π/2), γ=sin

s
(α·π/2), γ=1-cos(α

s
·π/2), 

γ=1-cos
s
(α·π/2), γ=tan(α

s
·π/4), γ=tan

s
(α·π/4), 

γ=log2(α
s
+1), γ=log2

s
(α+1), γ=(2

α
–1)

s
, 

γ=2/π·arcsin(α
s
), γ=(2/π·arcsinα)

s
, γ=1-
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2/π·arccos(α
s
), γ=1-(2/π·arccosα)

s
, γ=4/π·arctan(α

s
), 

γ=(4/π·arctanα)
s
, γ=ctg(π/2–α

s
·π/4), γ=ctg

s
(π/2-

α·π/4), γ=2-4/π·arcctg(α
s
), γ=(2-4/π·arcctgα)

s
. 

Functions above, used in γ calculations, are strictly monotonic 

for random variable α[0;1] as γ = F(α) is probability 

distribution function. Also inverse functions F
-1

(α) are 

appropriate for γ calculations. Choice of function and value s 

depends on curve specifications and individual requirements. 

Considering nowadays used probability distribution functions 

for random variable α[0;1] - one distribution is dealing with 

the range [0;1]: beta distribution. Probability density function f 

for random variable α[0;1] is: 

                     rscf )1()(    , s ≥ 0, r ≥ 0.                  (3) 

When r = 0 probability density function (3) represents 
scf  )(  and then probability distribution function F is 

like 23)(  f  and γ = α
3
. If s and r are positive integer 

numbers then γ is the polynomial, for example 

)1(6)(  f  and γ = 3α
2
-2α

3
. Beta distribution gives us 

coefficient γ in (1) as polynomial because of interdependence 

between probability density f and distribution F functions:      

)(')(  Ff   , dttfF )()(
0




 .                                         (4) 

For example (4):     ef )(   and  

1)1()(   eF . 

What is very important in PNC method: two curves (for 

example a handwritten letter or signature) may have the same 

set of nodes but different h or γ results in different 

interpolations (Fig.6-14). 

Algorithm of PNC interpolation and modeling (1) 

looks as follows: 

Step 1: Choice of knots pi at key points. 

Step 2: Choice of nodes combination h(p1,p2,…,pm). 

Step 3: Choice of distribution γ = F(α). 

Step 4: Determining values of α: α = 0.1, 0.2…0.9 (nine 

points) or 0.01, 0.02…0.99 (99 points) or others. 

Step 5: The computations (1). 

These five steps can be treated as the algorithm of PNC 

method of curve modeling and interpolation (1). 

Curve interpolation has to implement the coefficients γ. 

Each strictly monotonic function F between points (0;0) and 

(1;1) can be used in PNC interpolation. 

III. HANDWRITING MODELING AND RECOGNITION 

PNC method enables signature and handwriting 

recognition. This process of recognition consists of three 

parts: 

1. Modeling – choice of nodes combination and 

probabilistic distribution function (1) for known 

signature or handwritten letters; 

2. Unknown writer - choice of characteristic points (nodes) 

for unknown signature or handwritten word and the 

coefficients of points between nodes; 

3. Decision of recognition - comparing the results of PNC 

interpolation for known models with coordinates of 

unknown text. 

A.   Modeling – the Basis of Patterns 

Known letters or symbols ought to be modeled by the 

choice of nodes, determining specific nodes combination and 

characteristic probabilistic distribution function. For example 

a handwritten word or signature “rw” may look different for 

persons A, B or others. How to model “rw” for some persons 

via PNC method? Each model has to be described by the set 

of nodes for letters “r” and “w”, nodes combination h and a 

function γ=F(α) for each letter. Less complicated models can 

take h(p1,p2,…,pm) = 0 and then the formula of interpolation 

(1) looks as follows: 

1)1()(  ii yycy  . 

It is linear interpolation for basic probability distribution (γ = 

α). How first letter “r” is modeled in three versions for nodes 

combination h = 0 and α=0.1,0.2…0.9? Of course α is a 

random variable and  α[0;1]. 

Person A  

Nodes (1;3), (3;1), (5;3), (7;3) and γ = F(α) = α
2
: 

 

 
Fig. 1. PNC modeling for nine reconstructed points between nodes. 

Person B 

Nodes (1;3), (3;1), (5;3), (7;2) and γ = F(α) = α
2
: 

 
Fig. 2. PNC modeling of letter “r” with four nodes. 

Person C 

Nodes (1;3), (3;1), (5;3), (7;4) and γ = F(α) = α
3
: 

 
Fig. 3. PNC modeling of handwritten letter “r”. 

These three versions of letter “r” (Fig.1-3) with nodes 

combination h = 0 differ at fourth node and probability 

distribution functions  γ = F(α). Much more possibilities of 

modeling are connected with a choice of nodes combination 
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h(p1,p2,…,pm). MHR method [32] uses the combination (2) 

with good features because of orthogonal rows and columns at 

Hurwitz-Radon family of matrices: 

11),(   i

i

i
ii x

x

y
pph i

i

i x
x

y

1

1



  

and then (1) 

),,()1()1()( 11   iiii pphyycy  . 

Here are two examples of PNC modeling with MHR 

combination (2). 

Person D 

Nodes (1;3), (3;1), (5;3) and γ = F(α) = α
2
: 

 
Fig. 4. PNC modeling of letter “r” with three nodes. 

Person E 

Nodes (1;3), (3;1), (5;3) and γ = F(α) = α
1.5

: 

 
Fig. 5. PNC modeling of handwritten letter “r”. 

Fig.1-5 show modeling of letter “r”. Now let us consider a 

letter “w” with nodes combination h = 0. 

Person A  

Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = (5
α 

- 1)/4: 

 
Fig. 6. PNC modeling for nine reconstructed points between nodes. 

Person B 

Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = sin(α·π/2): 

 
Fig. 7. PNC modeling of letter “w” with five nodes. 

Person C 

Nodes (2;2), (3;1), (4;2), (5;1), (6;2) and γ = F(α) = 

sin
3.5

(α·π/2): 

 
Fig. 8. PNC modeling of handwritten letter “w”. 

These three versions of letter “w” (Fig.6-8) with nodes 

combination h = 0 and the same nodes differ only at 

probability distribution functions γ = F(α). Fig.9 is the 

example of nodes combination h (2) from MHR method: 

Person D  

Nodes (2;2), (3;1), (4;1), (5;1), (6;2) and γ = F(α) = 2
α 

- 1: 

 
Fig. 9. PNC modeling for nine reconstructed points between nodes. 

Examples above have one function γ = F(α) and one 

combination h for all ranges between nodes. But it is possible 

to create a model with functions γi = Fi(α) and combinations hi 

individually for a range of nodes (pi;pi+1). It enables very 

precise modeling of handwritten symbol between each 

successive pair of nodes. 

   Each person has its own characteristic and individual 

handwritten letters, numbers or other marks. The range of 

coefficients x has to be the same for all models because of 

comparing appropriate coordinates y. Every letter is modeled 

by PNC via three factors: the set of nodes, probability 

distribution function γ = F(α) and nodes combination h. These 

three factors are chosen individually for each letter, therefore 

this information about modeled letters seems to be enough for 

specific PNC curve interpolation, comparing and handwriting 

identification. Function γ is selected via the analysis of points 

between nodes and we may assume h = 0 at the beginning. 

What is very important - PNC modeling is independent of the 

language or a kind of symbol (letters, numbers or others). One 

person may have several patterns for one handwritten letter. 

Summarize: every person has the basis of patterns for each 

handwritten letter or symbol, described by the set of nodes, 

probability distribution function γ = F(α) and nodes 

combination h. Whole basis of patterns consists of models Sj 

for j = 0,1,2,3…K. 
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B.   Unknown Author – Points of Handwritten Character 

Choice of characteristic points (nodes) for unknown letter or 

handwritten symbol is a crucial factor in object recognition. 

The range of coefficients x has to be the same like the x range 

in the basis of patterns. Knots of the curve (opened or closed) 

ought to be settled at key points, for example local minimum 

or maximum (the highest point of the curve in a particular 

orientation), convexity changing or curvature maximum and at 

least one node between two successive key points. When the 

nodes are fixed, each coordinate of every chosen point on the 

curve (x0
c
,y0

c
), (x1

c
,y1

c
),…, (xM

c
,yM

c
) is accessible to be used for 

comparing with the models. Then probability distribution 

function γ = F(α) and nodes combination h have to be taken 

from the basis of modeled letters to calculate appropriate 

second coordinates yi
(j)

 of the pattern Sj for first coordinates 

xi
c
, i = 0,1,…,M. After interpolation it is possible to compare 

given handwritten symbol with a letter in the basis of patterns. 

C.   Recognition – the Wwriter 

Comparing the results of PNC interpolation for required 

second coordinates of a model in the basis of patterns with 

points on the curve (x0
c
,y0

c
), (x1

c
,y1

c
),…, (xM

c
,yM

c
), we can say 

if the letter or symbol is written by person A, B or another. 

The comparison and decision of recognition [33] is done via 

minimal distance criterion. Curve points of unknown 

handwritten symbol are: (x0
c
,y0

c
), (x1

c
,y1

c
),…, (xM

c
,yM

c
). The 

criterion of recognition for models Sj = {(x0
c
,y0

(j)
), (x1

c
,y1

(j)
),…, 

(xM
c
,yM

(j)
)}, j=0,1,2,3…K is given as: 

                               min
0

)(




M

i

j

i

c

i yy .                                                          

Minimal distance criterion helps us to fix a candidate for 

unknown writer as a person from the model Sj .  

IV. CONCLUSION 

The method of Probabilistic Nodes Combination (PNC) 

enables interpolation and modeling of two-dimensional curves 

[34] using nodes combinations and different coefficients γ: 

polynomial, sinusoidal, cosinusoidal, tangent, cotangent, 

logarithmic, exponential, arc sin, arc cos, arc tan, arc cot or 

power function, also inverse functions. Function for γ 

calculations is chosen individually at each curve modeling and 

it is treated as probability distribution function: γ depends on 

initial requirements and curve specifications. PNC method 

leads to curve interpolation as handwriting or signature 

identification via discrete set of fixed knots. PNC makes 

possible the combination of two important problems: 

interpolation and modeling in a matter of writer identification. 

Main features of PNC method are: 

a) the smaller distance between knots the better; 

b) calculations for coordinates close to zero and near by 

extremum require more attention because of 

importance of these points; 

c) PNC interpolation develops a linear interpolation into 

other functions as probability distribution functions; 

d) PNC is a generalization of MHR method via different 

nodes combinations; 

e) interpolation of L points is connected with the 

computational cost of rank O(L) as in MHR method; 

f) nodes combination and coefficient γ are crucial in the 

process of curve probabilistic parameterization and 

interpolation: they are computed individually for a 

single curve. 

Future works are going to: application of PNC method in 

signature and handwriting recognition, choice and features of 

nodes combinations and coefficient γ, implementation of PNC 

in computer vision and artificial intelligence: shape geometry, 

contour modelling, object recognition and curve 

parameterization. 
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Abstract—The rise of two-dimensional (2D) material is one of the 

results of the successful efforts of researchers which laid the path to 
the new era of electronics. The size and dimensionality will reveals the 
new limits of electronic devices and applications. One of the most 
exciting materials is MoS2. In the last few years the MoS2 has been 
studied extensively to understand its chemical kinematics and possible 
practical applications. Synthesis has been always a major issue as 
electronic devices need reproducibility along with similar properties 
for mass productions. Chemical vapor deposition (CVD) is one of the 
successful methods for 2D materials including graphene. Much of this 
research is still in its infancy, but this and other techniques will be 
developed and improved in the near future. Furthermore, there are 
various starting materials available for Mo and S source. The different 
source has different effects on the layers and morphology of MoS2 
films. In this work, we have extensively studied the CVD technique to 
grow few layers of MoS2 with different starting materials and compare 
their results. We investigated the results of two precursors MoO3 and 
MoCl5, show remarkable changes. The MoO3 source gives a triangular 
shaped MoS2 monolayer with Raman-shift ∆k=21.5 cm-1 while that of 
MoCl5 can achieve uniform MoS2 without triangle. The 
photoluminescence spectra of monolayer MoS2 grown from MoO3 
shows absorption peaks at 1.83 eV (675.73 nm) and 1.99 eV (621.78 
nm). While bilayer MoS2 film from MoCl5 precursor shows absorption 
at 1.88 eV (657.44 nm) and 2.04 eV (605.10 nm). The film synthesized 
by MoCl5 is more continuous and it would be a good choice for device 
applications. Eventually, we tried to explain the formation of 
continuous monolayer of MoS2 without any triangle on the basis of 
chemical reaction formalism mostly like due to one step reaction 
process and formation of MoS2 from gas phase to the solid phase.  
 
 

Keywords—2D Materials, MoS2 monolayer, CVD, Raman 
Spectra  

I. INTRODUCTION 

ILICON is the backbone of semiconductor industries from 
the last few decades. Owing to its remarkable properties 

like tunable bandgap (via doping) and switchable conductivity 
via magnetic or electric fields, temperature and even 
mechanical deformation; silicon behaves as ideal material for 
transistor or sensing device. This traditional semiconductor 
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now faces a daunting task. The new era of the high power and 
nano size are forcing electronic devices to reach new limits in 
fabrication. With the miniaturization of transistors (expected 14 
nm in this year) the issues like short channel effects and defects 
densities will become harder to hold back. When the electronic 
industries seeking for a new material, the rise of 2D materials 
gave a light of hope.            

Just over 10 years ago, isolation of graphene [1], the very 
first 2D carbon, a strong contender rose as a 2D device material. 
It has the extraordinary property of high electron mobility, 
excellent optical transmittance, thermal conductivity, large 
Young’s modulus and chemical inertness [2]-[4]. These 
properties are highly sought after in a semiconducting industry. 
However, lack of a band gap and metallic behavior rules it out 
as a semiconductor. A strong bandgap engineering required for 
graphene for which it suffers its other properties. Nevertheless, 
graphene triggered a great deal of attention towards the 2D 
material. The search of 2D materials has thus grown to 
encompass other materials which exhibit similar properties to 
graphene and traditional semiconductors.       

Among the new systems transition metal chalcogenides 
(TMCs) has shown the very similar properties demanded by 
electronic devices. One of the TMCs, molybdenum disulfide, 
MoS2, has a similar layer structure like graphene, the hexagons 
consist of covalently bonded Mo and S atoms. The Mo layer is 
covalently sandwiched between two S layers to give S-Mo-S 
layers which are stacked over each other by Van der Waals 
forces. It is an excellent candidate for device fabrication. It is 
well known that structures with nanometric dimensions have 
different electronic, chemical, optical and magnetic properties. 
Similar way, monolayer of MoS2 has vastly different properties 
as compared to its bulk counterpart. Bulk MoS2 has an indirect 
band gap of 1.29 eV while that of its monolayer has a large 
direct band gap of 1.8 eV [5]. The layered structure enables 
MoS2 to have a tunable band gap based on the number of layers 
grown. Theoretical studies have also predicted the tunable band 
gap also possible with external electric field [6]. There are 
several sparkling properties of MoS2 which makes it to be used 
in the potentials devices. MoS2 has stiffness, resistant for 
braking, excellent mechanical properties [7], very high current 
density [8], high on/off ratio and electron mobility similar to 
silicon [9]. Furthermore, MoS2 has strong fluorescence by 
virtue of its direct band gap. These properties coupled with its 
aforementioned tunable band gap, allow MoS2 used in 
fabrication of ion of flexible electronics and optical sensing or 
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emitting devices at different optical frequencies and 
wavelength. Every new material needs a unique 
characterization tool. Since the 2D material has remarkably 
different properties from bulk, researchers have designed way 
to characterize and identify different types of monolayers. 
Raman spectroscopy and resonant Raman spectroscopy are one 
of the tools which allows one to distinguish and identify the 
material and the number of layers [10].  

Synthesis of MoS2 is still an open challenge for researchers. 
There are several methods to grow or fabricate monolayer 
MoS2. Some of which have been very successful. Top-down 
approaches like mechanical exfoliation and lithium 
intercalation assisted exfoliation which has less control on the 
thickness of layers. Chemical vapor deposition (CVD) has 
proven one of the successful technique for growing monolayer 
to few layers of 2D materials including graphene [11]-[17]. The 
number of layers critically depends on several factors in CVD 
like temperature, pressure, position of precursor and substrate, 
etc. Nevertheless, sources of Mo and S also play an important 
for deciding the morphology of the films. In this paper, we have 
investigated the CVD method. We used two different Mo 
precursors (MoO3 and MoCl5) to grow MoS2 films and 
compare their results. It has been observed that for practical 
application purposed the films grown with MoCl5 can be a 
better choice for device fabrication.                                  

II. EXPERIMENT 

The growth of MoS2 monolayer and few layers were carried 
out in a home-built CVD furnace with 1 inch quartz tube. The 
precursor MoO3 (Sigma-Aldrich 99.999%), MoCl5 
(Sigma-Aldrich 99.999%) and S (Sigma-Aldrich 99.999%) 
were used for MoS2 synthesis. 300 nm SiO2 on Si was used as 
substrate. The substrate was sonicated with trichloroethylene, 
acetone, methanol and DI water for 15min each. Since the two 
precursor need the different treatment the method is described 
below briefly.  

A. Synthesis with MoO3 precursor 
The MoO3 was placed in a quartz boat at the center of the 

furnace with the substrate held upside down. The S was placed 
at upstream at 14 cm from the center of the furnace. Furnace 
was heated to 700 °C in 40 min with N2 flow of 10 sccm. The 
temperature was held about 5 min and allow it to cool naturally 
to 500 °C followed by rapid cooling by opening furnace and 
flowing 500 sccm N2. With this method we able to grow MoS2 
monolayer and bilayer films.   

B. Synthesis with MoCl5 Precursor  
The MoCl5 powder placed at the center of the furnace and the 

S powder is placed in the quartz crucible at the upstream of the 
furnace. The substrate was placed at downstream (next to Mo 
precursor) from 1-4cm away from the center of the furnace. The 
growth was carried out in 2 torr Ar atmosphere at 50 sccm flow. 
The furnace was heated to 800 °C in 30 min and held for 5 min 
followed by natural cooling to room temperature. With this 
method we could able to get MoS2 mono, bi, tri and tetra layer 
films.    

The films synthesized as above were characterized by optical 
microscope, Raman spectroscopy and photoluminescence 
spectroscopy (Uni-RAM 5500, UniNanoTech, Korea) with 
frequency-doubled Nd:YAG (532 nm) laser.     

III. RESULT AND DISCUSSION   

Figure. 1 shows the optical images of MoS2 layers grown using 
MoO3. The monolayer of MoS2 can be clearly seen in Fig. 1 (a). 
Various size triangle-shaped MoS2 grains can be clearly seen in 
the image. Some grains are merged to form star shapes and 
many arbitrary shapes which indicate the formation of 

continuous layer. Such an overlapping of grains turn into 
bilayer film, which can be seen from Fig. 1 (b). It is difficult to 
get very clean film using MoO3 as source. We characterized the 
synthesized films using Raman spectroscopy. It is a powerful 
nondestructive characterization tool for MoS2. Raman spectra 
of the films grown using MoO3 is shown in Fig. 2. Two 
characteristic Raman modes can be found in the Raman spectra. 
The off resonance first-order Raman active modes  (387 

cm-1) and  (408 cm-1) are generally observed for bulk MoS2. 
The  mode results from opposite vibration of two S atom 
with respect to Mo atom while  mode arises from out of 
plane vibration of S atoms in the opposite direction [10]. These 
modes are closely related to number of layers. The Raman 
spectra of monolayer and bilayer MoS2 grown from MoO3 is 

 

 
Fig. 2 Raman spectra of MoS2 monolayer (1L) and bilayer (2L) 

synthesized from MoO3   

 

 
 

Fig. 1 Optical images of MoS2 synthesized from MoO3 precursor (a) 
Monolayer (1L) (b) Bilayer (2L)  
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depicted in Fig. 2. The frequency difference (∆k) between the 
Raman modes for monolayer is found to be ∆k = 21.5 cm-1 
while that of for bilayer it is found to be ∆k = 22.3 cm-1. The 
grown films show excellent optical quality. Photoluminescence 
(PL) for monolayer MoS2 is shown in Fig. 3. Two PL peaks can 
be observed around 675 nm (1.83 eV) and 621 nm (1.99eV) 
corresponding to the A1 and B1, respectively for direct excitonic 
transitions with the energy split from the valence band 
spin-orbital coupling [18]. It is difficult to grow controlled 
multilayer with MoO3 source 

The second precursor was MoCl5. Though the method of 
synthesis was CVD but MoCl5 need the different growth 
conditions to grow MoS2 multilayers. The optical images of 

MoS2 grown by MoCl5 source are depicted in Fig 4 (a) 
monolayer 1L and Fig. 4 (b) bilayer (2L). One can notice the 
there are no triangle observed like MoO3 growth. In contrast to 
earlier Mo source, these films are found to be very uniform. We 
have successfully grown the various layers by tailoring the 

substrate position (1 to 4 cm from the source). We obtained the 
thicker film for the larger distance between the source and 
substrate. The Raman spectra of MoS2 multilayers are shown in 
Fig. 5. One can observe the significant increase in the Raman 
frequency difference ∆k with increases of MoS2 thickness from 
monolayer to tetralayer. A systematic correlation is found 
between the Raman modes and number of layers. PL spectra of 
bilayer MoS2 grown from MoCl5 source is presented in Fig. 6. 
PL peaks A1 (657.44 nm, 1.88 eV) and B1 (605.10 nm, 2.04 eV) 

observed at lower wavelength than monolayer, as expected due 
to increases in the band gap of bilayer film. One can notice 
drastic decrease in PL peak intensity as compared to 
monolayer. This justifies the evolution of bandgap with an 

increase in the number of layers. It is well known fact that there 
is no observable PL spectra in bulk MoS2 is due to local field 
effect while strong PL spectra of monolayer shows that 
luminesce quantum efficiency is much higher in monolayer 
than in multilayer and bulk [18]. 

From the above studies once can see that in CVD process the 

 
Fig. 5 Raman spectra of MoS2 monolayer (1L), bilayer (2L), trilayer 

(3L) and tetralayer (4L) synthesized from MoCl5 
 

 

 
Fig. 3 Photoluminescence of MoS2 monolayer grown by MoO3 

 

F
ig. 6 Photoluminescence spectra of MoS2 bilayer film grown by MoCl5 

source 

 

 
Fig. 4 Optical images of MoS2 synthesized from MoCl5 precursor (a) 

Monolayer (1L) (b) Bilayer (2L) 
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source materials play an important role for deciding the 
morphology of the film. MoS2 monolayer grows in different 
geometrical shapes triangular to hexagonal when MoO3 is used 
as source material. There are several factors in the CVD process 
which decide the shapes of monolayer MoS2. A possible 
explanation for shape evolution can be given by a principle of 
crystal growth in which the shape change of domains is 
attributed to local changes in the source ratio (Mo:S) as well as 
its influence on the kinetic growth dynamics of edges [19]. The 
mechanism of reduction of MoO3 to MoS2 in the absence of H 
is still not known. It is believed that the reaction between MoO3 
and S involves stepwise reduction of MoVI in MoO3 to MoIV in 
MoS2. This transition is supposed to involve reduction and 
sulfurization. A postulated stepwise process is given by the 
following equations [20], [21] 

                                        (1) 

             (2) 

In these steps there is possibility of formation of oxysulfide 
(MoOS2), which is a composite of MoS2 and MoO(3-x). MoO2 is 
one of the most stable intermediate in this process. Substituting 
x=1 in equation (1) realized the formation of MoO2. Where as 
in case of MoCl5 in presence of excess S is possibly one step 
process. The chemical reaction between MoCl5 and S is not 
clearly reported as per best of our knowledge. The possible 
process can be given as follows.      

                                        (3) 

Furthermore the growth of MoS2 multilayers with MoCl5 
source is believed to be “self-limiting” process. It is most 
postulated that formation MoS2 in gas phase followed by its 
diffusion onto receiving substrate and further precipitation to 
MoS2 solid phase [15]. This indeed supports for our assumption 
of one step chemical reaction of MoCl5 and S. From this 
scenario, we can conclude that the one step chemical reaction is 
the key point to get uniform monolayer of MoS2 without 
formation of triangles. Since in this particular process there is 
no need of nucleation, which is the main reason for formation 
of geometric shapes (mostly triangular) of MoS2 monolayer. In 
device application of MoS2 monolayer the geometric shapes 
can create the issues related to grain bounties. Hence MoCl5 or 
similar sources can be a good choice as a precursor for MoS2 
deposition. 
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Abstract— We describe and numerically investigate an all-

optical temporal integrator and differentiator based on photonic 
crystal nanobeam cavities. We show that an array of photonic crystal 
cavities enables high-order temporal integration. The model of two-
component nanocavity with possibility of vertical electrical pumping 
is also described. 
 

Keywords— Photonic crystal cavities, optical data processing.  

I. INTRODUCTION 
LL-optical fully integrated on-chip computing 

components will increase the speed of information 
processing by several orders of magnitude. Moreover, such 
components enable the processing of not only real, but also 
complex values. In this regard, it is important to implement 
the basic computing operations optically. In recent years, all-
optical integrators and differentiators based on Bragg gratings 
[1] and ring resonators [2] have been proposed. Such 
elements can be used in both digital and analog signal 
processing. Among the digital signal processing applications 
are the use of optical integrators and differentiators as pulse 
counters and ultrafast memory elements [3]. Analog signal 
processing applications include all-optical solution of 
differential equations of various orders [4].  

Integrators and differentiators based on Bragg gratings are 
a few millimeters in size. Integrators and differentiators based 
on ring resonators are more compact. Their size is on the 
order of tens of micrometers on the chip plane. In this paper 
we describe and study numerically the most compact optical 
integrators and differentiators based on photonic crystal (PC) 
cavities [5]. 
The model of two-component nanocavity is also described. In 
this model, the minimum details of the structure are found 
only in the periodic component of the resonator. The 
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advantages of such a structure include a promising way to 
construct an electrically pumped photonic cavity, the ease of 
introducing non-linear optical materials in the area of the 
nanocavity, the possibility of formation of the desired energy 
distribution in the far zone, and the possibility to develop 
dynamic systems based on nanocavities.  

II. TEMPORAL INTEGRATION OF OPTICAL SIGNALS 
Fig. 1 shows a scheme of the coupled-resonator optical 

waveguide (CROW). The variable ai, i = [1, N] is the 
complex amplitude of the resonant mode in the i-th resonator; 

1i  and i , i = [1, N], are the left and right coupling 
coefficients of the i-th resonator, respectively; ri, i = [1, N] is 
the energy loss of the i-th resonator to the exterior space; and 

inp , rfp , and trp  are the amplitude of the input, reflected, 

and transmitted fields, respectively.  
 

 
Fig. 1 Scheme of coupled-resonator optical waveguide. 

 
Consider an array in which the resonators have identical 

resonant frequencies. Then, according to the temporal 
coupled-mode theory, the transmission function of the system 
can be written as 
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For N = 1, Eq. (1) is reduced to the form 
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Hereafter, for simplicity, we neglect the losses to the 
exterior space. 
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Let us consider how accurately Eq. (2) approximates the 
integrator of the first order. The polarized electric field with 
envelope  inP t  can be written as 
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where  R   is the envelope spectrum signal,  m   is the 

wave number [  0 0m m  ], and gv  is the group velocity. 

A linear system described by the complex transfer function 
(TF)  H   converts the envelope of the input pulse [Eq. 

(3)] to 

           exp d ,tr inP t R H t P t h t




   i     (4) 

where the symbol * denotes the convolution operation, and 
 h t  is the spectrum of the TF  H  . 

The impulse response of a linear system with the TF 

 1T s  is 

   1 0 0exp ( )h t t u t     (5) 

where u(t) is the Heaviside step function. 

Substituting Eq. (5) into Eq. (4), we obtain an expression 
for the envelope of the output pulse: 

      0 0exp d
t

tr inP t P T t T T


    i   (6) 

The right side of this equation expresses the integral of the 
input pulse envelope with exponential weight. 

Fig. 2 shows the result of integration of the envelope of an 
optical pulse with a duration of 100 ps by resonators with Q-
factors of 3 × 104 and 5 × 104. The Q-factor is related to 0  

by the ratio  0 04Q   . The figure shows that the 

higher Q-factor of the resonator is, the more slowly the 
integrated signal envelope decays. For resonators with Q-
factors of 3 × 104 and 5 × 104 we estimate an integration time 
window (defined as the decay time required to reach 80% of 
the maximum intensity) of 12.5 ps and 19.5 ps, respectively. 

 
Fig. 2 Result of first-order integration of optical pulse with duration 

of 1 ps by resonators with Q-factors of 3 × 104 and 5 × 104. 
 
For N = 2, Eq. (1) can be written as 
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Let us calculate the parameters of the particular PC 
nanobeam cavity that integrates the optical signal. Compared 
with the resonators in the two-dimensional PC layer [5], PC 
nanobeam cavities have a smaller area and are naturally 
integrated into the waveguide geometry of the chip. 

a)  
 

b)  
Fig. 3 Schemes of (a) PC nanobeam cavity and (b) array of two such 

cavities. 
 
Fig. 3(a) illustrates a possible embodiment of a resonator 

based on a PC nanobeam. The decreasing radius of holes in 
the tapering region forms a defect in which the resonant 
mode is excited. An array of two PC resonators is shown in 
Fig. 3(b), where tapn  is the number of holes in the tapering 

region. The coupling value between resonators in the array is 
determined by regn , the number of holes with the maximum 

radius between defects. It can be shown [6] that for two 
adjacent resonators with quality factors Q1 and Q2, the 
coupling coefficient is 

0 0

01 2 44
regna

QQ Q
 

 
  (8) 

where Q0 is the Q-factor of the resonator containing only the 
hole defect zone ( 0regn  ), and 0 is the resonant frequency 

corresponding to the Bragg wavelength. The value of a can be 
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approximated from the calculation of the Q-factor of a single 
resonator with different values of regn . 

The resonance cavity characteristics were computed using 
the parallel 3D finite-difference time-domain method [7]. The 
waveguide in our simulations has a width of 490 nm and a 
height of 220 nm. It is composed of silicon and deposited on 
silica substrate. Air-filled holes in the regular part of the 
waveguide have a radius of 100 nm and are spaced 330 nm 
apart. The lattice parameters and the radii of the holes near 
the defect ( 12tapn  ) are following in nm: a1=40, b1=255, 

a2=55, b2=350, a3=65, b3=365, a4=75, b4=375, a5=85, 
b5=385, a6=95, b6=395. These parameters demonstrate the 
existence of an energy bandgap for transverse electric 
polarization in the waveguide. 

If the number of left and right holes is equal to / 2regn , as 

shown in Fig. 2(b), then the following condition holds: 

0 , 1, 1N j j N       (9) 

Fig. 4(a) shows the result of integration of the first 
derivative of a Gaussian pulse with a duration of 150 fs. The 
Q-factor of the resonator is 3.6 × 104, and 6regn  . The result 

of integration of the second derivative of a pulse with the 
same duration by second-order integrator is shown in Fig. 
4(b). The second-order integrator consists of two resonators, 
as shown in Fig. 3(b). The coupling coefficients between the 
resonators in each integrator are given by Eq. (8). 

 

a)  

b)  
Fig. 4 Results of integration of corresponding derivatives of 

Gaussian pulse with duration of 150 fs by (a) one PC resonator, (b) 
an array of two PC resonators. 

 
 

III. TEMPORAL DIFFERENTIATION OF OPTICAL SIGNALS 
The use of a PC resonator as an optical differentiator is 

described in [8]. The function of the complex reflection of 
such a resonator can be written as 

 
0

df
sH s

s
 

 . (10) 
The value of 0 is zero for the ideal differentiator function 

[  idfH s s  ]. To illustrate the above-described approach 
to the implementation of the resonator-aided differentiators, a 
resonator based on the ridge photonic-crystal waveguides 
(RPhCW) is designed in this section.  

In the RPhC waveguide, the total internal reflection 
prevents light from propagating in the transverse directions, 
whereas the reflection of light in the longitudinal direction of 
the nanoresonator is enabled by the photonic crystal. 

To design an optical resonator with high Q-factor 

( 0 2Q    ), a two-component structure is used (top inset in 
Fig. 5). First, these are photonic-crystal mirrors with identical 

equidistant holes in the waveguides. Qw ( 0 2w wQ    ) can be 
increased by increasing the number of these holes. As a result 
of calculation, the waveguide has the width w = 710 nm and 
the height h = 230 nm. The air-filled waveguide holes of 
radius of R = 90 nm are spaced 330-nm (a = 330 nm) apart. 
Such geometric parameters enable the emergence of a 
bandgap for the TE-wave in the waveguide. The waveguide is 
made of silicon (n = 3.46) and is placed in air. 

The second component of the structure is a transition zone 
between the PhC waveguide and the resonance cavity. This 
zone is intended to reduce the scattering losses in the 

resonator. Qr ( 0 2r rQ    ) can be increased by minimizing 
the spatial Fourier harmonics of the cavity mode inside the 
waveguide lightcone. This achieved by creating a Gaussian 
field attenuation with quadratic tapering the filling fraction f 

(  2f R aw  ). The first 10 photonic crystal mirror 
segments (counted from the center) have filling fraction 
varying from 0.2 to 0.1 and, correspondingly, the holes radii 
R varying from 125 to 90 nm. 

The pulse source of light is found in the left (or right) part 
of the waveguide in Fig. 5. The pulse central frequency is 

61.2 10  GHz (wavelength- 1.55 µm), corresponding to the 
position of the bandgap of the PhC waveguide.  

The resonance cavity characteristics were computed using 
the parallel FDTD method. Absorbing layers were placed at 
the boundaries of the three-dimensional region under 
computation. The computational grid resolution was chosen 
so as to attain a converging solution.  

Qr was calculated through incrementing the number of the 
PhC layers in the resonator’s mirrors. The plot in Fig. 5 
depicts the resonator’s Q-factor as a function of the number of 
the layers. At the saturation point, when N=10, we obtain the 
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value 
54 10rQ Q   . If photonic-crystal layers in the cavity 

mirrors are absent, then 
31.15 10Q   . The differentiating 

resonator is supposed to have a relatively low Q-factor when 
compared with the resonators used for other applications. As 
a result, a fairly wide spectral range of short pulses can be 
processed. A small value of the Q-factor leads to a low-level 
reflected signal at the resonance frequency. 

 

 
Fig. 5 The Q-factor as a function of the number of the PhC layers in 

the resonator’s mirrors. The top inset depicts the designed 
nanoresonator’s structure. The bottom inset shows the energy 

density distribution within the resonator. 
 
Figure 6 shows the differentiation results for a pulse with 

the envelope defined by the function   2 2exp 2x  . The 
values of Q and Qr that were used for the results of Fig. 6 
correspond to Fig. 5 (Q=1.15x103, Qr=4x105). The device 
length is 20x0.33=6.6 um (20 holes in the cavity region, the 
holes in the mirrors region are absent). The result of the pulse 
differentiation performed by means of the nanoresonator 
designed is presented in Fig. 6 (a). The root-mean-square 
(r.m.s.) deviation of the analytically derived (solid line) curve 
from the numerically simulated (dotted line) curve is 46%. 
Shown in Fig. 6 (b) are similar results for a ~50-ps pulse. In 
this case, the r.m.s. deviation is 29%. Shown in Fig. 6 (c) are 
the results derived for a ~100-ps pulse. The r.m.s. deviation is 
4%. 

 

a)  

b)  

c)  
Fig. 6 The differentiation results for a pulse with the envelope 

defined by   2 2exp 2x  . (a) The differentiation result for the 
~25-ps pulse obtained with the resonator designed (r.m.s.=46%). (b) 

Differentiation results for a ~50-ps pulse (r.m.s.=29%). (c) 
Differentiation results for a ~100-ps pulse (r.m.s.=4%). 

IV. TWO-COMPONENT CAVITY STRUCTURE 
Most of the existing technologies in use to create high-Q 

PC nanocavities suggest fine-tuning of the resonance chamber 
geometry by changing the parameters of the photonic crystal. 
Such parameters may be, for example, the radius of the hole 
in the photonic crystal period and/or the hole periodic 
spacing. To simplify the solutions for the problems cited, the 
authors theoretically investigated two-component PC cavity. 
The first component of such a cavity is a periodic structure on 
the basis of a PC nanobeam. Compared with the two-
dimensional structure on the basis of a PC slab, the area of 
PC nanobeam is smaller and is naturally integrated into the 
waveguide geometry of connections on a chip. The second 
component is a fragment of a complementary material having 
an area of several lattice constant of the PC. The shape and 
size of the fragment were determined from the given 
parameters of PC cavity. While combining the two 
components, a defect forms in the resulting nanostructure. 
The resonant mode of the corresponding frequency can be 
excited in this defect. 

The proposed approach to creating two-component PC 
cavities is illustrated through the structure shown in Fig. 7. 
The first component of the resonator was a PC nanobeam. 
The nanobeam was made of silicon and was placed on a silica 
substrate. The holes in the nanobeam were of the same radius; 
they were equidistant from each other and filled with air. PC 
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nanobeam parameters are given in the legend to Fig. 7. With 
these parameters, PC band gap was created for TE- dominant 
polarization radiation in the wavelength range of 1.4-1.7 um. 
The second component of the nanocavity was an elliptical 
piece of silicon, placed on a silica substrate. 

 

a)  

b)  
Fig. 7 The geometry of the resonator calculated by (a) top view, (b) 

a side view. PC nanobeam (n = 3.46) lies on the substrate (n = 
1.45). PC nanobeam width is d = 0.5 um, thickness tw = 0.26 um. 

Circular holes have a radius of R = 75 nm and filled with air, 
distance between holes a = 0.34 um. The elliptical shape (ellipse 
parameters A and B) (n = 3.46) lies on the substrate (n = 1.45). 

Thickness of ellipse te = 100 nm. 
 
Therefore, both the cavity’s components have a structure of 

Silicon on Insulator (SOI) wafers. The surface roughness of 
silicon wafers can be as low as several hundreds picometres at 
1 - 300 um length scales. This permits to tightly combine two 
silicon surfaces of wafers as shown on Fig. 7. 

In subsequent calculations, the thicknesses of the PC 
nanobeam and elliptical defect were assumed to be 260 nm 
and 100 nm, respectively. These thicknesses produced an 
optimal FF change in the cavity. Increasing the thickness of 
the nanobeam  necessitates increase in the thickness of the 
elliptical defect. 

The resonance cavity characteristics were computed using 
the parallel FDTD method. In particular, the cavity (Q = 
3.05x104) was calculated with the parameters of the ellipse A 
= 6.8 um (20 holes below the ellipse) and B = 0.5. To achieve 
a high-Q nanocavity, five additional holes were placed in the 
PC nanobeam at both ends of the ellipse. Thus, the total 
length of the cavity was (20 + 5 x 2) x 0.34 = 10.2 um. Fig. 
8a shows the distribution of Hz in the vertical plane passing 
through the axis of the nanobeam. There is some vertical 
asymmetry of the resonance mode due to flow of energy in the 
elliptical defect. Fig. 8b shows the distribution in the 
horizontal plane, just above the elliptical silicon fragment (in 
silica). Hz values along the intersection line of these two 
planes are represented by the dotted line in the graph of Fig. 
8c, and the values directly below the PC nanobeam (in silica) 
by the dashed line on the same chart. The solid line 

represents the function 
2cos( )exp( )x a x   with 

0.23, 0.34a   microns. Good agreement between the 
distributions of Hz and an analytic function demonstrates that 

the shape of the resonant mode’s envelope is Gaussian. 
Assuming a linear dependence of   on x, the relation 
  40x a dx x   

 can be obtained. In [9], quadratic 
tapering of PC nanobeam width was used to form the defect. 
In the paper [9], for a nanocavity with a length of 60 periods 

of the PC, the relation   120x x  was implemented. Thus, 
it can be concluded that the two techniques used in creating a 
defect are almost equivalent. The nanocavity with an 
elliptical defect is 3 times shorter than the one with variable 
nanobeam width. Accordingly, the rate of change   in the 
nanocavity with an elliptical defect is three times faster [10]. 

 

a)  

b)  

c)  
Fig. 8 (a) the distribution of Hz in the vertical plane passing through 
the axis of the waveguide, (b) the distribution of Hz in the horizontal 

plane just above the elliptical fragment (in quartz), (c) the dotted 
line - Hz values along the line of intersection of the planes (a) and (b 
), the dashed line - Hz values just below PC nanobeam (in quartz), 

the solid line - function 2cos( ) exp( )x a x   for 

0.23, 0.34a   um. 

 
The two-component nanocavity proposed in this paper has 

in our opinion two main advantages when compared to 
existing solutions. First, the proposed structure allows for the 
development of an integrated on-chip light source with 
vertical electrical pumping. Integrated on-chip light-emitting 
diodes with a laterally doped p-i-n structure, based on the 
nanobeam photonic crystal cavity, were demonstrated 
recently. Electron beam lithography steps can be used to 
implant N-  and P- type dopants to the first and second 
components of the structure, respectively. Fig. 9 shows an 
example of geometry for P- type and N- type doping regions. 
Such geometry permits to focus current flow to the active 
region of the cavity, thereby, in comparison with lateral 
electrical pumping, improving efficiency and reducing 
threshold. The P- type parts that adjoin the elliptical defect 
have a small intersection with the resonance mode. Therefore, 
Q-factor suffered low degradation, especially in case of B > d 
(Fig. 7a). 

Using hybrid metal/photonic-crystal nanocavities is 
another possible approach to realize vertical electrical 
pumping. The two-component structure of the cavity assumes 
additional flexibility in choice of electrical current pathways. 
Although Q-factor in this case can be reduced to several 
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hundreds, this could be enough for development of an optical 
amplifier integrated on-chip. 

 

 
Fig. 9 An example of geometry (not to scale) for P- type (left) and 

N- type (right) doping regions. 
 
The second advantage is that the creation of nanocavities 

with nonlinear properties is simplified. The supplementary 
component of the structure can be used to bring an nonlinear 
or optically active material directly into the nanocavity 
region. 

 

V. CONCLUSIONS 
The authors describe and numerically investigate an all-

optical temporal integrator and differentiator based on 
photonic crystal nanobeam cavities. We show that an array of 
photonic crystal cavities enables high-order temporal 
integration. This integrator is more compact than any of those 
previously suggested. Its dimensions depend linearly on the 
order of integration. The model of two-component nanocavity 
with possibility of electrical pumping is also described. In this 
model, the minimum details of the structure are found only in 
the periodic component of the resonator. The advantages of 
such a structure include a promising way to construct an 
electrically pumped photonic cavity, the ease of introducing 
non-linear optical materials in the area of the nanocavity, the 
possibility of formation of the desired energy distribution in 
the far zone,  and the possibility to construct dynamic systems 
based on nanocavities. 

 

REFERENCES   
[1] Ngo, N. Q., “Design of an optical temporal integrator based on a phase-

shifted Bragg grating in transmission,” Opt. Lett. 32(20), 3020–3022 
(2007). 

[2] Ferrera, M. et al, “On-chip CMOS-compatible all-optical integrator,” Nat. 
Commun. 1, 1 (2010). 

[3] Ding, Y., Zhang, X., Zhang, X. and Huang, D., “Active microring optical 
integrator associated with electroabsorption modulators for high speed low 
light power loadable and erasable optical memory unit,” Opt. Express 
17(15), 12835–12848 (2009). 

[4] Slavík, R., et al, “Photonic temporal integrator for all-optical computing,” 
Opt. Express. 16(22), 18202-18214 (2008). 

[5] Akahane, Y., Asano, T., Song, B.-S. and Noda, S., “Fine-tuned high-Q 
photonic-crystal nanocavity,” Opt. Express 13(4), 1202–1214 (2005). 

[6] Liu, H. C. and Yariv, A., “Designing coupled-resonator optical 
waveguides based on high-Q tapered grating-defect resonators,” Opt. 
Express 20(8) 9249-9263 (2012). 

[7] Kazanskiy N. L., Serafimovich P. G., “Coupled-resonator optical 
waveguides for temporal integration of optical signals,” Opt. Express 
22(11) 14004-14013 (2014). 

[8] Kazanskiy N.L., Serafimovich P.G., Khonina S.N. “Use of photonic crystal 
cavities for temporal differentiation of optical signals,” Opt. Letters 38(7) 
1149-1151 (2013). 

[9] Quan Q. and Loncar M., “Deterministic design of high Q, small mode 
volume photonic crystal nanobeam cavities,” Opt. Express 19(5) 18529–
18542 (2011). 

[10] Serafimovich P.G., Kazanskiy N.L., Khonina S.N. “Two-component cavity 
based on a regular photonic crystal nanobeam,” Applied Optics 52(23) 
5830-5834 (2013). 

 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 139



A stateless Key Management Technique for 
Protection of Sensitive Data at Proxy Level              

 for SQL based Databases using NIST 
Recommended SP800-132 

 
  Kurra Mallaiah    Prof.  S Ramachandram 
  Osmania University, Hyderabad  Osmania University, Hyderabad 
  km_mallaiah@yahoo.com  schandram@gmail.com 
 
Abstract: Protecting confidentiality of organizational sensitive 
data in outsourced databases is continuously raising security 
concerns. The activities of malicious administrator and 
malicious software attacks on database server while data in use 
are alarming security concerns in the outsourced database 
servers. Therefore data needs to be protected in its complete life 
cycle (at rest, in transition and while in use) to realize better 
confidentiality for the outsourced databases. Data must be in 
encrypted form in the premises of database service providers 
even at the time of computations on data i.e. all the possible 
computation performed on encrypted data without decrypting in 
the premises of service providers. CryptDB is a practical and 
provable solution from MIT towards providing the 
confidentiality for relational databases by supporting the 
computations on encrypted data at database server side. For 
shared data, among different users, CryptDB use application’s 
access control policy at the level of SQL queries in the proxy 
and each principal encryption key is encrypted with his 
password and for shared sensitive data owner’s key is encrypted 
separately with all authorized users key and stored in the proxy 
and principal key is accessed with password key chaining 
technique. In this paper, we are proposing a stateless Key 
management technique in contrast to state full key management 
of CryptDB at the proxy level to protect sensitive data of users 
along with shared data for out sourced SQL databases using 
NIST recommended SP800-132.This approach eliminates the 
storing of user assigned encryption keys and also speak for 
relation keys in the proxy.  
 
Keywords: Key management, Proxy, database security, cloud 
computing 
 

1. Introduction 

Key management in cryptography is the organization of 
tasks concerned with protecting, storing, backing up and 
administration of encryption keys. High sensitive data 
losses and regulatory compliance requirements have 
spurred a dramatic increase in the use of encryption in the 
enterprise. The problem is that a single enterprise might 
use several different and possibly incompatible encryption 
algorithms to protect sensitive data, resulting in huge 
number of encryption keys and these keys must be 
protected and efficiently used. According to Verizon PCI 

Compliance Report (PCIR) [3] about 42 percent of 
organizations have trouble implementing a proper 
encryption key management strategy to keep information 
safe.  Expert says, proper encryption key management is 
becoming more important than encryption itself.   
Encryption keys represent "the keys to the kingdom," if  
someone has access to the encryption key; they have 
access to the most sensitive data in your organization’s 
encrypted data.  Proper encryption key management is a 
requirement for PCI-DSS compliance [4]. Even auditors 
are scrutinizing how organizations manage encryption 
keys [5]. Regulatory compliances are recommending that 
storage of keys along with the data should be avoided. 
Therefore, key management playing an important role in 
protection of organizational sensitive data. Now days, the 
trend is moving towards outsourcing of organizational 
data to cloud data centers rapidly. However, at the same 
time apprehensive about usage of cloud data centers 
particularly key management for shared data among 
different users. Databases are one of the most 
compromised assets according to the 2014 Verizon Data 
Breach Report. The reason databases are targeted is quite 
simple; databases are at the heart of any organization, 
storing customer records and other confidential business 
data. Organizations are not protecting these assets well 
enough. According to IDC, less than 5% of the $27 billion 
spent on security products directly addressed data center 
security. In cloud databases, organizational data is going 
through various stages. Organizational sensitive data is 
stored in the cloud database i.e. data is residing in cloud 
databases (Data at rest). Data is moving from client to 
server and vice-versa (data in transition). In addition, data 
is being manipulated at database server side (data in use) 
for attending to user queries. Data remains in three stages 
such as data at rest, data in transition and data in use. The 
protections of first two stages are well addressed but data 
while in use protection is not addressed adequately. The 
protection of data at rest is achieved by encrypting before 
storing onto database. For this there are many encryption 
algorithms are available notable among them are 
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symmetric encryption algorithms (AES, Blowfish, 3DES) 
and asymmetric encryption algorithms (RSA, ECC). The 
protection of data in transition can be achieved with 
available encryption, hashing and authentication 
mechanisms. SSL and TLS can be used to protect data 
while in transition; however, there was an attack while 
using the SSL 3.0 recently (POODLE). Data while in use 
also needs to be protected. Computations need to be 
performed on encrypted data without decryption at server 
side. This ensures confidentiality in database servers 
while data in use. There are some solutions, which allow 
computations directly on encryption data. Fully 
homomorphic encryption [6] is one such solution where it 
allows randomly computations on encrypted data. This 
technique is prohibitively slow, for real time applications 
(database intensive applications) may not suitable. Mylar 
[7] also supports searching on encrypted document in the 
context of multiuser and multi keys. However, this 
technique uses public key encryption mechanism, which 
is considered quite expensive compared with symmetric 
key technique and need to share part of the public key 
with the server and it targeted for only searching the 
encrypted documents. CryptDB [1] supports operation on 
encrypted data at server side using the SQL aware 
encryption algorithms and all the required encryption 
keys are stored in CryptDB. It is a kind of gateway 
solution, where required security on the organizational 
sensitive data is applied before sending to the cloud 
database server for storing. In this technique, a small 
change is required in application side and no change is 
required in database server side. As per Garter, these 
kinds of solutions (Cloud Security Broker Architecture) 
are going to evolve more and more. In CryptDB, key 
management is based on the chaining of passwords to 
encryption keys and keys which are used for encryption 
of user data and shared data keys as per speak for relation 
are stored in the proxy. In this paper, we are proposing a 
stateless key management (Not storing any keys in the 
proxy) mechanism based on the NIST recommended 
SP800-132 key derivation function contrast to state full 
technique of CryptDB key management (encryption and 
decryption keys are stored in the proxy) for user sensitive 
data protection at the proxy level  for SQL based 
databases.  

          There are broadly four approaches to protect the 
sensitive data stored in the database servers in the cloud 
computing environment. 

Approach-1 
This approach demands necessary changes to the database 
server to achieve the desirable security to the enterprise 
sensitive data in the database server at source code level. 
This approach requires modifying the security logic at 
server side per requirement basic at source code level, 
which is a cumbersome activity and generally legacy 
systems does not support this approach and for every 

application, requirement database server is required to 
change. 
 
           
 

 
 
 
Fig 1: Change in database server at source code level.  

Approach-2 

 As per the approach one can think of encrypting 
the data before hosting onto the cloud, bring complete 
encrypted data from server to client, and decrypt the 
encrypted data at client side as and when data is required 
for any analysis or manipulations. Entire database needs 
to be stored back on the cloud database, whenever there 
are any modifications in the database after re-encryption. 
In this approach, entire database needs to fetch from 
server to client for OLTP and OLAP transactions, which is 
an inefficient and resource consuming way of doing. 
SPORC [8] and Depot [9] are based on this approach 

 
 

Approach-3 

      In this approach, logic may be incorporated in the 
server side, where encryption and decryption takes place 
before write and read to and from database. This approach 
requires enterprise sensitive data needs to be decrypted at 
server side for all operations; moreover, the key 
management is with server side. Therefore, the enterprise 
sensitive data completely in the hands of third party hence 
it could be exploited in many ways by malicious 
administrators or hackers. SUNDR [10], Oracle’s TDE 
[11] are based on this approach. 

 

Approach-4 

 In this approach, logic is set at intermediate level i.e. 
at proxy level to provide the security to the enterprise 
sensitive data. Security measures are applied on sensitive 
data before storing onto the cloud database server such a 
way that operations are directly possible on encrypted 
data itself in the database server. As per this approach 

Database server 
source 

Modify as per security 
requirement 

Recompile the source 
code 

Database server 
with security 
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either at client/application side or server side need not 
necessary to change/incorporate any new logic or modify 
or change existing logic. This approach is completely 
transparent to the applications and servers.  This approach 
is very promising per SQL based databases and for 
NoSQL databases. Based on this approach, a CryptDB 
technique is presented for protecting the confidentiality of 
sensitive data for SQL backed database applications.  
Ciphercloud gateway [12] and Navajo Systems [13] also 
based on this approach.  
 

 

   Fig 4: Security at intermediate (proxy) level 

2.  CryptDB Key management 
 Key management in CryptDB is based on chaining of 
password to the encryption key, which is used for 
encryption data of that user.  Encryption key of each 
principal user is encrypted with password of that user and 
stored in the proxy. When user login to the application 
with password, this password is used to decrypt the 
encryption keys stored in the proxy corresponding to that 
user. The concept of key chaining to the password ensures 
that data is accessed using only owner’s encryption key 
and it is possible only to owner of that data when he login 
into application using password. For shared data, 
CryptDB maintains speak for relation for that data. 
Example, user ‘A’ of type u speaks for user ‘B’ of type v, 
meaning that ‘A’ has access to all keys that ‘B’ has access 
to. Example, If User B speaks for principal A (as a result 
of some SPEAKS FOR annotation), then principal A’s key 
is encrypted using principal B’s key, and stored as a row 
in the special access keys table in the database. This 
allows principal B to gain access to principal A’s key.  
The keys, used for encryption of data of each user are a 
combination of a symmetric key and a public–private key 
pair. In the common case, CryptDB uses the symmetric 
key of a user to encrypt any data and other user’s keys 
accessible to this user. However, this is not always 
possible, if some principal is not currently online. For 
example, Suppose Bob sends message X to Alice, but 
Alice is not online. This means that CryptDB does not 
have access to Alice’s key, so it will not be able to 
encrypt message X’s key with Alice’s symmetric key. In 
this case, CryptDB looks up the public key of the 
principal (Alice) in another table, public keys, and 
encrypts message X’s key using Alice’s public key. When 
Alice logs in, she will be able to use the secret key part of 
her key to decrypt the key for message X (and re-encrypt 
it under her symmetric key for future use). In Brief the 
following procedure explain the key management of 

CryptDB user own data and shared data among different 
users. 
 Procedure for Key Generation and usage in CryptDB 
1. Each user is assigned a random number and used as 
an encryption key  (MK) 
2. Passwords are used to encrypt the keys (MK) and 
stored in a Key Table for all the users. 
3. Encryption keys(MK) are decrypted using passwords 
of corresponding users 
4. While encrypting the sensitive data, ENC_FOR and 
SPEAK_FOR relations are maintained  
5. To maintain SPEAK_FOR relation for a given 
sensitive shared data, the owner of the (ENC_FOR) 
sensitive data KEY is encrypted with all the users keys 
based on the SPEAK_FOR relation separately and stored. 
6. When user is not logged-in, but wanted to share the 
sensitive data then public-private key of un-logged users 
are used. 
 Under the scenario of application and proxy compromise, 
CryptDB is protecting the data of un-logged users of the 
application. However, logged user’s information CryptDB 
does not protect, this is because the keys are used for 
encrypting the user data is encrypted using user password 
and stored in the proxy system. It is only possible to the 
proxy to decrypt this key when user login. User 
application provides the password to the proxy when user 
logins into application. Proxy uses this password to 
decrypt the user assigned key that is used for encrypting 
the user sensitive data and other user’s keys as per 
SPEAK_FOR relation.  Un-logged user’s sensitive data 
are protected because proxy does not hold the passwords 
of these users therefore unable to decrypt the keys, even 
proxy compromised any adversary does not able to 
decrypt the keys.  
Now, let us consider the following situations where 
CryptDB key management may be in unsafe state. 
 

i. Let say database portion of proxy has been hacked 
where encryption keys are stored in tables by encrypting 
with user passwords. If adversary grip the user password 
while transmission from application to proxy then 
adversary uses this key to decrypt the stored keys in the 
proxy database. Therefore, storing encryption keys in the 
proxy may lead to compromise user sensitive data stored 
in the database server even for the un-logged users. 

ii. Why should store the user’s keys which are 
randomly generated by encrypting with password of 
respective user in the proxy? An adversary may use 
crypto analysis to break the encryption and can able to 
retrieve the original encryption key from the proxy of the 
users who are not logged in. 

iii. Suppose, user login password is lost then proxy 
unable to retrieve the original key because encryption key 
can only be decrypted with user password used for 
encrypting the user data.  
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iv. Attacks on user machines such as XSS, If 
application user name and password is stolen using the 
Cross Site Scripting (XSS) from web applications of users 
then encryption keys of that user will be compromised 
and subsequently shared data of the other users; because, 
for shared data principal user key is  encrypted with 
others users keys. 

v. Integrity of user query results is not verified in the 
proxy. 

 In this paper, we have proposed key management 
techniques to handle some of these situations more 
efficiently for protection of data at the proxy level. The 
technique is based on the NIST recommended SP800-132, 
deriving an encryption key based on user password at 
proxy level dynamically without storing any encryption 
and decryption keys in the proxy. 
 

3. NIST Special Publication 800-132 Recommendation  
 for Password-Based Key Derivation  
 
   Outsourced organizational sensitive data’s 
confidentiality mostly based on the encryption techniques. 
Encryption secrecy is complete based on the keys used for 
encryption, therefore, usage, protection and distribution of 
the keys plays a major role in maintaining the 
confidentiality of the organizational sensitive data.  
 The unpredictability of cryptographic keys is essential 
for the security of cryptographic based applications. There 
may be few situations with respect applications in that 
security of data is based on user passwords and this may 
be the only input required from the users who are eligible 
to access the sensitive data. Due to the low entropy and 
possibly poor randomness of those passwords, they are 
not suitable to be used directly as cryptographic keys [5]. 
However, NIST has recommended for Password-Based 
Key Derivation. The following section describes 
procedure to derive the encryption keys using the user 
provided password. 
A password or a passphrase is a string of characters that is 
usually chosen by a user. Passwords are often used to 
authenticate a user in order to allow access to a resource. 
Since most user-chosen passwords have low entropy and 
weak randomness properties these passwords shall not be 
used directly as cryptographic keys. However, in certain 
applications, such as protecting data in storage devices, 
the password may be the only secret information that is 
available to the cryptographic algorithm that protects the 
data. KDFs are deterministic algorithms that are used to 
derive cryptographic keying material from a secret value, 
such as a password. Each PBKDF in the family is defined 
by the choice of a Pseudorandom Function (PRF) and a 
fixed iteration count, denoted as C. The input to an 
execution of PBKDF includes a password, denoted as P, a 
salt, denoted as S, and an indication of the desired length 
of the MK in bits, denoted as kLen.  
Symbolically: 

   MK = PBKDF (PRF, C)
 
(P, S, kLen).  

 

 
The kLen value shall be at least 112 bits in length. 
A minimum iteration count of 1,000 is recommended. For 
especially critical keys, or for very powerful systems or 
systems where user-perceived performance is not critical, 
an iteration count of 10,000,000 may be appropriate. 
The following is an algorithmic procedure to generate the 
master key using password [2] 
Input:   P   password 
             S Salt 
             C Iteration Count 

   kLen :Length of MK in bits; at most (2
32

-1)x 
hLen  

Parameter: PRF HMAC with an approved hash 
function  

hlen  Digest size of the hash function  

Output: mk Master key  

Algorithm:  

If (kLen > (2
32

-1) x hLen)  

Return an error indicator and stop;  

len = ┌kLen/hLen┐;  

r = kLen – (len – 1) x hLen ;  

For i = 1 to len  

T
i 
= 0;  

U
0 
= S || Int(i);  

For j = 1 to C  

U
j
= HMAC(P, U

j-1
)  

T
i 
= T

i 
⊕  U

j 
 

Return mk = T
1 
|| T

2 
|| … || T

len
<0…r-1>   

The KDF are deterministic, therefore generated Key will 
be always same for the given password, salt and count. 
Hence, this key can be used for encryption and decryption 
of sensitive data by deriving using PBKDF function 
dynamically in the proxy. This technique helps in 
avoiding the keys to be stored in the proxy. Since, keys 
are derived dynamically when user logged-in, adversary 
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cannot derive keys of compromised system user’s keys 
that are not logged-in. This avoids any attacks based on 
available cipher text to adversaries. 

• Empirical results of PBKDF 
The empirical results of PBKDF are shown in the 
following table with different key length, number of 
rounds and SHA techniques. The key generation process 
is one time only when user login into the application 
therefore the timings for generation of keys with PBKDF 
are reasonable as shown in the table 1 

Table1: Performance of PBKDF 
 

• Proxy deployment 
The proxy can be deployed within the premises of the 
organization and also in third party service provider’s 
environment (Cloud). When deployed on the cloud proxy 
should be managed by the organizational administrator. 
 

 
 

 
 
  Proxy on premises 
 
 
 
 
 
 
 
 
 
 
      Proxy on Cloud 
 
4. Proposed Procedure for Key Generation and usage 
in Proxy based security solutions 
 
To decide the key that should be used for each data item, 
developers annotate the application’s database schema to 

the proxy. The proxy maintains database schema and their 
access rights to each user i.e. what data item can be 
accessed by each user. 
 
1. On user login into the application using password, 
application passes username and password to proxy in a 
SQL statement and the proxy generate the required 
encryption keys (MK) using PBKDF using this password. 
2. The generated encryption key (MK) used for encryption 
and decryption of the sensitive data or used for deriving 
further encryption and decryption keys at different levels( 
databases, tables, columns) for that login user in the 
Proxy. 
3. While encrypting the sensitive data using MK, 
PRIV_TO and OPEN_TO relations are maintained in the 
proxy.  
4. The PRIV_TO: Denotes that if the data item (D) is 
encrypted with user X key then data item D is PRIV_TO 
user X. The OPEN_TO: Denotes that data if data item D 
is also accessible to the Y and Z the users X key used for 
encrypting the data item D is encrypted with public keys 
of Y and Z and stored separately. 
5. When data need to be accessed as per OPEN_TO 
relation, use the password of the login user and generate 
the required private key (PrK) using PBKDF. 
6. Decrypt the owner of the shared data encryption key 
with generated private key (PrK) and use that key for 
accessing the shared data. 

Public-key for each user is generated and stored in the 
proxy using PBKDF2. No public key corresponding 
private key will be stored in the proxy and it will be 
generated in the proxy when user logins. The private key 
generation procedure explained below.  

Procedure for generating password based asymmetric 
key 
1. Generate a symmetric key ‘MK’ using PBKDF2 for 
given password. 
2. Use this key ‘MK’ as seed for Pseudo Random Number 
Generator to produce a random number (RN). PRNG is 
deterministic (same seed implies same output sequence) 
therefore produces same random number (RN) for the 
given seed ‘MK’. 
3. Generate a key pair using this Random number (RN) 
with an algorithm used to generate the asymmetric key 
like Elgamal or any other public-key algorithms. 
4. The algorithm generates a same pair of keys(public and 
private)  for a given source password, whenever 
application user login along with generation of symmetric 
key, a  private key can be generated. 
 

Sno Random number 
size(bits) using 
openssl rand() 
function 

Timings in sec 

S
n
o 

Pass
wor
d(B
ytes) 

Length 
of 
salt(bit
s) 

Key 
Lengt
h(bits
) 

Number 
of 
rounds 

SHA  Timings 
in sec 

1 8 128 128 1000 sha1 0.010000 

2 8 128 128 100000 sha1 0.900000 

3 8 128 256 1000 sha1 0.020000 

4 8 128 256 100000 sha1 1.680000 

5 8 128 128 1000 sha51
2 

0.010000 

6 8 128 128 100000 sha51
2 

0.520000 

7 8 128 256 1000 sha51
2 

0.010000 

8 8 128 256 100000 sha51
2 

1.040000 

 

  
 
                     

App Proxy 

 

  
 
                     

 
App 

Proxy 
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1 128 real 0m0.003s                                                              
user 0m0.001s                                         
sys 0m0.001s 

2 256 real 0m0.004s                                            
user 0m0.001s                                             
sys 0m0.003s 

3 512 real 0m0.008s                                        
user 0m0.001s                                                
sys 0m0.002s 

4 1024 real 0m0.008s                                                
user 0m0.004s                                                  
sys 0m0.004s 

5 2048 real 0m0.008suser
 0m0.006s 
sys 0m0.002s 

6 4096 real 0m0.008suser
 0m0.006s 
sys 0m0.002s 

 Table 2: Random number generator timings 
 Advantage of this technique is that requirement 
of storing of keys will be avoided at the proxy level. 
Hence, all possible attacks on stored encrypted keys at 
proxy level become invalid.  
 In CryptDB, key derivation or decryptions are based on 
the password provided by the application to the proxy. 
Suppose, a malicious Cross Site Script is present in the 
application server hosted. When authentic user is trying to 
run web application in his browser accessed from the web 
server. The malicious Cross Site script will execute in the 
authentic user browser, which may be intended to steal 
the user name and passwords of the application users. If 
these passwords are compromised by using XSS then user 
becomes a legitimate user and accesses all the 
confidential data, because user application passwords are 
associated with key decryption or derivation. To avoid 
this situation, along with the user name and password an 
OTP need to present to the user after authentication, a 
pop-up window will be displayed to the user from the 
Proxy to receive the OTP and this should be used for 
derivation of the encryption/decryption keys. Even if the 
username and passwords are compromised at the user 
level (Application), deriving the encryption/decryption 
keys becomes very difficult, because OTP is presented to 
the user dynamically from the proxy server and without 
OTP adversary cannot able to derive the right key. 
Therefore, XSS attacks in the context of the proxy type 
(CryptDB) of data protection mechanism, OTP in 
combination with password handle effectively. 
• Change of password: 
  Whenever a password is changed, any data that 
is protected by the retiring password shall be recovered 
(e.g., decrypted) using the appropriate DPK that is 
associated with the retiring password, and then re-
protected (e.g., encrypted) using the appropriate DKP that 
is associated with the revised password. This activity may 
be done online or offline to the proxy.  

• Password forgets 
 It is very likely that passwords may be forgotten 
which are used for generation of encryption keys. Since, 
generation of right encryption key is depends on right 
password, therefore, the parameters(password, salt)  
which are used for generation of keys have to be securely 
stored on other than proxy system.  

• Integrity of query and results 

 CryptDB is not checking the integrity of the 
query and results received from user application and the 
database server respectively. To identify on transition 
modifications of the results, before sending to the proxy 
the data hash has to be pre –calculated and attach to the 
data as an integrity header. On receiving of query or data, 
proxy computes hash of data and compares with received 
hash of data. This way proxy can ensure the integrity of 
query and results. Even further to ensure authentication 
and confidentiality of results, use of CCM mode of block 
cipher which provides authentication, confidentiality of 
user query  and result of query in the proxy on the top of 
prevailing security. 
• Adding new application users to proxy 
 Adding a new application user, the proxy needs to know 
credentials of that user and OPEN_TO relation with other 
users for the shared data. To add new application user, 
application sends new user password and OPEN_TO 
relation information with other user data to the proxy.   
• Possible attacks on cipher text in the proxy for stored 
keys[14] 

i.  Ciphertext-only attack: In this attack the attacker knows 
only the ciphertext to be decoded. The attacker will try to 
find the key or decrypt one or more pieces of cipher text 
(only relatively weak algorithms fail to withstand a 
ciphertext-only attack).  

ii. Known plaintext attack: The attacker has a collection of 
plaintext-ciphertext pairs and is trying to find the key or 
to decrypt some other ciphertext that has been encrypted 
with the same key. 

iii. Chosen Plaintext attack: This is a known plaintext attack 
in which the attacker can choose the plaintext to be 
encrypted and read the corresponding ciphertext. 

iv.  Chosen Ciphertext attack: The attacker has the able to 
select any ciphertext and study the plaintext produced by 
decrypting them. 

v.  Chosen text attack: The attacker has the abilities 
required in the previous two attacks.  
  All the mentioned attacks are trying to capture plain 
text corresponding to cipher text in different ways. If 
encrypted keys are stored in the proxy under the 
compromised proxy system all these attacks may be 
applicable and tries to gain the access to un-logged users 
keys stored in the proxy. Our proposed solution will 
mitigate all these attacks on the ciphers text. 

5 Conclusions 
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 Usage and protection of third party database 
service has become a critical requirement for many 
organizations. Organizational sensitive data passes 
through three stages in the database such as data at rest, 
transition and data in usage. Data in first two stages are 
adequately protected and to maintain complete 
confidentiality of organizational sensitive data, data in 
third state need to be protected. Data in usage i.e. data in 
computation may be protected by directly performing 
operations on encrypted data without decrypting. 
Sensitive data need to be encrypted before hosting onto 
third party database and perform required OLTP and 
OLAP operations on encrypted data in the database server 
based on the application SQL query and encrypted results 
will be  send back to the application/proxy and where 
application/proxy decrypts the results. In this paper, we 
have presented a key management technique for proxy 
based security solutions where required keys are 
generated in the proxy using mechanism based on NIST 
recommended SP800-132 key management. These keys 
used to encrypt the data using encryption algorithms in 
the proxy such way that direct operations on encrypted 
data are possible in the database server. This algorithm 
generates required encryption keys used in the proxy from 
user provided password from application dynamically. 
This eliminates storing the encryption keys in the proxy 
hence avoids all kinds of attacks on the stored encryption 
keys in the proxy. Unlike CryptDB, no encryption keys 
are stored in the proxy and required encryption keys are 
generated in the proxy when user logins into the 
application and all the encryption keys will be deleted in 
the proxy once user logout from the application. This kind 
of security solution satisfies much regulatory compliance 
by not storing the keys. 
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Time of flight Measurement Method to Determine
the Milk Coagulation Cut Time

Mourad Derra, Abdellah Amghar, and Hassan Sahsah

Abstract—The coagulation time is often used as a reference to
determine the time of cutting the gel, in order to expel whey trapped
in the pores of the gel, [1]. Cutting time means that the gel has
reached a certain firmness allowing passage from the enzymatic
phase to the physico-chemical phase of the cheese making process.
Therefore, cutting the gel earlier or later will have negative effects
on the quality of the final product. So, optimal evaluation of the
coagulation time is necessary to maximize qualitative and quantitative
cheese yields. In this work a non-destructive ultrasonic technique
is developed to monitor in real time the coagulation process of
renneted milk in order to determine the coagulation time. The latter
is determined with high precision by exploiting changes of the time
of flight in the coagulating milk. We have developed a non-invasive
technique that uses a single transducer, what is very important in the
food industry.

Keywords—Real time control, time of flight, milk coagulation,
coagulation time.

I. INTRODUCTION

THE conversion of milk into cheese involves four steps:
coagulation, drainage, salting and ripening. The coagula-

tion step is the most important in the process of cheese making,
it consists of two consecutive phases: enzymatic phase and
physicochemical phase. This step is generating an increasing
interest in the cheese industry since it plays a decisive role in
determining the quality of the final product. Therefore, mastery
and good control of this stage of cheese production remains
the major concern of both researchers and industrialists. In the
manufacture of the majority of cheese varieties, milk proteins
are coagulated to convert milk from liquid to semi-solid state
(gel) in which the fat globules, the water and the materials
are trapped in pores.When a certain strength of the gel was
achieved due to the coagulation process, the gel was cut into
slices of about 7 mm cubic. The coagulation matrix shrinks
and causes the expulsion of whey from cubes (syneresis), thus
leading to a two-phase system: curd and whey. After that
the separated curd from whey is processed more to achieve
a cheese product. Current practice in the cheese industry is to
cut the gel after a fixed time of the enzymatic reaction or to
rely on the subjective judgment of an operator to determine
the correct cutting time. Conventionally, many manufacturers
of cheese cut the gel 30 minutes after adding rennet to the
milk in order to meet the factory programs, [2]. This practice is
uncertain because many factors affecting the gel properties are
not constant. For this reason, a more objective determination
of cutting time will improve the cheese making and maximize

M. Derra, A.Amghar and H.Sahsah are with Laboratory of Metrology
and Information Treatment, Faculty of Science, Agadir, Morocco. email:
mourad.derra7@gmail.com

performance, [3]. Several studies aimed at controlling in real
time the process of milk coagulation were carried out to
determine the clotting time and therefore the perfect time
for slicing the gel. These works are based on electrical, [4],
thermal, ([5]-[7]), optical, ([8]-[11]), and viscometric methods,
([12]-[15]). However, most of these methods have a destructive
character that their direct contact with the coagulum causes
the deformation of the gel what limits the quality of the final
product. To find more effective ways having a non-destructive
nature, then the use of ultrasound proves interesting, ([16]-
[21]). Because of their ease of placing in-situ and their non
destructive properties, the techniques of ultrasonic wave prop-
agation seem particularly well suited to monitor the gelation
of the milk.

Ultrasonic velocity and attenuation have become very valu-
able tools for studying the physical properties of matter. For
this reason many studies on milk coagulation, ([16]-[21]) are
based on the monitoring of these two quantities (velocity and
attenuation) during the clotting process using the technique of
transmission. However, these studies use only the attenuation
evolution to determine the clotting time. Using an ultrasonic
resonator technique Buckun and al. [22] measured with a
good resolution the velocity of phase and attenuation during
coagulation. However, this technique has not been used to
determine the clotting time. Another method of F.Bakkali and
al. [23] use an ultrasonic pulse technique by reflection for
determining the clotting time from the phase velocity changing
by calculating the second derivative of the polynomial function
obtained by smoothing the experimental curve of the phase
velocity [23].

In this work, we have developed a non-destructive ultrasonic
technique for monitoring changes in the time of flight during
the enzymatic coagulation of milk.

II. MATERIALS AND METHODS

A. Materials

We conducted our experiments with skim milk powder from
the same package, purchased commercially. For 90 g of water
we added 13 g of skimmed milk powder. Everything is highly
homogenized and placed in a thermostatted water bath at the
desired temperature for 30 minutes before being rennet. The
rennet used is sold in pharmacies under the name Caille-
lait universel 0.22 g / l , a product of society COOPER
Morocco. Rennet tablet is dissolved separately in a little
water. The proportions recommended by the manual rennet
have been respected; the equivalent of one tablet per liter of
reconstituted milk. Homogenization of the whole milk + rennet
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TABLE I
EXPERIMENTAL CONDITIONS.

Conditions (notation) Temperature
(◦ C)

Rennet con-
centration
(g/liter milk)

Standard temperature (ST) and
standard rennet (SR)

37 0.22

Standard temperature (ST) and low
rennet (LR)

37 0.20

Standard temperature (ST) and
high rennet (HR)

37 0.24

High temperature (HT) and stan-
dard rennet (SR)

42 0.22

Low temperature (LT) and standard
rennet (SR)

32 0.22

is necessary to avoid creating bubbles. The acquisition of the
signal received by the transducer at every step of one minute is
launched on PC. The data is then processed in the LabVIEW
program in order to determinate the viscoelastic parameters of
milk. As the temperature and the concentration of rennet are
the main factors affecting the enzymatic phase of coagulation
of milk, ([17]-[24]) three levels of each of these parameters
were considered during the experiments. They represent a
standard level and two levels, one is below and the other is
above (see Table 1).

B. Experimental device

The figure 1 shows the device of measurement used. A
center frequency transducer of 5 MHz (0.5 in, crystal diameter,
A309S-SU Model, Panametrics, Olympus) immersed in water,
is used to make the ultrasonic impulse crosses the container
enclosing the milk sample. The whole is in a thermostat
tank. The sensor is connected to a generator pulse (Sofranel
Model 5073PR, Sofranel Instruments) which plays the role of
transmitter/receiver that sends the electric signal. The received
signal after interfaces reflections : water / plexiglas, Plexiglas
/ milk and milk / glass, is amplified and digitized by a
PicoScope. The different treatments applied to digital signal
obtained are performed using a LabVIEW program, developed
in this work and implemented on a personal computer.

Fig. 1. Experiment setup

The incident signal follows the path shown by the diagram
of figure 2.

C. Control in real time under labVIEW interface of coagulat-
ing milk

We start the control by acquiring the formed signals on the
computer based on an application programmed with labVIEW

Fig. 2. Different paths of propagation

language. The realized program allows us to specify the
number of wanted acquisitions during the experiment and the
time between each other. This program captures each time 50
signals and realizes an averaging to neutralize noised signals.
The resulting signal represents for the user a single acquisition
(Figure 3).

This signal comprises a first part composed of three echoes:
• echo A1, linked to the specular reflection of the incident

beam at the interface between water and the first face of
the plate 1,

• the second echo A2 corresponding to the reflection at the
interface between the second side of the plate 1 and the
enclosed milk,

• the third echo A3 corresponding to the second back and
forth in the plate 1.

The second part includes also three echoes, having traversed
all the trapped milk in back and forth:

• the first echo A4 corresponds to reflection at the interface
between the milk and the plate 2,

• the echo A5 represents a superposition of two echoes :
one make a back and forth in the plate 1, and the other
one in the plate 2,

• the third echo of the series A6 corresponds to a super-
position of three echoes : an echo which made two back
and forth to the plate 2, an echo that made two back and
forth to the plate 1, and an echo corresponding to a back
and forth in the plate 1 followed by a back and forth in
the plate 2.

D. Technique of measuring the time of flight

The time of flight is written as in the following formula :

tv =
1

2
[(t4a − t2a) + (t4b − t2b)] (1)

III. RESULTS AND DISCUSSIONS

Ultrasonic techniques developed until today to determine the
clotting time, are based on the evolution of the phase velocity.

The latter, as it was used by F.Bakkali and al.[23] consist to
use the second derivative of the phase velocity and consider the
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Fig. 3. Typical waveform of the reflected ultrasonic signal

extreme of this second derivative as the transition point which
marks the end of the enzymatic phase of coagulation. This
transition point has been identified as clotting time ([18],[19]).

In this work, we applied this method for determining the
clotting time in our experimental results, and we compared it
to our method based on exploitation of the the time of flight.
The figure 4 present, in our standard experimental conditions,
the change as a function time of the smoothed time of flight
and its second derivative. The values of the clotting time
measured from the second derivative of phase velocity are
grouped for the different experimental conditions in table 2.
The time of flight obtained at different rennet concentration
and temperature is shown in figures (5 ; 6 ; 7 ; 8 ; 9).

Fig. 4. Identification of the transition point from the second derivative of
the time of flight under standard conditions

Fig. 5. Time of flight through milk coagulation at ST/SR

The method for determining the clotting time based on the

Fig. 6. Time of flight through milk coagulation at ST/HR

Fig. 7. Time of flight through milk coagulation at ST/LR

evolution of the time of flight remains one of the novelties of
this work. The values of clotting time measured from the time
of flight are grouped for different experimental conditions in
table 2.

Note that the transition point at an elevated temperature
(42 C) is earlier than in the case of the standard temperature
(37 C). The same applies to a high rennet concentration,
the transition point is earlier than in the case of a standard
concentration. This indicates that the coagulation is much
faster than the temperature or the rennet concentration are
high.

IV. CONCLUSION

In the previous method the calculation of phases used to
compute the phase velocity, two spectra whose phase varies
between −π

2 and π
2 are obtained, however, it is necessary to

achieve continuous phase spectra for the calculation of the
speed of phase. Which required unwrapping the phases into

TABLE II
CLOTTING TIME MEASURED FOR THE DIFFERENT EXPERIMENTAL

CONDITIONS OF TEMPERATURE AND RENNET

Condition Phase velocity Time of flight
ST/SR 35.40 0.93 34.95 1.04
ST/HR 24.70 1.04 24.26 1.02
ST/LR 36.38 0.61 35.86 0.45
HT/SR 27.45 0.99 27.51 1.02
LT/SR 39.81 2.40 39.38 2.83
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Fig. 8. Time of flight through milk coagulation at HT/SR

Fig. 9. Time of flight through milk coagulation at LT/SR

continuous form. This unwrapping needs a signal that contains
a huge number of values. The new ultrasound technique
developed in this work allows us to determine the clotting
time, based on time of flight changes. Due to the simplicity
of its conditions, this technique may replace the method of
determining the coagulation time based on the evolution of
the phase velocity.

So this technique proves to be well suited for this kind of
control: it is non-destructive and non invasive, especially since
it makes - using a program - a real-time control.
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Ensurance and simulation of electromagnetic 
compatibility: recent results in TUSUR University 
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Roman Akhunov, Ilya Kalimulin, Roman Surovtsev, Maxim Komnatnov, Alexander Gazizov 
 

Abstract—The paper presents and summarizes theoretical 
and practical results of recent electromagnetic compatibility 
(EMC) projects which are focused on the development of 
approaches, technologies and software for EMC of electronic 
equipment. Some representative results of EMC simulation and 
ensurance are presented. Outlook for applications of the obtained 
results in future projects of TUSUR University is given. 

Index Terms—EM software, EMC, signal integrity, simulation 

I. INTRODUCTION 

In the design of critical equipment it is necessary to take into 
account the requirements of the electromagnetic compatibility 
(EMC). These requirements continuously increase as the 
packaging density and upper frequencies of desired and noise 
signals in critical electronics grow. Actual EMC testing of the 
electronics and repetitive redesign due to failure to comply 
with increasingly strict EMC requirements considerably raise 
the price and duration of the design process. 

A representative example of the critical equipment is a space 
vehicle. The EMC problem is especially of current concern for 
prospective space vehicles. Their distinctive features such as 
unified electronic modules based on the “system-on-a-chip” 
technology, unpressurised chassis and increased lifetime (up to 
15 years and more) make the EMC ensurance and simulation 
even more difficult. In particular, increasing packaging density 
and, consequently, crosstalk in printed traces requires a signal 
integrity analysis. Unpressurised chassis worsens the shielding 
efficiency of the whole space vehicle for certain frequency 
ranges and requires special approaches to the simulation of 
chassis elements’ shielding. Increased to 15 years lifetime 
makes the provision of significantly overestimated interference 
immunity margin necessary since noise electromagnetic 
excitations may grow during this period to such high levels 
which can be hardly predicted.  

Therefore, careful analysis of a wide range of signal 
integrity, power integrity and EMC issues must be performed. 
However, focus on the analysis problems without computer-
aided synthesis and optimization often makes the design 
ineffective and leaves hidden the resources for its 
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improvement. To investigate these problems and develop 
appropriate solutions, a number of EMC projects was and 
being conducted at Tomsk State University of Control Systems 
and Radioelectronics (TUSUR University) for 2009–2016 
years. Brief summary of new results on EMC simulation for 
space projects of TUSUR University, showing state of the art 
in the field to interested receachers has been presented recently 
[1]. The aim of this review paper is to present and summarize 
the results of the last projects and provide an outlook for 
applications of the obtained results in current projects. This 
paper is considerably extended: by representative data for the 
results only shortly described previously; by results not of 
simulation only but its application to ensure the EMC; by new 
results obtained not only in the space but other EMC projects. 

II. THEORETICAL RESULTS 

A. Quasi-static and Electromagnetic Analysis 
Several derived analytic models [2] for time-domain 

response calculation of cascaded transmission line sections 
with capacitive loads have been implemented in the TALGAT 
software. Moreover, 4 new models for 2D configurations [3] 
and 2 new models for 3D ones [4] have been implemented for 
the analytical calculation of linear system matrix entries when 
obtaining the capacitive matrix of arbitrary structures. The 
program implementation allows computing the L, C, and G 
matrices for arbitrary interconnections of high complexity and 
density which are characteristic for the components of the 
“system-on-a-chip” type.  

Simple, but representative example of the new 2D models 
usage is shown here on characteristic impedance (Z) 
estimations for three cases of a differential pair (Fig. 1). For 
ordinary case of rectangular conductors (Fig. 1(a)) Z=50.42 . 
For the more real case of the curvilinear upper corners 
(Fig. 1(b)) Z=51.42  that is by 2% more. At last, for previous 
case covered by CARAPACE EMP110 solder mask of 
thickness 20 m and polyparaxylylene water resistant layer of 
thickness 15 m, as taken from real world printed circuit board 
(PCB) of spacecraft, (Fig. 1(c)) Z=48.53  that is by 4% less 
than in the first case. Such deviations are considerable for 
signal integrity, but can be controlled using the new models.  

At last, the classical algorithm [5] using RWG-functions for 
electromagnetic analysis of arbitrary structures consisting of 
conductive patches has been improved by means of the 
calculation of the integrals using analytic formulas [6]. 
Comparative results of the first entry of Z matrix computation 
by these formulas and Newtone–Kotes integration for a plate of 
width 0.5 excited by plane wave are shown in Table I.  
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(b) 

 
(c) 

Fig. 1.  Scaled cross sections of differential pairs of (a) rectangular, (b) 
curved, (c) curved and covered  conductors 

 
TABLE  I.  

THE RESULTS OF COMPUTING THE REAL AND IMAGINARY PARTS OF Z11  
Computing the integrals Re(Z11),  Im(Z11),  t, ms 

Numerical, accuracy 1 4.814.10–8 –5.327.10–9 95 
Numerical, accuracy 0.1 4.902.10–8 –5.326.10–9 453 
Numerical, accuracy 0.01 5.101.10–8 –5.324.10–9 1322 
Numerical, accuracy 0.001 5.293.10–8 –5.327.10–9 6000 
Analytic 5.328.10–8 –5.327.10–9 502 

 
From Table I one can observe that when increasing the 

integration accuracy the results obtained converge to those 
obtained by analytic formulas. However, the time of numerical 
integration increases (12 times for the integration accuracy 
equal to 0.001), whereas the time of computing the integrals by 
analytic formulas remains constant.  

B. Solution of Linear Algebraic Systems 
The modeling in the range of parameters is often required. 

Example of the quasi-static problems is the capacitance matrix 
C calculation by method of moments for the frequency 
dependent dielectric constant. In this case, for each frequency a 
linear algebraic system is solved (order of the matrix N is 
defined by a sum of subintervals on conductor NC and 
dielectric ND boundaries) with NCOND (number of conductors in 
the structure) right hand side vectors. Thus, the time of 
calculation is proportional to the number of frequency points. 
However, for this case (of the dielectric constant variation), 
only the elements in the lower part of the main diagonal of the 
matrix (corresponding to the dielectric subintervals) are filled 
again for each frequency point. Therefore, the exploiting the 
incomplete change of the linear system matrix will 
significantly reduce the time of multiple calculations. 

For this aim the block LU-decomposition is useful, wherein 
the original matrix is divided into blocks: S11 of size NC×NC, 
S12 – NC×ND, S21 – ND×NC, S22 – ND×ND. Only S22 entries are 
recalculated for each frequency point. The algorithm of the 
block LU-decomposition: 

1. Assign U11 = S11, U12 = S12.  
2. Calculate L21= S21U11

–1.  
3. Calculate U22 = S22 – L21U12. 
Obviously, the changing only the S22 diagonal entries 

changes U22 entries, because of (assigning U11 = S11
–1 at the 

first step) all the remaining blocks (U11, U12, L21), including 
product L21U12, remain unchanged. Thus, for the M 
calculations the only time consuming expansion of linear 
system matrix and subsequent M–1 computations of U22 block 
are needed. Obtained expression for the maximum 
acceleration for the block LU-decomposition at M → ∞: 
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where T1 – time of the first solution, which includes inverting 
the U11 of size NC×NC and the subsequent solution of the linear 
system with finding right hand side vector; TS – time of 
computing the U22=S22–L21U12 and further solving the linear 
system. It is evident from the expression that the more the M, 
the smaller the acceleration depends on the time of the first 
solution. Moreover, the acceleration to a large extent depends 
on the size of the S22 block. Thus, for large M, N and small ND 
the maximum acceleration of the multiple calculations can be 
obtained, whereas for small M and large ND the acceleration 
will be negligible or not at all. The block LU-decomposition 
has been implemented and investigated for acceleration of 
multiple solution of linear equations with partly changing 
matrix. Acceleration by factor of more than 2 has been 
obtained for the simulation of the SNP 339 type connector. For 
particular structures, the acceleration can be up to factor of 35. 

Obviously, if the analysis is required when changing the 
geometrical parameters of the structure, the matrix entries will 
vary in arbitrary places, and therefore the above-mentioned 
approach is not applicable. To overcome this problem a use of 
iterative methods was proposed. 

The algorithm for multiple iterative solution of the linear 
system with partially changing matrix was presented in [7]. In 
this algorithm, the preconditioner matrix M is formed from the 
first linear system. Further, this matrix (without recalculation) 
is used for solving the following linear systems, thereby 
reducing the total solution time with acceptable accuracy. 
Finally, it was supposed that a similar algorithm can be applied 
when changing the sizes of the structure being analyzed. As a 
first step in this direction the reduction of the residual norm 
was investigated for solving the 10 linear systems, obtained by 
small changes for several parameters of a structure [8]. 
Example of these calculations for dielectric height (h) of 
microstrip line (Fig. 2) is presented in Fig. 3. 

 

w 

h 

t 

εr 

 
Fig. 2. Cross section of structure under consideration  

All obtained results show that it is possible to use as a 
preconditioner the factorized matrix computed from initial 
parameters for multiple iterative solution of linear systems 
when changing the any parameters. But as the difference 
between the values of these parameters increases (by factor 2) 
the number of iterations also increases. Therefore, it is 
important to know the maximum number of iterations when the 
time required for solving by the iterative method is less than by 
the direct method. If the solution does not converged, then it is 
possible to recalculate preconditioner to get the solution 
convergence for total range of changing the parameters. In any 
case, the proposed approach may decrease considerably the 
time of multiple iterative solution of linear systems. Estimates 
of the speed up may be easily performed. 
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Fig. 3. Dependence of relative residual norm (r j) on the number of iterations 
(j) for h=250, 300, ..., 700 µm  

 
It was shown that the use of compressed sparse row format 

(CSR) for storing a preconditioner matrix is effective to reduce 
the computational cost. Acceleration of iterative solution of 
linear systems with dense matrices using sparse matrix storage 
formats has been considered in details [9]. Formulas for 
comparing the sparse matrix storage formats have been 
derived. An iterative algorithm for solving linear algebraic 
systems using sparse row format for storing prefiltered 
preconditioners has been designed. A modification of the 
sparse row format leading to 1.14–1.23-times speed-up for 
matrices of order 1000 has been suggested. It has been 
demonstrated that as opposed to the usual storage format, the 
sparse row format provides for 1.5–1.6-times speed-up in 
solving the linear systems of orders 4800, 6000, and 8000. The 
use of the obtained results allows one to reduce both memory 
and time requirements in solving large-scale problems with 
dense matrices.  

Then, improvements to the ILU(0) factorization algorithm 
for preconditioning linear algebraic systems with dense 
matrices have been suggested [10]. (The preconditioner is 
stored in compressed sparse row format.) On the example of 
the problem of computing the electrical capacity of two stripes, 
it has been demonstrated that the modifications proposed 
provide for a significant reduction of the time for computing 
the ILU(0) preconditioner (up to 4 times) and for solving the 
preconditioned linear system (up to 2.5 times). 

On real PCB structure problems, a new investigation has 
been performed in order to reveal the optimal value of the main 
parameter (drop tolerance) of the iterative solution of linear 
systems. The algorithm for calculation of capacitance matrices 
of structures of conductors and dielectrics using the method of 
moments has been improved for case of multiple calculations. 
The improved algorithm has been shown to work up to 4 times 
faster than the initial one.  

The possibility of multiple iterative solution of linear 
systems was further investigated for computing the capacity of 
microstrip line in the wide ranges of its sizes. 

To accelerate the iterative process two ways were 
considered. The first one is a use of a previous linear system 
solution (vector xi–1) as an initial guess for a following solution 
(vector x0

i), i.e. x0
i=xi–1 (for the first system a unit vector are 

used). The second one is the use of preconditioning matrix M, 
obtained by solving the first linear algebraic equation, i.e. 
Мi=М0. In computational experiments four options were used: 
in option 1 acceleration was not used. In options 2 and 3, these 
ways were used separately, and in option 4 these ways were 
used together. 

The previous structure (Fig. 2) was investigated. The aim of 
the experiment was to evaluate the time expenses required for 
the calculation of 100 capacitive matrices obtained by changing 
one of the dimensions of the structure: dielectric height h (in 
the range of 12–112 m or 933%); conductor width w (in the 
range 18–118 m, or 656%); conductor height t (in the range 
of 6–106 m, or 1767%). The number of segments on each 
boundary of structure has not changed, which allows for 
constant order N=1600 of the linear system matrices for correct 
comparison. As iterative method the BiCGStab method was 
chosen. Iterations were continued until the relative norm of the 
residual vector was more than 10-8. Gaussian elimination was 
used for comparison. 

Ratios of the total (for 100 linear systems) solution times by 
Gauss elimination and by iterative method are shown in Table 
II for all options. Calculations have demonstrated the 
effectiveness of the proposed acceleration ways. The number 
of iterations when using the option 4 is minimal, that reduces 
the total time of 100 of linear systems solution by factor about 
5–12 and proves the effectiveness of the combined usage of 
acceleration ways.  

 
TABLE  II.  

TOTAL ACCELERATION OF MULTIPLE SOLUTIONS  
OF 100 LINEAR SYSTEMS FOR ALL OPTIONS  

Changed parameter Option 1 Option 2 Option 3 Option 4 
h 0.48 1.32 6.49 11.77 
w 0.31 1.15 5.87 10.98 
t 0.37 1.28 2.87 4.92 

 

C. Modal Filtration 
Theoretical investigation of modal filtration in the printed 

circuit boards (PCBs), cables and separate modal block-filters 
led to the following results [11–13]. An important condition for 
the choice of the resistive loads at the ends of a modal filter 
(MF) section has been found which provides for equal 
magnitudes for the pulses decomposed at the filter output. An 
analytic expression for calculation of normalized magnitudes 
of the decomposed pulses as a function of wave impedance of 
even and odd modes has been derived. The dependency of 
these magnitudes on the coupling in the MF line has been 
demonstrated. Analysis of the power which is dissipated by 
resistors at the ends of active and passive conductors of multi-
stage MF has been performed [14]. The analysis showed how 
one can select resistors by their dissipation power for given 
excitation parameters. A possibility to use widely available flat 
power cables as a protection against dangerous pulses by 
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means of decomposition into pulses with smaller magnitude 
has been revealed [15, 16]. This device has been shown to be 
radiation-resistant because it contains no semiconductor 
elements; cheap because besides the cable it contains just 
resistors; light and reliable since even short-circuits or gaps of 
cable conductors can be used instead of resistors. A modal 
block-filter structure with optimal parameters has been chosen. 
An experiment with a single-stage modal block-filter has been 
performed which validated the outcome of the theoretical 
investigation. 

Cross section of the simplest (one-layer) planar structure 
comprising three conductors on one side of a dielectric 
substrate is shown in Fig. 4. Left conductor is active, central 
conductor is reference, and right conductor is passive.  

εr = 5 h = 0.5 mm 
w w w s s 

 
Fig. 4.  Cross section of (one-layer) line section planar structure. 

 
The typical length of printed coupled lines meandered on 

usual double-sided printed circuit board may be roughly 
assumed as 10 m for square of 1 dm2. Therefore the difference 
of per unit of length delays of 1.3 ns/m (multiplied by the 
length) for these lines will allow decomposition of the pulses 
shorter than 13 ns. Use of two-layer structures is more 
preferable because the higher value of the difference of per unit 
of length delays permits to decompose longer pulses or, 
alternatively, to shorten the minimum length of a cable for 
previous pulse durations. For example, the improvement may 
be almost by factor of 1.5 in comparison with the one-layer 
structure. Use of high permittivity dielectrics allows improving 
the presented results proportionally to r, by factor of 6.  

Cross sections of three conductor flat cables are shown in 
Fig. 5. All types of the cables have been classified in two 
kinds: with and without air gaps in cross section.  

 

b 

r3 

a 

r1 

r2 

 
(а) 

 
а 
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r2 

r3 

 
(b) 

Fig. 5.  Cross sections of cables with (a) and without (b) air gaps. 
  

The typical length of low-voltage power cables may be 
assumed 10 m for domestic (room) and 100 m for floor (house) 

applications. Then the difference of per unit of length delays 
0.3 ns/m (multiplied by the length) for these cables will allow 
dividing the pulses shorter than 3 ns and 30 ns accordingly. 
Use of cables without air gaps is more preferable because the 
bigger value of the difference 0.5 ns/m permits to extend the 
pulses up to 5 ns and 50 ns accordingly or, alternatively, to 
shorten the minimum length of a cable for previous pulse 
durations.  

Modal filter consists of N cascaded sections having the same 
cross sections but twice length (Fig. 6).  

е 
1 2 N 

R R R R R R 

R R 

 
Fig. 6.  Schematic of the modal filter. 
  

To illustrate the functioning of the modal filter, we consider 
an example of the time-domain response calculation for 
excitation between signal (active) and reference conductors by 
short trapezoidal pulse. Rise, top and fall times for the pulse are 
equal to 100 ps each, while the magnitude on matched load is 
equal to 500 V. Waveform of the voltage between signal and 
reference conductors at the end of 6 cascaded sections is shown 
in Fig. 7. It is seen that an original pulse is decomposed to 
26=64 pulses. They must have magnitudes 500/64=7.8 V, but 
the observed magnitude is about 7.5 V, possibly, due to small 
mismatching. (It was assumed when modeling that losses and 
dispersion in lines are negligible.) 

 
Fig. 7.  Resulting waveform (V, s) of 500 V input pulse decomposition in 
printed modal filter into 64 pulses with small magnitudes (by factor of 64). 

 
To obtain more proper R value, an analytic expression for 

even/odd mode magnitudes (normalized to E value) is used 
Ue,o/E = (1+pLe,o)/2·Pe,o, (1) 
where pLe,o = (R–Ze,o)/(R+Ze,o), Pe,o = 1+R/Ze,o.  

Equalization of even/odd mode magnitudes after simple 
manipulations gives the well known condition 
R=(ZeZo)1/2. (2) 

Pulse magnitude for R=(ZeZo)1/2 is easy to obtain 
analytically, substituting (2) into (1), after simple 
manipulations as 
U/E=(Ze/Zo)1/2/((Ze/Zo)1/2+1)2. (3) 

This simple, but general formula expresses essentially the 
dependence of the one-stage MF attenuation on the coupling 
through the relation of even and odd mode impedances. Use of 
analytic formula (3) permits quick and accurate estimation of 
MF attenuation without computation of time domain response. 

On condition (2) the voltage at the input of the filter is 
U0=E/2. Then, assigning the output voltage of a stage by U1, 
we have one-stage attenuation 
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U1/U0=2(Ze/Zo)1/2/((Ze/Zo)1/2+1)2, (4) 
and assigning k=(Ze/Zo)1/2, we have simpler forms for 1 stage 
U1/U0=2k/(k+1)2 (5) 
and n stages 
Un/U0=[2k/(k+1)2]n. (6) 
The dependency of the power dissipation on the resistors of 
the n-stage MF on the input pulse duration tin=td+0,5tr+0,5tf 
(at the level of 0.5 of the magnitude) has been investigated and 
the following results have been obtained: 

1. The power at the beginning of the passive conductor is 
distributed among the stages in proportion to their length. 

2. The sum of average powers at the beginning of the 
passive conductor of all stages remains almost constant for MF 
implementations with any number of stages provided that the 
total mode delay difference is the same in all MF 
implementations. 

3. The more stages are implemented in the MF, the bigger 
total power dissipates on the loads at the end of the passive 
conductor of all stages. This trend can be observed for all 
ranges under study (in the range as well as out of the range of 
MF effective filtration).  

4. Increase in the number of the MF stages leads to 
the decrease of the MF effective filtration range since the input 
pulse energy distributes between the active and passive 
conductors equally.  

5. If the stage length grows from the beginning to the end of 
the MF, the power which is dissipated on the resistors at the 
beginning of stages grows by factor of 2 from stage to stage; 
the power which is dissipated on the resistors at the end of 
stages decreases by factor of 2 from stage to stage. 

III. PRACTICAL RESULTS 

A. Improved Simulation 
The implementation of the improved iterative methods for 

solution of linear systems decreased the time needed for the 
EMC simulation of spaceborne equipment. The investigation of 
the spline approximation and the Godunov’s method lead to the 
development of a universal instrument for approximation of 
different dependencies and alternative approach to the 
calculation of transmission line (nonregular and with non-
linear loads) time-domain response. The usage of the 
alternative approach is useful for verification of the simulation 
results obtained by means of the main approach.  

The application of the Godunov’s method to such structures 
has been done for the first time. Numerical method of inverse 
Laplace transformation has been implemented as well. 
Response calculation results for structures of 1, 2, 3 line 
sections with linear and non-linear loads have been presented. 
To demonstrate the usage of the implemented methods, 
examples of the analysis of real electric interconnections in 
spaceborne equipment PCBs have been obtained.  

Capacitances for different real 3D-structures of spaceborne 
equipment have been calculated: contact pads, footprints, 
crossing of two conductors, interlayer via, SNP 339 connector. 

Analytic models for shielding effectiveness (SE) calculation 
of typical structures (metal plate and rectangular chassis with a 

slot) suitable for quick estimations of real spaceborne 
equipment structures have been implemented. These models 
have been tested on the following comparative estimations: 
magnesium alloy and aluminum plates, UEM case of various 
sizes, connector case with an overlapping slot. Example of 
electric field SE frequency dependence calculated for a 
distance of 1 mm from the metal plate is shown in Fig. 8(a). 
One can see a presence of the pronounced SE minimum, 
because of which the SE is reduced at some frequency range 
with increasing the frequency. For copper, the minimum 
corresponds to the frequency of 0.1 MHz, for aluminum – 
0.2 MHz, and for magnesium alloy – 1 MHz. It is the presence 
of this minimum that leads to the existence of the frequency 
range on which the SE degradation increases with increasing 
the frequency. For example, the SE at the frequency of 
0.2 MHz is reduced by 20 dB, whereas at 1 MHz – 30 dB. It is 
worthy of note that this minimum dropouts with the plate 
thickness increasing, as shown in Fig. 8(b). Therefore, similar 
estimations are relevant also for a thin foil. 
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Fig. 8. Frequency dependence of electric field SE at a distance 1 mm from a 
plate: (a) of thickness 0.5 mm for different metals; (b) of thickness 0.5–
3.5 mm for magnesium alloy 

 
Example of SE connector case (Fig. 9) estimation, being 

actual for protection of sensitive circuits' junctions for a 
spacecraft with unpressurised chassis from external fields, is 
shown in Fig 10. It shows the influence of the aperture (w) of 
the front wall of the connector case (a×b×d=29.5×8×21.5 mm) 
in the frequency range up to 20 GHz. From Fig. 10 one can see 
that at frequencies up to 1 GHz for the gap aperture of 2 mm 
SE value increases about 20 dB in comparison with a fully 
open aperture, while in the intervals between the resonant 
frequencies it increases about 10 dB, whereas at the resonance 
frequencies the SE may degrade. 

 
Fig. 9. A model of connector case 

SE, dB SE, dB 
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Fig. 10. Frequency dependence of SE inside of the connector case at distance 
p=10 mm 

B. Modal Technologies 
A technology for reduction of signal distortion in the printed 

conductors using optimal choice of conductor and dielectric 
parameters has been proposed. To decrease modal distortion in 
active conductor and far-end crosstalk in structures with 
nonhomogenous (in cross-section) dielectric filling, an 
additional dielectric layer (such as moisture-protective coating 
layer) covering the PCB surface has been proposed. The 
applicability of this technology has been verified by simulation 
of a real PCB fragment. The value of this technology consists 
in its implementation without either change of routing or 
introduction of additional components. Only the optimal 
varnish thickness must be selected at the latest stage of the 
PCB manufacture. This can be easily done, for example, by 
means of the polyparaxylylene covering with precisely 
controlled thickness. The described technique is demonstrated 
by the simulation of the eight-wire bus of the spacecraft PCB 
(Fig. 11).   

 
1 2 3 4 5 6 7 8 

 
(a) 

Varnish 
Solder mask 

Conductor 

Prepreg  
(b) 

Fig. 11 Eight-wire bus: (a) cross section and (b) increased fragment of it  
 
Thickness of a covering varnish hV is changed with fixed 

other parameters. The near end of the outer conductor was 
excited by the trapezoidal pulse (EMF of 6 V, front/decay 
duration of 1 ns, flat top duration of 8 ns). The crosstalk 
waveforms at the ends of passive conductors of the bus are 
shown in Fig. 12 (for case of 5  at the near ends and 1 M at 
the far ends of passive conductors) for different hV values. One 
can observe the original crosstalk level of 2 V for hV=5 m 
and the crosstalk reduced down to 0.8 V for hV=100 m. 
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Fig.  12.  Far-end crosstalk waveforms of eight-wire bus for varnish thickness 
of (a) 5 and (b) 100 m 

 
A modal filtration technology has been developed and 

patented [17] which is based on a new principle of protection 
against short pulses with dangerously high voltage in 
transmission lines. It uses the phenomenon of pulse signal 
decomposition in cascaded transmission line sections. 
Application of this technology allows improving the conducted 
susceptibility of power and signal circuits of PCBs with 
“system-on-a-chip” components. Analysis and implementation 
of modal filtration in various elements of spaceborne 
equipment yielded the following results: the manufacture of 
PCBs with integrated modal protection has been proposed; 
calculation of MF characteristics for nominal values of PCB 
fiber glass and foil thicknesses; MF calculation sequence has 
been presented; possible options for structural implementation 
of MF have been proposed; an experimental investigations of 
ultra-short pulse propagation in 6 prototypes of single-stage 
MF with the broad side coupling (as the most promising), 
frequency characteristics of 2 prototypes as well as ultra-short 
pulse propagation in MF based on the flat cable have been 
performed. A general technique for separate and joint (with 
traditional protection methods) usage of modal filters has been 
presented [18]. The application of the steps of the technique for 
creation of MF based on the flat printed cable or of the printed 
MF has been shown. Design documentation has been 
developed for printed MF production. 

To illustrate this results a symmetrical structure of single-
stage MF with the broad side coupling is shown in Fig. 13, 
where A, P, R denote active, passive, and reference conductors, 
accordingly, while R is resistance value.  
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Fig. 13.  Cross section of symmetrical modal filter structure, schematic of the 
connections and waveforms of the voltage at the active conductor 

The following features of this structure are observed. The 
active and passive conductors and reference conductor as well 
are axially symmetric. Width of conductors (w, w1) may be 
increased for high current, while the separation of conductors 
(s) may be used in order to keep the defined value of 
characteristic impedance. However, the main advantage of this 
structure concludes in the fact that the odd mode propagates 
mainly in dielectric substrate, while the even mode propagates 
only partly in dielectric substrate, but considerably – in air.  

Cross section of other (asymmetric) structure of MF is 
shown on Fig. 14. Peculiarity of this structure is the absence of 
the U-shaped strip line that simplifies MF placement on the 
PCB. As the result the excitation pulse magnitude is decreased 
by factor 5 for the difference of modal delays of 3 ns/m with 
MF length of 0.2 m. 
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Fig. 14.  Cross section of asymmetrical modal filter structure, schematic of the 
connections and waveforms of the voltage at the active conductor 

 
A technology of modal decomposition and restoration, or 

“modal excitation” in short, has been proposed and patented 
[19] in order to reveal hidden possibilities of modal 
decomposition and restoration of pulse and harmonic 
excitations with dangerous magnitude in spaceborne equipment 
structures.  

An essence of the modal decomposition and restoration 
phenomenon consists in the following. If the protective 
equipment (PE) is included between a signal and reference 
conductors before the protected circuit, the dangerous pulse 
may decompose into pulses with smaller magnitude at the end 
of section 1 (Fig. 15). As the result the PE will not protect if 
the amplitude of the decomposed pulses is below the threshold 
of the PE sensitivity. Moreover at the end of section 2 
restoration of dangerous pulse can happen because the modes 
simultaneously come at the end of section 2. As the result it 
may destroy the functioning the subsequent circuits. 
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 Fig.15.  Schematic of the connections and waveforms of the voltage 

 
The modal antipodes are the segments of coupled lines 

wherein the per unit of length propagation delays of odd and 
even modes are equal in magnitude but opposite in sign. Since 
the difference of the modal delays of coupled lines is 
determined by its length multiplied by difference of the per unit 
of length propagation modal delays it is last is determining the 
sign of the difference of the modal delays. Therefore, this is 
important to investigate in future the modal antipodes for 
various real structures. 

The modal probing technology has been proposed for 
contactless detection, identification and diagnostics of 
multiconductor interconnects. Two implementation options 
(active [20] and passive [21]) have been patented. Under 
detection the ability to detect passive (probed) conductors is 
meant. Under the identification the ability to determine the 
amount of probed conductors is meant. Under diagnostics the 
ability to determine passive (probed) conductors breaking is 
meant. It is known that the pulse signal in the N-conductor (not 
including the reference) line with an inhomogeneous dielectric 
filling may be subjected to modal distortion up to modal 
decomposition on N pulses of smaller amplitude due to 
differences of modal delays. Complete decomposition of pulse 
signal in the line with length l will occur if the total pulse 
duration t less than the minimum modulus of the difference 
mode delay propagation in structure, i.e. under the condition 
t < lmin|i–k|,   i, k=1, …, N,  ik, 
where i(k) – delay per unit of length for i(k)-th mode of 
structure. This phenomenon can be applied for detection, 
identification and diagnostics of multiconductor interconnects. 
Generalization of these opportunities herein is called the modal 
probing. If probed conductors have different electrical and 
magnetic couplings with the probing line, the information 
about probed conductors can be obtained from the form of 
modal signal distortion in the probing line.  

Block diagram of the device that implements the principles 
of modal probing is shown in Fig. 16. The device operates as 
follows: the probing pulse from the generator output goes to a 
probing line. The probing pulse passing along the probing line 
is subjected to modal distortion caused by the presence of 
probed wire structure. The receiver gets the signals from the 
input and output of the probing line and sends information to 
the processing unit. All units of the device function according 
to signals of control unit. From the shape of the signals at the 
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near and far ends of the probing line information about the 
probed structure is obtained. 
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Fig. 16. Block diagram of the active modal probing device 

 
The possibility of detection and identification of electrical 

interconnections by modal probing is illustrated by quasi-static 
modeling of the trapezoidal pulse (keystone-shaped) signal 
distortion in the microstrip structures 1.5 m in length (Fig. 17). 
For N=2 (Fig. 17a) at the far end of the probing line (V3) there 
are two pulses rather than one. The second pulse was caused by 
the presence of the probed passive wire (and, as a consequence, 
by the excitation of even and odd modes), electric and 
magnetic couplings with the probing line, and by the fact that 
the total duration of the input pulse was less than the total 
difference between modes delays. The difference of modes 
delays is due to the inhomogeneous dielectric filling of 
structure. For N=3 (Fig. 17(b)) at the far end of the probing line 
(V3) there are three pulses rather than two. The appearance of 
three pulses is caused by the presence of two passive 
conductors, so three modes are excited in the structure and the 
delay difference between them is more than the pulse duration.  

Thus, these results show that using the number of pulses at 
the far end of the active conductor one can determine the 
presence and amount of passive conductors i.e. solve the 
problem of detection and identification of electrical 
interconnections.  
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Fig. 17. The waveforms at the input and output of active microstrip line when 
(a) N=2 and (b) N=3  

The possibility of diagnostics is illustrated by results of 
simulation and experiment of the pulse propagation along the 
flat cable of the PUGNP 3×1.5 type (Fig. 18a). 

For the diagnostics of a passive wire by the modal probing 
the form of a modal distortion of the pulse signal should vary 
depending on the condition of passive wire. One of the 
important problems of electrical connections diagnostics is to 
determine the wire breaks. Let’s consider in Fig. 18(b) an 
effect of passive wire break to a form of modal distortion of 
the pulse signal in the probing line. The waveform at the far 
end of the probing line is shown in Fig 19. As can be seen, 
when passive wire is break, four pulses come to the far end of 
the probing line instead of two as in the case without break. 
(Partial overlap of the pulses is due to dispersion.) Waveforms 
at the far end of the probing line under various boundary 
conditions at the ends of the passive wire are considered in 
more detail in [22]. Modal distortion in frequency domain is 
considered in [23]. 
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Fig. 18.  Cross section (a) of the 31.5 flat cable of the PUGNP type and (b) 
schematic diagram of the examined structure with break in passive wire  

 
(a) 

 
(b) 

Fig. 19.  The waveforms at the far end of flat cable (a) without and (b) with 
passive wire break  

C. Environmental shielded TEM chamber 
At the present time the measurement systems for EMC 

testing, based on various methods and equipment are actively 
improving. One way to improve the characteristics and to 
enhance the tests conducted using various equipment is their 
hybridization. For this propose the idea of integration of TEM-
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cell into the environmental shielded chamber is proposed and 
actively developed. It will permit to gain new knowledge about 
the interaction between internal and external electromagnetic 
and climatic effects on a TEM-cell and a device under test 
(DUT), located in the internal volume of the TEM-cell. 
Besides, it will help to bring the EMC tests (measurements of 
emission and immunity) to the real operating conditions of the 
DUT. For practical purposes, it will be possible, for example, 
to identify failure mechanisms in semiconductor components 
subjected to the thermal and electromagnetic fields. This is 
important when the component is operating at limits of the 
temperature range where the risk of failure of its p-n junction 
due to the cumulative effects of various factors (including an 
ultra wide band pulse) raises. The above-described concept is 
implemented in a new type of chamber (Fig. 20). 

 
(a) 

 
(b) 

Fig. 20. Environmental shielded TEM chamber: (a) exterior, (b) view with the 
open door  

 
The chamber design shown in Fig. 20(a) includes an outside 

case with multilayer shield and RF absorber; external sensor of 
temperature and electromagnetic field; MPU control system; 
LCD display for digital and graphic visualization of the 
temperature and humidity inside the TEM-cell, automated 
removable door at the bottom shown in Fig. 20(b), on the inner 
side of which a test table is placed for the DUT, occurring 
inside the TEM-cell after closing (lifting up) the door. The 

chamber will allow for research and EMC testing of a 
component or a small device on single and joint effects of 
temperature and humidity, as well as measurements of 
emissions from it. 

Also, with this chamber one can get more advanced Spice, 
IBIS and ICEM models of components. Particularly, research 
and testing of new components (modal filters) family is 
planned in this chamber. 

The methods of component tests are based on EMC 
standards, in particular on emission and immunity tests of IC, 
and also include common standards for EMC testing of 
radioelectronic equipment in TEM-cells. During these tests the 
DUT characteristics are measured in wide frequency range (up 
to 3 GHz) when exposing to electric field (up to 3 kV/m) with 
temperature (–50 to +150°C) and humidity (up to 90%). SE of 
the chamber case is more than 40 dB at frequencies up to 
40 GHz. 

D. Other Results 
The optimization of spaceborne equipment by EMC criteria 

(EMC optimization in short) is characterized by a large number 
of parameters and local optima of the objective function in 
conjunction with resource-intensiveness and diversity of the 
underlying analysis problems. Even the application of 
evolutionary algorithms which is the most appropriate option 
for such optimization problems becomes increasingly 
complicated as the complexity of the prospective space vehicle 
EMC simulation grows. Therefore, it is necessary to enhance 
the existing optimization algorithms and propose techniques 
for their effective usage in practice. To this end, a technique 
for EMC optimization of spaceborne equipment has been 
developed and its main steps have been described. The 
technique has been tested on several examples of parameter 
optimization: a microstrip line, a wide-band mathematical 
model of resistor including parasitics, a multiconductor 
transmission line as well as structural optimization of multi-
stage MF.  

Preliminary simulation of EMC testing in accordance with 
MIL-STD-461F standard has been implemented in the part of 
conducted emissions from power circuits of the “system-on-a-
chip” components. 

Preliminary measurement results of the reflection ratio S11 in 
the frequency range from 10 MHz to 20 GHz have been 
presented for two typical components (capacitor and resistor). 
A significant difference between characteristics of idealized 
elements, classical model and real components has been 
demonstrated.  

Below the creating the models of the SMD resistor and the 
wired capacitor is briefly described. For this aim the following 
technique was used: 1) measurement of reflection coefficient 
S11 frequency dependence for a component; 2) calculation of 
impedance Z from S11; 3) approximation of the Z frequency 
dependence by a rational function; 4) expansion of the rational 
function on partial fractions; 5) realization of partial fractions 
by the equivalent circuits, using the methods of circuit 
synthesis; 6) generation of total SPICE-model; 7) model 
verification. 
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Measurement of S11 is performed on the vector network 
analyzer. For performing the measurements the components are 
soldered on SMA connector of coaxial-microstrip transition 
type [24]. To reduce the transition influence the connector pin 
was previously shortened. 

After calculation of Z from S11 the approximation of Z by a 
rational function using the vector fitting method [25] is 
performed. As a result the following rational function is 
obtained 








N

m m

m sed
as

сsf
1

)( . (7) 

The first member of the function is decomposed into several 
sums of fractions with complex conjugate poles of the form 

)()(  js
jba

js
jba





 . (8) 

Each such sum (8) is realized as a parallel _pi circuit 
(Fig. 21), but the remaining members – as cascaded resistance 
and inductance. To calculate the parameters of the circuit for 
the resistance and inductance the formula from [26] are used. 
Total equivalent circuit for the resistor is consisting of 4 
cascaded parallel circuits, resistance and inductance and for the 
capacitor – of 6 circuits. 

 
For verification of the models their circuit analysis in 

TALGAT system was made. The frequency dependences of Z, 
calculated using the obtained models of the resistor and 
capacitor  are shown in Fig. 22. 

Root mean square deviations (RMS) between results of |Z| 
measurement and modeling are equal to 0.701  for the 
resistor, and 11.05  for the capacitor. Thus, it is possible to 
conclude that the obtained models are exact and suitable for 
PCB EMC analysis.  

To import real PCB configurations and prepare them for 
EMC simulation, a TLPCB conversion module has been 
created. Commands implemented in the TLPCB module allow 
reading the PCB designed in Altium Designer into the memory 
and convert it into a format suitable for further processing 
using the TALGAT software. Example of these automatic 
transformations is demonstrated in Fig. 23, wherein firstly a net 
A-B is chosen with defined distance (s) to account for presence 
of neighboring conductors and cross sections of the resulting 
structure are obtained consequently at distance of d, then 6 
intervals (len1–len6) having the unique sections are revealed 
using a graph theory, at last, circuit diagram consisting of 
cascaded multiconductor transmission lines described by 
according L, C, R, G matrixes is obtained. One can observe 
that mutual couplings of neighboring conductors can be 
properly and automatically considered. 

 

 
(a)    (b) 

 
(c) 

Fig. 23. Automatic transformations of (a) printed nets to (b) line intervals and 
(c) to a circuit diagram 

 
As a further extension of this PCB import the capability of 

more detailed representation of the wide bus bending is 
implemented for more precise simulation of high speed signals 
propagation. It is schematically shown in fig. 24. 

 

  
(a) (b) 

Fig. 24. Sketch of (a) bus bending and of (b) a halve of its precise circuit 
presentation  

 
A technique for preliminary EMC analysis of PCBs based 

on qualitative analysis (without simulation) has been developed 

 
Fig. 21. Schematic of the parallel circuit 
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Fig. 22.  Frequency dependence of impedance Z for (a) resistor and (b) 
capacitor: measurement (–), modeling (– –) 
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which allows for obtaining of specific recommendations for 
improvement of the EMC of PCBs without knowing details of 
PCB circuitry engineering and just by changing the PCB 
routing. The technique has been tested by preparation of 
preliminary recommendations for 5 real PCB. All 
recommendations have been taken into account by designers, 
and according to a number of recommendations (about 100), 
changes in the PCB routing have been introduced. Similarly, 
recommendations for a more complex PCB (radio navigation 
electronic equipment unit of spacecraft) have been developed. 

Techniques for obtaining of Spice-models have been 
developed for the following analog components: capacitor, 
resistor, diode, bipolar transistor. Technique for creation of 
models has been developed which takes into account parasitic 
parameters. For some integrated circuits (IC) and analog 
components the preliminary models have been created. 
Techniques for creation of IBIS-models based either on 
physical measurements or Spice-model conversion have been 
developed. An example of database for ICs used for 
spaceborne equipment has been created. 

The results of the improvement of the technique for 
preliminary EMC analysis of PCBs have been presented for 
routing of back-up circuits. The proposed approach for 
reduction of radiated emissions has been shown to be effective 
for the open structure as well as in the presence of conductive 
plate and shielding box. 

The results of the usage of simulation for preparation of 
recommendation to ensure the EMC have been presented for 
PCB power-ground circuits. A possibility to decrease the 
inductance of power-ground circuits by factor of 9 by means of 
conductor routing has been shown. 

The following programs and techniques have been 
developed for real PCBs: programs and technique for 
simulation of electric circuit which take into account parasitic 
parameters of components and PCB; a technique for search for 
circuit parts with problems; a technique for signal integrity 
analysis of real PCB in Altium Designer; a technique for post-
topological analysis of crosstalk in Altium Designer; a 
technique for signal integrity analysis using TALGAT 
software; program and techniques for electromagnetic 
simulations. 

IV. CONCLUSIONS AND OUTLOOK 

In the paper, the results of the recent EMC projects have 
been presented and summarized. First, the outcome in the field 
of quasi-static and electromagnetic analysis has been described, 
in particular, models for calculation of time-domain response 
and capacitive matrix. After that, improvements for solution of 
linear algebraic systems and corresponding speed-ups (up to 
12 times) have been discussed. Then modal filtration in PCBs 
has been considered.  

The practical significance of the obtained results has been 
highlighted in the second section where details about 
developed methods for improved EMC simulation have been 
provided, including the spline approximation, the Godunov's 
method, the analytic models for SE calculation of typical 
structures. Technologies for reduction of signal distortion, 

modal filtration, modal decomposition and restoration and 
modal sensing have been presented with corresponding 
references. Finally, proposed techniques for EMC 
improvement of spaceborne equipment have been briefly 
presented. A number of theoretical and practical results 
obtained are used and will be implemented in the new project 
on the development of prospective equipment for global 
navigation satellite system. The simulation of this equipment 
will be performed using the TALGAT software which includes 
models and features developed during the past project and 
modified during the new project. Application of the techniques 
presented in the paper will guarantee high functional and EMC 
characteristics of the prospective equipment. At last the 
obtained results have formed a base for their extensions in the 
current and future EMC projects of TUSUR University. 
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Abstract— The structural, elastic, electronic, thermodynamic and 

vibrational properties of TbP which crystallize in NaCl (B1), CsCl 
(B2), ZB (B3), tetragonal (L10), WC (Bh), NiAs (B8), PbO (B10) 
and wurtzite (B4) structures were analyzed by performing ab-initio 
calculations based on density functional theory using the Vienna Ab 
initio Simulation Package (VASP). The exchange correlation 
potential within the generalized-gradient apraximation (GGA) of 
projected augmented plane-wave (PAW) was used. The calculated 
structural parameters, such as the lattice constant, bulk modulus and 
its pressure derivative and formation energy and second-order elastic 
constants were presented for all calculated phases. This compound 
exhibits crystallographic phase transition from B1 to B2 phase at 
pressure 55 GPa.  We have performed the thermodynamics properties 
for TbP by using quasi-harmonic Debye model. We have also 
predicted the temperature and pressure variation of the volume, bulk 
modulus, thermal expansion coefficient, heat capacities and Debye 
temperatures in a wide pressure (0-50 GPa) and temperature ranges 
(0-2000 K) for NiAs structure. The electronic band calculations, total 
density of states (DOS) and partial DOS were also presented. The 
computed phonon dispersion curves based on the linear response 
method are predicted. The obtained results are compared with the 
available experimental studies. 
 

Keywords—elastic properties, electronic properties, 
thermodynamic properties, TbP, structural properties 

I. INTRODUCTION 

he rare-earth monopnictides have attracted the interests of 
many researchers due to their numerous physical 
properties like magnetic, elastic, thermodynamics and 

phonon properties [1-21]. Buschbeck et al. [1] reported on the 
first magnetization measurements on TbP and TbSb in 
magnetic fields as high as 140 kOe covering the range from  
 
high to low temperatures. Petit et al. [2] predict an electronic 
phase diagram of the entire range of rare earth monopnictides 
and monochalcogenides, composed of metallic, 
semiconducting and heavy fermion-like regions and exhibiting 
valency transitions brought about by a complex interplay 
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between ligand chemistry and lanthanide contraction. Pagare 
et al. [3] report the high pressure behavior, electronic and 
elastic properties of two lutetium compounds, namely, LuAs 
and LuSb which crystallize in NaCl structure, by using density 
functional theory. J. Schoenes et al. [12] have studied optical 
properties of dysprosium monopnictides and presented their 
experimental and theoretical results. It is known that the 
source of these anomalous arise from the presence of 4f level 
close to the Fermi level [13]. Rare-earth elements are 
chemically very similar owing to an almost identical outer 
electron arrangement. Duan et al. [14] reviewed the electronic 
structures and magnetic properties of many rare-earth 
monopnictides. Because of the fully localized nature of the 4f 
electrons, the direct f-f interactions between neighbouring 
rare-earth atoms are typically considered to be closely 
negligible [14-16]. The earliest ab-initio electronic structure 
calculation of the rare-earth monopnictides was carried out by 
Hasegawa and Yanase in 1977 [17]. There are only some 
papers about TbAs and TbSb monopnictides. Nakanishi et al. 
[18] have investigated the Fermi surface (FS) and magnetic 
properties of rare-earth monopnictide TbSb by means of de 
Haas–van Alphen (dHvA) and high-field magnetization 
measurements. Nakanishi et al. [19] have investigated the 
magnetic and elastic properties of rare-earth monopnictide 
TbSb by means of specific heat, high-field magnetization, and 
ultrasonic measurements. Gordienko [20] has studied 
enthalpies of atomization and formation for some 
monopnictides. We have predicted structural, electronic, 
elastic, thermodynamic and vibration characteristics of TbN, 
using density functional theory within generalized-gradient 
(GGA) apraximation [21]. The TbP compound has not been 
studied very intensively and deeply using the first principle 
methods. Terbium phosphide (TbP) is an intermetallic 
compound of simple rocksalt structure. After the discovery of 
the transition to type-II antiferromagnetism the magnetic and 
elastic properties of TbP have attracted considerable 
experimental and theoretical interest [22]. The aim of the 
present paper is to reveal bulk, structural properties in B1, B2, 
B3, Bh, L10 , B8, B10 and B4 structures and 
thermodynamical, electronic and elastic properties for TbP 
using first principles method with plane-wave 
pseudopotential. Method of calculation is given with some 
formulas in section 2. The obtained results are given with 
tables and figures in section 3. In last section, results and 
discussion are presented. 

The first principles study on the TbP compound 

Y.O. CiftciA*, Y. MogulkocB and M. EvecenC 
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II. METHOD OF CALCULATION 

In the present work, all the calculations have been carried 
out using the VASP [23-25] based on the density functional 
theory (DFT). The electron-ion interaction was considered in 
the form of the projector-augmented-wave (PAW) method 
[25, 26]  with plane wave up to an energy of 500 eV for B1, 
B2, B3 structures,  600 eV for L10, B10 structures and 550 eV 
for Bh, B8 and B4 structures. This cut-off was found to be 
adequate for the structural, elastic properties as well as for the 
electronic structure. Any significant changes are not found in 
the key parameters when the energy cut-off is increased. For 
the exchange and correlation terms in the electron-electron 
interaction, Perdew and Zunger-type functional [27, 28] is 
used within the generalized gradient approximation (GGA) 
[26]. The k-point meshes for Brillouin zone sampling is 
constructed using the Monkhorst-Pack scheme [29]. The 
12x12x12 for B1, B2 and B3 structures, 11x11x13 for L10 
structure, 13x13x14 for Bh structure, 14x14x11 for B10 
structure, 15x15x11 for B8 structure and 13x13x8 for B4 
structure Monkhorst and Pack [29] grid of k-points have been 
used for integration in the irreducible Brillouin zone. Thus, 
this mesh ensures a convergence of total energy to less than 
10-5 ev/atom. 

The thermodynamic properties of TbP are calculated by 
GIBBS program. The GIBBS code is used to investigate 
isothermal-isobaric thermodynamics of a compound from 
energy curves via quasi-harmonic Debye model [30] is used to 
obtain the thermodynamic properties of TbP in which the non-
equilibrium Gibbs function G*(V; P, T) takes the form of  

G*(V;P,T) = E (V)+PV+Avib[θ (V);T]                            (1)                                                                                                                

In Eq.(1),  E(V) is the total energy for per  unit cell of TbP,  
PV  corresponds to the constant hydrostatic pressure 
condition, θ (V) the Debye temperature and AVib is the 
vibration term, which can be written using the Debye model 
of the phonon density of states as  

VibA ( ,T) nkTθ =
9

3ln 1
8

Te D
T T

θθ θ−    + − −    
        (2)                                                                

(2) 

where n is the number of atoms per formula unit, D
T
θ 

 
 

 the 

Debye integral, and for an isotropic solid, θ  is expressed as 
[31]  

1/31/26 ( ) s
D

BV n f
k M

θ π σ =  


                  (3)                                                                            
 

where M is the molecular mass per unit cell and BS the 
adiabatic bulk modulus, which is approximated given by the 
static compressibility [32]: 

( )
2

2

( )
s

d E VB B V V
dV

≈ =
                     (4)                                                                                                  

 

( )f σ is given by Refs. [31-33] and the Poisson ratio is used 

as 0,2070 and n=4 M= 189.904 for TbP. Therefore, the non-
equilibrium Gibbs function G*(V; P, T) as a function of (V; P, 
T) can be minimized with respect to volume V. 

,

*( ; , )
0

P T

G V P T
V

∂  = ∂                               (5)

 

By solving Eq. (5), one can obtain the thermal equation of 
state (EOS) V(P, T).  The heat capacity at constant volume CV, 
the heat capacity at constant pressure Cp, the entropy S and the 
thermal expansion coefficient  α  are given [34] as follows: 

/

3 /
3 4

1v T

TC nk D
T eθ

θ θ  = −  −  
                         (6) 

/4 3ln(1 TS nk D e
T

θθ −  = − −    
                          (7) 

v

T

C
B V
γα =                                                  (8) 

(1 )p vC C Tαγ= +                               (9)         

Here γ  represent the Grüneisen parameter and it is expressed 

as 

ln (V)

ln V

d
d

θγ = −  .                                 (10) 

 
 

III. RESULTS AND DISCUSSION 

Structural and electronic properties 

Firstly, the equilibrium lattice parameter has been computed 
by minimizing the crystal total energy calculated for different 
values of lattice constant by means of Murnaghan’s equation 
of state (EOS) [35] as in Figure 1. In addition, from the EOS 
curves as shown in Figure 1, it can be seen that in the low 
volume region the B8 structure is energetically favorable 
between inversitigated eight structures. 

The bulk modulus and its pressure derivative have also 
been calculated based on the same Murnaghan’s equation of 
state and the results are given in Table 1 along with the 
experimental and other theoretical values. The calculated 
values of lattice parameter are 5.6960 Å in NaCl (B1) 
structure, 3.484 Å in CsCl (B2) structure, 6.3143 Å in ZB 
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(B3) structure, 4.7295 Å in tetragonal (L10) structure, 3.9145 
Å in WC (Bh) structure, 4.0787 Å in NiAs (B8) structure, 
5.1220 Å in PbO (B10) structure and 4.4784 Å in wurtzite 
(B4) structure for TbP. The NiAs (B8) structure of TbP is 
determined as stable phase in this study. The present values 
for lattice constants are also listed in Table 1 and the obtained 
results are quite accord with the other experimental values 
[36-40]. The present lattice constant in B1 structure for TbP is 
nearly 0.084% higher than the reference experimental values 
[36-40]. 
 

 

Fig. 1. Energy-volume curves for all calculated structures of 
TbP. 
 

 
Table1. Calculated equilibrium lattice constants (a0), bulk modulus (B),  pressure derivatives of bulk modulus (B'), formation 

enthalpy (∆H) and other theoretical works for TbP in structures 
Structure Reference a c c/a B(GPa) B' ∆H     (eV/atom) 
B1 Present   5.696          84.2160     3.8253        2.82451 

Exp.   5.686a       
Exp.   5.600b      
Exp.   5.690c      
Exp.   5.690d      
Exp.    5.688e      

B2 Present      3.484        82.40567     3.7808        3.92183 
B3 Present      6.3143        55.11767     3.6574        3.91157 
Bh Present      3.9145     3.5907     0.9173     76.8677     3.6387        3.48817 
L10 Present      4.7195     3.7345     0.7913     4.20908     3.8602       4.05955 
B8 Present      4.0787     6.7261     1.6491     78.0407     3.8147      -9.53615 
B10 Present      5.1220     3.8906     0.7596     66.8960     3.6272      -7.96322 
B4 Present      4.4784     7.1905     1.6056     54.0484     3.6740      -8.44314 

 

a Ref. [36]. bRef. [37]. c Ref. [38].  d Ref. [39]. e Ref. [40].  

  

 

Fig. 2.  Volume-pressure curves for B1 and B2 structures of 
TbP. 

The thermodynamic stability of TbP compound in different 
structures can be reflected by the formation enthalpy (∆H). 
Negative formation enthalpy means an exothermic process, 
and the lower formation energy indicates the stability with 
respect to the decomposition to elemental constituents. The 
formation enthalpy can be calculated by the following 
expression [41]: 

 ∆H=(Etop-                              (11) 

where Etot is the total energy of the bulk compound with ni 
atoms of all i (Tb and P), n is the total number of atoms in the 
primitive cell, and Ei is the total energy of a pure i atom with 
equilibrium lattice parameters. The calculated theoretical 
formation enthalpies of TbP compounds are included in 
Table1.  Unfortunately as far as it is known, there are no data 
available related to formation energy in the literature to 
compare with its. Negative formation enthalpies indicate their 
structural stabilities from energetic point of view. B8 structure 
of TbP shows the lowest value of formation enthalpy, which 
indicates that B8 structure of TbP has the highest structural 
stability which is compatible with Figure 1. 

Our computational approach is based on constant-pressure 
static quantum mechanical calculations at T=0 K, so the 
relative stability of different phases can be deduced from the 
pressure dependence of the enthalpy instead of the Gibbs free 
energy [42]. The pressure-volume curve is plotted for both B1 
and B2 structures of TbP in Figure 2. Naturally, the cell 
volume decreases with increasing pressure values. The 
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discontinuity in volume takes place at the phase transition 
pressure. The phase transition pressures from B1 to B2 
structure are found to be 55 GPa TbP. 

 

 

Fig. 3. Enthalpy-pressure curves for B1 and B2 structures of 
TbP 

The related enthalpy versus pressure graph is shown in 
Figure 3 for TbP. The transition pressure is a pressure at 
which H(p) curves for both structures cross. The same result is 
also confirmed in terms of the common tangent technique in 
Figure 1. 

In order to understand the electronic and phase stability of 
TbP the energy band structure along with total electronic 
density of states at 0 GPa for B8 are presented in Figure 4. 
Fermi level is set 0eV. Our calculation shows that the B8 
structure of TbP is of metallic conductivity as there is no band 
gap near the Fermi level and there are many bands crossing 
the Fermi level. 

 

Fig. 4. Electronic band structure and total density of states of 
TbP(B8). 
 
(a) 

 

(b) 

  

Fig. 5.  Partial and total DOS of TbP(B8) at (a) 0 GPa 

(b)50GPa  

Partial DOS figures are also presented at 0 GPa and 50 GPa 
for TbP in B8 structure in Figure 5. The lowest valance bands 
occur between about -10.5 and 5.5 eV are essentially 
dominated by Tb-s states. Other valance bands are essentially 
dominated by Tb-p, Tb-d, P-p and P-d states. In Fig. 5 (b), the 
lowest valance bands occur between about -11 and 12 eV are 
dominated by Tb-s states. Tb-d and P-d states are more robust 
at 50 GPa according to 0 GPa. Contribution of the P-p state at 
0 GPa is more than at 50 GPa. 

Elastic properties 

Elastic properties of materials are very important because of 
various fundamental solid state properties, such as Zener 
anisotropy factor, shear modulus, Poisson’s ratio, Young 
modulus and so on. The elastic constants determine the 
response of the crystal to external forces and play a big role in 
determining the strength of the materials. 

There are two common methods [43, 44] for obtaining the 
elastic constants through the ab-initio modelling of materials 
from their known crystal structures: an approach based on 
analysis of the total energy of properly strained states of the 
material in the volume conserving technique and an approach 
based on the analysis of changes in calculated stress values 
resulting from changes in the stress-strain technique.  In this 
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work, the stress-strain technique is used for obtaining the 
second-order elastic constants (Cij). The stress-strain 
technique is based on constructing a set of linear equations 
from stress–strain relation for several deformations of the unit 
cell. This set of equations represents a general form of Hook’s 
law and can be solved with respect to the elastic constants. 

j
J

iji C= εσ ∑
=

6

1

,                   (11) 

 

that describes the linear dependency of stress component iσ (i 

= 1–6) and applied strain       jε (j = 1–6) under a small 

deformation. Here Cij are the elastic constants of the crystal 
whose structure has been fully relaxed under a given set of 

exchange–correlation potential functions and attained an 
equilibrium structure with a minimum total energy. In order to 
obtain the elastic constants, we calculate the second 
derivatives of the internal energy with respect to the strain 
tensor. The Born’s stability criteria’s [45] should be satisfied 
for the stability of lattice. The known conditions for 
mechanical stability of cubic crystals are: C11>0, C11-C12>0, 
C44>0, C11+2C12>0 and C12<B<C11. For hexagonal structure 
the mechanical stability criteria are given by C44>0, C11>C12, 

2
11 12 33 13( 2 ) 2C C C C+ > . For tetragonal structure the 

mechanical stability criteria are C11>0, C33>0, C44>0, C66>0, 
(C11-C12)>0, (C11+C33-2C12)>0 and 2(C11+C12)+C33+4C13>0.  
 
 

 
Table 2. The calculated elastic constants (in GPa unit) in different structures for TbP. 

Structure Reference     C11     C12    C44     C33    C13    C66 Stability 

      B1     Present  211.06   26.81  45.56       Stable 

      B2     Present  151.16   55.15  38.63       Stable 

      B3     Present    60.54   54.01  39.78       Stable 

      Bh     Present  139.56   51.34  44.11  207.57  35.38  19.00 Stable 

      L10     Present    13.89  166.98  41.64  173.20  62.91  39.09  Unstable 

      B8      Present  147.14    44.95  51.10  197.81  40.51  56.66 Stable 

     B10     Present   180.30   64.34  52.77    42.80  23.61    6.69 Stable 

      B4     Present    97.99    41.63  28.19  114.65  29.74  20.40 Stable 

 

The calculated values of Cij are given in Table 2 for TbP 
compound. The related mechanical stability conditions are 
satisfied except for L10 structure in TbP. The L10 structure in 
TbP is mechanically unstable despite the fact that all other 
structures in TbP are mechanically stable. For cubic structures 
(B1, B2 and B3) C11 are higher than C12 and C44 and other 
structures, the values of C11 and C33 are much higher than 
those of C12; C13; C44 and C66, indicating TbP compound under 
investigation is mechanically anisotropic and the shear 
deformation is easier to take place than compression 
deformations along the principle direction a- and c-axis. To 
our best knowledge, no experimental and theoretical data are 
available in the literature to be compared with our results. 
Then, our results can serve as a prediction for future 
investigations. 

The Zener anisotropy factor A, Poisson’s ratio υ , and 
Young’s modulus Y, which are the most interesting elastic 

properties for applications, are also calculated in terms of the 
computed using the following relations [46]: 

1 21 1

4 42

CC
CA
−

= ,                            (12) 
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=                             (14) 

where G=(GV+GR)/2 is the isotropic shear modulus, GV is 
Voigt’s shear modulus corresponding to the upper bound of G 
values and GR is Reuss’s shear modulus corresponding to the 
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lower bound of G values and can be written as GV=(C11–
C12+3C44)/5 and 5/GR= 4/(C11-C12)+3/C44. The calculated 

Zener anisotropy factor (A), Poisson ratio ( ν ), Young’s 
modulus (Y) and Shear modulus (C'= (C11-C12+2C44)/4) for 
TbP are given in Table 3 and they are close to these obtained 
for the similar structural symmetries. 

 
Table 3. The calculated Zener anisotropy factor (A), Poisson’s 

ratio ( ν ), Young’s modulus (Y), shear modulus (C') for TbP 
in B8 phase. 
 
Material A υ  Y 

(GPa) 
C' 
(GPa) 

B/G 

TbP 1 0.2070                137.17               51.10 1.53 

 

The Zener anisotropy factor (A) takes the value of 1 for a 
completely isotropic material that shows this compound is 
completely isotropic materials. The Poisson’s ratio (ν) 
characterizes the stability of the crystal against shearing strin. 
For a typical metal, the value is supposed to be 0.33; for the 
ionic-covalent crystal, the value is to be between 0.2 and 0.3. 
We obtain 0.207 that is situated ionic-covalent crystal. The 
Young modulus (Y) which is calculated 137.17 GPa is 
measurement of the stiffness of the solids.  B/G ratios that are 
roughly as a measurement of brittlement or ductility are also 
given in Table 3. Providing that the critical value is 1.75 
and/or more than this value, the material is regarded as 
ductile. [47-49]. TbP in B8 structure indicates britttle behavior 
due to the fact that the present value of B/G is 1.53.  As seen 
form table 3, the values of B/G ratio for TbP compound ise 
smaller than the critical value, thus this compounds in B8 
structure may be classified as brittle material. Mechanical 
properties such as ductility and brittleness of semiconductor 
materials are very important for their technological 
applications. 

Thermodynamic properties 

Thermodynamic properties are determined in the 
temperature range 0-2000 K and the pressure range 0-50 GPa 
for B8 structure of TbP. The calculations based on the first 
principles methods demonstrate that quasi-harmonic 
approximation provides a reasonable description of the 
dynamic properties of many bulk materials below the melting 
point [50-54]. The melting point of TbP is calculated to be 
1422±300 K. Hence, for decreasing the probable influence of 
anharmonicity, where the quasi-harmonic model remains fully 
valid. The Debye temperature (θD) is known as an important 
fundamental parameter closely related to many physical 
properties such as specific heat and melting temperature. At 
low temperatures the vibrational excitations arise solely from 
acoustic vibrations. Hence, at low temperatures the Debye 
temperature calculated from elastic constants is the same as 
that determined from specific heat measurements. We have 
calculated the Debye temperature, θD, from the elastic 
constants using the average sound velocity, vm, by the 
following common relation given [55]    

m
A

D M
Nn

k
h υ

ρ
π

θ
3

1

4

3














=                                         (15)                                              

where   is Planck’s constants, k is Boltzmann’s constants, NA 

Avogadro’s number, n is the number of atoms per formula 
unit, M is the molecular mass per formula unit, )V/M( =ρ   

is the density, and vm is obtained from                             
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where vl and vt, are the longitudinal and transverse elastic 
wave velocities, respectively, which are obtained from 
Navier’s equations [56]: 

ρ
υ

3

43 GB
l

+
=                                     (17) 

and 

ρ
υ G

t = .                                              (18)  

Table 4. The longitudinal (vl), transverse (vt),  average (vm) 
elastic wave velocities, Debye temperature (θD) and melting 
temperature (Tm) for TbP(B8). 
Mater. )( smlυ

 

)( smtυ
 

)( smmυ
 

(K)θD
 

)(KTm
 

TbP 6873.4 4177.8 4615.7 377.0 1422.6 ± 
300 

The calculated longitudinal, transverse and average elastic 
wave velocities, Debye temperature and melting temperature 
for TbP are given in Table 4. No other theoretical or 
experimental values are exist for comparison with these 
present values.  

 

Fig. 6. The normalized volume-pressure curves for B8 
structure of TbP at different temperatures 

The relationship between normalized volume and pressure 
at different temperature is shown in Figure 6 for TbP.   It can 
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be seen that when the pressure increases from 0 GPa to 50 
GPa the volume decreases. The reason of this changing can be 
attributed to the atoms in the interlayer become closer, and 
their interactions become stronger. 

(a)

(b) 

Figure 7. (a) The variations of bulk modulus with temperature 
for B8 structure of TbP.  
                    (b) The variations of bulk modulus with pressure 
for B8 structure of TbP. 

The variations of bulk modulus, B, with temperatures and 
pressures are presented in Fig. 7 for B8 structure. It can be 
easily seen that B decreases as temperature increases in Figure 
7 (a). Because cell volume changes rapidly as temperature 
increases. Relations of bulk modulus and temperature 
polynomial curves are third-order fitted and performed for 
stable structure TbP(B8). Relation is given as below at 0 GPa 
for TbP.  
B = 82.65455 – 6.06 x 10-3 T – 1.75699 x 10-6 T2 + 4.23951 x 
10-10 T3 

 

The relationship between bulk modulus and pressure at 
different temperatures (400, 1200 and 2000K) is shown in 
Figure 7(b) for TbP.  It can be seen that bulk modulus 
decreases with the temperature at a given pressure and 
increases with pressure at a given temperature.  It shows that 
the effect of increasing pressure on TbP is the same as 
decreasing its temperature. 

 
                      (a) 

(b) 
 
Figure 8.(a) The thermal expansion coefficient versus 
pressure at different temperatures for  TbP in B8 structure.  
                 (b) The thermal expansion coefficient versus 
temperature at different pressures for TbP in B8 structure. 

 

The variations of the thermal expansion coefficient (α ) 
with pressure and temperature are shown in Figure 8 for TbP. 
At different temperatures, thermal expansion coefficient 
decreases nonlinearly at lower pressure and decreases almost 
linearly at higher pressure values in Fig. 8(a). The thermal 
expansion coefficient increases at lower temperatures and 
gradually approaches linear increases at higher temperatures, 
while the thermal expansion coefficient decreases with 
pressure in Fig. 8(b). 
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Fig. 9. The variation of Cv with temperature at different 

pressures for TbP. 

 
The variations of the temperature dependence of the heat 

capacity at constant volume, CV, at different pressures, 
presented in Figure 9 for TbP follows the Debye Law that is at 
low temperatures (T<250 K), CV is proportional to T3 and 
high temperatures (T>500 K) the heat capacity CV is very 
close to Dulong-Petit limit. 
 

Phonon Dispersion Curves 
The phonon dispersion curves and phonon density of states 
for B8 structure of TbP are calculated by using the 
PHONOPY program [57] using the interatomic force 
constants obtained from VASP [23-25] which is use linear 
response method within the density functional perturbation 
theory (DFPT) [58- 60]. The Phonopy program which is based 
on real space supercell calculates phonon frequencies from 
force constants.  The obtained phonon dispersion curves and 
the corresponding one-phonon DOS for TbP along the high 
symmetry directions using a 2x2x2 cubic supercell of 32 
atoms are illustrated in Fig. 10. The absence of the soft modes 
in the phonon dispersion curves confirms the dynamical 
stability of TbP. To our knowledge there are no experimental 
and other theoretical works exploring the lattice dynamics of 
this compound for comparison with the present data; hence 
our work is a first attempt in this direction. Owing to the mass 
difference between Tb and P atom the no band gap takes place 
between acoustic and optical regions.  On the right side of 
phonon curves in Fig. 10, the corresponding total density of 
phonon states for this compound is shown.  
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Fig. 10. The calculated phonon dispersions and density of 

states for TbP in B8 structure. 

      

                 IV. SUMMARY AND CONCLUSION 

In our detailed work, we have investigated the structural, 
elastic, electronic and thermodynamic and vibrational 
properties properties of TbP in different structures using ab-
initio plane wave pseudopotentials density functional theory 
(DFT). The lattice parameters are calculated and found good 
agreement with other experimental values for B1 structure. On 
the basis of using common tangent method, we have found 
that phase transition from B1 to B2 phase occurs at about 55 
GPa for TbP. Electronic calculations are presented with band 
stuructures, total density of states and partial DOS. The 
electronic properties are performed both at 0 GPa and 50 GPa 
pressure values. The zero pressure second order elastic 
constants and their related quantities such as bulk modulus, 
shear modulus, Young’s modulus, Zener anisotropy factor, 
Poisson ratio and B/G ratios are investigated and decided to 
brittle/ductile behavior for this compound which shows brittle 
behavior. The quasi-harmonic Debye model is successfully 
used for thermodynamic properties calculations in the wide 
range temperature and pressure values. The longitudinal, 
transverse, average elastic wave velocities, Debye 
temperatures and melting points for TbP in B8 structure are 
calculated and given in related tables. The absence of the soft 
modes in the phonon dispersion curves confirms the 
dynamical stability of TbP. To the best of our knowledge, our 
calculations are the first theoretical prediction on the 
thermodynamic 
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Abstract

Group Decision making is a complex process due to the
participation of many experts, which issued their opin-
ions regarding a problem with different alternatives in
order to give a solution in common agreement. To com-
bat this complexity sets a process of consensus, where
experts align their positions to reach a solution. With
this, the consensus process be held in rounds, in which
each expert will have the opportunity to modify their
preferences together and thus align their views. It may
be the case in which one or more experts do not engage
in any of the rounds of decision, or also, new experts join
the rounds. In these cases, it is necessary to establish a
mechanism that allows remember the opinions expressed
by the experts at any moment in time, so it makes use of
dynamic decision structures which allow you to store in-
formation about the rounds of decision of the consensus
process. This contribution presents a practical example
of the application of this model of decision making in
group based on the sessions of the Superior Council of
the UTEM directory.

1 Introduction

Decision making is an action that takes place in every-
day life. It is present in events as simple as the choice of
what will be taken from breakfast, to the choice of a ca-
reer. Throughout the day people are faced with a world
of choices, these consist of multiple alternatives of which
shall be selected which are more adapted to the needs or
objectives that have.
On many occasions take a decision may seem quite sim-
ple, but the decision-making process is somewhat com-
plex and requires a prior analysis of the various alterna-
tives presented before a problem. Here you have to evalu-
ate the advantages and disadvantages of each alternative
and the impact that these would cause in the outcome

of the election. In addition to the above, there are prob-
lems of decision making according to different points of
view, which can go from the number of people who par-
ticipate in a decision, to the context in which develops
the decision. When involving more than one person, or
expert, in a decision problem, it is called Group Decision
Making (GDM).
The Group decision making is a process even more com-
plex since it involves more people, therefore, the more
points of view, more views, different criteria, etc. , and
the idea, is to ensure that all these people are in agree-
ment, which in practice is an almost impossible task, for
which we are talking about reaching an agreement where
the great majority is in favor of this.

2 The Group Decision Making

The group decision making [27] is the process in which
a group of experts is trying to solve a problem through
the selection of different alternatives from a set of these
associated with this problem, which constitute the solu-
tion of the same, this solution should be common to all
the experts.
When you have a problem, and this is resolved by a group
of people by applying different criteria and points of view,
there is a very high probability that the solution to this
problem is of higher quality than the solution provided
by a unique individual, since the latter has a thought re-
duced in comparison to the collective thinking.
In a formal manner, a process of group decision making
is characterized by [13]:

• The existence of a problem that want to be solved.

• A set denoted by X = {x1, . . . , xn} with (n ≥ 2),
of possible alternatives or solutions to the problem
raised.

• A set denoted by E = {e1, . . . , em} with (m ≥ 2),
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or makers of experts which provide their assess-
ments or preferences on the set of alternatives to
the problem raised.

The contribution of valuations that the experts assigned
to the alternatives ready for the problem that arises
is done through structures of preference. As we saw
above, it is called preference to a favorable attitude
expressed by the decision maker to any alternative, once
compared to another. Currently, the structure of prefer-
ence more used in the problems of group decision mak-
ing under uncertainty is the Fuzzy preference relation
[7, 13, 14]. This structure makes use of a diffuse crite-
rion for the assignment of a value toward an alternative,
where a relationship of fuzzy preference denoted by Pi

of the expert ei is characterized by a preference feature:
µpi : X ×X → [0, 1], where its representation on the set
of alternatives is an array of dimension n× n:

Pi =

 p11i . . . p1ni
...

. . .
...

pn1i . . . pnni


Where each valuation plki = µpi(x1, x2) represents the
degree of preference of the alternative xl on xk according
to the expert ei, so that plki > 0.5 indicates the prefer-
ence of xl on xk, plki < 0.5 indicates the preference of xk
on xl, and plki = 0.5 indicates the indifference between
xl and xk.
An example of the use of the array of preference for a
particular problem that has five alternatives could be:

P1 =


0.500 0.439 0.373 0.556 0.649
0.561 0.500 0.583 0.651 0.615
0.627 0.417 0.500 0.709 0.680
0.444 0.349 0.291 0.500 0.603
0.351 0.385 0.320 0.397 0.500


In addition, as you can see, the array of preference rela-
tions account with the following properties:

• The preference of an alternative to itself is: 0.5.

• Reciprocity, where: plki + pk1i = 1.

In general the selection of alternatives in problems of
group decision making is composed of two phases:

1. Aggregation Phase: This phase consists in
transforming a set of elements (diffuse, individual
opinions on a set of alternatives, etc.) in a single
representative of the same item. In Group decision
making problems the aggregation phase consists of
the combination of individual information units in
collective information units.

2. Exploitation Phase: This is the last step in the
process of group decision making, this phase uses
the information provided by the phase of aggrega-
tion to identify the whole solution to the problem.
This process seeks to transform the global informa-
tion on the alternatives in a holistic management
of the same. It must have been previously set a
selection criterion to establish an order among the
set of alternatives of the problem.

2.1 Consensus Process

While the group decision making [27] is a collective pro-
cess there may be differences in the selection process of
alternatives in decision problems with multiple experts,
which can lead to solutions that are not accepted as good
by the whole group, so that the study of the consen-
sus has become a field of research of great importance
within the decision-making. For some problems requires
a high degree of agreement among the participating ex-
perts with which arises the need to implement a process
of consensus in decision-making in group, thus adding
a new phase with the aim of obtaining a high level of
agreement among the experts.
It can be said that the consensus is a process of group
discussion and iterative is coordinated by a Moderator
that helps the experts of the problem to bring their views
to a general solution accepted by the group. The consen-
sus has been classically defined as the total and unani-
mous agreement of all the experts involved in the prob-
lem, with the passage of time, has been watered down the
concept of consensus (Soft Consensus) and there have
been proposed diffuse measurements that offer a major
flexibility to express a vague measurement how the con-
sensus is.
The consensus process consists of four main phases:

2.1.1 Expression and collection of preferences

At this stage each expert ei expresses a preference on
the alternatives group X by a relationship of fuzzy pref-
erence. A formal definition of the assessment of alterna-
tives is as follows: X = {x1, ..., xn}, with (n ≥ 2) the
finite set of alternatives on which a set E = {e1, ..., em},
with (m ≥ 2) of experts must provide their preferences.
Each expert ei shall give its opinion on the set X via a
relationship of fuzzy preference Pi : X ×X → [0, 1]. The
special feature of the model is that all the experts E will
not be the same for the different rounds of the process
of consensus, in this there may be more or less experts
each time.
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2.1.2 Determination of the degree of consensus

After that each expert in the instant t has determined
their preferences on the set of alternatives is necessary
to calculate the degree of consensus CR which will sub-
sequently be used as a control data to know if it has been
finished with rounds of consensus. This process consists
of the following steps:

1. Calculation of matrix of similarity between
experts SMij: For each pair of experts (ei, ej),
should calculate how close are their views through
the matrix of similarity SMij . They will be used
for any similarity function such as those presented
in [13, 17] for each preference expressed by the ex-
perts ei(Pi) and ej(Pj) for each pair of alternatives
(xl, xk) that are present in the decision problem.

2. Calculation of the matrix of non-dynamic
consensus CM : Once calculated all the similarity
matrices is appropriate to calculate the matrix of
consensus for the non-dynamic round t. This ar-
ray is aimed at calculating the degree of agreement
that exist in the current round among the experts
who have participated in the same. This will be
used for any operator of aggregation, Agg, Such as
the one presented in [13, 14] and that will result
in the array of non-dynamic consensus CM . After
obtaining the matrix CM , item is the calculation
of consensus which will be done in 3 levels [25, 26]:

(a) Consensus at the level of pairs of alternatives,
which is obtained as,

cplk = cmlk,∀l, k = 1, ..., n ∧ l 6= k

where cplk represents the agreement reached
on the pair of alternatives (x1, xk), which is
obtained directly from the matrix CM .

(b) Consensus at the level of alternatives,

cal = φ(cpl1, ..., cpl(l−1), cpl(l+1), ..., cpln)

where cal represents the agreement on the al-
ternative xl.

(c) Consensus at the level of preference.

cr = φ(cal, ..., can)

where cr represents the degree of global con-
sensus reached by experts on the current
round.

3. Calculation of the dynamic matrix of con-
sensus DMC: As has been said before, you may
find that one or more experts are not present in all
the rounds of consensus, by this is that you must
use dynamic structures which allow us to recall the
opinions that these experts were given in previous
rounds. To this effect will be used an aggregation
operator DE, Being suitable for use on a t-norm or
t-conorm [ 17], as they meet the associative prop-
erty. The main advantage of using associative ag-
gregation operators is that it is not necessary to
recall all the information on the previous rounds
and is therefore only necessary to store the infor-
mation from the previous round t− 1.

DMCt =

{
CMt t = 1
DE(DMCt−1, CMt) t > 1

When you have the dynamic matriz of consensus for the
round t is possible to obtain the value of consensus CR
through an aggregation operator as shown in [13, 14],
in the same way shown in the above matrix, with the
calculation of the consensus on three levels [ 25].

2.1.3 Control of Consensus

At this stage is checked if it has reached a sufficient de-
gree of agreement to end the process of consensus and
move on to the process of selection of alternatives or set
of these that correspond to the solution of the decision
problem. This is compared to the degree of consensus,
CR, with the threshold value of consensus that has been
set prior to the start of the rounds of consensus, γ. This
process finishes when CR > γ, otherwise it moves on to
the next stage.

2.1.4 Generation of recommendations

At this stage the moderator calculates the collective pref-
erence of the group, denoted by Pc, by means of the
aggregation of individual preferences of each expert. Af-
ter having obtained the value of Pc the moderator pro-
ceeds to identify experts ei with their respective valu-
ations plki that are more distant of the consensus and
it is recommended to those experts the modification of
your assessments, either upwards or derives in order to
increase the degree of agreement reached in the next
round. Each change recommendation consists of a terna
(ei, (xl, xk), Direction), which indicates that the expert
ei must modify the evaluation plki in the direction given
for Direction ∈ {Increase,Decrease}. Below is the pro-
cess:
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1. Calculation of the matrix of non-dynamic
collective preference Pc: This calculation is
done so that the moderator is able to determine
that experts are more separated from the group in
the round t of the consensus process. For this pur-
pose will be used some operator Agg as presented
in [14], particularly for this array will be used the
arithmetic mean operator that will be seen below.

2. Calculation of the matrix of dynamic collec-
tive preference Pcd: After having realized the
calculation of the above matrix must be added the
preferences that have in the history of experts who
have not participated in the round of current con-
sensus. This will be used for an aggregation op-
erator DE being suitable for use on a t-norm or
t-conorm [17] given the associative properties of
these. For the calculation of this dynamic matrix
will be used the aggregation operator Average. In
this way, the array of collective preference dynam-
ics is calculated as follows:

Pcdt =

{
Pct t = 1
DE(Pcdt−1, Pct) t > 1

Then, at this point, the moderator has all the in-
formation necessary to identify those experts and
ei that have participated in the round t and whose
preferences plki that is furthest from the consensus
group, through the use of measures of similarity,
with which you can proceed to generate the recom-
mendations in the same way as in the classic model
of consensus.

2.2 Consensus measures

In the process of measuring the degree of consensus is
necessary to have ways to measure how close are the
opinions of the experts among themselves. The consen-
sus measures, therefore, have the goal to be an indicator
to evaluate how far they are the opinions of a group of
expert in function of a unanimous agreement [20] for then
to calculate the degree of consensus through aggregation
operators.
sually the process of consensus is a rigid process [21]
where the consensus measures only take values [0,1], with
0 being a value of disagreement or partial and 1 when
there is unanimous agreement. It is here where the mea-
sures of soft consensus take participation in the process
since they provide flexibility for this [13].
In function to achieve its goal, the consensus measures
must determine the level of match between each of the

opinions of the experts, and this is achieved through mea-
sures of similarity.

2.3 Similarity measures

The similarity measures [25] in general are forms of com-
parison between two or more elements, they measure the
similarity between these. Mathematically speaking the
similarity is the difference in distance between two val-
ues, therefore, its use in the measures of consensus is due
to the fact that one of the main features of this process
is to measure that as distant are the opinions of various
experts, and also measure how distant is the opinion of
an expert in relation to the collective.
Then, as discussed earlier, the measures of similarity are
strongly related to the distance measures. For purposes
of application of the model of GDM will notice the dis-
tance between two elements (x, y) belonging to a set X
as d(x, y), And at the same time, it will notice the sim-
ilarity between two items (x, y) belonging to a set X as
SM(x, y).
Below will explain two existing measures of similarity,
where each one of them is based on a comparison be-
tween two real values in such a way that x, and ∈ [0, 1]
with which these will be applied on the same elements plki
Two matrix of preference belonging to different experts.

2.3.1 Similarity based on Euclidean Distance

As general definition is called Euclidean distance between
two points A(x1, y1) and B(x2, y2) from the plane to the
line segment joining those points, it is calculated as:

d(A,B) =
√

(x2 − x1)2 + (y2 − y1)2

in the case studied is intended to calculate the distance
between two assessments delivered by the experts, these
assessments correspond to actual values by which we will
continue to work with points with a single coordinate,
therefore, the distance is as:

d(A,B) =
√

(x2 − x1)2

to be x1, x2 ∈ [0, 1] the values to be calculated for the
similarity. The above expression coincides with the dif-
ference in absolute value between two numbers therefore
can be simplified as:

d(A,B) = |x2 − x1|

from now on it is considered to be the previous expres-
sion for the calculation of the distance d(x1, x2). Then
the value of the similarity is obtained by expression:
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SM(x1, x2) = 1− d(x1, x2) = 1− |x2 − x1|

The above expression will be used for subsequent calcula-
tions that are required in the model of the GDM studied.

2.3.2 Quadratic similarity

The quadratic similarity is closely related to the Eu-
clidean distance, where in this case the similarity is given
by the square of the distance d(x1, x2):

SM(x1, x2) = 1− d(x1, x2)2

This measure to provide higher values than the Euclidean
distance fails to achieve a greater convergence to the
scope of the consensus, however, suffers from the disad-
vantage of being a measure already unrealistic that the
quadratic be applied an excess in the similarity of the
two values, regardless of the distance between them.

2.4 Aggregation Operators

Aggregation Operations [25, 26] have merge function as a
set of elements of information to obtain a representative
element of the same and are a very important element in
the decision-making process.
There is a large amount of aggregation operators, which
range from operators maximum (OR) operators and the
minimum (AND), as also the operators based on average
[22]. These operators are generally quite used due to its
ease of use.
he aggregation operators are very important because
they are used in important processes of decision-making
as they are: the calculation of the degree of global con-
sensus (relation of preference) obtained in each moment
of time on the basis of consensus obtained for each pair
of alternatives, to determine the collective preference of
the group and also serve to measure that so far are the
opinions of the experts in relation to the collective opin-
ion of them.
There will be denoted the aggregation of a set of val-
ues X = {x1, . . . , xn} as φ(x1, . . . , xn), where the main
functions are the following:

• Continuity: φ it is a continuous function for each
of its variables.

• Conmutativity: φ(x, y) = φ(y, x), ∀x, y ∈ X

• Associativity: φ(x, φ(y, z)) = φ(φ(x, y), z),
∀x, y, z ∈ X

• Monotony: Si x ≤ z, then φ(x, y) = φ(z, y)

• Idempotence: φ(x, . . . ., x) = x, ∀x ∈ X

Below are different aggregation operators:

2.4.1 Arithmetic mean

Popularly known as average, the arithmetic mean x̄ of a
set of values X = {x1, . . . , xn} It is the sum of the values
divided by the number of them:

φ(x1, ..., xn) = x̄ =
n∑
i

xi
n

the main disadvantage of this operator is that it is easily
affected by minimum and maximum values thus making
it a unreliable operator as in some cases it may be a mea-
sure unrepresentative of the set of values.
Some of the features for this operator are:

• Null Offset:
∑

i(xi − x̄) = 0

• Given a value a,
∑

i(xi−a)2 is minimal when a = x̄

• For each xi,
∑n

i (xi + a)/n = x̄+ a

• For each xi,
∑n

i (xi ∗ a)/n = x̄ ∗ a

In addition the arithmetic mean complies with the prop-
erties of continuity and Idempotence, commutativity,
monotony, but does not meet the properties of associa-
tivity.

2.4.2 Geometric Mean

The geometric mean is defined as the n-th root of the
product of all the numbers within a set of values X:

φ(x1, ..., xn) = x̄ = n

√√√√ n∏
i=1

xi = n
√
x1, ..., xn

One of the main advantages of this aggregator, is that
it is less sensitive than the arithmetic mean to extreme
values within a dataset. However, presents a major dis-
advantage when some value xi is equal to 0, because the
result will be equal to 0 independent of the other values
of the whole. This operator will be used for the calcu-
lations of matrix of consensus which do not require a
associative operator based in t-norm and t-conorm.
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2.4.3 OWA Operators

Given a set of elements X = {x1, . . . , xn} and a set of
weights W = {w1, . . . , wn}, such that wi ∈ [0, 1] and the
sum of the elements wi It is equal to 1, the associated
OWA operator, who will be denoted like F , is defined as:

F (x1, ..., xn) = w1b1 + w2b2 + ...+ wnbn

where bi It is the largest i-th element of X, and the main
feature of these aggregation operators is that the values
to add are sorted from highest to lowest. The OWA oper-
ators require a set of weights wi for each element, each of
which is associated with the i-th largest element bi (not
necessarily xi). The OWA operators allow you to define
a measure of optimism (orness) depending on the set of
weights used, W :

orness(W ) =
1

n− 1

n∑
i=1

((n− i)wi)

This measure is within the interval [0,1], and determines
the degree to which the aggregation is next to the OR
operator (maximum), being 1 when using the own OR
operator. If the value orness(W ) = 0, this means that
we are using the AND operator. On the other hand,
when you use the arithmetic mean is obtained a value of
orness(W ) = 0.5 (Degree of optimism neutral, mid-way
between AND and OR).
Similarly defined a measure of pessimism of the OWA
operator used, such as:

andness(W ) = 1−orness(W ) = 1− 1
n−1

∑n
i=1((n−i)wi)

2.4.4 OR operator (Maximum)

It is simply to consider such as the aggregation of a set of
values the maximum of the set. This operator represents
a particular case of OWA operator, where we consider
w1 = 1 and wi = 0 for i 6= 1:

φ(x1, ..., xn) = F ∗(x1, ..., xn) = max
i

[xi]

The notion of this operator as a particular case of the
family of OWA allows operators to make an extension
of the same, giving rise to the so-called operator k-
maximum, where taking wk = 1, (1 ≤ k ≤ n) and wi = 0,
(i 6= k) it is obtained as the value of aggregation the k-th
largest value of the set.
Despite being a very simple way to add a series of val-
ues, the OR operator is unrepresentative when there is a
large variability or dispersion between those values. The
OR operator corresponds to a feature t-conorm therefore
complies with the commutative property, associativity,
among others.

2.4.5 AND operator (Minimum)

In a similar way to the OR operator, in this case we
consider the minimum value as aggregation of the whole.
The AND operator is equivalent to the particular case of
OWA, where wi = 0 for i 6= n and wn = 1.

φ(x1, ..., xn) = F+(x1, ..., xn) = min
i

[xi]

Like the OR operator, this form of aggregation may be
unrepresentative when we have very different values be-
tween if. Also, the notion of this operator as a particular
case of the family of operators OWA lets us extend it, giv-
ing rise to the so-called operator k-minimum, where tak-
ing wn−k+1 = 1, (1 ≤ k ≤ n) and wi = 0, (i 6= n− k+ 1)
It is obtained as the value of aggregation the k-th small-
est value of the set. The AND operator corresponds to a
feature t-norm, therefore complies with the commutative
property, associativity, among others.

2.4.6 Laplace Operator

This operator, also known as Normative approach, It is a
operator of classic decision widely used both in decision-
making as in statistical processes. Its use is simple, is to
calculate the value representative of each vector ci in the
following way:

GN (ci) =
1

q

q∑
j=1

cij

following the two previous operators, the final value
added is obtained as:

φ(c1, ..., cn) = GN (C) = max
i
GN (ci)

In summary, it is possible to appreciate that the Laplace
operator is in fact a combination of the arithmetical mean
with the operator OR. The degree of optimism (orness)
for the Laplace operator is 0.5.

2.4.7 Average Operator

The average operator, for p ∈ [0, 1] it is expressed as [23]:

Medp(x, y) =

 max(x, y) x, y ≤ p
min(x, y) x, y ≥ p
p in other case

where agreement with Dubois and Prade [ 24], this is the
only media associative operator between the maximum
and the minimum to be a operator of aggregation based
on t-norm and t-conorm. This operator will be used for
the calculations of dynamic matrix in where it is appro-
priate to use an associative operator based in t-norm and
t-conorm [17].
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3 The Higher Council

The Higher Council of the Technological Metropolitan
University is the collegiate organism of major hierar-
chy and it is entrusted to carry out the decision making
of major proportions inside the university. The Higher
Council is integrated by nine members with right to vote,
also, there take part with right to voice two representa-
tives of the students and one of not academic officials.
The members with right to vote are the following ones:

1. Three councillors appointed by the President of the
Republic of Chile.

2. Five advisers chosen by the academic body, in ac-
cordance with the regulation of election that the
proper Higher Council fixes.

3. The Rector of the University, who presides at the
Higher Council.

4 Case of Application

The group decision making is devoted to select an option
where most feel comfortable with it, it is here where the
consensus process works. As already mentioned above, it
seeks to reach compliance more than it would be with the
classical group decision-making process, since it make use
of preferences in each option seeks to align the alterna-
tives to a mostly accepted common, even more so when
you access the opinions of any missing members through
the use of a dynamic decision structure.
To test the functioning of the decision-making model
studied will be the following:

• There is a problem A which will consist of four
possible solutions corresponding to the set: X =
{x1, x2, x3, x4, x5}.

• The President of the Council will act as the mod-
erator of the session’s decision.

• The eight remaining members with vote
of the Council will be typified as:
Expert1, Expert2, ..., Expert8.

• The three remaining members without vote of the
Council will not be considered for purposes of the
example.

• Each expert will express their views through a ma-
trix of fuzzy preference

Pi =

 − . . . p15i
...

. . .
...

p51i . . . −


where each valuation plki it will express the degree
of preference of the alternative xl on xk if plki > 0.5
o la preferencia de xk on xl si plki < 0.5, any valua-
tion plki = 0.5 it indicates indifference between the
pair of alternatives.

• The degree of preference expressed by each expert
can never be equal to 0.

• Each recommendation generated by the moderator
will be accepted by the experts, where if it is rec-
ommended to increase a valuation plki this must be
done with a value of 0.1 , on the other hand, if it is
recommended to decrease a valuation plki this must
be done with a value of 0.1 .

• Expert valuations have the same degree of impor-
tance among themselves.

• It is considered that an agreement was reached
when the degree of consensus is greater than or
equal to threshold γ = 0.85.

• The maximum number of rounds permitted in the
consensus process will be 10.

• All the recommendations expressed by the moder-
ator will be of Increase.

For all practical purposes, in each round will be displayed
only arrays of preferences of each expert and the calcu-
lation of the consensus. For the rounds where t > 1 The
recommendations made by the moderator on the experts
will be reflected in blue numbers within their matrix of
preferences, in addition, for the calculation of matrix of
dynamic collective preference is to be made use of aver-
age operator with p = 0.7.

4.1 First Round of Decision

The following are the preference of arrays generated by
the eight participating experts of the problem for t = 1,
where the positions for i = j they will not value since it
represents the preference over the same alternative.

P1(i, j) =


− 0.681 0.754 0.855 0.423

0.319 − 0.454 0.599 0.684
0.246 0.546 − 0.445 0.781
0.145 0.401 0.555 − 0.325
0.577 0.316 0.219 0.675 −
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P2(i, j) =


− 0.458 0.328 0.489 0.589

0.542 − 0.454 0.875 0.498
0.672 0.546 − 0.654 0.369
0.511 0.125 0.346 − 0.588
0.411 0.502 0.631 0.412 −



P3(i, j) =


− 0.787 0.687 0.985 0.232

0.213 − 0.487 0.699 0.777
0.313 0.513 − 0.359 0.784
0.015 0.301 0.641 − 0.369
0.768 0.223 0.216 0.631 −



P4(i, j) =


− 0.565 0.874 0.988 0.365

0.435 − 0.588 0.988 0.125
0.126 0.412 − 0.369 0.458
0.012 0.012 0.631 − 0.125
0.635 0.875 0.542 0.875 −



P5(i, j) =


− 0.588 0.547 0.258 0.688

0.412 − 0.588 0.588 0.784
0.453 0.412 − 0.329 0.799
0.742 0.412 0.671 − 0.455
0.312 0.216 0.201 0.545 −



P6(i, j) =


− 0.658 0.655 0.729 0.652

0.342 − 0.499 0.678 0.429
0.345 0.501 − 0.421 0.741
0.271 0.322 0.579 − 0.224
0.348 0.571 0.259 0.776 −



P7(i, j) =


− 0.566 0.788 0.741 0.333

0.434 − 0.566 0.688 0.684
0.212 0.434 − 0.333 0.688
0.259 0.312 0.667 − 0.255
0.667 0.316 0.312 0.745 −



P8(i, j) =


− 0.588 0.652 0.985 0.599

0.412 − 0.308 0.366 0.874
0.348 0.692 − 0.332 0.333
0.015 0.634 0.669 − 0.455
0.401 0.126 0.667 0.545 −


4.1.1 Calculation of the matrix of non-dynamic

Consensus CM

Once calculated all the matrix of similarity between all
the participating experts of the round t = 1 It is appro-
priate to calculate the matrix of consensus not dynamics

which, as explained before, has aimed at obtaining the
degree of agreement among the experts of the current
round. For this purpose will be using the aggregation
operator Geometric Mean. The matrix of non-dynamic
consensus CM it appears next:

CM1 =


− 0.883 0.795 0.654 0.788

− 0.890 0.765 0.683
− 0.882 0.755

− 0.812
−


Then proceed with the calculation of the degree of global
consensus for the round t = 1:

1. Consensus at the level of pair of alternatives:

CM1 =


− 0.883 0.795 0.654 0.788

− 0.890 0.765 0.683
− 0.882 0.755

− 0.812
−


2. Consensus at the level of alternatives:

ca1 = φ(0.881, 0.795, 0.654, 0.788) = 0.776
ca2 = φ(0.883, 0.890, 0.765, 0.683) = 0.801
ca3 = φ(0.795, 0.890, 0.882, 0.755) = 0.828
ca4 = φ(0.654, 0.765, 0.882, 0.812) = 0.774
ca5 = φ(0.788, 0.683, 0.755, 0.812) = 0.758

3. Consensus at the level of relationship of preference:

cr = φ(0.776, 0.801, 0.828, 0.774, 0.758) = 0.787

As no consensus was reached is passed to the second
round of decision.

4.2 Second Round of Decision

For this round will not be counted with the participation
of the Expert3 and it will therefore not be considered in
further calculations, however, will be expressed his pref-
erence in red color matrix.

P1(i, j) =


− 0.681 0.754 0.855 0.523

0.319 − 0.554 0.699 0.684
0.246 0.446 − 0.445 0.781
0.145 0.301 0.555 − 0.425
0.477 0.316 0.219 0.575 −



P2(i, j) =


− 0.558 0.428 0.589 0.589

0.442 − 0.554 0.875 0.598
0.572 0.446 − 0.654 0.469
0.411 0.125 0.346 − 0.588
0.411 0.402 0.531 0.412 −
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P3(i, j) =


− 0.787 0.687 0.985 0.332

0.213 − 0.587 0.699 0.777
0.313 0.413 − 0.459 0.784
0.015 0.301 0.541 − 0.369
0.668 0.223 0.216 0.631 −



P4(i, j) =


− 0.665 0.874 0.988 0.465

0.335 − 0.588 0.988 0.225
0.126 0.412 − 0.469 0.558
0.012 0.012 0.531 − 0.225
0.535 0.775 0.442 0.775 −



P5(i, j) =


− 0.688 0.647 0.358 0.688

0.312 − 0.588 0.688 0.784
0.353 0.412 − 0.429 0.799
0.642 0.312 0.571 − 0.455
0.312 0.216 0.201 0.545 −



P6(i, j) =


− 0.658 0.755 0.829 0.652

0.342 − 0.499 0.778 0.529
0.245 0.501 − 0.421 0.741
0.171 0.222 0.579 − 0.324
0.348 0.471 0.259 0.676 −



P7(i, j) =


− 0.667 0.788 0.841 0.433

0.333 − 0.566 0.688 0.684
0.212 0.434 − 0.433 0.688
0.159 0.312 0.567 − 0.355
0.567 0.316 0.312 0.645 −



P8(i, j) =


− 0.688 0.752 0.985 0.599

0.312 − 0.408 0.466 0.874
0.248 0.592 − 0.432 0.433
0.015 0.534 0.568 − 0.455
0.401 0.126 0.567 0.545 −


4.2.1 Calculation of the dynamic matrix of Con-

sensus DMC

In this second round, and in the post, it must calculate
the dynamic array DMC through the use of an aggre-
gation operator being suitable for use on a t-norm or t-
conorm. The average operator is to be used with p = 0.9,
therefore, the dynamic matrix of consensus for the round
t = 2 it is the next:

DMC2 =


− 0.883 0.834 0.713 0.882

− 0.890 0.795 0.734
− 0.882 0.811

− 0.857
−



Then proceed with the calculation of the degree of global
consensus for the round t = 2:

1. Consensus at the level of pair of alternatives:

DMC2 =


− 0.883 0.834 0.713 0.882

− 0.890 0.795 0.734
− 0.882 0.811

− 0.857
−


2. Consensus at the level of alternatives:

ca1 = φ(0.883, 0.834, 0.713, 0.882) = 0.825
ca2 = φ(0.883, 0.890, 0.795, 0.734) = 0.823
ca3 = φ(0.834, 0.890, 0.882, 0.811) = 0.854
ca4 = φ(0.713, 0.795, 0.882, 0.857) = 0.809
ca5 = φ(0.882, 0.734, 0.811, 0.857) = 0.819

3. Consensus at the level of relationship of preference:

cr = φ(0.825, 0.823, 0.854, 0.809, 0.819) = 0.826

As no consensus was reached is passed to the Third
Round of decision.

4.3 Third Round of Decision

For this round will not be counted with the participation
of the Expert1 and the Expert3 for which shall not be
considered in further calculations, however, will be ex-
pressed its preference in red with the recommendations
expressed by the moderator.

P1(i, j) =


− 0.681 0.754 0.855 0.623

0.319 − 0.554 0.699 0.684
0.246 0.446 − 0.545 0.781
0.145 0.301 0.455 − 0.425
0.377 0.316 0.219 0.575 −



P2(i, j) =


− 0.658 0.528 0.689 0.589

0.342 − 0.554 0.875 0.698
0.472 0.446 − 0.654 0.569
0.311 0.125 0.346 − 0.588
0.411 0.302 0.431 0.412 −



P3(i, j) =


− 0.787 0.687 0.985 0.332

0.213 − 0.587 0.699 0.777
0.313 0.413 − 0.459 0.784
0.015 0.301 0.541 − 0.369
0.668 0.223 0.216 0.631 −
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P4(i, j) =


− 0.665 0.874 0.988 0.565

0.335 − 0.588 0.988 0.325
0.126 0.412 − 0.469 0.658
0.012 0.012 0.531 − 0.325
0.435 0.675 0.342 0.675 −



P5(i, j) =


− 0.688 0.747 0.458 0.688

0.312 − 0.588 0.688 0.784
0.253 0.412 − 0.529 0.799
0.542 0.312 0.471 − 0.455
0.312 0.216 0.201 0.545 −



P6(i, j) =


− 0.658 0.755 0.829 0.652

0.342 − 0.599 0.778 0.629
0.245 0.401 − 0.521 0.741
0.171 0.222 0.479 − 0.424
0.348 0.371 0.259 0.576 −



P7(i, j) =


− 0.667 0.788 0.841 0.533

0.333 − 0.566 0.688 0.684
0.212 0.434 − 0.533 0.688
0.159 0.312 0.467 − 0.455
0.467 0.316 0.312 0.545 −



P8(i, j) =


− 0.688 0.752 0.985 0.599

0.312 − 0.508 0.566 0.874
0.248 0.492 − 0.532 0.533
0.015 0.434 0.468 − 0.455
0.401 0.126 0.467 0.545 −


4.3.1 Calculation of the dynamic array of Con-

sensus DMC

In this third round, it must calculate the dynamic array
DMC through the use of an aggregation operator being
suitable for use on a t-norm or t-conorm. The average
operator is to be used with p = 0.9, therefore, the dy-
namic matrix of consensus for the round t = 3 it is the
next:

DMC3 =


− 0.883 0.870 0.745 0.882

− 0.890 0.808 0.767
− 0.882 0.872

− 0.857
−


Then proceed with the calculation of the degree of global
consensus for the round t = 3:

1. Consensus at the level of pair of alternatives:

DMC3 =


− 0.883 0.870 0.745 0.882

− 0.890 0.808 0.767
− 0.882 0.872

− 0.857
−


2. Consensus at the level of alternatives:

ca1 = φ(0.883, 0.870, 0.745, 0.882) = 0.843
ca2 = φ(0.883, 0.890, 0.808, 0.767) = 0.835
ca3 = φ(0.870, 0.890, 0.882, 0.872) = 0.878
ca4 = φ(0.745, 0.808, 0.882, 0.857) = 0.821
ca5 = φ(0.882, 0.767, 0.874, 0.857) = 0.844

3. Consensus at the level of relationship of preference:

cr = φ(0.843, 0.835, 0.878, 0.821, 0.844) = 0.844

As no consensus was reached is passed to the fourth
round of decision.

4.4 Fourth Round of Decision

For this round will not be counted with the participation
of the Expert1 and the Expert3 for which shall not be
considered in further calculations, however, will be ex-
pressed its preference in red with the recommendations
expressed by the moderator.

P1(i, j) =


− 0.681 0.754 0.855 0.623

0.319 − 0.554 0.699 0.684
0.246 0.446 − 0.545 0.781
0.145 0.301 0.455 − 0.425
0.377 0.316 0.219 0.575 −



P2(i, j) =


− 0.758 0.628 0.789 0.689

0.242 − 0.654 0.875 0.698
0.372 0.346 − 0.654 0.669
0.211 0.125 0.346 − 0.588
0.311 0.302 0.331 0.412 −



P3(i, j) =


− 0.787 0.687 0.985 0.332

0.213 − 0.587 0.699 0.777
0.313 0.413 − 0.459 0.784
0.015 0.301 0.541 − 0.369
0.668 0.223 0.216 0.631 −



P4(i, j) =


− 0.765 0.874 0.988 0.665

0.235 − 0.588 0.988 0.425
0.126 0.412 − 0.569 0.758
0.012 0.012 0.431 − 0.425
0.335 0.575 0.242 0.575 −
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P5(i, j) =


− 0.688 0.747 0.558 0.688

0.312 − 0.588 0.688 0.784
0.253 0.412 − 0.629 0.799
0.442 0.312 0.371 − 0.455
0.312 0.216 0.201 0.545 −



P6(i, j) =


− 0.758 0.755 0.829 0.652

0.242 − 0.599 0.778 0.729
0.245 0.401 − 0.621 0.741
0.171 0.222 0.379 − 0.524
0.348 0.271 0.259 0.476 −



P7(i, j) =


− 0.767 0.788 0.841 0.633

0.233 − 0.667 0.688 0.684
0.212 0.333 − 0.633 0.688
0.159 0.312 0.367 − 0.455
0.367 0.316 0.312 0.545 −



P8(i, j) =


− 0.688 0.752 0.985 0.699

0.312 − 0.608 0.667 0.874
0.248 0.392 − 0.632 0.633
0.015 0.333 0.368 − 0.455
0.301 0.126 0.367 0.545 −


4.4.1 Calculation of the dynamic matrix of Con-

sensus DMC

In this fourth round, it must calculate the dynamic array
DMC through the use of an aggregation operator being
suitable for use on a t-norm or t-conorm. The average
operator is to be used with p = 0.9, therefore, the dy-
namic matrix of consensus for the round t = 4 it is the
next:

DMC4 =


− 0.883 0.870 0.806 0.882

− 0.890 0.843 0.818
− 0.882 0.874

− 0.857
−


Then proceed with the calculation of the degree of global
consensus for the round t = 4:

1. Consensus at the level of pair of alternatives:

DMC4 =


− 0.883 0.870 0.806 0.882

− 0.890 0.843 0.818
− 0.882 0.874

− 0.857
−



2. Consensus at the level of alternatives:

ca1 = φ(0.883, 0.870, 0.806, 0.882) = 0.860
ca2 = φ(0.883, 0.890, 0.843, 0.818) = 0.858
ca3 = φ(0.870, 0.890, 0.882, 0.874) = 0.879
ca4 = φ(0.806, 0.843, 0.882, 0.857) = 0.847
ca5 = φ(0.882, 0.818, 0.874, 0.857) = 0.857

3. Consensus at the level of relationship of preference:

cr = φ(0.860, 0.858, 0.879, 0.847, 0.857) = 0.860

Then, as it can see, consensus is achieved

5 Conclusions

5.1 Generals

The decision-making, as was said at the beginning, it is
a fundamental and basic process that every human being
performs throughout his life, is the process by which a
choice between the options or ways to deal with various
situations in life in different contexts, at work, family,
sentimental, business, using methodologies that provides
the administration. The decision-making is basically in
the election of an option among the available in order to
solve a current problem or potential.
The decision-making at group level is a complex process
that requires that the vast majority of the parties in-
volved in the decision to reach an agreement on the same,
which can become a long and cumbersome process.
The use of models that support the decision-making gives
a very useful tool which allows you to shorten your times
of decision and at the same time, they help make a better
decision in the face of a problem. The model studied in
this work of titling has the great advantage of being able
to ”remember” the views given in each moment of time,
thus making it a stable model.
Also, as could be seen, there are numerous aggregation
operators which have different effects, for example, some
of them can make the process of consensus is short at the
expense of a less than optimal solution, in contrast, other
operators slower to reach consensus may obtain optimal
solutions more than their peers faster.
There are various models of GDM, some focused on the
qualitative assessments and other in the quantitative,
with homogeneous and heterogeneous information, based
in different contexts, but all of them point toward the
same goal which is, take a right decision when faced with
a problem or situation.
Finally, it emphasizes that the use of the model under
consideration would greatly assist in the decision-making
processes that are currently being implemented in the
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Superior Council of the Technology Metropolitan Uni-
versity of the State of Chile, making these processes are
fast and reliable; that lead them to make the best deci-
sions. It is intended to be a support system to the Uni-
versity, not only within this area, but also in the different
areas that make up the organization, as it is normal that
within each group of people at some point it will need to
make a group decision, where again the technologies are
present to attend.

5.2 Analysis of Results

By way of analysis of the results obtained in the process,
it was decided to use the operator of Geometric Mean
due to the fact that they have a lower sensitivity to ex-
treme values within a set of values, as well as taking the
restriction that the assessments delivered by the experts
could not be equal to 0 eliminated the drawback to this
operator of aggregation. At the same time, the aver-
age operator was used for all calculations requiring dy-
namism to ”remember” the previous opinions expressed
by the experts.
The results seen show that it is possible to achieve the
consensus of a rapid and satisfactory manner within a
group of people, where the degree of agreement between
all of them is a minimum stay of one 85%, which is bet-
ter than the current process of ”most wins,” that is, an
agreement of most of the 50%.
The decision-making process of the Higher Council that
is currently being carried out is slow and sometimes un-
satisfactory, it can take a long time close topic impor-
tant due to the fact that it must meet all the members
to discuss the issues and reach an agreement. What it
proposes this model is to make this process something
reliable, successful, efficient, fast, in order to arrive at
the best alternative within the proposals in the problem.
With the use of the model of studied TDG, major ”free-
dom” is granted since it is possible that in certain de-
cision round it does not appear any of the members of
the Advice with which, in the current process, it would
provoke a problem since the opinion would be missing
with regard to the topic that it is talking each other, not
this way with the use of the model, since, on having been
based on dynamic structures, it gives the possibility of
maintaining the opinions in the time, in order to which if
in some given moment some of the members was going so
far as to be missing of the Advice, its opinion is always
present.
n the first round of decision, was obtained a consensus
value of the 78.7% which was not satisfying the agree-
ment condition, for which it passed to the stage of rec-
ommendations where the moderator, in this case the Rec-

tor proceeds, based on the collective opinion, to identify
those experts who were removed from the group opinion,
recommending to them to increase or to decrease certain
opinions. Already for the second round the agreement
grade increased one 82.6%, where once again was not
met the threshold of consensus building, for which was
repeated the process of recommendations coming as well
to a third round of decision where the degree of agree-
ment under a value of 84.4% and finally in the fourth
round of the degree of consensus agreement passed the
threshold with a value of 86.0%. Thereafter it is pos-
sible to determine the alternative that most pleases the
group of people through some aggregation operator such
as those seen in [13, 14] on the consensus at the level of
alternatives. In the case studied, using the OR operator
on the consensus at the level of alternatives in the fourth
round of decision, is that the alternative x3 it would be
the selected to resolve the problem. Once has been se-
lected the alternative that would solve the problem, it
is appropriate to run it and follow up with the same in
order to test its operation and verify that they comply
with its purpose, if this is not fulfilled as expected, would
be to generate new alternatives or modifications of the
above which would give way to a new decision-making
process in group with consensus process based on dy-
namic decision-making structures.

5.3 Future Work

As future work for GDM developed model is the practi-
cal application of the model in real situations, not only
within the studied field, but they also extend it to areas
where it is required a consensual group decision. A pro-
posal, currently at the moment in which a group of people
within a company should talk about something and make
a decision about this, typically, gather in a meeting room,
discuss the issue and reach some sort of conclusion on the
basis of the opinions proposed the participants of these
meetings, will propose you thencreate a computer system
that applies the model of GDM studied in such a way
that these meeting rooms will become ”smart meeting
rooms”. A smart meeting room is a support that allows
solutions to reach optimal a way to quickly and accu-
rately, where every participant in this meeting against a
computational device which displays options for solution
to a given problem that the expert may enter such al-
ternative estimations and then to perform the process of
consensus in a computerized manner. Another interest-
ing point is the change the model so that it supports dif-
ferent priorities among the participating experts, where
certain views will have more ”weight” within the process
of consensus. Another option is that the model supports
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more alternatives in any instant of the consensus process,
or that even at the time that you reach consensus, able
to choose more than one alternative which complement
each other.
Trends in group decision making are aimed at broaden-
ing the spectrum of implementation of the processes of
these in order to bring them to different areas of applica-
tion, not only in the sphere of business. What is sought
is to reach the best solutions in an efficient manner, op-
timizing resources and time to get a greater benefit.
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Abstract-- Fracture Mechanics is used to predict debonding 
propagation in adhesive joint between aluminum and composite 
plates. Three types of loadings and two types of glass-epoxy 
composite sequences: [0/90]2s and [0/45/-45/90]s are considered for 
the composite plate and their results are compared. It was seen that 
generally the cases with stacking sequence of [0/45/-45/90]s have 
much shorter lives than cases with [0/90]2s. It was also seen that in 
cases with λ=0 the ends of the debonding front propagates forward 
more than its middle, while in cases with λ=0.5 or λ=1 it is vice 
versa. Moreover, regardless of value of λ, the difference between the 
debonding propagations of the ends and the middle of the debonding 
front is very close in cases λ=0.5 and λ=1. Another main conclusion 
was the non-dimensionalized debonding front profile is almost 
independent of sequence type or the applied load value. 
 

Keywords—Adhesive; APDL; Debonding; Fatigue; Paris Law. 
 

I. INTRODUCTION 

DHESIVE bonding of aerospace components is a 
fabrication technique which, though over 70 years old, 

has increased markedly in popularity during the last two 
decades and is currently a focal point in many studies 
regarding aging aircraft [1]. In this work, Fracture Mechanics 
is implemented to predict debonding propagation in joint 
between aluminum and composite plates by means of 3D 
finite element analyses (Fig 1a). Three types of loadings: 

,  and  and two types of glass-epoxy 
composite sequences: [0/90]2s and [0/45/-45/90]s are 
considered for the composite plate. Therefore 2*3=6 cases are 
considered and their results are compared. Afterwards, the 
sequence [0/90]2s is called Sequence 1, and [0/45/-45/90]s is 
called Sequence 2. The durability, debonding face profile, and 
stress distribution will be compared between the six cases 
considered. A typical debonding face shape is shown in Fig. 
1b.0F

1
1F

2 

In order to predict debonding propagation, the following 
equation called Paris Law is used: 

 (1) 
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where  is the debonding propagation,  is the number of 
cycles,  is the equivalent stress intensity factor. and  are 
constants which have to be calculated using experimental 
results for each particular material. The equivalent stress 

intensity factor can be calculated using . 
In this study, the adherent chosen for bonding aluminum and 
composite plates is FM 300. The material properties of the 
FM300 adhesive are: E=2.73 GPa, . In [1], the 
constants have been given for the alternative Paris Law 
equation 

 (2) 

 
(a) 

 

 
(b) 

 

Fig. 1(a) The composite/Aluminum Joint Studied, (b) A typical 
debonding face shape 

As b =1.5*10-15 , and d=4.55 [2]. Using , the 

constants for the initially introduced Paris Law (i.e. Eq. (1)) 

can be calculated by and . 

 

A 
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II. FINITE ELEMENT MODELING 

In this project, a macro program is developed using 
ANSYS Parametric Design Language (APDL) to model 
debonding growth. At each step, the debonding face 
propagation, which is non-uniform, is calculated. Then the 
elements are completely cleared and a new model which 
consists of the updated debonding face is created and then 
meshed. This mesh deletion and creation is done at each 
propagation step in order to keep the accuracy of calculations 
well. 

The major steps of the developed Macro program are as 
follows:  

(1) Define material properties of the model,  
(2) Define initial cycle increment  (usually about 

1000 cycles). Also initially define cycle number 
N=0,  

(3) Generate the geometry and mesh of the composite 
and aluminium plates and the adhesive,  

(4) Define the loading and constraints,  
(5) Perform the linear elastic solution,  
(6) Calculate the equivalent stress intensity factor 

(  at each node located on the debonding face,  
(7) Calculate the debonding increment at each node 

located on the debonding face using Paris Law,  
(8) Calculate the new debonding front shape,  
(9) Sum up the old cycle number and the cycle 

increment ( ,  
(10) If the maximum debonding increment is larger than 

0.6 mm, then divide the cycle increment by 8,  
(11) If the maximum debonding increment is smaller 

than 0.3 mm, then multiply the cycle increment by 
2,  

(12) If the debonding has reached the end of the 
adhesive or the mean shear stress is larger than 
yield shear stress of the adhesive, then stop the 
solution,  

(13) Delete the old geometry and mesh, and return to 
step (3). 

 
TABLE I 

MATERIAL PROPERTIES OF THE FM300 ADHESIVE AND ALUMINIUM 2024 [5] 
Property FM300 Aluminium 2024 
Elasticity Modulus 2.73 GPa 72 GPa 
Yield Stress 50 MPa 280 MPa 
Poisson’s ratio 0.33 0.27 
b (Paris constant)  1.5*10-15 - 
d (Paris constant) 4.5 - 

The finite element model of the problem is shown in 
Fig. 2. For the composite plate 6000 8-noded SOLID46 
elements, for the aluminum plate 22000 8-noded SOLID45 
elements, and for the adhesive 8000 SOLID45 elements have 
been used. For the composite plate, the aluminium plate and 

the adhesive, one, four and two elements through the thickness 
have been used. The elements at the two interfaces are glued. 
In other words, the composite and the adhesive share the same 
nodes at their interface. The same is true about the aluminum 
and the adhesive interface. This can be better seen in Fig. 2. 
Since the structure is symmetrical with respect to a plane 
perpendicular to X direction, only half of the model is created. 
The nodes located at the symmetry plane position are not 
allowed to move in X direction. A more complete information 
on the materials and method can be found in [3] and [4]. The 
material properties of the aluminium and the adhesive are 
listed in Table I. 

III. RESULTS AND DISCUSSION 

A. Stress Distribution 

Running the code, it was seen that the debonding front 
gets two types of shapes for different loadings. For the cases 
with , the debonding front is like a circle arc with its ends 
curved towards the positive Y direction (Fig. 3a), while for the 
cases with and , the debonding front is like a 
circle arc with its ends curved towards the negative Y 
direction (Fig. 3b).Fig. 3a shows the Von-Mises stress contour 
for the case  and sequence 1. For this case (Fig. 3), the 
applied load was chosen to be . At the 
beginning (propagation of 10mm), the maximum stress 
intensity factor on the debonding face was 1050 , 
while the minimum was 938 . The maximum Von-
Mises stress on the debonding front was 17MPa, and 18.7 
MPa at the beginning (a=10mm) and at the end (a=270MPa), 
respectively. Therefore it can be concluded that the stress 
distribution and the debonding profile does not change a lot 
while propagation. 

 
Fig. 2 Finite Element model of the Aluminium/Composite Joint 

Fig. 4 shows the Von-Mises stress contour for the case 
 and sequence 1. For this case, the applied load was 

chosen to be . The reason for choosing a much 
smaller load than the case with  is that in this case a load 
in Z direction is applied to the composite. Therefore the 
opening fracture mode has a very greater effect on the 
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adhesive. As a result if  is chosen to be large, then the 
composite debonds from aluminum immediately. As it can be 
seen from Fig.3b, unlike the case with , for this case the 
maximum Von-Mises stress at the debonding face is 14.2 and 
91.5MPa at the beginning and at the end which shows a huge 
increase.  

For the case with  the applied load was chosen 
to be . The reason for choosing this load is to 
have the same force resultant for the cases  and . 
Then it will be possible to compare their results at the same 
load. 
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Fig. 3 Von-Mises stress contour for the case  and sequence 1 
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Fig. 4 Von-Mises stress contour for the case  and sequence 1 
 

B. Durability of the Structures 

The fatigue durability of the six cases is listed in Table 
II. As it can be seen from the table, the cases with stacking 
sequence 2 have much shorter lives generally. This is because 
using a composite having sequence 2 transfers more stress to 
the adhesive crack front in comparison with case with 
composite sequence 1, which causes an increase in  and . 
Since for FM300 adhesive,  has a power of about 9 in Paris 
Law equation, then increasing the stress at the debonding face 
increases the crack propagation speed very severely. This 
explanation is also true for why the cases with  have 
lower life cycles than the corresponding cases with . 
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TABLE II 

FATIGUE DURABILITY OF THE SIX CASES 

    
Sequence 1 198,333,972 65,985,225 1,221,095 
Sequence 2 4,964,955 8,216,448 275,618 

C. Debonding Face Profile 

The difference between the debonding propagations of 
the ends and the middle of the debonding front is listed for the 
six cases in Table III. If one plots debonding face profile for 
different debonding propagations for cases with λ=0 and λ=1 
and compare the curves, and also by comparing the results of 
Table III, one can see that:   

• For both the sequence types, in cases with λ=0 the 
ends of the debonding front propagates forward more 
than its middle part, while in cases with λ=0.5 or λ=1 
the middle part of the debonding front moves forward 
more than its ends. 

• For all values of λ, the difference between the 
debonding propagations of the ends and the middle of 
the debonding front of cases with composite 
sequence of 2 is higher than that for sequence 1. This 
can be more recognized when λ=0. 

• For both the sequence types, the difference between 
the debonding propagations of the ends and the 
middle of the debonding front of the case with λ=0 is 
higher than that in the corresponding case with λ=0.5 
or λ=1. 

• Regardless of the sequence type, when λ=0 the 
debonding face profile can be divided in three 
regions: (a) at the beginning of debonding 
propagation, the difference between the debonding 
propagations of the ends and the middle of the 
debonding front is small, (b) when the maximum 
propagation of the debonding front is higher than 50 
mm, the difference between the debonding 
propagations of the ends and the middle of the 
debonding front gets larger and remains almost 
constant until near the end of propagation, and,  (c) 
when the debonding front has reached near the end of 
adhesive film, the difference between the debonding 
propagations of the ends and the middle of the 
debonding front gets small again. 

• If the non-dimensionalized debonding front profile is 
plotted for all the cases, it can be seen that the non-

dimensionalized debonding front profile is 
independent of sequence type or applied load value. 

TABLE III 
.DIFFERENCE BETWEEN THE DEBONDING PROPAGATION BETWEEN THE ENDS 

AND THE MIDDLE OF THE DEBONDING FRONT 
    

Sequence 1 9 mm 7 mm 6.5 mm 
Sequence 2 28 mm 16 mm 15 mm 

 
IV. CONCLUSIONS 

In this paper, Fracture Mechanics was used to predict 
debonding propagation in the adhesive joint between 
aluminium and composite plates. Three types of loadings: 

,  and  and two types of glass-epoxy 
composite sequences: [0/90]2s and [0/45/-45/90]s were 
considered for the composite plate. It was seen that generally 
the cases with stacking sequence [0/45/-45/90]s have much 
shorter lives than cases with [0/90]2s. About the debonding 
front profile, it was seen that for both the sequence types, in 
cases with λ=0 the ends of the debonding front propagates 
forward more than its middle, while in cases with λ=0.5 or 
λ=1 the middle part of the debonding front moves forward 
more than its ends. It was also seen that regardless of λ, the 
difference between the debonding propagations of the ends 
and the middle of the debonding front is very close in cases 
λ=0.5 and λ=1. Another main conclusion was the non-
dimensionalized debonding front profile is almost independent 
of sequence type or the applied load value. 
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Abstract— We suggest theoretical models which describe fracture 
of polycrystalline graphene and competition between plastic 
deformation and fracture processes in metal-graphene layered 
composites. In considering polycrystalline graphene, we consider 
formation of cracks at grain boundaries (GBs) containing defects 
(partial disclinations and their dipoles) associated with 
experimentally observed structural irregularities of real GBs in 
graphene. Within the suggested model, we calculate the dependences 
of the critical stress for crack formation on the parameters of 
individual disclinations and their dipole configurations at GBs. We 
demonstrate that individual disclinations and their dipoles at GBs can 
be responsible for the experimentally observed (Huang et al. 2011 
Nature 469 389; Ruiz-Vargas et al. 2011 Nano Lett. 11 2259) 
dramatic decrease of fracture strength of polycrystalline graphene 
compared to its pristine counterpart.  
 In consideration of metal-graphene layered composites, we 
examine the transfer of plastic deformation across a graphene 
interface and nanocrack formation initiated by stress fields of lattice 
dislocations stopped near a graphene interface. We reveal strength 
characteristics of metal-graphene layered composites as functions of 
their key structural parameters, including the metallic and graphene 
layer thicknesses, which are well consistent with the corresponding 
experimental data (Kim et al., Nature Commun. 4 (2013) 2114). The 
results demonstrate that strong metal-graphene layered composites 
(against both fracture and macroscopic plastic flow) should contain 
monolayer graphene inclusions, and for such inclusions the processes 
of plastic deformation and interface fracture compete and can occur 
concurrently.  
Keywords—graphene; grain boundaries; composites; defects; cracks 

 

I. INTRODUCTION 

 Graphene – a single carbon atomic sheet with the hexagonal 
sp2 covalently bonded crystal structure – with its outstanding 
mechanical, transport and thermal properties represents the 
subject of rapidly growing research efforts in applied physics 
and materials science [1–6]. Of crucial importance from both 
fundamental and applied viewpoints is the unique behaviour 
of graphene under mechanical load. In particular, Lee with co-
workers have experimentally demonstrated that pristine 
graphene exhibits the highest ever measured strength of ≈ 130 
GPa (Ref. [7]). At the same time, following experimental 
examinations [8,9], the strength characteristics of graphene 
sheets containing GBs dramatically degrade compared to the 
superior strength (≈ 130 GPa) of their pristine counterparts. 
These experimental data motivate large interest in 
understanding the physical mechanisms of fracture in 
graphene and their sensitivity to the presence of defects. 
Therefore, in the second section of this paper we suggest a 
theoretical model describing crack generation at elementary 
irregularities of the GB structure, namely, those associated 
with partial disclinations and their dipoles. 
 Also, since graphene monolayer sheets and multilayer 
nanoplatelets are specified by superior values of strength and 
elastic moduli, they are very good candidates for the use as 
reinforcing structural elements in polymer-, ceramic- and 
metal-matrix composites. For instance, recently, Kim with co-
workers [10] have synthesized Cu- and Ni-graphene 
nanolayered composites exhibiting extremely high strength 
characteristics (with  the flow stress at 5% strain of 1.5 GPa 
for Cu-graphene composites and 4.0 GPa for Ni-graphene 
composites). Also, Kim with co-workers [10] experimentally 
revealed that the above flow stress increases with diminishing 
the metal layer thickness. 
 The dominant physical mechanism responsible for superior 
strength of metal-graphene nanolayered composites is 
attributed to the role of graphene interfaces as obstacles for 
lattice dislocation glide [10]. In the case under consideration, 
it is logical to think that the plastic deformation and fracture 
processes controlling the flow stress/strength of a metal-
graphene layered composite are the transfer of plastic 
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deformation across a graphene interface and the nanocrack 
formation initiated by stress fields of lattice dislocation 
stopped near a graphene interface. In the third section we 
describe the strength-controlling processes (transfer of plastic 
deformation and nanocrack generation) in metal-graphene 
layered composites and reveal the dependence of their strength 
characteristics on the metallic and graphene layer thicknesses.  

II. CRACK NUCLEATION AT PARTIAL DISCLINATIONS AT GRAIN 

BOUNDARIES IN GRAPHENE 

 In general, GBs in 2D graphene are line defects separating 
graphene grains (crystallites/domains) whose crystal lattices 
are tilted by a non-zero angle θ  relative to each other [11]. 
The angle θ  serves as the main geometric parameter of a GB 
and is called the GB misorientation. According to 
experimental data, computer simulations and theoretical 
models, low- and high-angle GBs in graphene hexagonal 
lattices are represented as walls of edge dislocations or, in 
other terms, pentagon–heptagon pairs [8]. The geometry of the 
individual geometries of pentagon-heptagon pairs and their 
spatial arrangement in the corresponding wall configuration 
determines GB misorientation.   
 

 
 
Fig. 1. A partial disclination at grain boundary in graphene bi-crystal. 
(a) Graphene bi-crystal without cracks. (b) Graphene bi-crystal 
containing a nanocrack 
 
 Within our model, we consider GB defects associated with 
elementary changes in the GB misorientation and their effects 
on crack generation at GBs. Such defects are called partial 
disclinations in a 2D graphene sheet and represent the points 
where the GB misorientation changes in a step-like manner 
(and so does the GB dislocation arrangement; see figure 1(a)), 
so that the jump of misorientation represents the disclination 
strength ω ; see Ref. [11]. With the hexagonal geometry of the 
graphene crystal lattice, the strengths ω  of such partial 

disclinations can be arbitrary in the range: 60 60ω− < <  . 
Partial GB disclinations create stresses that can initiate 
nanocracks in graphene (figure 1(b)). 
 First, consider crack generation in a flat graphene sheet with 
a line GB containing a single partial disclination of the 
strength ω−  (figure 1(b)). Within our model, the flat 
graphene sheet has a circular shape specified by the radius R, 

and the partial disclination is located at its center (figure 2). 
(The radius R plays the role of the screening length for the 
stresses created by the disclination.) Consider the situation 
where the flat graphene sheet is under a tensile mechanical 
load 0σ  whose direction is normal to the GB line (figure 2). 

The disclination creates local stresses which, in superposition 
with the external load, can initiate nanocrack formation. 
Within our model, the nanocrack nucleates and grows along a 
GB in the region where the tensile stresses exerted on the 
crack surfaces by the disclination and the applied load are 
highest (see figure 1(b)). 

 
Fig. 2. Nanocrack generation at a grain boundary disclination 
(triangle) located at center of mechanically loaded circular graphene 
sheet 
 
  In order to calculate the conditions for nanocrack growth in 
graphene, we use the energy criterion [12] suggesting that a 
crack is favored to grow if the release of the strain energy in 
the course of crack advance is larger than the effective surface 
energy of the crack surfaces. With this criterion, using the 
expressions for the stress field of a wedge disclination in an 
infinite medium (and modifying these for the case of the plane 
stress state), one obtains the following condition for 
catastrophic crack growth: cσ σ> , where 

 ( )1/2
0 0(8 (2 ) / ) ln(4 / ) 2c bD l D R lσ γ γ ω= − − − .                (1) 

In formula (1), 0l  represents the maximum crack length to 

which the crack can grow through thermal fluctuations, R  is 
the screening length of the disclination stress field (in our 
case, R is the graphene circle radius; see figure 4), 

/ (4 )D E π= , E  is the Young modulus of graphene, γ  is the 

specific surface energy of graphene edges (say, crack edges in 
graphene), and bγ  is the specific GB energy in graphene. In 

derivation of formula (1), it is assumed that l R<< . The 
quantities γ  and bγ  have the meaning of the energy per unit 

area, that is, the energy of the surface of a graphene edge (or 
graphene GB energy, respectively) per length of the graphene 
edge (GB, respectively) divided by the distance (0.34 nm) 
between the graphene sheets in graphite.  
 In order to calculate the critical stress cσ  for a GB crack, 

we use the following typical values of graphene 
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characteristics: 0 0.72l =  nm, 1000E =  GPa (Ref. [12]), 

10.3γ =  J/m2 [14], and 3bγ =  J/m2 [15]. The dependences of 

the critical stress cσ  on the disclination strength ω  are 

calculated and presented in figure 3 for various values of the 
screening length (the radius of the circlular graphene sheet) 
R . As it follows from figure 3, when ω  increases, cσ  

decreases from 125 GPa at 0ω =  down to zero at certain 
values of ω  (10 to 20 degrees, depending on the value of the 
screening length R ). The calculated low values of the critical 
stress cσ  for intergranular fracture are consistent with the 

experimentally documented [9] values (35 GPa or lower) of 
fracture stresses specifying polycrystalline graphene 
specimens. As a corollary, individual partial disclinations at 
GBs can serve as critical defects responsible for 
experimentally documented [8,9] dramatic decrease in 
strength of polycrystalline graphene, as compared to its 
pristine counterpart.  

 
Fig. 3. Dependences of the ultimate stress cσ  on disclination strength 

ω  for various values of the screening length R  

 
 Besides individual disclinations, we have analyzed the 
effect of disclination dipoles (representing two opposite-sign 
disclinations) on the critical stress for catastrophic crack 
growth. The analysis has demonstrated that the critical stress 

dip
cσ for crack generation at a disclination dipole and its 

catastrophic growth decreases with increasing the disclination 
strength and the distance between the dipole disclinations. For 
large enough values of these parameters, the critical stress 

dip
cσ  is smaller than 35 GPa. Thus, similar to individual partial 

disclinations at GBs, their dipoles can be responsible for the 
experimentally documented [8,9] dramatic decrease in the 
strength of polycrystalline graphene. 
 Similar to grain boundaries in graphene, graphene interfaces 
in metal-graphene layered composites can serve as weak 
elements that can decrease the strength of such composites. 
Therefore, nanocrack generation and transfer of plastic flow 
across graphene interfaces in metal-graphene layered 

composites will be examined in the next section.  

III. COMPETITION BETWEEN NANOCRACK GENERATION AND 

TRANSFER OF PLASTIC FLOW ACROSS GRAPHENE INTERFACES IN 

METAL-GRAPHENE LAYERED COMPOSITES. GENERAL ASPECTS 

 
 Consider a layered composite solid consisting of repeat 
metallic layers and graphene interfaces. Let the solid be under 
the action of a shear stress τ . Consider an ensemble of 
N rectangular glide dislocation loops with identical Burgers 
vectors yb=b e  (where ye  is the unit vector directed along 

the y-axis) formed due to the action of a Frank-Read source 
and stopped near a platelike impenetrable graphene layer 
(figure 4). The action of the applied stress τ  and the stress 
field created by the ensemble of dislocation loops (stopped in 
the plastically deformed layer located to the left side of the 
graphene inclusion/interface) can induce homogeneous 
generation of a new rectangular glide dislocation loop with the 
Burgers vector b  in the neighboring metallic layer located to 
the right side of the graphene layer (figure 4). 

 
Fig. 4. Transfer of plastic deformation across a graphene interface. 
Transfer of plastic flow occurs through formation a rectangular glide 
dislocation loop in a metal layer Ι under the superposition of the 
applied shear stress τ and the stress field of an ensemble of 
rectangular glide dislocation loops located in the neighboring metal 
layer ΙΙ 
 
 Within this model, we have calculated the critical shear 
stress plτ τ=  for barrier-free generation of a new rectangular 

glide dislocation loop in Ni–graphene layered composite. The 
dependences of the critical shear stress plτ  on the parameter 

λ  characterizing the thickness of Ni layers in the Ni-graphene 
layered composite are plotted in figure 5, for various values of 
the graphene interface thickness h . It is seen in figure 5 that 
the critical stress plτ   decreases with an increase in the metal 

layer thickness λ  and/or a decrease in the graphene layer 
thickness h . For a given value of λ , the stress plτ  is 

minimum in the case of a monolayer graphene interface 
having the thickness of 0.3h ≈  nm. 
 Thus, plastic deformation can be transferred through 
graphene interfaces at high local stresses created by 

b 

b 

b 

b 

y 

x 

τ 
Graphene interface 

I II 

0 10 2
 

30 40 50 60 
0 

20 
40 
60 
80 

100 
120 

σ c
, G

P
a 

ω, deg 

R=0.1 µm 
R=1 µm 

R=10 µm 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 192



dislocation pileups. At the same time, the high stresses 
concentrated near the head of a dislocation pileup can induce 
the formation of a nanocrack: either in the metallic layer, at 
the angle α  to the normal to the layer boundary (figure 6(a)), 
or at the metal-graphene interface (figure 6(b)), or within the 
graphene interface (if this interface represents a multilayer 
graphene sheet; figure 6(c)). 

 
Fig. 5. The critical shear stress plτ  for the barrier-free formation of a 

dislocation loop at a graphene interface vs the thickness λ  of Ni 
layers in a layered Ni-graphene composite, for different values of the 
graphene layer thickness h  

 

 
 

Fig. 6. Generation of nanocracks at a graphene interface in a metal 
matrix in the stress field of a double dislocation pileup and the 
applied shear stress τ . (a) Nanocrack forms in the matrix. (b) 
Nanocrack forms at the matrix–graphene interface. (c) Nanocrack 
forms inside the graphene inclusion 
 
 We have calculated the condition for the generation of a 
nanocrack at the head of the dislocation pileup formed under 
the applied shear stress  τ  (figure 6). This condition has the 
form frτ τ> , where frτ  is the critical stress for nanocrack 

generation. The dependences of the critical stress frτ  for 

nanocrack generation in the Ni-graphene layered composite on 
the parameter λ  are shown in figure 7, for the cases 

illustrated in figures 6(a), 6(b) and 6(c). ). The two upper 
curves in figure 7 correspond to the formation of a nanocrack 
in the Ni layer (figure 6(a)), for 70α =  , 1.7h =  nm and 0.3 
nm (curves 1 and 2, respectively). Curve 3 corresponds to the 
formation of a nanocrack at the Ni–graphene interface (figure 
6(b)). Curve 4 corresponds to the formation of a nanocrack 
within the multilayer graphene platelet at one interatomic 
distance from the Ni–graphene interface terminating the 
dislocation pileup (figure 6(c)). 

 
Fig. 7. Dependences of the critical stress frτ  for nanocrack 

generation on the thickness λ  of Ni layers in a layered Ni-graphene 
composite, for nanocrack in Ni (curves 1 and 2), Ni–graphene 
interface (curve 3) and graphene platelet (curve 4), with 1.7h =  nm 
(curve 1) and 0.3 nm (curve 2). For curves 3 and 4, graphene 
inclusion thickness h  is arbitrary 

 
As it is seen in figure 7, the critical stress frτ  is the lowest for 

the case of nanocrack formation inside a multilayer graphene 
interface. At the same time, figure 7 demonstrates that if the 
graphene interface represents a monolayer graphene sheet, the 
nanocrack is the easiest to form along the Ni–graphene 
interface.  Thus, the formation of nanocracks in metal-
graphene layered composites is least likely, if the graphene 
interfaces represent monolayer graphene sheets and the metal 
layers adhere well with graphene. 
 Figure 8 plots the typical dependences of plτ  and frτ  on λ  

for layered Ni-graphene composites with monolayer and 
multilayer graphene sheets. Here the critical stress frτ  

corresponds to the easiest way of crack formation, that is, at 
the Ni–graphene interface (figure 6(b)) (for monolayer 
graphene sheets) or within the multilayer graphene sheet at 
one interatomic distance from the Ni–graphene interface (for 
multilayer graphene sheets). Figure 8 shows that the formation 
of a nanocrack in a layered Ni-graphene composite with 
multilayer graphene interfaces occurs at much smaller stresses 
that the transfer of plastic deformation through the graphene 
interface by means of the formation of a new dislocation loop. 
At the same time, in a Ni-graphene nanolayered composite 
with monolayer graphene interfaces, for any values of λ , the 
critical stress frτ  for the formation of an interface nanocrack 

is close to the critical stress plτ  for the formation of a new 

α 
h 

(a) 

l 

τ 

h 

l 

τ (b) 

h 

l 

τ (c) 

-λ 

-λ 

-λ 

x 

x 

x 

y 

y 

y 

2 3 4 5 6 7 8 
0 

0.25 

0.5 

0.75 

1 

1.25 

1.5 

λ, µm 

τ f
r, 

G
P

a 1 

2 

3 
4 2 3 4 5 6 7 8 

0 

0.2 

0.4 

0.6 

0.8 

1 

λ, µm 

τ p
l, 

G
P

a 

h=0.3 nm 

h=1.7 nm 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 193



dislocation loop. Therefore, in the case of monolayer graphene 
interfaces in Ni-graphene nanolayered composite, the 
processes of plastic deformation and interface fracture 
compete and can occur simultaneously. 

 
Fig. 8. Dependences of the critical stresses plτ  and frτ  on the 

thickness λ  of the Ni layer in nanolayered Ni-graphene composites 

containing monolayer ( 0.3h =  nm) or multilayer ( 1.7h =  nm) 
graphene sheets 
 
 Figure 8 also allows one to make a rough comparison of 
experimental and calculated values of the strength 
characterizing Ni-graphene nanolayered composites with 
monolayer graphene interfaces. For Ni layer thickness of 

100λ =  nm and the compressive load normal to the Ni-
graphene interfaces, experimental data [10] demonstrate the 
transition from very strong strengthening (characterized by a 
very small increase in plastic deformation with increasing the 
applied load) to moderate strengthening (characterized by 
pronounced plastic flow) at the value of the applied load 
around 3 GPa. This value of the applied load corresponds to 
the minimum (critical) shear stress in planes incident to the 
interfaces of 1.5 GPa, which is consistent with the 
theoretically revealed value of 1.75plτ ≈  GPa, for 100λ =  

nm (see figure 8). This enables us to assume that at the load 
below 3 GPa, small plastic deformation occurs in individual 
metal layers, while at load above 3 GPa the transfer of plastic 
deformation across graphene interfaces initiates pronounced 
plastic flow in Ni-graphene layered composites. 
 Let us define the critical stress mτ  as the minimum stress at 

which the layered Ni-graphene composite can either deform 
with onset of macroscopic plastic deformation or fracture. 
With the dominant mechanism of plastic flow assumed to be 
the transfer of plastic deformation from one metal layer to 
another one across a graphene interface, we define mτ  as 

min{ , }m pl frτ τ τ= . Figure 8 convincingly demonstrates that 

the critical stress mτ  for Ni-graphene layered composites 

containing multilayer graphene inclusions is much lower than 
that for the composites containing monolayer graphene 
interfaces. This means that strong Ni-graphene layered 
composites (against both fracture and macroscopic plastic 
flow) should contain monolayer graphene inclusions. 

IV. CONCLUSIONS 

To summarize, we have theoretically examined fracture of 
polycrystalline graphene and competition between plastic 
deformation and fracture processes in metal-graphene layered 
composites. In considering polycrystalline graphene, we have 
demonstrated that individual disclinations and their dipoles at 
GBs can be responsible for the experimentally observed [8,9] 
dramatic decrease of fracture strength of polycrystalline 
graphene compared to its pristine counterpart.  
 In consideration of metal-graphene layered composites, we 
have demonstrated that plastic deformation and fracture 
processes in metal-graphene layered composites are in 
competition and crucially affects the ultrahigh strength of 
these composites. The results have shown that the formation 
of a nanocrack in a layered Ni-graphene composite with 
multilayer graphene inclusions occurs at much smaller stresses 
that the transfer of plastic deformation through the graphene 
inclusion/interface by means of the formation of a new 
dislocation loop. Also, the critical fracture stress frτ  for Ni-

graphene nanolayered composite with multilayer graphene 
interfaces is always lower than the critical stresses plτ  and frτ  

characterizing Ni-graphene nanolayered composites 
containing monolayer graphene interfaces, for the same values 
of the metal layer thickness λ. Therefore, Ni-graphene 
nanolayered composites containing monolayer graphene 
interfaces are specified by higher strength than their 
counterparts with multilayer graphene interfaces. At the same 
time, in a Ni-graphene nanolayered composite with monolayer 
graphene interfaces, for any values of the metal layer 
thickness λ, the critical stress frτ  for the formation of an 

interface nanocrack is close to the critical stress plτ  for the 

transfer of plastic deformation across a graphene interface. As 
a corollary, in the case of monolayer graphene interfaces in 
Ni-graphene nanolayered composite, the processes of plastic 
deformation and interface fracture compete and can occur 
concurrently. 
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Abstract - We investigate the effects of complex social 

network interactions on social regime shifts within a coupled socio-
ecological system. We observe the occurrence of hysteresis 
between the cooperative and defective regime as we vary the 
resource inflow within the system. As we adjust the social network 
properties such as degree and topology, we notice a change in the 
width of the hysteresis curve. This result signifies the intimate 
connection between the underlying structure of the social 
interactions and the resiliency of the coupled socio-ecological 
system. In particular, we uncover a new feature of multiple regime 
shifts within the hysteresis curve as we introduce community 
structures into the complex social interactions, indicating that the 
presence of sub-structures in the interactions can break up the 
collapse or revival of a full regime shifts into multiple smaller 
regime shifts. Furthermore, we highlight the possibilities of making 
accurate early warning detections on the occurrence of regime 
shifts through both temporal and spatial indicators. We show that 
spatial indicators are more robust to changes in the degree of these 
social network interactions.  

 
1. Introduction 

In recent years, the interaction between humans and 
their environment has become intense and inevitable. Our 
future is threatened by the prospect of resource scarcity1,2 
and massive climate change3,4, with humans being the 
source of the significant deterioration of waters and its 
hydrologies5, forests6, as well as biodiversity7. Our 
ecosystem has experienced sudden, abrupt collapse and long 
lasting alteration to its structure. Human activities such as 
industrialization and exploitation are responsible for such 
collapse of ecosystems8. This occurrence is known in the 
literature as regime shifts.  Regime shifts imply the 
existence of multiple stable states within the system9,10. It 
happens when gradual alteration of underlying parameters 
triggers an unexpected transition near a critical point from 
one stable regime to a new stable regime11. Multiple stable 
states also indicate that the state of the system depends not 
merely on its variables and parameters but also on the 
history of the system. This path dependency is known as 
hysteresis, which usually arises via a change of certain 
driving parameter. Note that such a system cannot be 
reversed to its original domain by merely returning the 
parameter to its previous value. This property of 
irreversibility within hysteresis makes regime shift 

catastrophic, in the sense that one cannot return the situation 
back to its normal state  by a simple retraction9.  

In the case of socio-ecological regime shift, 
catastrophic transition can happen from a failure of 
cooperation. In real social interactions, the dynamics of 
cooperation is closely associated with the structure of social 
interaction. Thus, network properties will affect the local 
interaction among individuals which affect the multiple 
stabilities in the system. This in turn affects the bifurcation 
characteristics and the position of the tipping points of the 
system. Previous research has connected the relation 
between network properties and critical transition since the 
connectivity of network structure is usually associated with 
a resistance to change which impacts the critical transition 
between regimes12. Therefore, we intend to understand the 
robustness of different kinds of networks, for instance, what 
kind of topology would cause the overall systems response 
to be gradual or catastrophic. This knowledge would give us 
insights into specific social structures that are less 
vulnerable to collapse or exhibit the effects of hysteresis. In 
the context of social network, a vertex corresponds to an 
individual whereas the edges represent the social 
interactions. Many model employs an underlying network 
structure to depict social interactions to improve the reality 
of their system13–16. In real life scenario, social network 
structure often differs from one society to another. Some 
society also exhibit community structure in which 
individuals often interact closely within their own 
community17,18. 
 With the presence of risk in the sudden and 
persistent collapse of socio-ecological system, it will be very 
useful if we are able to anticipate regime shifts before the 
transition occurs12,19,20. For complex systems, a lack of 
detailed information makes it difficult to determine the exact 
position of the tipping point. To circumvent this difficulty, 
there is a rapid growth in the study of early warning signals 
of critical transition based on the generic behaviour in the 
vicinity of regime shifts21–28. Early warning signals can be 
used as an indicator of a pending regime shift. It gives us 
enough lead time to pre-empt the regime shift or to start 
evacuation procedure if the regime shift is unavoidable12,29. 
However, early warning signals cannot predict the future 
transition accurately all the time30–32. There are possibility of 
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false positive (when the early warning signal indicates an 
approaching transition but turns out to be false detection) 
and false negative (when the early warning signal failed to 
predict the approaching transition). In this paper, we will 
explore the applicability of conventional early warning 
signals such as autocorrelation and standard deviation to 
detect the occurrence of regime shifts accurately.   

2. Model 
A specific example of a simple coupled socio-

ecological model is the Common Pool Dilemma. This 
problem is interestingly described by Hardin as a tragedy of 
the commons33. In this problem, the maintenance of the 
ecological resource requires cooperative behaviour among 
related individuals who have equal access to the common 
resource. The collapse of cooperation is inevitable if 
everyone is rational and selfish since every selfish act to 
maximize individual profits will lead to a depletion of 
resources which in turn destroys the economic viability of 
the whole system. Common pool dilemma is very relevant to 
our situation today because the increasing competition for 
the common ecological resources is the main culprit that 
damages our natural ecosystem.  

In many common pool models, production is 
described by using the Cobb-Douglas function with 

decreasing returns, i.e. , where E is the total 
effort and R the resource available34–36. The total payoff is 
then described by subtracting the opportunity cost from the 

production function:  for co-operator, and 

 for defector. Previously, Tavoni et al 

proposed an ostracism mechanism to maintain the 
cooperation among resource users36. This model is called the 
TSL model, which is formulated in the form of non-linear 
dynamical equations consisting of two main components: 
the social dynamics and the ecological dynamics. In this 
paper we retain all important features of the TSL model. 
TSL model employs an equity driven ostracism mechanism 
to maintain the cooperation level, which leads to the 

following utility:  for defector 

and  for co-operator.  is the 
ostracism function with the parameter  representing the 
ostracism strength, and the parameters  and  govern the 
shape and effective threshold of the ostracism function.. The 
rate of change of the available ecological resource is made 
up of 3 components: linear resource inflow, natural 

depreciation and human extraction: 

The central assumption of this model is a well-mixed 
social interaction, which makes the ostracism mechanism 
effective against defectors. To make it more realistic, we 
have modified the model by adding social network to 
constraint social interaction among users. We have also 
incorporated discrete updating so that the social and 
ecological variables are evaluated at every time step. The 
schematic image of this model is shown in figure 1a below. 

The parameters used in the simulation are
. 

In this paper, all individuals interact locally with 
their adjacent neighbours in a specific social network. The 
social interaction here involves ostracism as social sanction 
with utility comparison. Moreover, we shall consider social 
interaction based on the Erdos-Renyi network topology, 
scale-free network topology, and also network with 
community structure. For the updating mechanism, we use 
asynchronous pairwise comparison such that at each time 
step a random player updates his strategy after comparing 
his utility against his random neighbour. This mechanism is 
usually called strategy selection and its details are shown in 
figure 1b. If the utility of his matched neighbour is higher 
than his utility, he will adopt his neighbour’s strategy with a 
certain probability which is proportional to the utility 
difference between him and his matched neighbour. Beside 
strategy selection, we also include the mechanism of 
mutation where we flip the strategy of a randomly chosen 
individual after a certain period of time (see figure 1c). The 
mutation mechanism is necessary to avoid the system being 
trapped in the state of all agents adopting the same strategy.   

 
Figure 1. Model. (a) Our model consists of both a social and an 
ecological system. The resource within the ecological system is 
increased through a linear resource inflow, and decreased via 
natural depreciation and human extraction. Each individual within 
the social system interacts based on a social network topology. 
Their payoffs depend on their ecological resource extraction. If the 
individual is a defector, an additional cost due to ostracism through 
social interaction with its neighbours has to be subtracted from his 
utility. A co-operator (blue) agrees to extract less resource 
according to the prior agreement and ostracizes any defectors that 
are connected to them. On the other hand, a defector (red) 
maximizes its payoff by extracting more than the agreement. The 
updating mechanism in (b) represents the process of selection. At 
each time step, a random individual compares his utility with that 
of a random neighbour. The probability of an individual changing 
his strategy to the opposite strategy is proportional to the utility 
difference. The updating mechanism in (c) represents the process 
of random mutation. At a certain mutation period, a random 
individual is selected to reverse its strategy (from co-operator to 
defector, or vice versa). 

3. Methods 
In this section we proceed to introduce the methods 

we employ to analyse our model. The analysis shall consist 
of two parts: the phenomenon of hysteresis with the 
presence of multiple stable states, and the early warning 
signals of the upcoming regime shifts. The coupling 
between the social and ecological aspects of the system 
creates a strong correlation between the fraction of co-
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operators and the availability of resources, which lead to 
similar results for these two components. In consequence, 
we shall only focus on the social component of the system 
and drop the ecological part in our discussion.   

3.1.  Hysteresis and Multiple Stable States 
Our system can fall into either a cooperative or a 

defective regime. In order to obtain a good approximation of 
the hysteresis cycle with multiple stable states, we average 
our results over many cycles. Note that a single cycle is 
defined as moving the socio-ecological states once around 
the hysteresis loop by adjusting the control parameter. For 
our studies, initial conditions are chosen such that the 
system begins at the cooperative regime. To ensure that the 
system is in the steady state, we evolve the system for a 
sufficiently long time before altering the value of our control 
parameter. For the first half of a hysteresis cycle, we 
increase the control parameter continuously and quasi-
statically, driving the system gradually along the steady state 
values within a particular regime. The new state is then 
recorded when a new equilibrium is reached after each 
alteration. This process is repeated until a critical parameter 
is exceeded and the system undergoes a regime shift. We 
then reverse the process to evolve the system towards its 
initial state. Note that each complete cycle of parameter 
alteration gives a hysteresis curve. 

 
Figure 2. Hysteresis Structure. The blue square symbol 
represents the average over 100 cycles of fraction of co-operators 
at equilibrium for different resource inflow c. The simulation starts 
at c=0 and stops at c=60. The system is evolved at a fixed c for a 
sufficiently long time in order for the state to reach its equilibrium 
value. The parameter c is then increased by 0.1 and the process is 
repeated.  After we have completed the computation of all 
equilibrium points between c=0 and c=60, we reverse the process 
and determine the equilibrium points by varying c from 60 to 0. 
This whole process represents a single cycle of hysteresis. It is 
repeated and averaged over 100 cycles to produce the above 
average hysteresis cycle. 

Figure 2 shows the hysteresis curve of a system 
based on social interactions from a complete graph of 50 
individuals driven by a variation in the amount of resource 
inflow as our control parameter. Note that various control 
parameters whose adjustment can lead to the hysteresis 
cycle, but for simplicity, we shall only concern with 

resource inflow as our control parameter in this paper. The 
result in Fig. 2 was averaged over 100 simulations. As the 
system becomes close to the first transition point c1, a 
further increase in the amount of resource triggers a critical 
transition towards the defector equilibrium. Once the 
transition takes place, the previous states of the system 
cannot be restored through reversing the same path. During 
the second half of the hysteresis cycle, the cooperativeness 
of the population does not increase sharply back to its 
previous values at c1 as we decrease the amount of resource 
inflow. Instead, it increases slowly by tracing a distinct path 
before a second transition point c2 is reached. Then, a further 
reduction in the amount of resource inflow triggers another 
sharp transition: from the defective regime to the 
cooperative regime. 

3.2.  The Analysis of Early Warning Signals 
Typically, early warning signals are obtained by 

exploiting the generic behaviour of the system close to 
critical transition, such as the phenomenon of critical 
slowing down. However, these early warning signals 
normally suffer from false detection. Previous research has 
provided a statistical comparison between the results from 
the test model and the null model to determine the accuracy 
of the model31,32,37. One of them is Receiver-Operating 
Characteristic (ROC) which is a very robust method for the 
evaluation of the performance of various indicators and to 
capture their trade-off between both false positive and false 
negative qualitatively32. However in this paper, in order to 
obtain the accuracy quantitatively, we compare the 
probability distribution of test model and null model directly 
by using p-value significant testing. The test model relates to 
the case where our control parameter increases very slowly 
till it reaches the tipping point (10 increments in 10,000 
steps), i.e. we select the portion that precedes the potential 
transition. On the other hand, the null model is the situation 
without regime shift where the control parameter is kept fix, 
such that the system is only driven by stochastic fluctuations. 
The early warning signals can be obtained by means of 
either temporal patterns or spatial patterns. The accuracy of 
the early warning signals for different network degrees will 
be compared and discussed. 

3.2.1. Temporal Patterns 
Temporal early warning signal is often handy 

because in most cases the time series data is the only 
information available to us. The data analysis that yields the 
early warning signals of interest usually requires several 
steps which include pre-processing, filtering, probing, and 
significance testing whose details can be found in Dakos et 
al21. In empirical observations, we are typically restrained by 
the frequency of observation (i.e. the time interval between 
points in the datasets). However, this does not happen in our 
case since our time series data arise from the model, and our 
results show that the accuracy of the early warning signals 
obtained is independent of the frequency of observation. 
Therefore, we only illustrate situations when the time 
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interval is 50. In this analysis, we use a rolling window with 
a size that is half of the whole time series datasets. We also 
filter the trends by using Gaussian smoothing to avoid 
spurious indications caused by the presence of strong local 
correlation structures in the time series (figure 3a, panel 1). 
The de-trended data (figure 3a, panel 2) is then analysed by 
several conventional indicators such as autocorrelation, 
standard deviation, skewness and kurtosis. We have 
quantified the indicator’s trends by using the Kendall tau 
rank correlation which was computed through the R package: 
‘early warnings’ (figure 3a, panel 3-6). To achieve the 
statistical comparison, we have replicated 1,000 realizations 
for each time series measurement from our simulation for 
both the case of test model and the null model. The 
distributions for both cases are compared to determine the 
accuracy of the early warning indicators (figure 3b, panel 1-
4). Note that the vertical lines indicate the p value = 0.05 of 
the null model. Any value beyond these lines is considered 
significant. The accuracy of specific indicator is then 
quantified by the proportion of significant predictions 
attained against the total number of predictions attempted. 

  
Figure 3. Procedure for temporal early warning signals. Figure 
(a) represents a single realization of early warning detection. Panel 
1 gives the time series of the fraction of co-operators. The red 
curve is obtained after passing the time series through a Gaussian 
filter. Panel 2 shows the de-trended data that is employed for 
subsequent analysis. Each indicator is calculated within a rolling 
window that is half the size of the whole data. Panel 3-6 illustrates 
the trend for the following indicators: autocorrelation at lag-1, 
standard deviation, skewness, and kurtosis. The trend is then 
further analysed by means of the Kendall tau rank correlation. 
Figure (b) shows a comparison between the null model and the test 
model for each temporal indicator. The distribution in red 
represents the trend from the 1000 realizations of the null model. 
The vertical lines indicate the positions of the p-value = 0.05. On 
the other hand, the blue distribution represents the trend from the 
1000 realizations of the test model.  

3.2.2. Spatial Patterns 
Spatial early warning signal is only useful if we 

have complete spatial information of the system. It often 
provides more accurate predictions in comparison to 
temporal early warning signal, although it is more difficult 
to exploit due to insufficient spatial data in many cases. In 
our work, the spatial pattern is obtained from the spatial 
distribution of each strategy (cooperative or defective) 
within the network structure. The spatial autocorrelation is 
quantified by means of the Moran spatial correlation, 

 , where  if node  and  

are adjacent in their network structure, and  

otherwise. and  refer to the location of a node which 
represents an agent within the network structure. In our 
calculations, we let  if agent  is using the cooperative 
strategy and  if agent  is using the defective strategy. 
The standard deviation, skewness and kurtosis are modified 
into spatial measures as the second, third, and fourth 
moments about the spatial mean respectively38, i.e. the 

spatial variance is formally defined as , 

the spatial skewness , the second moment 

of spatial mean . In many spatial early 

warning methods, a 2 dimensional space discretized into M 
and N units in x and y direction has been employed24,38. 
However, since the spatial structure in our paper is defined 
with respect to the agent’s strategy which is organized in 
terms of network topology, we use the definition of local 
and global network statistics39. Similar to the temporal early 
warning method, we record the value of each indicators as 
the system approaches the critical transition. As the system 
gets closer to critical transition, we expect an increase in 
spatial autocorrelation and standard deviation. We shall 
quantify the trends exhibited through the spatial indicators 
by means of the Kendall tau rank correlation (figure 4a, 
panel 1-4). In order to achieve statistical comparison we 
have generated 1,000 realizations from time series 
simulation for the case of test model and also the null model. 
The test model is the trend of spatial indicator when the 
system is approaching critical transition and the null model 
is the trend of spatial indicator when the system is not 
approaching critical transition. These are illustrated in panel 
1-4 of figure 4a. The distributions obtained for these two 
cases are then compared to determine its accuracy (figure 
4b). Note that the vertical lines indicate the p value = 0.05 of 
the null model. Any value beyond these lines is considered 
as significant. Again, the accuracy of the specific indicator 
is quantified by the proportion of significant predictions 
achieved against the total number of predictions attempted. 

 
Figure 4. Procedure for spatial early warning signals. Figure (a) 
illustrates a single realization of spatial early warning signals. 
Panel 1-4 give the trend of spatial autocorrelation (Moran 
coefficient), standard deviation, skewness, and kurtosis 
respectively. The trend is then analysed using the Kendall tau rank 
correlation. Figure (b) shows a comparison between the null model 
and the test model for different spatial indicators. The distribution 
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in red is obtained from the trend of 1000 realizations of the null 
model. The vertical lines show the position of the p-value = 0.05. 
The blue distribution is derived from the trend of 1000 realizations 
of the test model.  

4. Results 
4.1. The Effect of Network Properties on Hysteresis 

Structure. 
In this section, we shall present our numerical 

results and discuss the effects of several network properties 
on the hysteresis structure of the system.  

4.1.1. Degree 
Some societies are more connected than others. 

Therefore, it is reasonable to study the effects of network 
degree and investigate its consequences on coupled socio-
ecological systems. This has led us to employ the Erdos-
Renyi graph with a size of N=50 as our social network. We 
shall vary the average degree (k) of this network to model 
societies with different average number of social 
connections. The resulting set of hysteresis structures 
obtained is presented in Fig. 5. We observe that as the 
average degree k decreases, the width (∆c = |c1-c2|) of the 
hysteresis curve reduces. As shown in Fig. 5, critical 
transitions happen around c1=50 and c2=22 for a population 
with k=45. When the network has a lower degree (for 
example k=25), the regime shift towards the defective 
regime happens earlier (at c1=40) while the regime shift 
towards the cooperative regime occurs at a slightly larger 
value of resource inflow (c2=25). Interestingly, hysteresis 
effect is no longer observed for a population with very low 
number of social connection (i.e. k=5). When the number of 
social ties is small, a reduction or increment of a single co-
operator can have a large impact on the effectiveness of 
social ostracism within the local co-operator communities. 
In this case, the fraction of co-operators decreases faster as 
the control parameter increases and the system may regain 
its original state by following the same path as we reverse 
the process. On the other hand, when there are a large 
number of social connections, the reduction or increment of 
a single co-operator has relatively less impact on the 
effectiveness of social ostracism. Hence, there exists a 
critical point when social sanction can no longer hold the 
extra payoff offered by defective behaviour. 

 

Figure 5. The effects of network degree on hysteresis structure. 
The simulation is based on the Erdos-Renyi random graph 
topology with network degrees ranging from k=45 to k=5 and a 
population size of N=50. We plot the fraction of co-operators 
versus resource inflow obtained from the simulation results for 
degree k=45 (represented by blue square symbol) to k=5 
(represented by cyan diamond symbol) at a decrement of 5 unit 
each (see legend for the different colour and symbol). Note the 
reduction in hysteresis width as the degree is lowered. 

4.1.2. Topology 
Most real world social networks are not random 

graphs. Here, we study the influence of network topologies 
on regime shifts in coupled socio-ecological system. 
Specifically, we compare the effects of two different 
network topologies: the Erdos-Renyi random network, and 
the scale-free network generated using the Chung-Lu 
algorithm40 on the hysteresis structure. Note that we have 
raised the population size to N=200 in order to enhance the 
effects from the scale-free network. Simulation results are 
shown in figure 6, where we noticed a difference in 
hysteresis width between the two hysteresis curves. 
Although these networks have the same degree, a scale-free 
network comprises a greater proportion of nodes with a 
larger degree. This feature boosts the effectiveness of the 
ostracism mechanism within the co-operative regime of a 
society with a scale-free network structures, such that the 
critical transition is prevented from happening earlier. 
Furthermore, since the effectiveness of the ostracism 
mechanism is dependent on the presence of a certain number 
of co-operators, the degree structure of the network has 
minimal effect when the state of the system is within the 
defecting regime. As a result, the critical transition from the 
defective regime into the cooperative regime occurs at 
similar control parameter value. 

 
Figure 6. The effects of network topology on hysteresis 
structure. The cyan square represents the numerical results from 
the Erdos-Renyi random network topology, while the magenta 
triangle corresponds to that of a scale free network from the 
Chung-Lu algorithm. We have increased the population size to 
N=200 in order to capture the scale free effect. Note that we have 
set the range of the control parameter c from c=10 to c=40. 

4.1.3. Community Structure 
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In many societies and global organization of the 
real world, social connection is found to consist of several 
structural subunits or communities associated with strongly 
interconnected components17. To study the effects of such 
social organizations with sub-structural units, we construct 
an artificial network with the properties of community 
structure. The community structure is created by rewiring 
the original Erdos-Renyi graph via a classification of all the 
nodes into several community groups. The quantifier 
“parameter mixing” ( ) measures the amount of intergroup 
connections with the total connections, and hence it 
indicates that each node shares a fraction  of its links with 
other community41. In this section, we consider a population 
size of N=100. This choice is motivated by practical 
considerations since 100 individuals can be easily divided 
into groups of 2, 4, and 5 with equal number of individuals 
within each community group.  

Our simulation results are shown in figure 7, where 
we observe a change in the hysteresis structures as  varies. 
These figures illustrate the case of a network with degree 
k=15 consisting of 2 and 4 community groups. We observe 
that as  is lowered (modularity increased), the regime shift 
tends to occur earlier from the cooperative regime to the 
defective regime. This effect is observed for any number of 
community groups (here we display the results for 2 and 4 
community groups). In the case of low , the ostracism 
mechanism operates mainly within the individual 
community which tends to isolate from each other due to the 
stronger intra-group connections. Since ostracism functions 
via the presence of co-operators, its effectiveness reduces as 
the co-operators become more isolated within each separate 
group. In consequence, the regime shift to the defective 
regime occurs earlier. Furthermore, for very low , we 
observe the occurrence of multiple hysteresis. Instead of a 
total collapse or a total revival, the system is found to 
collapse or revive step by step. From the plot, we observe 
that the multiple hysteresis and the steps of the regime shifts 
are obscured in lieu of the averaging effect. Several tipping 
points of the last few steps have been averaged out and seem 
to have become mixed into a single shift.  

 

 
Figure 7. The effects of community structure on the hysteresis 
curve. The simulation is based on a modified random graph with a 
topology that contains community structure. Note that the network 
is fixed with a degree of k=15 and a population size of N=100. The 
results are obtained from simulations based on mixing parameters 
that range from  = 0.4 (represented by square symbol) to  = 0.2 
(represented by diamond symbol) with a decrement of 0.05 unit 
(see legend for the different symbols) for (a) 2 community groups; 
and (b) 4 community groups. 

In order to gain a better picture on the reasons 
behind the multiple hysteresis phenomena, we have plotted 
single realizations of hysteresis cycle in a network structure 
with 5 community groups for  = 0.2. We have plotted the 
fraction of co-operators within each community as well as 
that within the whole society. The results show that as the 
control parameter increases, the cooperative behaviour does 
not collapse globally but instead locally within the 
community. More precisely, we can see from figure 8 that 
the cooperativeness within community 2 collapses first 
while those of other communities continue to survive. As the 
control parameter is further increased, community 4 is 
observed to collapse next. This is followed by community 1 
and then community 5. Finally, community 3 collapses. 
Interestingly, the network community structure prevents the 
ostracism mechanism to act effectively across communities 
and thus prevent the concomitant collapse of cooperative 
behaviour across the whole society. It is interesting that the 
reversal of the communities from the defector regime to the 
cooperation regime does not necessarily follow the same 
sequence as that when the cooperation of the communities 
collapses. By combining all the hysteresis structures of each 
community, we then observe the multiple hysteresis of the 
whole population as represented in bold colour in figure 8.  
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Figure 8. Single realization of the effects of community 
structure on the hysteresis curve. The simulation is performed 
according to a modified random graph with the topology of 
community structure. Note that the network is fixed with a degree 
of k=15, a population size of N=100, and a mixing parameter of  
=0.2. We have plotted the fraction of co-operators against resource 
inflow for each community which is represented by curves of 
different colour. The colour in bold is for the case when we 
consider the whole population. 

4.2.  Early Warning Signals. 
In this section, we shall show our numerical results 

and discuss the effects of network connectivity on the 
accuracy of several conventional early warning signals. Note 
that all the necessary details with regards to the early 
warning signals have already been discussed in the methods 
section. 

4.2.1. Temporal Patterns 
Figure 9 illustrates the accuracy of specific 

temporal indicators as the network degree varies. Our results 
here show the percentage of significant correct prediction. 
We found that most of the temporal early warning signals 
are not accurate enough to predict the approaching transition. 
From the figure, we can see that only temporal standard 
deviation is sensitive enough to detect future regime shift. 
Other indicators are not able to distinguish between the null 
model (stable system) and the test model (system 
approaching critical transition). We observe that the 
accuracy of the temporal standard deviation increases as the 
network degree is lowered. This results from the following. 
For the case of high degree network, the stability of the 
regime reduces gradually as the control parameter increases. 
On the other hand, the stability drops faster in the case of 
low degree network as the control parameter increases. 
Since the dynamics of the system fluctuates more rapidly 
(higher variance) when the system is unstable, the temporal 
standard deviation is able to capture the increasing trend of 
variance more effectively. This explains why the temporal 
standard deviation performs better when the network degree 
is low versus that when the network degree is high. 

 
Figure 9. Accuracy of temporal early warning signals. A plot on 
the accuracy of different temporal early warning indicators: 
autocorrelation at lag-1, standard deviation, skewness, and kurtosis 
(see legend), versus the network degree. Note that each point is 
obtained after determining the percentage of significant accurate 
predictions through a comparison made against the null model.  

4.2.2. Spatial Patterns 
Figure 10 shows the accuracy of specific spatial 

indicators (Moran I, standard deviation, skewness, kurtosis) 
as the network degree changes. In comparison to the 
temporal early warning signals, we found that most of the 
spatial indicators are sensitive enough to predict the 
occurrence of an approaching regime shift. In fact, the 
second, third, and fourth moment of the spatial mean (i.e. 
the standard deviation, skewness, and kurtosis) are able to 
predict the approaching regime shift with 100% accuracy. 
For these indicators, the distribution of the null model and 
the test model is found to be totally separated without any 
overlap (see figure 4b). The separation between the test 
model and the null model indicates the underlying accuracy 
of the model since the early warning signal can be clearly 
distinguished from the false signal. Far away from the 
critical transition, only the strategy of mutation is dominant 
in the updating mechanism. Therefore, the strategy of each 
node varies near the spatial mean of the null model, as 
indicated by the second, third, and fourth spatial moments. 
On the other hand, since the strategy of selection is 
dominant in the test model, the strategy of each node is 
observed to vary far from the spatial mean. 

In the case of spatial correlation, the accuracy of 
the Moran I is found to increase as the network degree is 
lowered, and it can predict with 100% accuracy when the 
degree is very low. This can be understood as follow. Near 
the critical transition, we can perceive that every part of the 
network becomes spatially more similar to each other. For 
high degree network, since everyone is almost connected to 
everyone else, the system is already spatially correlated even 
for the null model. This makes it difficult to distinguish 
between the null and the test model. Such spatial correlation 
reduces as the network degree decreases, thus enabling the 
null model to be distinguishable from the test model. Spatial 
early warning signals are found to be more robust for the 
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detection of approaching regime shift compared to temporal 
early warning signals. In reality, however, this approach is 
very difficult to achieve practically because there is a need 
to have complete spatial strategy information of every 
individual. Perhaps in the future, it is possible to obtain the 
spatial behaviour and social network of every individual 
through big data by means of smart phone location tracking 
or social networking services.  

 
Figure 10. Accuracy of spatial early warning signals. A plot on 
the accuracy of various spatial early warning indicators: Moran 
coefficient, spatial standard deviation, spatial skewness, and spatial 
kurtosis (see legend), versus the network degree. Note that each 
point is obtained after determining the percentage of significant 
accurate predictions through a comparison made against the null 
model. 

5. Conclusion 
We have investigated into the influence of complex 

social network interactions on regime shifts in coupled 
socio-ecological system as well as our ability to make 
accurate prediction on its occurrence. We have based our 
study using the TSL model, with the inclusion of social 
interactions modelled by different network topologies and 
employing a discrete choice mechanism to update agent’s 
strategy which involves selection (utility driven strategy 
selection) and mutation (random strategy updating). Our 
results show that intrinsic social network properties can 
yield interesting multi-stable hysteresis structures, and can 
also have subtle effects on the accuracy of early warning 
signals. Thus, a more detailed understanding on the social 
interaction network properties as well as the associated 
socio-ecological parameters within a society would provide 
deeper insights that will be important for its proper 
protection. More importantly, it will enable us to improve 
our abilities to anticipate or even avoid the unsought for 
regime shift that can be catastrophic. In consequence, we 
perceive that the results of this work would be especially 
relevant and beneficial for decision making and 
management planning within the field of coupled socio-
ecological systems. 
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Abstract—Ultrasonic nano manipulation is an emerging 

technology, which has great potential applications in the assembly, 
measurement and fabrication of nano materials, handling of biological 
samples, manufacturing of nano sensors, new material syntheses, etc. 
In recent three years, the author’ research team proposed and 
developed a series ultrasonic manipulators with the functions such as 
nano trapping and transfer, nano rotary driving, and nano 
concentration. Controlled acoustic streaming eddies are used in the 
nano manipulations. Compared with other nano manipulation 
techniques, they have the features such as very low temperature rise at 
the manipulation area, little selectivity to manipulated samples, being 
implemented on the substrates given by customers. etc. This paper 
reports our latest progress in the function enhancement of ultrasonic 
nano manipulations, simulation of the acoustic streaming employed, 
and modeling of the ultrasonic devices. 
 

Keywords—Nano manipulation, Acoustic streaming, Ultrasonic 
device.  

I. INTRODUCTION 

ith the development of biomedicine, micro/nano 
fabrication, new material and so on, devices for actuating 
nano materials are being required [1, 2]. Required 

actuation functions for nano materials include trapping, 
positioning, transfer, release, revolution, removal, 
concentration, assembly, sorting, etc. These functions are also 
called nano manipulation. However, most of the above listed 
nano manipulation functions cannot be effectively and 
efficiently realized by the conventional actuation technology, 
which have limited driving forms and operating principles [2]. 
To fulfill the demands, lots of strategies have been proposed 
and investigated. They can be classified as optical [1, 3], 
magnetic [4], electric [5], mechanical [6], AFM [7], 
microfludic [8] and acoustic methods [9-15], based on the 
physical principles which they use. 

Ultrasonic nano manipulations utilize the sound induced 
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flow or acoustic streaming to manipulate nanoscale materials. 
In recent three years, the authors’ group proposed and realized a 
series of nano manipulations by the means of controlled 
acoustic streaming. They include trapping, orientation, 
positioning, transfer and rotation of individual nanowires in 
deionized water, and concentration of nanowires and 
nanoparticles in deionized water [2, 9-13].  It has the features 
such as little selectivity to the material properties of 
manipulated samples, little heat damage to manipulated 
samples, diverse manipulation functions, and no need to 
dispose MEMS or NEMS structures on the substrate. Although 
it has very large potential applications in the fields such as 
biomedicine, micro/nano fabrication, material engineering, 
renewable energy, etc., researches on the principle, structure 
design, and application of these devices are still superficial and 
insufficient [2]. Actually there were few reports on the 
ultrasonic manipulations of a single nano object before the 
authors’ work. This paper reports our latest progress in the 
function enhancement of ultrasonic nano manipulations, 
simulation of the acoustic streaming employed, and modeling 
of the ultrasonic devices. 

II. INTEGRATION OF NONCONTACT AND CONTACT TRAPPING 

FUNCTIONS INTO ONE DEVICE   

    In ultrasonic nano trapping, there are two working modes, 
i.e., the noncontact and contact modes. The noncontact trapping 
mode enables the device to handle sticky nano samples, and the 
contact trapping mode makes the transfer of a trapped sample 
convenient. However, the existing technology cannot integrate 
the noncontact and contact nano trapping functions into one 
device [9, 12].  
    Fig. 1 shows the experimental setup to implement the 
noncontact and contact-type trapping of individual nanowires 
by one device. The device is simply made up of the 
piezoelectric plate, vibration transmission needle (VTN) made 
of steel, and micro manipulating probe (MMP) made of 
fiberglass. The VTN is bonded along the narrow side of the 
piezoelectric plate. The MMP is bonded to the VTN’s tip, and 
parallel to the piezoelectric plate. The resonance frequency of 
the device is about 136 kHz, at which the VTN vibrates 
flexurally. In the frequency range from 131.2 ~132.2 kHz, the 
trapped nanowire is not in contact with the MMP, and it is in 
contact with the MMP in the frequency range from 133.9 ~ 134 
kHz. Figs. 2 and 3 contain a series of images to show the 
noncontact and contact trapping and transfer of a silver 
nanowire, respectively. In both modes, the AgNW rotates while 
being sucked to the MMP. From image b to d in Fig. 2, the 
trapped nanowire is moved on the substrate surface by moving 
the manipulating device. From image d to g in Fig. 3, the 
trapped wire is moved above the substrate surface, and in image 
h in Fig. 3, the trapped nano wire is released.  
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Fig. 1 Experimental setup for the noncontact and contact-type trapping 
of a single silver nanowire. (a) Schematic diagram. (b) Construction of 
the ultrasonic transducer. 

 

    The noncontact and contact trapping modes are realized by 
employing different acoustic streaming field patterns around 
the micro manipulating probe. Our calculation shows that the 
difference in acoustic streaming fields in the noncontact and 
contact modes, is caused by the change of the phase difference 
among the normal vibration components at the root of the micro 
manipulating probe.  
 

 
 

Fig. 2 Noncontact trapping of a single AgNW by the MMP’s tip in 
water film. 

 

 

Fig. 3 Contact trapping of a single AgNW by the MMP’s tip in water 
film. 

 
Our experiments show that the noncontact mode has a 

working frequency band width of 1 kHz, while the contact 
mode has a working frequency band width of only 0.1 kHz. 
Increasing the working frequency band width for the contact 
mode remains a challenge. 

III. ACOUSTIC STREAMING 

    At the present stage, acoustic streaming is the only means 
employed in the ultrasonic nano manipulations [2]. For better 
and wider applications of acoustic streaming in nano 
manipulation, more convenient and efficient numerical 
methods are needed to calculate the acoustic streaming field in 
the devices and to analyze its change with the working and 
structural parameters of devices [16]. We proposed and 
developed a numerical method, which can make use of the 
COMSOL Multiphysics finite element method (FEM) software 
to effectively simulate the acoustic streaming. Furthermore, 
based on the simulation results, effective methods for 
controlling the acoustic streaming fields in nano manipulations 
have been achieved. 
    The computation process consists of three steps [16]. In the 
first step, the sound field is solved with the multiphysics 
coupling modules of the software. In the second step, vibration 
velocity and sound pressure of the sound field are used to 
calculate spatial gradients of the Reynolds stress and mean 
pressure, which generate the acoustic streaming, by the post 
processing functions of the software. In the last step, the steady 
acoustic streaming is solved by the fluidic dynamics module, 
with proper boundary conditions for the acoustic streaming. 
The steady acoustic streaming satisfies the following equation: 

         jjjiji uxpFxuu 2
20 /)/( ∇+∂∂−=∂∂ ηρ                    (1) 

where iu  is acoustic streaming velocity, repeated suffix i and j 
represent x, y and z in a 3D model, 

0ρ  is the medium density in 

the undisturbed state, 
jF is the gradient of the Reynolds stress 

which acts on the fluid as a driving force of the acoustic 
streaming， and 

2p  is the time average of the 2nd order 

pressure or mean pressure. 
jF  is calculated by 

ijij xuuF ∂−∂= /)( 0ρ                        (2) 

where ui is the vibration velocities in the sound wave, and the 
bar signifies the mean value over one period.

2p is calculated by 

        2
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2
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=                          (3)   

where p1 represents the (1st order) sound pressure, < > 
represents the time average over one time period, c0 is the 

medium sound speed in the undisturbed state, and  
A
B is the 

nonlinear parameter of the medium. The acoustic streaming 
also satisfies the continuity equation 

               0/0 =∂∂ ii xuρ                             (4) 

 
Fig. 4(a) shows the contact type trapping process of a 

AgNW on the surface of a silicon substrate in deionized water 
film, reported in Ref. 9, and Fig. 4(b) is the calculated acoustic 
streaming field on the silicon substrate surface and in the yz 
vibration plane. At the root of the micro manipulation probe 
(the excited part), there are three orthogonal vibration 
components, which have different amplitudes and initial 
phases. According to our calculation, the acoustic streaming 
pattern is dependent on the phase differences and vibration 
amplitudes of these three orthogonal components. To generate 
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a useful acoustic streaming field for the contact type trapping of 
a nanowire, the phase difference between the y (or x) and z 
vibration components must be close to  ±90° , and the 
amplitude of the x (or y) vibration component must be small 
enough compared to the other vibration components. 
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Fig. 4. Simulated acoustic streaming field employed by the contact 
type nanowire trapping. (a) A schematic diagram of the driving and 
trapping process for a AgNW, in which the micro manipulating probe 
is in the yz plane which is perpendicular to the steel needle. (b) 
Simulated acoustic streaming fields on the substrate surface (left) and 
in the yz plane (right). 
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Fig. 5 Computed acoustic streaming field in the droplet on an 
ultrasonic stage. 

Also, a droplet-ultrasonic stage system, in which a micro 
droplet located at the center of the ultrasonic stage is used to 
concentrate nanoscale material [10], is modeled and analyzed 
by the FEM, as shown in Fig. 5. The computed acoustic 
streaming field, shown in Fig. 5, can well explain the nano 
concentration phenomenon in the droplet-ultrasonic stage 
system, and useful guidelines for enhancing the concentration 
capability without sacrificing the manipulation stability are also 
obtained. 

 

IV. DEVICE MODELING 

    Controlled rotary driving of single nano objects is an 
important technology in the assembling of nano structures, 
handling of biological samples, nano measurement, etc [2]. 
However, there have been little analyses on the ultrasonic 
transducers for the ultrasonic nano rotary driving [13], which 
makes the transducer’s optimization impossible. Recently, 
the vibration characteristics of the ultrasonic transducer for 
rotary driving of single nanowires (NWs), which has been 
proposed by the authors’ group, have been analyzed by the 3D 
finite element method (FEM), and some useful guidelines for 
designing the transducer are achieved. 

Fig. 6 shows the structure and size of the vibration excitation 
system. The ANSYS software is used in the FEM analyses. A 
3D FEM model of the device is shown in Fig. 7. The solid5 
elements are used for the ceramics and the solid45 elements 
elsewhere; A constant damping ratio and the Full Method 
solver are used for the harmonic response calculation. 

 

 

Fig. 6 Experimental setup and the ultrasonic device for the rotary 
driving of a single AgNW in water film on a silicon substrate. 

 

 

Fig. 7 A 3D FEM mesh model of the device. 
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The phase of the Y-directional vibration displacement 
minus that of the Z -directional vibration displacement at point 
O is defined as ΔφO. Fig. 8 shows the computed ΔφO versus 
driving frequency. It is seen that there exist some frequencies at 
which ΔφO = ±90°, which means that the resultant of the Y- and 
Z-directional vibration components of the micro manipulating 
probe (MMP) is an elliptical motion at these frequencies. Thus 
at these driving frequencies, eddies can be generated around the 
MMP, which can drive the NWs to rotate. This well explains 
the experimental phenomenon reported in our previous work 
[13]. Moreover, based on the order of magnitude, it is known 
that point A corresponds to the working point in the 
experiments. Fig. 9 shows the computed vibration displacement 
at the MMP’s tip versus the MMP’s length Lm. It is seen that at 
137 kHz, the MMP with a length Lm of 1.42 mm resonates. To 
ensure the performance consistency of the device, the MMP’s 
length Lm or the driving frequency should be designed to avoid 
the resonance of the MMP. In addition, it is found that the 
working point can still exist when the commonly used metal 
materials in ultrasonic transducers, such as steel, copper and 
aluminum, are used as the vibration transmission strip, and may 
become unstable or disappears when the vibration transmission 
strip’s length, width and height changes. 

 
Fig. 8 Computed phase difference ΔφO versus driving frequency. 

 
Fig. 9 Computed vibration displacement at the MMP’s tip versus the 

MMP’s length Lm. 

 

V. SUMMARY 

    The experimental and theoretical work has demonstrated that 
acoustic streaming can be used as an effective physical means 
for nano manipulations, and it can be effectively controlled by 
the phase difference between the normal vibration components 
of the micro manipulating probe. The noncontact and contact 
trapping functions can be integrated in one device by utilizing 
two different acoustic streaming fields generated at different 
working frequencies. Vibration control of the ultrasonic 

manipulators is critical to realize or enhance a nano 
manipulation function. As an emerging actuating technology, 
the ultrasonic nano manipulation is facing lots of technological 
challenges such as the diversification of manipulation functions 
and manipulated samples, enhancement of manipulation 
functions, device vibration control, etc.  
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The Gravity Control Experiments: Sensors, 
Equipment, Results   

Vitaly O. Groppen 

 

Abstract  — The objective of this paper is to optimize the 
parameters of deployed capacitors used in the gravity control 
experiments as sensors. Construction and capacity of a 
deployed capacitor as well as applied voltage are the tools of 
this optimization. Used mathematical model is based on the 
idea of substitution of energy distributed in the neighborhood 
above the upper surface of the plate-deployed capacitor by 
the material point with equivalent mass: force of the 
gravitational interaction of the plate with this point has 
opposite direction to the force of gravitational interaction of 
this plate with the Earth thus reducing this force. Results of 
experiments with different sensors and scales allow us to 
select effective equipment and combination of capacity and 
voltage, which should have a deployed capacitor. 

  Keywords — deployed capacitor, experimental verification, 
gravity control, high voltage.   

I. INTRODUCTION 

     The first model of the gravitational interaction forces was 
proposed by Sir Isaac Newton in 1667 [1]. About 250 years 
later, in 1915, Albert Einstein demonstrated a new theory of 
gravitation based on the Theory of Relativity [2]. In 1921 
Townsend Brown discovered movement of physical objects 
under the influence of high voltage [3], but this effect cannot 
be considered as control of gravitational forces because this 
phenomenon is known to be caused by ionization of air near 
acute and sharp edges.  The experiments described below are 
a continuation of the experiments presented in [4]-[6]. Their 
objective is to refine the parameters of used samples that 
enhance the lifting force. They are also based on the use of 
high voltage and charged deployed capacitors (Fig. 1) for 
gravity control. These experiments are based on the model 
using substitution of the energy distributed in the 
neighborhood above the upper surface of the deployed 
capacitor by the material point with equivalent mass: force 
of the gravitational interaction of the plate with this point is 
directed opposite to the direction of the force of gravitational 
interaction of this plate with the Earth therefore reducing the 
capacitor’s weight (Fig. 2). As it is shown in [4], [5], such a 
weight reduction is proportional to the energy stored by a 
deployed capacitor.                                                                                                                          

 

 

 

 

 

However, there are two opposite ways of increasing this 
energy. One of them is in increasing of capacitance of a 
deployed capacitor and, consequently, in reducing of 
distance between electrodes. To prevent the electric 
breakdown, the latter results in decreasing of voltage applied 
to a capacitor. Another way is to increase the voltage applied 
to the capacitor’s plates, which entails an increase in the 
distance between them and, as a consequence, reduction of 
capacitance of a capacitor. Below we analyze the efficiency 
of both approaches. 

 

1.   II. MAIN PRINCIPLES 

Electrodes of used in experiments capacitors are designed as 
metal strips on a dielectric substrate forming thus deployed 
capacitor so that its’ stored energy is distributed above the 
upper surface of a horizontally positioned capacitor  (see 
Fig. 2a and Fig. 3a below).  

  
                  (a)                                              (b)  

Fig 1. Deployed capacitors on fiberglass (a) and granite (b) 
substrate used during the experiments (top view) 

The energy Ei of each i-th charged capacitor is equal to:                                                                                       

(1)                                            ,
2

:
2UCEi i

i =∀  

where “Ci” is its’ capacity, “U” - power supply voltage. 

The mass of this energy is determined as follows:   

(2)                          ,
2

)(:
2

2

c
UCEmi i

i =∀  

where c - velocity of light. 

Below we suppose that: 
a) each capacitor is disposed horizontally, so that the 
electrodes are on its’ upper surface; 
b) distributed above the upper surface of this capacitor 

a 

c 

b 

d 

e 

f 
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energy Ei is replaced by the equivalent body D, whose mass 
is determined by the expression (2). 

Thus the force Fi of the gravitational interaction between the 
i-th capacitor and body D has a direction opposite to the 
force Fe of gravitational interaction between this plate and 
the Earth (Fig. 2). 

                                                                                               

 

 

Fig.2. The forces of interaction the body D, i-th plate and 
Earth. 

This lifting force Fi value in accordance with the Newton 
Law of gravity and equation (2), for any sample at Fig. 1 is 
determined as follows: 

                           (3)                             ,
2

:
22

2

cR
UCmFi ii

i γ=∀  

where γ - gravitational constant, c - velocity of light, R - the 
shortest distance between the corresponding body D point 
and the surface of i-th capacitor. 

Denoting 
0

eF  the weight of a plate before experiment 

whereas 
1

eF - its weight during experiment when the 

electrodes on its surface are applied to voltage equal to U, it 
is easy to determine lifting force value:  

                               . 10
eei FFF −=                                   (4)  

Fixing during each experiment all components of the 
equation (3) except distance R, the latter for i-th capacitor 
during j-th experiment can be determined as:                                                            

                      (5)                       .
2

)( ,
, ji

iij
ji F

Cm
c

U
URi γ=∀  

Thus value Ri for each i-th sample may be determined as the 

arithmetic average of )( ji UR :   

      (6)                                   .)(
1

:
max

1max
∑
=

=∀
j

j
jii UR

j
Ri  

If we denote the subset of indices of capacitors having the 
same energy by the symbol "I", the best will be the k-th 
capacitor, which satisfies the following condition:                                           

                                iIik RR
∈

= min .                            (7) 

 

Since this distance, as it is shown below, is small, as the unit 
of its measurement below is used Fermi (Fm): 1Fm = 10-15 m. 

III. EQUIPMENT, SAMPLES AND RESULTS 

OF EXPERIMENTS 

    As noted above, during the experiments were used two 
groups of samples: the first one was made in an effort to 
maximize the energy of charged capacitor via its’ maximum 
capacity and simultaneously to minimize its’ weight, 
whereas in the second group for the same goal we tried to 
maximize the capacitor’s weight and the voltage applied to 
the capacitor, which does not lead to the fixed leakage 
current. The latter restriction was necessary to minimize the 
lifting force of Biefeld-Brown effect [3].  

A.  The first series of experiments 

Geometry of electrodes of the first group samples used in the 
first series of experiments is shown below in Figure 3, 
whereas their main parameters - in Table 1.  

      

               (a)                       (b)                             (c)  

Fig. 3. Geometry of electrodes in the first group samples 

It is easy to see that “b” and “c” samples (Fig. 3) consist of 
four (“b”) and six (“c”) triangles type “a”. On the lavsan 
layer of “a” sample (Fig. 3, a) were fixed 12 copper nested 
equilateral triangles creating two groups of copper electrodes 
with width of these electrodes equal to 1 mm. and distance 
between the neighbor electrodes equal to 1.213 mm (see 
Table I). One group included six even triangles, another - six 
odd triangles and triangles in each group were connected 
electrically. During experiments center electrodes of all the 
“a”- triangles belonging to each “b” or “c” sample were 
connected electrically resulting in the parallel connection of 
corresponding capacitors.   

In the experiments we used:  

a) a) the high voltage power supply IVNR-20/10, guarantying 
voltage range 1 – 20 kV, power 200 wt. (Fig. 4(a), 1); 

b) b)  precise electronic scale AV-60/01-S which precision is 
equal to 0.0001 g, maximum weight – 60 g., the settling time 
of weighting mode – about 10 minutes (Fig. 4(a), 2);                                  
c) digital display of the electronic scale AV-60/01-S (Fig. 
4(a), 3). 
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                                                                                   Table I 

№ Parameter name Labels of samples in Fig. 1  Units  

 a b c  

1 2 3 4 5 6 

1 The length of one 

side 

0.098 0.194 0.098 m. 

2 Weight 5.0 ± 2.2 19.7 33.23 gm. 

3 Thickness 0.6 0.6 0.6 mm. 

4 Distance between 

the electrodes 

1.213 1.213 1.213 mm. 

5 Width of the 

electrodes 

1.0 1.0 1.0 mm. 

6 Capacity of the 

sample 

33 121 174 pF 

7 Material of the 

basis 

Fiber glass with lavsan cover - 

8 Material of the 

electrodes 

Copper - 

The parameters of deployed capacitors - samples presented 
at Fig. 3 and Fig. 1(a) 

 

0
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a b c

 
(a)                                          (b) 

Fig. 4. Equipment used in the first series of gravity control 
experiments (a) and corresponding diagram (b) of 
distances Ri (i Є {a, b, c}) values determined according to 
(6) for samples “a”, “b”, “c” (Table I).  

The experimental data reflecting dependences of lifting 
forces on voltage for each sample – capacitor are presented 
in Appendix 1 below. There seems to be three typical 
sources of weight value mistakes during the first series of 
experiments: 

• due to the proximity of the electrodes in the samples of the 
first series of experiments for a voltage greater than 3.5 kV 
have been substantial leakage currents, indicating the impact 
of the Biefield - Brown effect on the weight of a sample. 

• experiments for direct weight measurement of samples under 
high voltage resulted in direct interaction of electronic 
circuit of the scale and its sensor with the electric field of a 
sample often resulting in distortions in indications of weight 
by the scale and even in blocking the electronics of the scale;  

• as shown in [ 4 ], any prolonged exposure of different 
samples based on fibre glass with lavsan cover to high 
voltage leads to its’ electrical breakdown.      
    To minimize the errors indicated above, during the second 
series of experiments were used the other samples and 
equipment. 
 

B. The second series of experiments 
  
Within the second series of experiments we used:  

a)  new samples with better resistance to electrical 
breakdown made of granite with two spaced apart 
parallel copper strips, attached to the top of each 
granite rectangle (Fig. 1(b));  

b) instead of precise electronic scale AV-60/01-S new 
precision mechanical  balance AB-200 with 
maximum weight equal to 200 gram and precision 
equal to 0.001 g (Fig. 5(a)), which is not exposed to 
electromagnetic radiation. 

The weight, capacity and geometrical parameters of the 
samples “d”, “e” and “f” shown at Fig. 1(b) are presented 
below in Table II.                                                                                                                        

Table II 

    The parameters of deployed capacitors presented at Fig. 1(b) 

Voltage and corresponding change of weight for each sample 
of the second group are presented in the Appendix 2, whereas 
diagram of  Ri , i Є {d, e, f}distances determined according to 
(6) for samples “d”, “e”, “f” (Table II) is presented at Figure 
5(b). Samples of this diagram are ordered by increasing of 
their capacity.  

 

№ Parameter 

name 

Labels of samples in Fig. 3a  Units 

d e f 

1 2 3 4 5 6 

1 Upper 

surface area 

0.0063 0.003072 0.001

6 

m2. 

2 Total 

surface area 

0.01586 0.008704 0.004

8 

m2. 

3 Weight    211.0 85.16 55.07 g. 

4 Thickness 10.0 10.0 10.0 mm. 

5 Distance 

between the 

electrodes 

30.0 22.0 26.0 mm. 

6 Width of the 

electrodes 

11.0 5.0 7.0 mm. 

7 Capacity 6.166 2.9 1.6 pF 

8 Material of 

the plate 

basis 

Granite  - 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 212



 

 

        R  (Fm.) 

 

Figure 5. Mechanical scale AB-200 (a) and corresponding 
diagram (b) of distances Ri (i Є {d, e, f}) values determined 
according to (6) for samples “d”, “e”, “f” (see Table II 
above).  
 

IV. CONCLUSIONS                                                       

Using (6) and (7) and comparing the diagrams 4b and 5b for 
cases, where the energies gained in different capacitors are 
close, it is easy to see the benefits of the second approach: in 
the energy range 2·10-4 <E <8·10-4  (j) the following 
inequality holds:         (8)                          ,minmin

12
jIjiIi

RR
∈∈

≤  

where I1 – the set of samples used in the first series of 
experiments; I2 – the set of samples used during the second 
series of experiments. 

In other words, the above experimental results allow 
us the following conclusions concerning the future 
experiments on gravity control:  
1. In the future experiments operating voltage of 
sensors - capacitors should be maximized.  
2. It is preferred to use in experiments the precise 
mechanical scales, whose readings are independent of 
the electromagnetic fields.  
3. It is necessary to create such a sensor which would 
minimize the value of R, at the same time 
withstanding high voltage U. 
 4. The range of the voltage applied during the 
experiments to the sensors should be expanded. 
5. To exclude the influence on the readings of the 
balance of the charged particles in the air, the 
experiments should be repeated in an airless 
environment. 
        
 

APPENDIX 1 
 
Voltage and corresponding lifting forces Fi, i Є {a, b, 
c}, for the samples “a”, “b” and “c” used during the 
first series of experiments (see Fig. 1(a)) are 
presented in Table III below: 
 
 
 

 
 
 

                                                                                                                        

Table III 

# U 

(kV) 

Fa (N) Fb (N) Fc (N) 

1 2 3 4 5 

1 2.0 7.84532·10-6 25.49729·10-6 11.76798·10-6 

2 2.5 15.69064·10-6 10.78732·10-6 20.59397·10-6 

3 3.0 6.374323·10-6 13.72931·10-6 28.43929·10-6 

4 3.5 3.92266·10-6 73.54988·10-6 32.36195·10-6 

 

 

APPENDIX 2 

Voltage and corresponding lifting forces Fi , i Є {d, e, f}, for 

the samples “d”, “e” and “f” used during the second series 

of experiments (see Fig. 1(b)) are presented in Tables IV 

and V below: 

Voltage and corresponding lifting forces Fd and Fe for the 

samples “d” and “e” (see Fig. 1(b)) are presented in Table 

IV below:                                                                                                       

                                                                     Table IV 

# U  

(kV) 

Fd    (N) Fe    (N) 

1 2 3 4 

1 9.0 - 1.412158·10-4 

2 10.0 - 1.90249·10-4 

3 11.0 - 2.755669·10-4 

4 12.0 - 2.843929·10-4 

5 13.0 1.833844·10-4 3.6873·10-4 

6 14.0 2.265336·10-4 5.138685·10-4 

7 14.5 2.628182·10-4              - 

8 15.0 2.598762·10-4 5.295592·10-4 

9 15.5 3.138128·10-4              - 

10 16.0 3.854014·10-4 7.404021·10-4 

11 17.0 - 7.58054·10-4 

12 18.0 - 8.482752·10-4 

13 19.0 - 10.86577·10-4 

14 20.0 - 11.33649·10-4 

 

 

              ( a)                                         (b) 
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Voltage and corresponding change of lifting force Ff for the 

sample “f” (Fig. 1(b), f) are presented in Table V: 

                                                                                     
                                                      Table V 
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# U    

(kV) 

Ff    (N) 

 1 2 3 

1 2.5 1.137571·10-4 

2 3.0 1.274865·10-4 

3 4.0 2.186883·10-4 

4 5.0 1.549451·10-4 

5 7.5 2.43205·10-4 

6 10.0 1.78481·10-4 

7 14.0 2.16727·10-4 

8 15.0 0.8825985·10-4 
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Abstract— This paper describes formulation of a Monte Carlo 

model, which is capable of describing electron dynamics. At higher 
fields, charged particles may gain sufficient energy between 
collisions to cause ionization on impact with neutral molecules. 
Ionization by electron impact under strong electric field is the most 
important process leading to breakdown of gases.  
The avalanche growth is simulated by tracing individual paths of 
charged particles. When the electron multiplication is large the 
difference in mobility of electrons and positive ions introduces a 
space charge field which distorts the applied field. and the effect of 
space charge is included by solving the Poisson equation. The 
simulation is carried out in O2 gas under the effect of uniform 
electrical fields. The streamer breakdown criterion for the different 
applied uniform fields is examined. 
 

Keywords—Electrical Breakdown, Collision probability, 
Electrical discharge, Poisson’s equation, Monte Carlo Simulation. 

I. INTRODUCTION 

HE term “discharge” was applied to any flow of electric 
current through gas, and to any process of ionization of 

the gas under the effect of an applied electric field. The 
modern field of gas discharge physics is thus occupied with 
processes connected with electric currents in gases and with 
generating and maintaining the ability of a gas to conduct 
electricity [1]. 

Gases are important in the field of high voltage engineering. 
They are used mainly for the insulation and prevention of 
electrical breakdown in high voltage circuits and transmission 
lines [2].  

The type of discharge is determined by the various physical 
conditions of gases, namely, pressure, temperature, electrode 
field configuration, nature of electrode surfaces, and the 
availability of initial conducting particles are known to govern 
the ionization processes [3-7]. The breakdown voltage of a 
given gap depends on the gas parameters such as the 
ionization coefficient (α), the attachment coefficient (η), the 
recombination coefficient (β), and the Townsend second 
ionization coefficient (γ), which in turn are functions of the 
electric field and of such factors [8].  

The Monte Carlo Simulation (MCS) is used to describe the 
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different phenomena in the discharge process such as: the 
elastic and inelastic (ionization, attachment, and excitation) 
processes.   

The MCS consists on tracking the electrons’ trajectories; it 
is based on the mean free path or the mean free flight time. 
The physical parameters of the molecules that compose the 
studied gas: Collision cross section, Collision probability, 
Collision energy (elastic, attachment, excitation and 
ionization), are used to model the gas discharge. By using 
sampling laws, we obtain the parameters of electronic 
avalanches’ development and growth: mean energy values, 
ionization and attachment coefficients.  

In this paper we use the simulation results to verify the 
breakdown criterion and to find the solution of Poisson 
equation for the space charge field which is the main 
parameter producing the discharge. The effect of the applied 
electric field is investigated.   

II. SIMULATION METHOD 

MCS is a stochastic method; it applies to problems with 
absolutely no probabilistic content in addition to those with 
intrinsic probabilistic structure. This method is based on a set 
of stochastic algorithms providing the approximation of 
numerical quantities by performing statistical sampling 
experiments on a computer. Pseudorandom numbers are used 
to describe the development of the real system in question.  

The MCS has come to be known as the only approach 
capable of providing useful imitating tool for the electron’s 
motion in gas discharge physics. 

Monte Carlo experiment generates randomly a group of 
trial electrons. The application of the constant step MCS 
version for the study of electron’s motion, under the effect of 
the electric field, requires the evaluation process, after 
experiencing energy loss and gain, of the different parameters 
taking into account the different processes of atomic collisions 
(elastic or inelastic). 

A. Collisions’ Treatment 
We have adopted a free flight time approach; the electron 

mean free flight time between two successive collisions is 
determined by the electron collision total cross section Q (ε) 
as: 

 

( ) ( )εε vQN
Tm

..

1
=             (1) 
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where: v (ε) is the drift velocity of electrons and Ν the gas 
number density. 

The free flight time is divided into a number of smaller 
elements according to: 

 
0Tmdt

K
=                    (2) 

 
where: K is a sufficiently large integer. 

The collision probability P1, that follows the Poisson’s 
distribution, is given by: 

 

1 1 exp
dtP

Tm
 = −  
 

                (3) 

 
The interval [0, P1] is divided into segments of lengths that 

correspond to the probabilities of different types of collision 
after increasing scheduling of these probabilities.  

The remaining portion of the interval [0, 1] is for the case 
where no collision is possible. 

The electron energy is described as follows:  
For the elastic collision the energy is given by:  
 

( )1 01 2 cos
Mε = - δ ε
m

 
 
 

               (4) 

 
where: δ is the scattering angle of the electron after the 
collision, m and M are, respectively, the masse of electron and 
an O2 molecule and ε0 is the electron’s energy before collision. 

For the processes (attachment, excitation and ionization), 
the onset energy “los” of the process is subtracted from the 
electron energy: 
For an attachment of the electron, all its energy is to be lost, 
and therefore it is lost in the swarm. 
 

1 0ε =                          (5) 

 
For an exciting process of a molecule to a higher stat 
(different rotations, vibrations and electronic excited stats), 
the energy of the electron is reduced with the energy needed 
to excite the molecule and the resulting energy is given by: 
 

( ) ( )1 0m m losε ε= −                 (6) 

 
And for an ionizing process, the remaining energy is shared 
between the, primary and ejected, electrons with the ratios R 
and (R –1) as: 

( )
( ) ( )

0

01

primary

ejected

R los

R los

ε ε

ε ε

= −

= − × −
             (7) 

 
where: R is a uniform random number between zero and unity. 

B. Implementation  
At time t = 0, the initial electrons are emitted from the 

cathode according to a cosine distribution. The energy gain of 
the electrons in a small time interval dt is governed by the 
equation of motion. The occurrence of collision between an 
electron and a gas molecule and its kind are determined by 
comparison of the collision probability P1 with computer 
generated random numbers R. The nature of the collision is 
determined in the following way: 

The total number of electrons in the gap increases over 
many orders of magnitude. To limit the number of simulation 
particles, a statistical subroutine is introduced, when the total 
number of simulation particles exceeds the maximum number 
Nmax permitted, to choose a new group of larger particles to 
represent the old larger group of smaller particles. 

III. SAMPLING LAWS 

A. Electron Swarm Parameters 
The statistical treatment is carried out to obtain the physical 

parameters such as the attachment and the ionization 
coefficients. For that we exploit the key quantity z which is 
given by the sampling formula below:   

 

( )
1

1 N

i

z z i
N =

= ∑                   (8) 

 
The ionization coefficient α 
 

( )0ln 1pionN n

z
α

 + =                (9) 

 
The attachment coefficient η 
 

( )
0

1
if 0nion

nion

pion

N
n z

N
N

η α

η α


= =



 =


             (10) 

 
where: n0 is the initial electrons number, Npion and 

 
Nnion are, 

respectively, the number of positive ions et the number of 
negative ions (counters). 

The mean energy of electrons ε  is known as 
 

( )
1

1 N

i

i
N

ε ε
=

= ∑
          

    (11) 

B. Space Charge Field 
To obtain the space charge field distribution, we use the 

distributions of the new electrons, positive and negative ions, 
which are produced by ionization and attachment processes, to 
resolve the Poisson equation.  
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IV. RESULTS AND DISCUSSION 

In this paper we describe the development of an electrical 
discharge in O2 by MCS in plane-plane geometry. The 
calculations are performed at gas pressures of 1 and 100torr. 
The cross section set of the O2 molecule used is that referred 
in [9].  
At t = 0, a number of electrons are released from the cathode 
with small energy 0.1 (eV).  

The figures (Fig. 1, Fig. 2, Fig. 3) show, respectively, the 
variation with time of the ionization coefficient (α), the 
attachment coefficient (η) and the mean kinetic energy; for 
Oxygen gas at a pressure of 1 (torr), a temperature of 293 
(K)20(° C) with a gap length of 2 (cm)  and an applied electric 
field of 10 ( kV/m). 
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Fig. 1 Temporal variation of the ionization Coefficient at P=1torr and E0=10 
kV/m.  

 
At low pressure 1 (torr), the ionization coefficient increases 

with time, however, the attachment coefficient decreases but 
the Townsend breakdown criterion is not verified. At time t= 
50 (ns), the number of the total space charge is about 16307 
(10065 electrons). 
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Fig. 2 Temporal variation of the attachment coefficient at P=1torr and E0=10 

kV/m. 

Time (ns)

M
ea

n
ki

ne
tic

en
er

gy

10 20 30 40 50

1

2

3

4

5

6

7

 
Fig. 3 Temporal variation of the mean kinetic energy at P=1torr and E0=10 

kV/m. 
 

The figure (Fig. 4) shows the spatial repartition of the space 
charge field at pressure of 1 (torr) under an applied electric 
field of 10 (kv/m) where we deduce that the space charge field 
is intense near the cathode but it is not sufficient to sustain the 
discharge. This result is in good agreement with the value 
given E. Kuffel [4]. 
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Fig. 4 Spatial charge field distribution at P=1 torr and E0=10 kV/m. 

 
The figures (Fig. 5 and Fig. 6) show, respectively, the 

variation with time of the ionization coefficient (α) and the 
attachment coefficient (η); for Oxygen gas at a pressure of 
100  (torrs), a temperature of 293 K (20° C) with a gap length 
of 2 (cm) and under an applied electric field E0=1000 (kV/m). 
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Fig. 5  Temporal variation of the ionization coefficient at P=100 (torr) and 
E0=1000 (kV/m). 
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Fig.6 Temporal variation of the attachment coefficient at P=100 torr and 
E0=1000 kV/m.  

The figures  (Fig. 7 and Fig. 8) show the  distribution of the 
electric field Er due to space charge at times t = 2ns and t = 
2.22ns respectively.  

At time t= 2 ns, the total number of space charge is about 
784434 and the streamer formation criterion is not verified. 
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Fig. 9 Spatial distribution of the space charge field at P=100 (torr) and 
E0=7000 (kV/m). 
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Fig. 10 Spatial charge field distribution at t=2.22ns P=100 torr and E0=7000 
kV/m . 

 
For Oxygen gas at a pressure of 100 (torr) and a 

temperature of 293 K (20° C) with a gap length of 2 (cm):   
At time t=2.22 ns, under an applied electric field  E0= 7000 

(kV/m), the total number of space charge is of  9846099 and it 
is able to produce sufficiently strong electric field which allow 
secondary electrons due to photo-ionization to develop into 
the avalanche head. The streamer breakdown criterion αd 
=18.03 is verified; so we can say, in this case, that the 
streamer breakdown is established 

V. CONCLUSION 

In this paper we have used the Monte Carlo Simulation to 
describe the behavior a large number of electrons in uniform 
electric fields. 

For reasons of simplification, our model is based only on  
The simulation results give values for electrons mean 

energy, ionization and attachment coefficients as functions of 
time. When the voltage is sufficiently high, the ionization 
coefficient increases and the gas become conductor, and 
therefore the appearance of the electrical breakdown. 

By means of the simulation results we have verified the 
breakdown criteria for different values of applied electric field 
(pressure and applied voltages) (Townsend for the low 
pressures and Streamer for the high pressures) 
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Abstract—This paper proposed a flexible electrodynamic planar 

loudspeaker (FEPL) with limited thickness (<<10 mm). The structure 

is very simple such as a flexible thin film diaphragm (polyimide) 

electroplated traces of copper coil above a flexible magnetic placed in 

the bottom of cavity, thus forming a seamless integration of 

electromagnetic actuation and planar flexible structure. The advantage 

of this design is that it can be used in flexible electronics or can be 

deployed on the surface of any object easily. Compared with an 

equivalent cone type loudspeaker, the performance of FEPL infinite 

baffle was found to be better at high frequencies but lags slightly in the 

low frequency range. Three additional cases of the FEPL were 

investigated, i.e. the FEPL with enclosure and no vent (Case 1), the 

FEPL with enclosure and vented around the side walls (Case 2), and 

the FEPL with enclosure and vented on the diaphragm (Case 3). In 

general, the FEPLs with enclosure showed a better performance than 

the infinite baffle one. However, for the FEPL with enclosure and no 

vent (Case 1), the performance is only better in the high frequency 

region, and the operational range is 1.3 to 20 kHz. The FEPLs with 

enclosure and vents around the side walls (Case 2) showed a better 

sensitivity extending towards the lower frequency region, the 

operational range is 60Hz to 20 kHz and with a minimum average SPL 

of 50 dB in the lower frequency region and 90 dB in the higher 

frequency region. On the other hand, the performance Case 3 is 

between those of Cases 1and 2. To optimize the performance, this 

study made a detailed analysis on the thickness of cavity, magnet and 

coil, magnet configuration and polarization, and diaphragm dimension, 

thus contributing to the scarce literature in this area of study. 

 

Keywords—Electromagnetic actuation, flexible substrate, 

magnetic flux density, planar loudspeaker, sound pressure level.  

I. INTRODUCTION 

LEXIBLE electronics has been a hot research and 

development topic in the electronics industry since the past 

few years. This is due to the rapid growth of flexible electronic 

technology [1]–[2]. The speaker is an important part of the 

electronics and has received many attentions [3]–[11]. Some 

progresses have been made towards the development of flexible 
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loudspeaker, and most of them have failed for commercial 

production. In loudspeaker design, many different actuation 

mechanisms are employed for electro-acoustic transduction, 

such as electromagnetic [4], [12]–[16], piezoelectric [5]–[6], 

electrostatic [17, 8], and electro-thermal [18]–[19] actuation 

mechanism. The flexible and transparent loudspeakers using 

piezoelectric actuation mechanism were developed [3, 5] by 

using PVDF as the piezoelectric polymer as radiator. Results of 

their study showed that the PVDF driven flexible loudspeaker 

were able to produce 70 dB and 80 dB SPL within a frequency 

range of 1 to 20 KHz and 400 Hz to 10 KHz, respectively. 

However, PVDF material is very expensive due to the complex 

production process [6]. They are of high frequency speakers and 

difficult to produce sound in low frequency range. Industrial 

Technology Research Institute (ITRI) Taiwan in 2009 filed a 

patent [17] of an electrostatic actuated ultrathin flexible 

loudspeaker, it was able to produce sound within 200 Hz -20 

KHz, and thus can be operated in medium and high frequency 

[11]. They combined arrays of tiny, bendable speakers to 

produce speaker systems of almost any size using standard 

inkjet printing on substrate of paper or plastic and a thin metal. 

Though suffers the same fate as PDVF loudspeaker in 

producing low frequency sound. Furthermore, other industrial 

based developed flexible loudspeakers include Yamaha 

Corporation [9] and Warwick audio technologies [10] that 

developed an electrostatic directional flexible loudspeaker 

capable of producing sound only in a specified direction. 

Fujifilm [8] also developed an electro-acoustic film which also 

operates using electrostatic mechanism. The inspired work of 

Xiao et al. [19] brought to light a flexible, stretchable, 

transparent loudspeaker designed using carbon nano-tubes 

(CNT). It operates using the electro-thermal mechanism. But 

this loudspeaker has a major drawback for the lack of industrial 

process to create thin films of CNTs. Until now electromagnetic 

actuation mechanism has not been explored in designing flat 

flexible loudspeaker that can be used in pop up banners, 

portable exhibition stands and other uses that require flat 

flexible loudspeaker.  

This study has explored the possibility to develop a flexible 

electrodynamic planar loudspeaker using a finite element 

method (FEM) approach. Over the years, electromagnetic 

actuation has been proven to be the most efficient actuation 

mechanism to generate sound pressure [4]–[13]. In general the 

electrodynamic loudspeakers generate sound through the 

interaction of a magnetic field, usually created by a rigid 
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permanent magnet (neodymium magnet), with a coil of wire 

carrying an audio current and attached to a diaphragm. The 

proposed design adopts the structure of a single ended planar 

loudspeaker which is an electrodynamic loudspeaker [7, 14]. 

Therefore, the challenge is how to utilize this actuation 

mechanism and structure to achieve a flexible loudspeaker. A 

typical structure of the proposed design is shown in Fig. 1. The 

core structure is the substitution of the conventional rigid 

magnet with a flexible magnet made of mixture of polymer and 

neodymium (NdFeB) or ferrite material. According to [21] it is 

obtainable to have flexible magnets that have up to 1.8 MgOe 

(2730 gauss) or more. This is relatively good for flexible 

loudspeaker application when all other militating factors are put 

to check as will be shown later. Besides, an ultrathin flexible 

polyimide film was adopted as the diaphragm with a copper coil 

electroplated on one side of its surface. The proposed flexible 

loudspeaker is expected to have a thickness less than 10 mm. 

 

 
Fig. 1 Exploded view of the basic design of the proposed FEPL 

  

The main focus of this study is to design an optimum structure 

that will yield the maximum efficiency and still retains the 

desired properties of the proposed loudspeaker and also analyze 

its mechano-acoustic and electrodynamic properties using FEM. 

The finite element simulation was done in two parts; first the 

FEPL was simulated considering it having an infinite baffle, this 

is to extract the essential parameters of the FEPL. Secondly, 

using the essential parameters the FEPL was modelled having 

an enclosure, with and without perforations. The pressure 

exerted inside the enclosure (behind the flexible substrate) was 

solved for and its effect on the SPL depicted. The results of the 

analysis showed that when supplied with a one volt audio signal, 

the proposed speaker is capable of producing 50 dBSPL (for 

FEPL to be as an infinite baffle) and 90 dBSPL (for FEPL to be 

with enclosure) measured from one meter distance, and have 

operating frequency ranges of 170 Hz to 20 KHz and 1.2 KHz to 

20 KHz, respectively. Compared with an equivalent cone type 

loudspeaker, the performance of FEPL infinite baffle was found 

to be on par with the one of cone type loudspeaker at high 

frequencies but lags slightly in the low frequency range. To 

optimize the FEPL performance, this study made a detailed 

distribution analyses on the thickness of cavity, magnet and coil, 

magnet configuration and polarization, and diaphragm 

dimension, thus contributing to the scarce literature in this area 

of study. The paper is organized as follows: the first section is an 

introduction; the next part illustrates the FEPL structure 

configuration and optimization; Section 3 is results and 

discussions; the last part is a conclusion.  

II. FEPL STRUCTURE CONFIGURATION AND DESIGN 

A. Speaker Cavity Design 

Considering the proposed structure of the FEPL the factors 

responsible for the performance includes the FEPL cavity (i.e., 

the distance of the coil from the magnet), the magnet 

polarization and the magnet arrangement adopted. Fig. 2 shows 

the 2-D cross-section view of FEPL. Fig. 3a shows the measured 

magnetic flux density (at 0.5 mm above the speaker surface) for 

four cases of speaker cavity height. As the cavity height 

increases, the magnetic flux density decreases according to the 

power law B
n
 where n = 1.0033, 1.00395, 1.0046 and 1.00525 

respectively for cavity height as 2 mm, 3 mm, 4 mm and 5 mm. 

n is found to be making a constant progression for every 1mm 

cavity height increment thus making the magnetic flux diminish 

rapidly as the magnet moves farther away. However, the larger 

the size of speaker enclosure the better chances of having a low 

frequency sound production if the resonant frequencies are well 

controlled [24]. A trade-off was employed here considering the 

speaker size and the diaphragm excursion. While 2 mm cavity 

height might be more appealing considering B, it is not suitable 

for a large excursion of the flexible substrate and mitigates the 

chances of achieving a low frequency operation of the FEPL. 

Thus, 4mm was chosen to be the suitable height for this design.  

 

 
Fig. 2 2-D cross-section view of FEPL 

 

B. Magnet Thickness Design 

Fig. 3b shows the magnitude of magnetic flux for different 

magnet thickness measured at a given distance (0.5 mm above 

coil surface) as depicted in Fig. 2. The magnitude of magnetic 

flux increases proportionally to the magnet thickness. However, 

while a 2 mm magnet thickness might not create enough 

magnetic fields, and the increase up to 5 mm would not be 

satisfactory because both the volume and weight are too larger. 

Thus, the thickness of magnet was chosen to be 4mm for the cost, 

packaging and sound quality trade-offs.  

 

  
Fig.3 Magnitude of B for different (a) cavity height, and (b) magnet 

thickness 
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C. Magnet Configuration and Polarization Design 

Two basic modes of magnet polarization as respectively 

shown in Figs. 4a (vertical) and 4b (horizontal) were adopted. 

Based on the physics of electromagnetism, the component of a 

magnetic flux responsible for actuating a vertical force in 

perpendicular with the flat surface of a coil is the radial flux, Br 

of a planar magnet irrespective of its polarization. However, 

because the loudspeaker under investigation is of square shape, 

two magnetic flux components are responsible for the vertical 

force actuation; the x-component Bx, and the y-component By. 

The dimensions of the planar magnets used for investigation are 

as shown in Figs. 4a and 4b. Figs. 5 and 6 show the magnetic 

flux distributions and magnitudes in the x and y axes of a single 

magnet which is vertically polarized or horizontally polarized in 

the x-axis. Note that the flux density is concentrated on the 

edges of the magnet and less on the center by using the vertical 

type in either x- or y-axis (Figs. 5b, 5 c and Fig. 6); while the 

flux density is concentrated on the edges of the magnet in the 

y-axis (Fig. 5f and Fig. 6) and less on the center in the x-axis 

(Fig. 5e and Fig. 6) by using the magnet horizontally polarized 

in the x-axis. The asymmetric nature of the horizontally 

polarized magnet will cause distortions in the diaphragm and 

lead to poor sound quality. So the vertically polarized magnet 

was chosen for the FEPL design.  

 

 
Fig.4 Polarization of B 

 

 

 
Fig. 5 Magnet flux density distribution for vertically polarized (a), (b), 

(c) and horizontally polarized (d), (e), (f) 

 
 

Fig. 6 Magnitudes of B in x and y axes for polarized in vertical, and 

horizontal planes, respectively 

D. Diaphragm Dimension Design 

Polyimide was chosen because its temperature is endurable to 

200℃and light weight. The density, coefficient of thermal 

expansion and thickness of the diaphragm are as 1430 kg/m
3
, 

5.5×10
−5

/K and 0.122 mm, respectively. Finally, the 

performance of SPL and the dimension of the diaphragm are to 

trade off. Fig. 7 shows the SPL of the speaker for four surface 

areas (S) as 60 mm  60 mm, 70 mm  70 mm, 80 mm  80 mm, 

and 90 mm  90 mm. Note that as S increases the SPL slightly 

decreases and has more distortion within the operational 

frequency range. When S is 60 mm 60 mm (blue), then the SPL 

is maximum but with a large resonance peak at 1500Hz. In 

comparison, the case of 70 mm  70 mm has a more flat SPL 

than the one of 60 mm  60 mm. Given this, the surface area 

with 70 mm  70 mm is found to be the better one of diaphragm 

dimension, and the calculated mass is 0.855g. 

 

 
Fig. 7 SPL for four cases of diaphragm surface area (S) 

E. Coil Thickness Design 

The turn and pitch of the coil are set as 30 turns and 1mm, 

respectively. Copper was chosen as the coil material for good 

electric conductivity. Fig. 8 shows that the SPL increases as the 

thickness (T) of the coil increases, which holds true, because the 

wire cross-sectional area is a function of the current density. 

However, at higher frequencies the trend changes as the effect 

of the coil weight becomes noticeable. For T ＞ 0.1 mm, 

additional coil thickness starts playing a more diminishing role 

on the SPL in the high frequency region. Because as the coil 

thickness increases, the coil mass starts contributing negatively 

to the speaker SPL.  

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 222



 

 

 
Fig. 8 SPL for four cases of coil thickness (T) 

 

The better case of T is 0.1 mm. If L and W are the length and 

width of the first coil turn respectively, p is the pitch of the coil, 

l is the total length of coil, and N0 is the number of coil turn. By 

(1) the total coil length was calculated to be 3.78 m. 

Consequently, the mass of the coil was calculated to be 1.6443 g 

given that copper has a density of 8700 kg/m
3
 and the coil is a 

square coil with evenly distributed pitch. 

 

                             (1)                                                                        

III. RESULTS AND DISCUSSIONS 

Fig. 9 shows the SPLs for the FEPL to be as an infinite baffle 

and with enclosure. The operational frequency of the FEPL 

spans from 170 Hz to 20 kHz as an infinite baffle; this is 

considered the region where SPL curve is more flat and also to 

avoid the mechanical resonance which occurred at 157 Hz as 

shown in Fig. 10 for the maximum displacement plot of 

diaphragm over frequency. The operational frequency produces 

minimum and maximum SPLs of 40 dB and 110 dB respectively. 

Fig. 9 also shows the SPL of an equivalent electrodynamic cone 

speaker (conventional speaker), in which the parameters such as 

voltage applied, number of coil turns, coil cross-sectional area 

and the magnet remanent flux density of the speakers were set to 

equal values. But the radiating surface area of the conventional 

speaker is approx. 97% greater than that of the FEPL. The SPLs 

were measured from the same distance. Note that the 

conventional speaker has a better performance in the lower 

frequency range and produces a more stable sound within this 

region; because it can undergo a more space for linear motion 

(pistonic motion) within this frequency. While in the higher 

frequency region, the FEPL is seen to have a more stable sound.  

 

 
Fig. 9 SPLs of FEPL (w/o enclosure) and conventional speaker 

 
Fig. 10 Maximum displacement of FEPL diaphragm 

 

Furthermore, the conventional speaker has its operational 

frequency within the low and middle frequency region while the 

FEPLs are better within the middle and high frequency region. 

In general, the conventional speaker (or FEPL) has the highest 

SPL in the low (or high) frequency region. Three additional 

cases of the FEPL as shown in Fig. 11 were investigated, i.e., the 

FEPL with enclosure and no vent (Case 1), the FEPL with 

enclosure and vented around the side walls (Case 2), and the 

FEPL with enclosure and vented on the diaphragm (Case 3). Fig. 

12 shows the SPL performances of all the cases. Note that the 

FEPLs with enclosure showed a better performance than the 

infinite baffle one. However, for the FEPL with enclosure and 

no vent (Case 1), the performance is only effectual in the high 

frequency region, and the operational range is 1.3 to 20 kHz. 

The FEPLs with enclosure and vents around the side walls 

(Case 2) showed a better sensitivity extending towards the lower 

frequency region, the operational range is 60 Hz to 20 kHz and 

with a minimum average SPL of 50 dB in the lower frequency 

region and 90 dB in the higher frequency region. On the other 

hand, the performance Case 3 is between those of Cases 1and 2.  

 

 
Fig. 11 FEPL with (a) no vent (b) vents around side walls, and (c) 

vents on diaphragm 

 

 
Fig. 12 SPLs for all the cases with and without enclosure and vents 
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IV. CONCLUSION 

This paper proposed a novel flexible electrodynamic planar 

loudspeaker that can generate a good audible sound. Some 

factors of the structure and configuration that led to tradeoffs are 

also made, such as the thickness of the cavity, magnet and coil, 

magnet configuration and polarization, and diaphragm 

dimension. The comparison of the FEPLs with the conventional 

cone type loudspeaker convincingly proved that the FEPLs have 

a better performance than the cone type loudspeaker in the high 

frequency region. In addition, the FEPL have other advantages 

over the cone type speaker, e.g. its flexibility, simple structure, 

cost effectiveness, easy manufacturability and its application 

versatility. The idea behind this study is a novel one, and as such 

has remained unexplored. 
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Abstract— This paper presents a perfect metamaterial absorber 

(MA) based on rings and cross wires (RCWs) configuration in 
microwave frequency regime. Maxima absorption rate is 99.9% at 
2.76 GHz for simulation and 99.4% at 2.82 GHz for experiment, in 
order. The proposed MA provides perfect absorption with angle of 
polarization independency. Consequently, suggested model enable 
myriad potential applications such as stealth and military 
technologies. 
 

Keywords— perfect absorber; metamaterial; microwave.  

I. INTRODUCTION 

TMs have unconventional electromagnetic (EM) 
properties, such as artificial magnetism and negative 

refraction. They still draw interest of scientists due to practical 
importance owing to varieties of potential application areas 
[1]. These materials are manmade and can be artificially 
fabricated at the desired regimes of the EM spectrum from 
MHz to near-IR [2-7]. Also, MTMs have many interesting 
applications which are not found in conventional materials, 
such as super lens, sensing, cloaking, waveguide, absorber 
and so on.  
In this paper, we evaluated previous MA studies in the 
literature. Then, we designed a new perfect MA that shows 
polarization angle independency with perfect absorptivity in 
the microwave frequency. Besides, presented advantages of 
the suggested MA model are evaluated in detailed. 

II. THEORETICAL APPROACH 

The absorption value with respect to frequency is defined as 

)()(1)( ωωω TRA −−= , where 2

11)(),( SRA =ωω  and 

2

21)( ST =ω  represent the absorption, reflection and 

transmission of the system, in order. The reflection and 
transmission values decay at a desired frequency range in an 
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absorber   due   to   the   impedance    matching   and   metallic 
background surface. In the maximum absorption condition, 
the effective impedance of the overall system 

( )21)(/)()( izzZ +== ωεωµω  exactly matches with the 

free space impedance )()( 0 ωω ZZ =  and the reflection 

decays [8].  

III. NUMERICAL STUDY, RESULTS, AND DISCUSSION 

The designed MA consists of RCWs-shaped, dielectric and 
metallic layer. The metallic structures on the top and bottom 
layers of the substrate are modeled as copper sheet with 
electrical conductivity of 5.8×107 S/m and thickness of 0.035 
mm. The thickness, loss tangent, relative permittivity and 
permeability of the selected dielectric-FR4 are 1.6 mm, 0.02, 
4.2 and 1, respectively. The top resonator, bottom metallic 
plate and FR4-substrate constitute the MA. The dimensions of 
the RCWs-shaped inclusion are introduced as shown in Fig. 
1(a). After simulations (by CST Microwave Studio based on 
finite integration technique), the MA is manufactured as 
shown in Fig. 1(b). Also, the measurement of S-parameters is 
achieved by using ROHDE & SCHWARZ ZVL6 VNA. The 
VNA supplies microwaves in the range of 1 GHz - 6 GHz 
through two horn antennas as shown in Fig. 1(c) is the 
schematic view of the measurement setup. Note that the 
transmitter antenna and the front side of the sample are 
arranged to form face-to-face configuration with each other in 
the measurement. 
 

 
Fig. 1 (a) Represent dimensions of the structure (a1=2 mm, a2=8 
mm, a3=7 mm, a4=20 mm, a5=1 mm, a6=10 mm, a7=3.5 mm), (b) 
picture of the manufactured microwave scale sample, (c) 
measurement setup of the system 
 

Numerical and experimental results are proved that the 
suggested model is very well candidate for perfect MAs as 
shown in Fig. 2. Maximum absorption rate is observed 
approximately 99.9% at 2.76 GHz for simulation and 99.4% at 
2.82 GHz for experiment, respectively. Also, fractional 
bandwidth (FBW) calculations of the resonance region are 
examined to show the qualification of the proposed MA. 
Since, bandwidth calculations are crucially important for 
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numerous applications. It is obtained by the formula 
FBW=∆f⁄f0 , where ∆f and f0 represent the half power 
bandwidth and the center frequency, respectively. In the 
suggested MA, these are obtained as ∆f=0.122 GHz, f0=2.76 
GHz, FBW≈4.42% for simulation and ∆f=0.1 GHz, f0=2.82 
GHz, FBW≈3.54% for experiment. Moreover, the proposed 
structure has approximately 120 MHz bandwidth range 
referring to 4.42% FBW which is quite enough for many 
applications. For example if we want to use a patch antenna 
which has approximately 3% FBW in an application, our 
structure would provide enough margins to work with. These 
calculations show performance quality of the suggested MA. 
 

 

 
Fig. 2 Simulated (left-side) and measured (right-side) reflection 

&absorption and the FBW for the proposed MA system. 
 
As the next investigation, we analyzed the effects of 

different polarization angles for the proposed MA. For this 
reason, the RCW-shaped inclusion is numerically rotated from 
to 900 with 150 steps as shown in Fig. 3. It can be seen that the 
suggested MA model provides very good absorption for all 
polarization angles due to the structural symmetry. In 
addition, when the polarization angle is changed, the MA 
provides dual band absorption between the frequency ranges 
of  2.5-3 GHz and 4.5-5 GHz. Shifts in the resonance 
frequencies are still very small with respect to the normal 
incidence case (Fig. 2).  Also, the additional peaks increased 
or decreased depending on polarization angles. 
 

 
Fig. 3 Simulation absorption characteristics at different polarization 

angles from 00 to 900. 
 
In order to view the physical mechanism of the operation 

principle of the proposed model at the resonance frequency, 
the electric field and surface current distributions of the MA 
are investigated as shown in Fig. 4, respectively. High electric 
field concentration is happen around upper and lower rings, 

cross wires and gap between them verify absorber resonance 
mode. The electric field causes to excitation of surface charge 
throughout the same path. Hence magnetic dipole moment due 
to surface charge induces magnetic response and leads to 
resonance absorption. E and H components of the incident EM 
wave are generated by strongly couples of these responses at 
the resonance frequency. This provides both electric and 
magnetic resonance at resonance frequency. 
 

 

 
Fig. 4 Electric field and surface current distribution at resonance 

frequency of 2.76 GHz. 
 

IV. CONCLUSION 

The study presents design, simulation and experiment a 
perfect MA. We designed, simulated and measured a perfect 
MA. Obtained results are discussed and compared. Simulation 
results are in good agreement with the experiment results. 
Also it can be seen from obtained results, this structure can be 
used as both angle and polarization independent absorber. By 
scaling the dimensions, the proposed model in microwave can 
be applied to other frequency regime. Moreover, the suggested 
model can be used in short wave communication and pressure 
measurement applications. 
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Abstract: - Considered here is a version of Newtonian liquid flow model in window between spheres 
of granular medium based on classical model of slow flow around isolated sphere adapted for such 
problem. With justified ignoring flow speed radial component, and qualitative and quantitative mod-
ification of speed parameter of flow running on sphere, the corresponding correction factor and ex-
pressions are defined for flow local speed at any point of window. Given hear are considerably larger 
Reynolds's numbers limiting applicability of expressions obtained (in comparison with basic ones). 

Key-Words: - local speed, average speed, filtering speed. 

1 Introduction 
The problem of studying flow speed profile in 

granular medium, i.e. in specific pores-channels of 
variable section, fairly is considered difficult even in 
the event of special case, for example, in slow 
(creeping) flow of incompressible liquid (when iner-
tia members in Navier-Stokes's equation are neglig-
ible) in characteristic "star-shaped" window section 
(Fig. 1) between contacting granules-spheres. Thus,  

 
Fig.1. Contacting spheres with window between them, 
flow normal to window. 
 
model combination of granules-spheres shown in 
Fig.1 forming considered window despite simplifi-
cation adequately is quite accepted: It is inherent not 
only to classical packing of granules-spheres with 
cubic structure, but also with more dense packing. 
So, in polyspherical medium structure with "frac-
tional" square-rhombic cells [1] (this structure as 
regards packing density and related porosity, and 
also as regards coordination number is more close to 
natural packing-filling) four "faces" from six – 
squares and only two – rhombs. 

In our opinion, the approach based on classic-
al model of slow flow around isolated sphere could 
be one of approaches to solution of the task set here. 

At first sight, this approach possibility can 
seem to be inappropriate in view of obvious striking 
difference in conditions of flow around isolated 
sphere and sphere in sphere group. 

Meanwhile, using basic provisions of classic-
al model as representing fundamental nature of slow 
flow behavior in the vicinity of spherical surface 
seems to be quite justified here, at least – near 
spheres at a distance not exceeding half the value of 
interspherical gaps. Thus, realization of the ap-
proach demands, naturally, corresponding reasona-
ble estimates and assumptions. 
 As for those concrete basic provisions of clas-
sical model, which could be useful in solution of the 
problem considered, first, these are solutions con-
cerning tangential uθ and radial uρ speed compo-
nents of liquid flowing round sphere. In spherical 
coordinate system the expressions for these, as we 
know, are as follows: 
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where: R – sphere radius, ρ – module of radius-
vector emerging from sphere center of this or that 
point outside the sphere (Fig. 1), θ – angle between 
selected flow direction and radius-vector of this 
point, υ – speed of flow running on sphere (flow 
speed far from sphere, theoretically – at infinity). 
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2 Prerequisites to adaptation of clas-
sical expressions for speed in window 
between contacting spheres 
Comparison of tangential and radial speed compo-
nents 

In relation to considered model, the range of 
possible variation ρ/R is not traditionally wide (as 
for isolated sphere, when ρ/R=1…∞ or R/ρ =0…1), 
but quite narrow limited to window sizes (Fig. 1): 
ρ/R=1…√2 (i.e. up to window center) or similarly – 
R/ρ =0.71…1. 

In similar variation range of ρ/R, the values of 
tangential uθ and radial uρ speed components are 
obviously inadequate. It is possible to be convinced 
in it preliminarily if to compare two expressions in 
(1): (1-3R/4ρ-R3/4ρ3) and (1-3R/2ρ+R3/2ρ3), from 
which the first considerably prevails (Fig. 2). As for 
uθ and uρ values, more exact – their modules uθ 
and uρ, at θ=45° and θ=135°, when 
sinθ=cosθ, distinction between uθ and uρ 
corresponds to mutual distinction of mentioned ex-
pressions (Fig. 2). Moreover, at 45°<θ<135°, when 
cosθ<sinθ, distinction between uθ and uρ 
becomes still more; in the window plane (Fig. 1), 
when cosθ=0, in general uρ=0.  

 

 
Fig.2. Comparison of expressions in brackets of equa-
tions (1) for characteristic (in relation to considered prob-
lem) range R/ρ: from R/ρ =0.71 (at a distance from sphere 
surface, equivalent to distance to window center between 
spheres) to R/ρ=1 (on sphere surface). 
 
 Thus, in the range 45°≤θ≤135°, i.e. and in the 
window plane, and in quite large areas at both sides 
of this plane, the module of tangential speed uθ is 
obviously dominating. Thus, with an error not ex-
ceeding 5 % (and that – outside the window plane: 
at θ=45° and θ=135°, when sinθ=cosθ), the 
resulting speed module calculated in general case as 

u= (uρ
2+uθ

2)0.5, practically corresponds to value of 
uθ:  

u ≅uθ= 









−−⋅

3

2

44

3
1

ρρ
θυ RRsin , 









−⋅≅
ρ

θυ Rsin,u 131 .    (2) 

In addition, the second version of speed equation is 
given here, which is simpler and almost equivalent 
(in the range specified for window R/ρ =0.71…1). 
For this purpose, the expression in brackets of the 
basic (first) equation (2) is artificially replaced with 
corresponding linear function (Fig. 2): 1-3R/4ρ-
R3/4ρ3 ≅ 1.3(1-R/ρ). 
 From (2), as special cases there also follow 
equations of flow local speed at any point in the 
window plane (sinθ =1): 
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Speed of flow running on sphere – as correction 
parameter 
 Certainly, for polyspherical medium (Fig. 1) 
the flow speed running on sphere υ used in (1)-(3) 
completely loses its initial meaning (we will notice: 
never "transforming" into the speed of flow running 
on polyspherical medium, i.e. into the so-called fil-
tering speed υf).  
 But parameter υ, being purely spurious here 
(according to name), should become quite certain 
numerical parameter with accuracy true for these 
equations. Thus, parameter υ as an average correc-
tion factor, naturally should be definitely coordi-
nated with flow speed characteristics in polyspheri-
cal medium, e.g. with average flow speed in win-
dow 〈u〉, filtering speed υf. 
 To substantiate parameter υ, in particular, for 
definition of key relationship between υ and 〈u〉, it is 
sufficient, having limited to one of eight identical 
window "sectors" (one of them is hatched in Fig. 1), 
in its limits to perform corresponding integration 
averaging of local speed u expressed by the first 
(main) equation (3). Thus, it is evident that double 
integration is required in this case: at first by ρ from 
R to ρ~ , and then by β from 0 to π/4 (Fig. 1), i.e. 

∫ ∫ ⋅
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π ρ

ρ
ρ

β
π

,  (4) 

taking into consideration (Fig. 1) that ρ~ =R/cosβ – 
radius-vector module of any point located on win-
dow diagonal, and β – angle between its radius-
vector and intercenter line of spheres. 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 229



     

 The first integration (4) leads to this interme-
diate result:  
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 Further integration also does not cause diffi-
culties except that a lengthy function cosβ ⋅ ln cosβ 
/(1- cosβ) in the second member of the integrand 
can be integrated only using methods of approx-
imate calculation (e.g., Simpson's formula). At the 
same time, it is possible to proceed differently: this 
function absolutely without accuracy reduction (Fig. 
3) is replaced with equivalent function (0.25β2–1) 
more convenient for integration, of course, in the 
necessary interval β=0…π/4 (β= 0…0.785).  

  
Fig.3. Illustration of possibility (in logarithmic coordi-
nates) of almost equivalent replacing expression cosβ⋅ln 
cosβ /(1–cosβ)+1 (shown as dots) with exponential func-
tion 0.25β2 (shown as line). 
  
 Then integration (5) leads to final result:  
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 Therefore, for flow model in window (Fig. 
1) this parameter "introduced" from classical model 
as speed of flow running on sphere υ gets the fol-
lowing quantitative interpretation:  
 υ= 13.5 〈u〉.    (7) 
 

 
 

3 Form of expressions adapted (to 
window between spheres) for flow lo-
cal speed 

Taking into account modified parameter υ of 
expression (3) defined in (7) for local u (referred to 
average 〈u〉), the flow speed in window can be 
represented as follows:  
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with maximum value of flow speed u=umax in win-
dow, i.e. in its center with coordinate 
ρ/R=( ρ~ /R)max=√2 (Fig.1):   

umax = 5.1 〈u〉.     (9) 
 Thus, equations (8) can be also represented as 
follows:  
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where u/umax values variate from 0 to 1 at variation 
of ρ/R from 1 to √2.   
 Included in (8) and (10), parameters 〈u〉 and 
umax interconnected via (9) can be easily expressed, 
in particular, through filtering speed υf (speed of 
flow running on porous medium). So, as for rela-
tionship of 〈u〉 and υf, it will be shown as  
〈u〉 = 4.7  υf ,             (11) 
when accepting  identity condition of "flow capaci-
ty" in formal and actual window (Fig. 1): 
υf d2=〈u〉 (d2-πd2/4).  
 Then, equation (8) gets the form: 
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rather convenient for practical calculations. 
 

4 Summary 
 Expression (12) can be used in solution of a 
wide range of problems, for example, in theoretical 
and technological feasibility of magnetophoresis 
filtration process (practiced for effective extraction 
of ferroparticles [2-6]) for required profound analy-
sis not only of magnetic, but also of a number of 
competing forces, in particular, Stokes force. Here, 
information on flow speed profile becomes very 
useful. 
 Besides, the additional condition concerning 
assessment of Reynolds limit number limiting appli-
cation of solutions obtained above is essential.  
 Initial (for development of the model consi-
dered here) classical expressions (1) are certainly 
true for values of Reynolds numbers up to Re= Re 
(υ, d) =1-2 calculated for isolated sphere always 
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explicitly: on the flow speed υ running on sphere 
and sphere diameter d.  
 However, it is possible to assume that this 
value of the number (limiting for flow around iso-
lated sphere – when resistance coefficient is still 
inversely proportional to Re) –cannot be even used 
as reference point of Reynolds limit number for 
flow in polyspherical medium pores. Thus, though 
this number Re is calculated, apparently, using the 
same (but formal for porous medium, i.e. in relation 
to pores-channels of this medium) parameters, 
namely on filtering speed υf (speed flow of running 
on porous medium) and sphere diameter d, it is real-
ly necessary to insist on this statement. 
 So, for liquid flow in granular medium the 
limit number Re = Re (υf, d), limiting applicability 
of Darcy's law (before noticeable manifestation of 
inertia effects), is often estimated by considerably 
higher values. For example, it can be estimated on 
dependence of pressure losses in this medium from 
number Re (υf, d). It is characteristic that it remains 
linear up to values Re(υf, d) =60-80 [7] showing the-
reby a "prolonged" retaining of laminar flow mode 
(thus, resistance coefficient in the known Darcy-
Weisbach formula for pressure losses remains in-
versely proportional to this number, i.e. inertia ef-
fects are manifested not so considerably). 

 
5 Acknowledgements 

This work was supported by Russian Federa-
tion Ministry of Education and Science. 

 
References: 
[1] Sandulyak A.V., Sandulyak A.A., Yershova 

V.A. Functional correction to classical expres-
sion for average flow speed in granular densely 
packed medium, Theoretical bases of chemical 
technology, 42, 2008, No 2, pp. 231-235. 

[2] Arajs S., Moyer C.A., Aidun R., Matijevic E. 
Magnetic filtration of submicroscopic particles 
through a packed bed of spheres, Journal of Ap-
plied Physics, 57, 1985, pp.4286. 

[3] Watson J., Watson S. The ball matrix magnetic 
separator, IEEE Transactions on Magnetics, 
V.19, Issue 6, 1983, pp.2698-2704. 

[4] Zezulka V., Straka P., Mucha P. A magnetic fil-
ter with permanent magnets on the basis of rare 
earth, Journal of Magnetism and Magnetic Mate-
rials, 268, 2004, pp. 219-226. 

[5] Sandulyak A.A., Sandulyak A.V. Application 
prospects of magnetic filters-separators for puri-
fication of ceramic suspensions, Glass and ce-
ramics, 11, 2006, pp. 34-37.  

[6] Svoboda J. A realistic description of the process 
of high-gradient magnetic separation, Minerals 
Engineering, 14, 2001, pp.1493-1503. 

[7] Sandulyak A.V., Plaul P., Marr R., Gamze T. 
Exponential nature of pressure losses in granular 
media, Heavy mechanical engineering, 6, 2002,  
pp. 20-25. 

 

 

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 231



Neural Networks Based Feature Selection 

from KDD Intrusion Detection Dataset  
  

Adel Ammar, Khaled Al-Shalfan 

College of Computer Sciences and Information 

Computer Sciences Department 

 Al-Imam Mohammad Ibn Saud Islamic University 

Riyadh, KSA 

adel.ammar@ccis.imamu.edu.sa 

 

 

Abstract—We present the application of a distinctive 

feature selection method based on neural networks to the 

problem of intrusion detection, in order to determine the 

most relevant network features. We use the same procedure 

for feature selection and for attack detection, which gives 

more consistency to the method. We apply this method to a 

case study and show its advantages compared to some 

existing feature selection approaches. We then measure its 

dependence to the network architecture and the learning 

database. 

Keywords—Intrusion detection, network security, feature 

selection, KDD dataset, neural networks. 

 

I. INTRODUCTION 

For Intrusion Detection Systems (IDS), ranking the 

importance of input features is a problem of 

significant interest, since the elimination of 

irrelevant or useless inputs leads to a simplification 

of the problem and may allow faster and more 

accurate detection. This is especially critical for the 

construction of an efficient real-time IDS able to 

comply with the constraints of high speed networks. 

We present, in this article, a feature selection method 

based on Neural Networks (NN), classifying traffic 

features according to their relative contribution to 

attack detection. 

Section II introduces the method and describes its 

theoretical basis. Section III details the results of a 

case study for a single output classification NN, and 

reviews the advantages and limitations of the 

method. Finally, section IV draws a conclusion for 

the present work and mentions some open issues for 

future works. 

II. THEORETICAL BASIS 

The method we propose here for selecting 

connection features is based on feed-forward neural 

networks. It has been applied in another application 

by [1] and theoretically formulated by [2] who called 

it HVS (Heuristic for Variable Selection). 

Nevertheless, it has not yet been applied to intrusion 

detection, to the best of our knowledge.  

We introduce the features that need to be ranked as 

inputs of a feed-forward neural network (with a 

single hidden layer) used as a classifier that 

distinguishes attacks from normal traffic. After the 

training process on a representative learning 

database, we assess the relative contribution of each 

feature as follows. We expect the contribution Cjs of 

a neuron j of the hidden layer to the output s 

according to the formula: 
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Where Wks is the weight of the connection between a 

hidden neuron k and the output s and Nh is the 

number of hidden neurons. Then, we obtain the 

contribution of an input neuron i to the output 

according to the formula: 
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Where Wij is the weight of the connection between 

the input neuron i and a hidden neuron j and Ni, is the 

number of inputs. The sum of input contributions is, 

therefore, equal to 1.  

III. CASE STUDY ON KDD DATABASE 

A. Calculation of features' contribution 

We have applied the HVS method described above, 

in a case study, to the KDD 99 intrusion detection 

benchmark [3]. This database originated from the 

1998 DARPA Intrusion Detection Evaluation 

Program that was prepared and managed by MIT 

Lincoln Labs. The objective was to assess and 

evaluate research in intrusion detection [4]. The 

dataset was summarized into network connections 

with 41 features per connection. In order to measure 

the relevance of these features, we constructed a NN 

with a single output that distinguishes between 

normal traffic and attacks. The learning database 

used to train the NN consists of a 1% random 

extraction (4,940 samples) from the original KDD 

learning set (containing 494,021 connection 

records). A learning database with such a size is 

sufficient to achieve an accuracy rate of 92% on the 

KDD test set (composed of 311029 independent 

connection records).  

Figure 1 depicts the obtained results, after applying 

the HVS method following (1) and (2). Features # 20 

and 21 take a null contribution because they are 

constant in the whole KDD learning set. The same 

can be noticed for features # 9 and 15, which are 

almost constant. In fact, more than 99.999% of the 

KDD learning set connection records contain a null 

value for these two features. Features 7, 11 and 18 

could also be excluded from the learning database 

since their contribution is remarkably little; while the 

most significant features are # 10, 22, 23, 34, 36, 39. 

 

Figure 1.  Relative contribution of each of the KDD 

41 features to the detection of attacks (distinction between 

normal traffic and attacks of various types) 

B. Checking the consistence of the method 

In order to verify the consistence of the results, we 

selected a set of most significant features (calculated 

as in the section above) to be set as inputs of the 

classification NN, and compared the results with 

those obtained with the full set of inputs. Figure 2 

shows these results after applying the networks to the 

testing databases. We note that we can keep only the 

most influential 12 features (out of 41), without 

significantly deteriorating neither the overall 

accuracy rate (Figure 2) nor the false positive and 

false negative rates (Figure 3).  

 

 
Figure 2.  Evolution of the overall accuracy rate according 

to the number of selected inputs 

 
Figure 3. Evolution of the false postive rate 

according to the number of selected inputs 

KDD feature

 

Relative contribution 
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c.  Advantages of the method 

The results shown above are consistent with those 

obtained by [5] and [6]. The latter used a totally 

different method which consists in deleting one of 

the features and measuring its impact on the result, 

using either a Neural Network or an SVM classifier. 

Compared to this approach, the method we have 

presented above shows several advantages: 

 The deletion-based method needs to run as 

many trainings as the number of features, each 

time deleting one of the features while the HVS 

method ranks all the features after a unique 

training, and does not imply any complicated 

computation. 

 The HVS method tends to be more accurate in 

selecting relevant features than the method used 

by [6] as explained in section III.A.2. 

 The HVS method distinguishes well between 

features than the SVM based feature ranking 

used by [6] which yields remarkably close 

accuracy results for most of the features, with so 

slight variations that they could be of random 

origin. 

 The HVS method reveals to be more precise in 

detecting irrelevant features than the method 

presented in [6]. For example, while features 20 

and 21 are constant in the whole KDD learning 

dataset (as previously noticed by [5]), and 

features 9 and 15 almost constant and they were 

not detected as the least important features in 

[6]. 

On the other hand, in term of consistence of HVS 

method, we note that we can keep only the most 

important 12 features (out of 41), without 

significantly deteriorating neither the overall 

accuracy rate (Figure 2) nor the false positive and 

false negative rates (Figure 3). This number of 

features is close to the one retained by [9] (11 

features) using rough sets and genetic algorithms. [6] 

conducted a similar test but showed a significant 

deterioration when selecting the most important 34 

features (the overall accuracy rate decreased from 

87% to 81% and the false positive rate increased 

from 6.7% to 18%). This tends to prove that our 

selection feature method is considerably more 

accurate than other cited methods. It should be also 

noticed that these latter results shown by [6] are not 

consistent with the Figures they obtained during the 

feature ranking since the deletion of only one feature 

(#10 or #35) decreased the accuracy of their network 

to less than 55%. They did not precise on which 

database they tested their result. intuitively the 

results they gave for the SVM classification suggests 

that they tested on only a part of the KDD training 

dataset (so with a very close distribution to that of the 

learning database) while we tested on the 

independent KDD testing dataset (which an entirely 

different distribution of attacks, and containing new 

attack types), which is more realistic. Obviously, 

testing on the training data set yields an artificially 

high performance. 

 

 

Figure 9.  Relative contribution of each of the KDD 41 

features to the detection of normal traffic, calculated for 

five different networks (with a number of hidden neuron 

varying from 16 to 20) 

 

Furthermore, the contributions of the inputs, 

calculated using the HVS method, are largely 

independent of the network architecture, as shown in 

Figure 9. This Figure depicts the result of use of the 

HVS method to five networks with different internal 

architectures. The five tests show very close results. 

Nevertheless, this stands only if the number of 

hidden neurons is sufficient to resolve the 

classification problem. 

 
Figure 10. Relative contribution of each of the KDD 41 

features to the detection of normal traffic, calculated for 

five different randomly extracted learning databases of the 

same size. 

Relative contribution 

KDD feature 

Relative contribution 
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IV. RELATED WORK 

There exists other feature selection methods also 

based on neural networks, theoretically described in 

[7], which we should consider and compare in future 

works, in the context of intrusion detection. The one 

we used is the simplest to calculate. We need, 

thoroughly, to compare the HVS method to other 

feature selection methods mentioned here, such as 

SVDF-based method or the one used by [5] based on 

information gain. 

Besides, several recent papers presented various 

feature selection techniques applied to the KDD 

features. Reference [8] proposed a hybrid approach 

combining the information gain ratio (IGR) and the 

k-means classifier.  Reference [9] proposed a 

feature selection method based on Rough Sets, 

improved Genetic Algorithms and clustering. Then 

they used the SVM classifier for performance 

evaluation on the KDD database. Reference [10] 

proposed a clustering-based classifier selection 

method. The method selects the best classifier on 

similar clusters, compares it with the best classifier 

on the nearest cluster and chooses the better one to 

make the system decision. It showed better results 

than the Clustering and Selection (CS) method.  

We should compare our method to these various 

techniques in a future work. Nevertheless, most of 

the cited works tested their methods on an extraction 

from the KDD learning database. They did  not test 

them on the KDD database originally dedicated to 

testing and containing new attacks as we did in this 

paper. This demonstrates the potential of the method 

to detect new attacks and gives more realistic results 

than the results produced by testing on only a part of 

the KDD learning database.  

V. CONCLUSION AND FUTURE WORK 

We have shown that the HVS method we 

presented in this work can be directly and efficiently 

applied to the problem of intrusion detection, in 

order to assess the most important features that 

contribute to attack detection. We could then select a 

set of most relevant features to accelerate the 

detection process. An important advantage of the 

approach, compared to existing methods (like [9]), is 

that the same technique (feed-forward neural 

networks) can be used for  both feature selection 

and attack detection, which gives more consistency 

to the method. Furthermore, the method is almost 

independent of the used networks’ architecture. 

Further rigorous tests should be conducted to 

measure accurately the dependence of the HVS 

method to the learning database, with databases of 

different sizes. This dependence should not be an 

obstacle, however, since, in most applications, the 

learning database is set once for all. 
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Prospects of high-frequency gravimetry   
 
 

Alexander L. Dmitriev 

 

Abstract - The gravitational field (GF) of the Earth is 
assumed to be a stochastic process the wide frequency 
spectrum of which is conditioned by the influence of 
various geophysical, astrophysical and anthropogenic 
factors. The frequency range of fluctuations of GF at 
frequencies over 1 Hz has not been significantly studied yet 
and still remains a peculiar "Terra Incognita" of gravimetry. 
Meanwhile, high-frequency changes of a free fall 
acceleration (FFA) data are informative for understanding 
of the complex physical processes happening in the core 
and crust of the Earth. They can be used to solve practical 
problems such as prediction of earthquakes, exploration of 
minerals, as well as problems of detection and 
identification of massive underwater or underground 
artifacts. Ballistic gravimeters with the test body executed 
in the form of a mechanical rotor with a horizontal axis of 
rotation should also be considered as perspective means of 
HF-gravimetry. Rotary motion corresponds to two 
oscillatory motions of the rotor particles along the 
orthogonal axis of coordinates. The accelerated harmonic 
motion of the rotor particles  on a vertical is characterized 
by an infinite set of time derivates. In these condition the 
interaction of such rotor with a nonstationary gravitational 
field of Earth can have a specific, not trivial character. Such 
researches will promote obtaining the new data on dynamic 
characteristics and specific features of the gravitational 
field of the Earth.  
 
Keywords -  ballistic gravimeters, free fall acceleration,  
gravitational field of the Earth, rotor 

I. INTRODUCTION  

 
The gravitational field of the Earth is assumed to be a 
stochastic process the wide frequency spectrum of 
which is conditioned by the influence of various 
geophysical, astrophysical and anthropogenic factors. 
High sensitivity of the best modern gravimeters is 
achieved primarily through proper stabilization of 
temperature and mechanical characteristic of the 
equipment used and long integration time of 
registered signals – from tens of seconds to 24 hours 
[1]. Obviously, at large times of signal integration, 
the information about high-frequency variations of a 
gravitational field is lost.  The frequency range of 

fluctuations )(0 tg  at frequencies over 1 Hz has not 

been significantly studied yet and still remains a 
peculiar "Terra Incognita" of gravimetry [2].  

Meanwhile, high-frequency changes of a free fall 
acceleration (FFA) data are informative for 
understanding of the complex physical processes 
happening in the core and crust of the Earth. 

 
 Alexander L. Dmitriev  is with the  National Research 
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 They can be used to solve practical problems such as 
prediction of earthquakes, exploration of minerals, as 
well as problems of detection and identification of 
massive underwater or underground artifacts. 
High-frequency (HF) gravimetry data is of a great 
scientific and practical importance and  the 
development of HF-gravimetry as a new research 
area is inevitable. Such  gravimeters should provide 
an accurate measurement of the “instantaneous”  
value of FFA in the frequency range from few Hz to 
thousands (and probably more) Hz. 
 
The most convenient modern tools of HF-gravimetry 
include superconducting gravimeters (SCG). Owing 
to a rather big proof  mass, the highest frequency of 
variations in the gravity acceleration value registered 
by SCG does not exceed a few tens of Hz, although 
the frequency range of such measurements can be 
essentially extended after the improvement of these 
devices. Among HF-gravimetry measurement 
methods we should also mention the application of 
ballistic gravimeters with extremely small, less of 1 
mm, length of the proof mass fall trajectory [3].    
Ballistic gravimeters with the test body executed in 
the form of a mechanical rotor with a horizontal axis 
of rotation should also be considered as perspective 
means of HF-gravimetry. 
Rotary motion corresponds to two oscillatory motions 
of the rotor particles along the orthogonal axis of 
coordinates. The accelerated harmonic motion of the 
rotor particles  on a vertical is characterized by an 
infinite set of time derivates. In these condition the 
interaction of such rotor with a nonstationary 
gravitational field of Earth can have a specific, not 
trivial character.    
   

 II. WEIGHT OF OSCILLATOR IN A VARIABLE FIELD 
OF GRAVITATION 

 
Let's consider interaction of a mechanical rotor with 
an alternating gravitational field which is based on 
the gravitational analogy of the phenomenon of 
Faraday and Lenz's Law in electrodynamics [4-6].  
According to [5,6] the change of acceleration of the 
gravity acting on a body, moving with acceleration a  
under influence of the elastic force, in the elementary 
(linear) approximation, is represented as 
                                              

cpcp Aag
g
gg ,0

0

0
, )(









⋅−=∆                                   (1)                                            

where symbols cp,  mean passing ( p ) and a 

contrary ( c ), in relation to a direction of vector 0g  

of normal acceleration of a gravity, orientation of a 
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vertical projection of vector a  of acceleration of 

external forces, and factors pA  and cA  characterize 

a degree of change of values cpg ,



∆ .  If the massive 

body under action of the external, electromagnetic in 
nature, elastic force makes harmonious oscillations 
along a vertical with frequency ω  and amplitude B , 

the average for the period ωπτ /2=  of 
fluctuations value g∆  of change of FFA of such 

mechanical oscillator  is equal to the sum of average 
changes of FFA in movement of a body passing and 

contrary to vector  0g , 

                  cp ggg ∆+∆=∆                                 (2)                                                               

and at constant 00 gg 

=  it is equal         

                                                

)(
2

0
cp AABgg −−=∆

π
ω

.                                 (3)                                                 

    

We shall present elementary time dependence )(0 tg  

as  
                                           

))sin(1()( 00 θβ +Ω+= tgtg   ,                       (4)                                         

where Ω  – frequency of changes of FFA value, β - 

their relative amplitude, θ - the phase.  Acceleration 
)(ta of the material point making harmonious 

oscillations along a vertical with amplitude B  is 
equal to 

  tBta ωω sin)( 2=                                               (5)   

where ω  - frequency of oscillations.  

The averages for oscillation half-cycle 2/τ of values 

of changes of accelerations  pg∆  and cg∆  are equal 

to 
                       

∫ +Ω+−=∆
2/

0

2
0 ))sin(1(sin

2 τ

θβω
τ

ω dtttBgAg pp

            ,                                                             (6)   
                       

∫ +Ω+−=∆
τ

τ

θβω
τ

ω
2/

2
0 ))sin(1(sin

2 dtttBgAg cc

             .                                                            (7)  
 
The relative change of FFA of the oscillator, in view 
of  2, shall be presented as  
                                                

)(4 2

0

xfBFA
g
g

pπ=
∆

                                          (8)                                                      

where π2/Ω=F , Ω= /ωx  and frequency 
function )(xf  is equal to 

              









+++++−= ∫ ∫

π π

π

θβµθβ
0

2
2 ))sin(1(sin))sin(1(sin)( dzxzzdzxzzxxf

                                                                     (9)      
here pc AA /=µ  and tz ω= .      

Examples of frequency functions ),,,( βθµxf  at 

various parameters βθµ ,, , and both low  values of 

x  are shown in Fig. 1. 
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Fig. 1. Frequency functions ),,,( βθµxf  at low 

values of argument x ; relative amplitude of 
fluctuations FFA  0005.0=β .    

 
Obviously, the sign  and a general view of functions 

)(xf essentially depend on parameters βθµ ,, . 

According to estimations [4,5], in the calculations, 
99999.0=µ  is assumed. The given calculated  

dependences show that even at small, for example, 
with relative value of about the 100-th fractions of 
percent, amplitudes β  of fluctuations in value of 

normal acceleration of the gravity of the Earth, the 
weight of mechanical oscillator can be changed 
appreciably. 
At frequencies ω  of oscillations, with an order of the 
frequency Ω  of own fluctuations of FFA, in area 

1≤x , the weight of oscillator is periodically 
changes with frequency, with sign and values of such 
changes essentially depending on a difference of 
phases θ  of oscillations and FFA (Fig. 1).  
 

III. EXPERIMENTAL FREQUENCY DEPENDENCE OF  
FREE FALLING ACCELERATION OF ROTOR 

                          
       In our experiment the free falling acceleration of  
the magnetically-, thermally- and sound-isolated 
container with a vacuumed aviation rotor inside it 
was measured [7]. Appearance of a rotor is shown in 
Fig. 2.  
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Fig. 2. Rotor 
The maximal rotation  frequency of  a rotor is 400 
Hz, the run out time of rotor is 22 min. Fall path 
length of the container is 30 mm, readout time of 
sample value of gravity acceleration is near 40 ms, 
the period of sampling is from 0.5 up to 1.0 minutes. 
The principle of measurements is based on 
photoregistration of movement of the scale in form of  
three horizontal strings fixed on the container. At the 
maximal falling velocity  of the container equal to 60 
cm/s  and its dimensions of 82х82х66 mm, the joint  
influence of buoyancy and resistance force of air in 
FFA measurements did not exceed 0.1 cm/s2. The 
error of some measurements of the container FFA 
was within the limits of 0.3-0.6 cm/s2  and was 
basically determined by accuracy of readout times of 
registration of pulse signals in movement of the scale 
(near 1 microsecond). 
        The example of experimental frequency 
dependence of  FFA changes )( fg∆  of the 

container, containing a rotor with a horizontal 
rotation  axis, is shown in the Fig. 2.   
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Fig.3. The frequency dependence of free falling 
acceleration of the container with horizontally 
positioned rotor; the changes of FFA ( Gal ) 
relatively to the value of FFA with the stopped rotor 
have been shown.  
 
The value 0)0( =∆g  corresponds to acceleration of 

free falling of the container with a motionless rotor; 
FFA measurements of the container with a 
motionless rotor were carried out till the moment 
when rotor got going and after its run out time, in so 
doing the FFA values of the container, averaged by 
results of 10 measurements with a motionless rotor, 
coincided to the accuracy of 0.05%.     
Comparing Fig. 1 and Fig. 3, it can be seen that the 
area of steady periodic changes of FFA in Fig. 3 in a 
band of frequencies 200-400 Hz  approximately 

corresponds to the area in a vicinity of value 
5.0≈x  in Fig. 1. Having substituted in 8 the 

experimental value 3
0 10~/ −∆ gg , assume 

1
0

210~ −− gAp , 510~)( −xf , we obtained  an 

estimation of amplitude cm4.1~B  of oscillator. 
The given size almost coincides with radius of the 
rotor used in experiments. At oscillation frequencies 
tens times higher than the frequencies F  of own 
fluctuations of normal acceleration of the gravity 
(according to the given estimations, 

HzF 6005.0/300~ = ) and following the 
suggested model, there is observed a monotonous 
frequency dependence of change g∆  of average 

value of acceleration of free falling oscillator, with 
sign g∆  beingis directly determined by the 

difference of phases θ  of fluctuations FFA and 
oscillator. Within the limits of applicability of 
formulas 1,5 there are possible both substantial 
growth and reduction of the average gravity working 
on mechanical oscillator on the part of the variable 
gravitational field of the Earth. Let's note that the 
independent measurements of high-frequency, in the 
range of hundreds – thousands of Hz , spectra of 
fluctuations of acceleration of the gravity of the 
Earth, executed, for example, with use of SCG, will 
allow to define modes  of the matched  fluctuations of 
oscillator at which the changes of its average weight 
can  essentially surpass the ones described by 
formulas 4-8.  

IV. CONCLUSION 
 

The calculated and experimental estimations given 
above have an illustrative character. 
Nevertheless, the considered simple 
phenomenological model finely explains the 
experimental dependences and agrees with  the 
known data  of measurements of weight of 
accelerated moving test bodies. Experimental 
researches into free falling mechanical oscillators 
(rotors, vibrators) will allow to bring the  necessary 
specifications into the offered models, to determine 
the borders of their applicability, and to prove more 
strictly the size parameters introduced into these 
models. Such researches will promote obtaining the 
new data on dynamic characteristics and specific 
features of the gravitational field of the Earth. 
Development of HF-gravimetry techniques and 
exploration of above-mentioned "Terra Incognita" 
carries significant scientific and applied value. 
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Variable Cosmological Parameter and S-channel Quantum Matter Fields Hadamard
renormalization in Spherically Symmetric Curved Space Times

HOSSEIN GHAFFARNEJAD∗

ABSTRACT- Aim of the paper is to obtain 2d ana-
logue of the backreaction equation which will be useful
to study final state of quantum perturbed spherically
symmetric curved space times. Thus we take Einstein-
massless-scalar ψ tensor gravity model described on class
of spherically symmetric curved space times. We rewrite
the action functional in 2d analogue in terms of dimen-
sionless dilaton-matter field (χ = Φψ) where dilaton field
Φ is conformal factor of 2-sphere. Then we seek renormal-
ized expectation value of quantum dilaton-matter field
stress tensor operator by applying Hadamard rennormal-
ization prescription. Singularity of the Green function is
assumed to be has logarithmic form. Covariantly conser-
vation condition on the renormalized quantum dilaton-
matter stress tensor demands to input a variable cosmo-
logical parameter λ(x). Energy conditions (weak, strong
and null) is studied on the obtained renormalized stress
tensor leading to dynamical equations for λ(x), Φ and
quantum vacuum state W0(x) =< 0|χ̂2|0 >ren . In weak
quantum field limits our obtained trace anomaly corre-
sponds to one which obtained from zeta regularization.
Setting null-like apparent horizon equation∇cΦ∇cΦ = 0,
our procedure predicts that physically correct value of the
parameter in the anomaly trace 1

24π{R−α∇c∇cΦ
Φ + (α−

6)∇cΦ∇cΦ
Φ2 } should be α = 6.

Keywords-Dilaton fields, Dimensional reduction,
Hadamard renormalization, Spherically symmetric
curved space times, Variable cosmological parameter

I. INTRODUCTION

In absence of a viable theory of pure quantum grav-
ity, its semiclassical approximation readily yields particle
creation in curved background space time (see [1,2] and
references therein). In the latter approach the gravita-
tional field is retained as a classical background, while
the matter fields are quantized in the usual way. In the
latter view the perturbed metric is obtained by the semi-
classical Einstein beakreaction equations.

Gµν = 8πG{T class
µν + < T̂µν >ren} (1)

where we used units c = ~ = 1, Gµν ≡ Rµν − 1
2gµνR

with µ, ν = 0, 1, 2, 3 is Einstein tensor in four di-
mensional curved space-time, Rµν (R) is Ricci tensor

∗Physics Department, Semnan University, Semnan, IRAN, Zip
code: 35131-19111; hghafarnejad@yahoo.com

(scalar). T class
µν is classical matter fields stress tensor.

< T̂µν >ren is renormaized expectation value of quan-
tum matter fields operator. According to wald‘s axioms
[3], < T̂µν >ren must be covariantly conserved ∇µ <

T̂µν >ren= 0, but in the presence of trace anomaly. For
conformaly invariant fields the trace anomaly < T̂ ν

ν >ren

is nonzero, unlike its classical counterpart, and is in-
dependent of the quantum state where the expectation
value is taken. It is completely expressed in terms of
geometrical objects as

< T̂ ν
ν >ren=

1
2880π2

{aCαβγδC
αβγδ + b(RαβRαβ −R2/3)

+c∇γ∇γR + dR2} (2)

where a, b, c, d are known as depended on the spin of the
quantum fields under consideration [1,2] and Cαβγδ is
Weyl tensor. Whether such an approach makes sense is
subject to debate. Due to the non-linearity of gravity,
it will certainly fail for effects that occur on the scale of
the Planck length (G~/c3)1/2 = 1.616 × 10−33cm, or in-
volve singularities. Thus it will certainly not be possible
to correctly describe, among other things, the very final
stage of black holes evaporation in a semiclassical model.
On the other hand, one might expect meaningful results
as long as one stays in the region exterior of a reason-
ably sized black hole. It is hopped that the semiclassical
approximation in gravity works similarly to the quantum
electrodynamics one which is able to describe quantum
particles in exterior electromagnetic fields.
Yet in the semiclassical approximation as well as in full
quantum gravity, the equations describing the evolution
of the system must be solved self-consistently. In four
dimensions, this poses a problem: One is only able to
calculate the Hawking radiation for a fixed spherically
symmetric background metric. Even in the latter case,
one obtain instead a relation constraining undetermined
function [4] and so study of black hole Hawking radia-
tion in four dimension exhibits with some little success.
Hence the Hawking radiation and backreaction effects of
created particles on the dynamical background metric is
still as an open problem.
In order to get a suitable answer to this problem, one
takes two-dimensional analogue of the gravitational mod-
els from four dimensions by introducing a dilaton field
which contains physical properties of tangential pres-
sure of (classical and quantum) matter fields. The lat-
ter idea is a good proposal and zeta function regular-
ization method is used to obtain effective action func-
tionals and corresponding anomaly trace in literature
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[5,6,7,8]. In this paper we use other procedure called with
Hdamard renormalization prescription . Our procedure
inputs a variable cosmological parameter λ(x) reaching to
the covariantely conservation condition of the renormal-
ized stress tensor. This variable cosmological parameter
is really corrections of an essential effective cosmologi-
cal constant Λeff = 1

4πG defined by Newtonian coupling
constant G which comes from dimensional reduction of
space time [9].
Organization of the paper is as follows. In section II
we review two dimensional analogue of the Einstein-
Hilbert gravity minimally coupled with mass-less scalar
field propagating in s-mode. In section III we suggest
symmetric two-point Hadamard Green function to be
contained logarithmic geometrical singularity. This sug-
gestion is originated from corresponding to Green func-
tion of a massless scalar field moving on two dimensional
Minkowski flat space time [10]. Hadamard renormiliza-
tion prescription makes ultraviolet singularities of all
physical objects such as, quantum matter action func-
tional, stress tensor expectation value of the field and
etc., same as logarithmic geometrical singularity. Renor-
malized expectation value of the quantum matter stress
tensor operator leads to a nonsingular covariantly con-
served stress tensor with anomaly trace in the pres-
ence of variable cosmological parameter. The suggested
variable cosmological parameter is described in terms of
derivatives of the dilaton field, Ricci scalar of induced 2d
background metric and derivatives of quantum vacuum
state W0(x). In section IV we study energy conditions
(weak, strong, null) on the obtained renormalized stress
tensor which leads to dynamical equations of the fields
Φ,W0(x), λ(x). Also our procedure in weak quantum field
limits follows results of the one which obtained from zeta
function regularization method. In section V we use ap-
parent horizon property of the curved space times on the
obtained anomaly trace of quantum matter field stress
tensor expectation value. Section VI denotes to conclud-
ing remarks.

II. THE MODEL

We take Einstein-Hilbert gravity interacting with
massless scalar matter field ψ in 4d curved space times

I =
1

16πG

∫
dx4

√
g̃R̃− 1

2

∫
dx4

√
g̃g̃µν∂µψ∂νψ (3)

where g̃ is absolute value of determinant of the 4d curved
space time metric g̃µν (µ, ν = 0, 1, 2, 3) and R̃ is its Ricci
scalar. Varying the above action with respect to the fields
g̃µν and ψ one can obtain corresponding field equations
as

G̃µν = 8πGT̃µν (4)

and

∇̃γ∇̃γψ = 0 (5)

where

T̃µν = ∂µψ∂νψ − 1
2
g̃µν{∂γψ∂γψ} (6)

in which Bianchi identity ∇̃µG̃µν = 0 leads to covariant
conservation condition of the matter field

∇̃µT̃µν = 0, T̃µ
µ = −g̃µν∂µψ∂νψ. (7)

We choose class of 4d spherically symmetric curved space
times metrics as

ds2 = g̃µνdxµdxν

= gab(xa)dxadxb + Φ2(xa)(dθ2 + sin2 θdφ2) (8)

where signature of the metric (8) is assumed to be
(−,+, +, +). Then we assume that the metric fields gab,
Φ and matter field ψ are independent of angular coordi-
nates (θ, φ) propagating in spherically modes (S-channel)
and integrate (3) with respect to angular coordinates θ
and φ leading to [9]

I =
1

4G

∫
dx2√g{1 + gab∂aΦ∂bΦ +

1
2
Φ2R}

−2π

∫
dx2√gΦ2∂aψ∂aψ. (9)

Φ is called geometrical dilaton field with length dimen-
sions and it is in agreement with the status of boson
particles in point of view of field theory. gab(x0, x1) is 2d
induced metric on the hypersurface θ = φ = constant. g
is absolute value of determinant of 2d metric gab and R
is corresponding 2d Ricci scalar. The matter field ψ has
inverse of length dimensions. Varying (9), with respect
to gab, Φ, and ψ, the corresponding field equations are
obtained respectively as [9]

Φ2G̃ab = −2Φ∇a∇bΦ + gab{2Φ∇c∇cΦ + ∂cΦ∂cΦ− 1}

= 8πGΦ2T̃ab[ψ], (10)

G̃θθ = Φ∇c∇cΦ− 1
2
RΦ2 = 8πGT̃θθ = −4πGΦ2∂cψ∂cψ,

(11)
and

∇c∇cψ = −2Ja∇aψ, Ja = ∇a lnΦ (12)

where we defined

∇a∇a =
1√
g
∂a(

√
ggab∂b), ∂a ≡ ∂

∂xa
(13)

and non-angular components of the stress tensor (6) as

T̃ab[ψ] = ∂aψ∂bψ − 1
2
gab∂cψ∂cψ. (14)

New Developments in Computational Intelligence and Computer Science

ISBN: 978-1-61804-286-6 242



3

The matter stress tensor (14) is trace free but same as
(7) dose not satisfy the covariant conservation condition
in 2d space times. Applying (13) and (14) one can obtain

∇aTab = −2Ja∂aψ∂bψ, T a
a = 0 (15)

where we are dropped over tilde ∼. Violation of covariant
conservation is caused because of non-vanishing dilaton
current Ja and it is coupled with matter current ∂aψ as
a source in RHS of the matter wave equation (12). The
quantity Ja∂aψ treats as scalar charge for the field ψ
from view of string theory. Originally this charge comes
from dynamical effects of reference frames. For instance
in higher dimensional string theory of gravity the Brans-
Dicke scalar tensor theory is charge-less and so a covari-
antly conserved model in Jordan frame but it is not in
other frames (see Ref. [13] chapter 2). Hence the string
theory accepts that the Bianchi identity no longer im-
plies the covariant conservation of the stress tensors sep-
arately in 4+d dimensional curved space times. In other
words stress tensors of matter and geometrical dilaton
fields do not need follow covariant conservation condi-
tions separately. Physically non-conservation condition
of the stress tensor implies that the motion of a free test
particle is no longer geodesic when the particle has an
intrinsic scalar charge and the gravitational background
contains a non-trivial dilaton component.
However we follow here other point of view: dimensional
reduction of the space times causes to break covariant
conservation condition. On the other hand we know that
renormalization of the quantum matter fields breaks also
the covariant conservation condition of the stress tensor
(see [1,2] and references therein). Some applicable meth-
ods are presented to satisfy the covariant conservation
condition but by inducing anomaly trace. What is corre-
spondence between them to obtain both quantum matter
stress tensor and its geometrical classical dilaton counter
part satisfying covariantly conservation condition sepa-
rately in 2d gravity model (9)? In the following section
we try to obtain a suitable answer to this question. We
apply Hadamard renormalization prescription to evalu-
ate regular expectation value of quantum matter stress
tensor operator < T̂ab[ψ̂] >ren by presenting a variable
cosmological parameter λ(x).

III. HADAMARD RENORMALIZATION

If ψ treats as massless quantum bosons. Then it
will be linear operator ψ̂ operating on arbitrary state
of Hilbert space. Corresponding stress energy tensor op-
erator T̂ab[ψ̂] become bi-linear with respect to ψ̂ and reg-
ular stress tensor counterpart < T̂ab[ψ̂] >ren (subscript
‘ren‘ denotes to ‘renormalized‘) is obtained by elimi-
nating its ultraviolet divergence terms, in one loop level.
With given < T̂ab[ψ̂] >ren one can write two dimensional
analogue of the metric back reaction equation (1) by re-

garding (10) and (11) such as follows.

Gab = −2∇a∇bΦ
Φ

+ gab{2∇c∇cΦ
Φ

+
∂cΦ∂cΦ

Φ2
− 1

Φ2
}

= 8πG
< Φ2T̂ab[ψ̂] >ren

Φ2
(16)

and

Gθθ = Φ∇c∇cΦ− 1
2
RΦ2 = −4πG < Φ2∂cψ̂∂cψ̂ >ren

(17)
where gab and Φ is still treats as classical geometrical
fields whereas the matter field ψ is assumed to be treat
as quantum field. Furthermore we would not move Φ
outside the expectation quantities < Φ2T̂ab[ψ̂] >ren and
< Φ2∂cψ̂∂cψ̂ >ren, because variable dilaton field causes
to violation of covariantly conservation of matter stress
tensor Tab[ψ] in its classical regime (see Eq. (15)). Ap-
plying (16) and (17) the Bianchi identity ∇µGµν = 0 in
4d leads to the following constraint condition.

∇a < Φ2T̂ab[ψ̂] >ren= ∇b

(
1

Φ2

)
< Φ2∂cψ̂∂cψ̂ >ren .

(18)
In 4d space times Φ and 1/ψ has length dimension and
conformal invariance property of the matter action in (3)
is broken in 2d analogue (9). Hence it will be useful we
define a dimensionless dilaton-matter field as

χ = Φψ (19)

before than that we proceed to apply renormalization
prescription and evaluate expectation value of its stress
tensor operator < T̂ab[χ̂] >ren . Applying (19), one can
rewrite matter part of the action (9) as

Imatter[χ, gab,Φ] = 2π

∫ √
gdx2gab{∇aχ∇bχ + χ2JaJb

−χJb∇aχ− χJa∇bχ}. (20)

Dynamical equation of the field χ is obtained by varying
the above action with respect to χ as

{∇c∇c − ∇c∇cΦ
Φ

}χ = 0 (21)

Trace free T a
a [χ] stress tensor of the field χ is obtained

by varying (20) with respect to gab such as follows.

Tab[χ] = ∇aχ∇bχ + χ2JaJb − χ(Ja∇bχ + Jb∇aχ)

−gab

2
{∇cχ∇cχ + χ2JcJ

c − 2χJc∇cχ} (22)

which is equivalent with Φ2Tab[ψ] and so we can deduce

< Φ2T̂ab[ψ̂] >≡< T̂ab[χ̂] > (23)
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and

< Φ2∂cψ̂∂cψ̂ >≡

< ∂cχ̂∂cχ̂ > −2Jc < χ̂∂cχ̂ > +JcJ
c < χ̂2 > . (24)

In the following we seek renormalized expectation values
of the quantities (22) and (24) by applying the Hadamard
renormalization prescription.
This approach is begun with definition of the expectation
value of stress tensor (22) such as follows.

< T̂ab[χ̂] >= lim
x′→x

Dab(x, x′)G+(x, x′) (25)

where a state of χ̂ is characterized by a hierarchy of
Wightman function which for a symmetric two-point
function we have

G+(x, x′) =
1
2

< χ̂(x)χ̂(x′) + χ̂(x′)χ̂(x) > (26)

and

Dab(x, x′) = gb′
b ∇a∇b′ + ga′

a ∇a′∇b + JaJb

−Ja{∇b + gb′
b ∇b′} − Jb{∇a + ga′

a ∇a′}

−gab{gc
c′∇c∇c′ − Jc(∇c +∇c′) +

JcJ
c

2
} (27)

with the bivector of parallel transport ga
a′ , is the bilo-

cal differential operator. This expression makes ex-
plicit that the singular character of the operator T̂ab

emerges as a consequence of the short-distance singu-
larity of the symmetric two-point function G+(x, x′).
Equivalence principle suggest that the leading singular-
ity of G+(x, x′) should have a close correspondence to
singularity structure of the two-point function of mass-
less fields in Minkowski space [10]. In general the en-
tire singularity of G+(x, x′) may have a more compli-
cated structure. Usually one assumes that G+(x, x′) has
a singular structure represented by the Hadamard ex-
pansions. This means that in a normal neighborhood of
a point x in 2d curved space time, we can suggest log-
arithmic dependence (Hadamard Green functions in 4d
curved space times have singularities same as σ−1 and
ln σ [1,2,14,15,16].) of the Green function G+(x, x′) for
a massless quantum scalar field χ as

G+(x, x′) = V (x, x′) ln σ(x, x′) + W (x, x′) (28)

where 2σ(x, x′) = σaσa with σa ≡ ∇aσ, is one-half
square of the geodesic distance between x and x′. Non-
singular two point functions V (x, x′), and W (x, x′) have
the following power series expansions

V (x, x′) =
∞∑

n=0

Vn(x, x′)σn (29)

and

W (x, x′) =
∞∑

n=0

Wn(x, x′)σn (30)

where V (x, x′) (W (x, x′)) is state-independent (depen-
dent) 2 point functions. The Green function (28) satisfies
the field equation (21) with respect to both points x and
x′ as

{∇c∇c − ∇c∇cΦ
Φ

}G+(x, x′) = g−1/2δ2(x− x′) (31)

where δ2(x − x′) is well known Dirac delta function in
2 dimensions. Applying (28), (29), (30) and (31), with
x′ 6= x, the coefficients Vn(x, x′) and Wn(x, x′) satisfies
the following recursion relations.

2(n+1)2Vn+1+2(n+1)∇aVn+1σ
a+(∇c∇c−∇c∇cΦ

Φ
)Vn = 0,

(32)

(∇c∇c−∇c∇cΦ
Φ

)Wn+2(n+1)∇aWn+1σ
a+2(n+1)2Wn+1

+4(n + 1)Vn+1 + 2∇aVn+1σ
a = 0. (33)

Covariant Taylor series expansion for symmetric two
point functions is written as [14,15] (see also [16])

Γ(x, x′) = Γ(x)− 1
2
∇aΓ(x)σa +

1
2
Γab(x)σaσb

+
1
4
{1
6
∇c∇b∇aΓ(x)−∇cΓab(x)}σaσbσc + O(σ2) (34)

which for W (x, x′) we obtain from coincidence limits

W (x) = lim
x′→x

W (x, x′) = lim
x′→x

W0(x, x′)

= W0(x) =< χ̂2 >ren=< Φ2ψ̂2 >ren . (35)

The above renormalized expectation value is called vac-
uum state of the quantum dilaton-matter field χ. Also
one can obtain from coincidence limits of the equations
(32), (33), (34) and (35)

V1(x) =
1
2

{∇c∇cΦ
Φ

V0(x)− V c
0c(x)

}
, (36)

W1(x) = V c
0c(x)− W c

0c(x)
2

+
(

W0(x)
2

− V0(x)
) ∇c∇cΦ

Φ
(37)

and

Wab(x) = W0ab(x) + W1(x)gab. (38)
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Applying (28) and (34) for Γ(x, x′) = V0(x, x′) the equa-
tion (31) with x′ 6= x leads to

{∇c∇c − ∇c∇cΦ
Φ

}W (x, x′) =

V0(x)
3

{Rab
σaσb

σ
− 1

4
∇aRbc

σaσbσc

σ
}+ O(σ) (39)

Inserting (34) for Γ(x, x′) = W (x, x′), the above equation
reduces to the following conditions.

W c
c (x) =

∇c∇cΦ
Φ

W0(x) +
V0(x)

3
R (40)

and

∇b
[
3W̃0ab(x) +

gab

4
(V0(x)R− 3∇c∇cW0(x)− λ(x))

]

= Rae∇eW0(x) (41)

where

W̃0ab(x) = W0ab(x)− 1
2
gabW

c
0c(x) (42)

and we used identities

∇c∇c∇bW0(x) = ∇b∇c∇cW0(x) + Rab∇aW0(x), (43)

∇b∇a∇bW0(x) = ∇a∇c∇cW0(x) + Rab∇bW0(x). (44)

We defined ‘effective variable cosmological parameter‘
λ(x) satisfying the constraint condition

R∇aV0(x) = ∇aλ(x) (45)

and also applied

V a
0a(x) = V0(x)

(
R

6
+
∇c∇cΦ

Φ

)
, V1(x) = −V0(x)R

12
(46)

Wab(x) = W̃0ab(x) + gab

(
V0(x)R

6
+

W0(x)
2

∇c∇cΦ
Φ

)

(47)
which are obtained from (36), (37), (38), (40). Now we
subtract from G+(x, x′) defined by (28), a local symmet-
ric two point function G+

L(x, x′) with the same short-
distance singularity of the Hadamard expansion. Then
we make a renormaized expectation value of stress tensor
(25) as

< T̂ ab[χ̂] >ren= lim
x′→x

Dab(x, x′){G+(x, x′)−G+
L(x, x′)}

(48)
which by applying (28) can be rewritten as

< T̂ ab[χ̂] >ren= lim
x′→x

Dab(x, x′){W (x, x′)}. (49)

Explicit form of the nonsingular stress tensor (49) is ob-
tained by inserting (34) [with Γ(x, x′) = W (x, x′)], (47)
and taking its coincidence limit as

< T̂ab[χ̂] >ren= ∇a∇bW0(x)− 2W̃0ab(x)−

3
2
(Ja∇b + Jb∇a)W0(x) + JaJbW0(x)+

gab{Jc∇cW0(x)− ∇c∇cW0(x)
2

− JcJc

2
W0(x)} (50)

where < T̂ a
a [χ̂] >ren= −Jc∇cW0(x). With same calcula-

tion one can obtain for (24):

< gab∇aχ̂∇bχ̂ >ren= lim
x′→x

D(x, x′){W (x, x′)} =

∇c∇cW0(x)
2

− Jc∇cW0(x) + JcJ
cW0(x)−

V0(x)
3

R + W0(x)
∇c∇cΦ

Φ
(51)

where we defined

D(x, x′) = ga′
a ∇a∇a′ . (52)

Applying (50) and identity (43) one can obtain

∇b{< T̂ab[χ̂] >ren +2W̃0ab(x) +
3
2
(Ja∇b + Jb∇a)W0(x)

−JaJbW0(x) + gab(
1
2
JcJ

cW0(x)− Jc∇cW0(x)

−1
2
∇c∇cW0(x))} = Rae∇eW0(x). (53)

Subtracting (41) from (53) we obtain

∇aΣab = 0 (54)

where Σab is general state independent divergence-less
stress tensor relating to < T̂ab[χ̂] >ren as

< T̂ab[χ̂] >ren= −Σab + W̃0ab(x) + JaJbW0(x)−

3
2
(Ja∇b + Jb∇a)W0(x) + gab{V0(x)R

4
−

λ(x)
4

− ∇c∇cW0(x)
4

− JcJ
cW0(x)
2

+ Jc∇cW0(x)} (55)

with

< T̂ a
a [χ̂] >ren= −Σa

a +
V0(x)R

2
− λ(x)

2
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−Jc∇cW0(x)− ∇c∇cW0(x)
2

. (56)

The stress tensor Σab is really geometric counterpart of
the back reaction equation (16) in 2d analogue and other
terms in (55) denotes to matter dependent counter part.
This is subject which we seek to answer the question
presented in last paragraph of the section 2 of the paper.
Inserting (51) into RHS of the equation (17) one can
obtain

∇c∇cW0(x)− 2Jc∇cW0(x) + 2
(

JcJ
c +

∇c∇cΦ
Φ

)
W0(x)

=
(

2V0(x)
3

+
Φ2

4πG

)
R− Φ∇c∇cΦ

2πG
. (57)

Applying (56) and trace of the equation (16) we obtain

Σc
c =

1
4πG

− λ(x)
2

+
V0(x)R

2
− Φ∇c∇cΦ

4πG
− Φ2JcJ

c

4πG

−Jc∇cW0(x)− ∇c∇cW0(x)
2

. (58)

Applying the above relation and (55) the backreaction
equation (16) reduces to

Σ̃ab − 1
4πG

{
Φ∇a∇bΦ− 1

2
gabΦ∇c∇cΦ

}
=

W̃0ab(x) + W0(x)
[
JaJb − 1

2
gabJcJ

c

]

−3
2

[
(Ja∇b + Jb∇a)W0(x)− gabJc∇cW0(x)

]
(59)

where defined

Σ̃ab(x) = Σab(x)− 1
2
gabΣc

c(x). (60)

Applying (51), (55), (58) and (59) the Bianchi identity
(18) leads to the following constraint condition.

V0(x) =
3Φ2

4πG
− 3Φ∇c∇cΦ

2πGR
+

3Φ2Jb∇a[Φ2JcJ
c + 5Φ∇c∇cΦ− 2Φ∇a∇bΦ]
8πGR(JcJc)

. (61)

Applying the above result one can obtain explicit form
of the cosmological parameter λ(x) from (45) as

λ(x) =
∫

R(x)∇aV0(x)dxa + Constant. (62)

This equation denotes to fluctuations of the variable cos-
mological parameter λ(x) satisfying to the wave equation

∇c∇cλ(x)−∇c ln R∇cλ = R∇c∇cV0(x). (63)

This wave equation is derived from constraint condition
(45) and its RHS treats as geometrical source.
However for a fixed 2d background metric gabdxadxb, we
obtained 6 equations defined by (54), (57), (58), (59),
(61) and (62) which are not enough to determine seven
quantities W0(x), λ(x), V0(x), Φ(x), Σab, Σc

c and W0ab(x).
Explicit form of all these quantities are depended to form
of the dilaton field Φ. What is its dynamical equation? In
particular spherically symmetric static space times with
Φ(r) = r one can continue to solve the above equations
and obtain the foregoing dynamical fields but this is a
bad restriction on our procedure. For general dynamical
4d spherically symmetric curved space times we should
be have other management. Usually energy conditions
play important role on the physical sources. We study
energy conditions on 4d counter part of quantum matter
stress tensor given by (51), (55) and (56) in the following
section.

IV. ENERGY CONDITIONS

In general we consider time-like curves whose tangent
4-vector V µ = (V a, 0, 0), with V µVµ = β > 0, a = 0, 1
and background metric signature (−,+, +, +) which rep-
resents the radial velocity vector of a family observer. In
the latter case weak (WEC) and strong (SEC) energy
conditions leads to

WEC : < Φ2T̂ab[ψ̂] >ren V aV b = η ≥ 0 (64)

and

SEC : < Φ2T̂ab[ψ̂] >ren V aV b−

1
2
{< Φ2T̂ a

a [ψ̂] >ren − < Φ2∂cψ̂∂cψ̂ >ren}V aVa = δ ≥ 0.

(65)
There is also a null energy condition (NEC) for radial
null vector field Nµ = (Na, 0, 0) with NµNµ = 0 and
a = 0, 1 as

NEC : < Φ2T̂ab[ψ̂] >ren NaN b = σ ≥ 0. (66)

Obviously, the above energy conditions emerge directly
from the geodesic structure of the spherically symmetric
space time (8).
Defining

V aJa = α, V aVa = β > 0, NaJa = γ (67)

and applying (51), (55), and (56) the energy conditions
(64), (65) and (66) leads to the following relations re-
spectively.

WEC : (W0ab −Σab)V aV b + W0(x)
(

α2 − β

2
JcJc

)
+
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(βJc − 3αVc)∇cW0(x)+

β

4

(
V0(x)R− λ−∇c∇cW0(x)− 2W c

0c(x)
)

= η (68)

SEC : Σc
c =

2(δ − η)
β

−λ(x)
2

+
5V0(x)

6
R−∇c∇cW0(x)−

(
JcJ

c +
∇c∇cΦ

Φ

)
W0(x) (69)

and

NEC : (W0ab − Σab)NaN b + γ2W0(x)−

3γN c∇cW0(x) = σ. (70)

Applying (57) and (58), the SEC given by (69) leads to
the following wave equation.

∇c∇cΦ2 −
(

JcJ
c +

R

2

)
Φ2 = 1 +

8πG(η − δ)
β

(71)

where we used identity 2Φ∇c∇cΦ+2Φ2JcJ
c = ∇c∇cΦ2.

This equation describes evolutions of surface area of ap-
parent horizon S = 4πΦ2 of the 4d spherically symmet-
ric space time (7) propagating in 2d induced space time
gabdxadxb. With (71), our strategy about formulation of
2d analogue of the backreaction equation (1) and the
renormalized expectation value of the quantum matter-
dilaton field stress tensor operator is finished. It will be
useful now we imply apparent horizon property of the
4d spherically symmetric curved space time (8) on our
derived equations.

V. APPARENT HORIZON

Assuming S = 4πΦ2 to be surface area of apparent
horizon of the spherically symmetric curved space time
(8), one can obtain its position by the null condition

gab∇aS∇bS = 0 (72)

which by defining Ja = ∇a lnΦ leads to the condition

JaJa = 0. (73)

In this case we can use Ja = Na as a suitable null vector
field in the NEC (66) for which γ = 0 (see (67)). In this
case the NEC given by (70) leads to

(W0ab(x)− Σab)JaJb = σ ≥ 0. (74)

Setting σ = 0 we can choose

W0ab(x) = Σab(x) + ξgab (75)

where ξ is arbitrary constant parameter. Using (73) and
(75) the WEC (68) and SEC (69) leads to respectively

WEC : W c
0c(x) = 2ξ+

V0(x)R
2

−λ(x)
2
−∇c∇cW0(x)

2
+

2
β
{α2W0(x) + (βJc − 3αVc)∇cW0(x)− η} (76)

and

SEC : Σc
c =

2(δ − η)
β

− λ(x)
2

+
5V0(x)

6
R−

∇c∇cW0(x)− ∇c∇cΦ
Φ

W0(x). (77)

One of trivial solutions of the equation (45) is slow vary-
ing regime of the cosmological parameter λ(x) for which
we can exclude its derivatives as

λ(x) =
4(δ − η)

β
∼= constant, V0(x) =

1
20π

. (78)

Under the latter assumptions the anomaly trace (5.6)
become

Σc
c
∼= R

24π
− ω

∇c∇cΦ
Φ

(79)

in weak quantum field (WQF) limits as

W0(x) ≈ constant = ω > 0 (80)

by excluding its derivatives. The anomaly trace (79) fol-
lows well known one which is derived from zeta function
regularization method in 2d dilaton quantum field theory
[5,6,7,8,17,18,19,20,21,22,23,24,25,26,27,28,29] as

Σc
c(x) =

1
24π

{
R− α

∇c∇cΦ
Φ

+ (α− 6)
∇cΦ∇cΦ

Φ2

}

(81)
The arbitrary parameter α is the coefficient in question
[29]. α = −2 proposed by R. Bousso and S. W. Hawking
[17] which turned out to be a mistake. α = 4 obtained by
Kummar et al. [7,18,19] for the same setup of the two-
dimensional model as was used by Bousso and Hawking.
α = 6 obtained by Elizalde et al. [20] and V. Mukhanov,
A. Wipf and A. Zelnikov [5]. This result turned out to
be correct physically satisfying our statement about ap-
parent horizon induction on the anomaly. In other word
(81) reduces to (79) by setting

α = 6, ω =
1
4π

. (82)

In strong quantum field limits where we can not ex-
clude fluctuations of the field W0(x) and so its derivatives
should be considered in procedure one should be follow
exact equations given in the previous section. In general,
our procedure is useful to study final state of quantum
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perturbed 4d spherically symmetric curved space times.
Asymptotically flat classical static metric solution of the
model (3) was obtained previously by Jains-Newman-
Winicour (JNW) [11,12]. As a future work one can use
the presented formalism to study physical effect of the
obtained anomaly on the quantum perturbed JNW met-
ric solution.

VI. CONCLUDING REMARK

In this article we used 2d analogue of the Einstein-
massless scalar gravity to study 4d spherically symmetric
quantum field theory. Hadamard renormalization pre-
scription is used to obtain renormalized matter-dilaton
stress tensor in the presence of variable cosmological pa-
rameter which has critical role to satisfy the stress ten-
sor covariantly conservation condition. Singularity of the
Hadamard Green function is assumed to be has logarith-
mic type same as the Green function in 2d Minkowski
flat space time satisfying the general covariance con-
dition. Our procedure has an advantage with respect
to other methods such as zeta function regularization:
Applying energy conditions (SEC, WEC, NEC) on the
renormalized quantum matter dilaton field stress tensor
we obtained dynamical equations of the dilaton field Φ,
quantum vacuum state W0(x) and variable cosmological
parameter λ(x) respectively. This is still an important
problem in the Hadamard renormalization prescription
used in general form of background metric in higher than
2 dimensions. In slow varying limits of quantum fields
our obtained anomaly trace satisfies the well known one
which is obtained from zeta regularization method.
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