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Generalized Least-Squares Regressions V:
Multiple Variables

Nataniel Greene

Abstract�The multivariate theory of generalized least-squares
is formulated here using the notion of generalized means. The
multivariate generalized least-squares problem seeks an m dimen-
sional hyperplane which minimizes the average generalized mean
of the square deviations between the data and the hyperplane in
m + 1 variables. The numerical examples presented suggest that
a multivariate generalized least-squares method can be preferable to
ordinary least-squares especially in situations where the data are ill-
conditioned.

Keywords�Generalized least-squares, geometric mean regression,
least-squares, multivariate regression, multiple regression, orthogonal
regression.

I. OVERVIEW

ORDINARY least-squares regression in multiple variables
x0; x1; :::; xm suffers from a fundamental lack of sym-

metry. It begins with the choice of one variable, x0; as
the dependent variable and x1; :::; xm as the independent
variables. It then minimizes the distance between the data and
the regression hyperplane in the x0 variable alone. However,
the regression hyperplane formed by minimizing the distance
between the data and the hyperplane in the variable xk is
not the same as solving for xk in the hyperplane formed by
minimizing the distance in the variable xj for j 6= k.
For each of the variables xk; minimizing the distance

between the data and the hyperplane in the variable xk is
called ordinary least-squares (OLS) xkj fx0; :::; xmg n fxkg
regression. To predict the value of xk based on the data
using OLS, one must use the OLS xkj fx0; :::; xmg n fxkg
regression hyperplane. It is not valid to take the OLS
xj j fx0; :::; xmg n fxjg hyperplane and solve for xk when
j 6= k.
The fact that there are m + 1 OLS hyperplanes to model

a single set of data in m + 1 variables is problematic.
One wishes to have a single linear model for the data,
for which it is valid to solve for any one of the variables
for prediction purposes. Multivariate generalized least-
squares solves this problem by seeking to minimize
the average generalized mean of the square deviations
between the data and the hyperplane in all the variables
simultaneously. For the resulting regression hyperplane, it is
valid to solve for any of the variables for prediction purposes.

N. Greene is with the Department of Mathematics and Computer Science,
Kingsborough Community College, City University of New York, 2001
Oriental Boulevard, Brooklyn, NY 11235 USA (phone: 718-368-5929; e-mail:
ngreene.math@gmail.com).

II. MULTIVARIATE REGRESSIONS
The theory of generalized least-squares was already de-

scribed by this author for the case of two variables [4]�[7].
The extension of this theory to multiple variables is now
begun.

A. The Explicit Error Formula and Solution for Ordinary
Least-Squares
The multivariate ordinary least-squares problem is de�ned

as follows.
De�nition 1: (Multivariate Ordinary Least-Squares Prob-

lem) An m dimensional hyperplane

x0 = b0 + b1x1 + b2x2 + :::+ bmxm (1)

is sought which minimizes the error function de�ned by

E =
1

N

NX
i=1

(�x0i)
2 (2)

where

�x0i = b0 + b1x1i + b2x2i + :::+ bmxmi � x0i: (3)

This is called OLS x0j fx1; :::; xmg regression. In general,
OLS xkj fx0; :::; xmg n fxkg regression seeks a hyperplane
which minimizes

E =
1

N

NX
i=1

(�xki)
2 (4)

where

�xki =

�
1

bk
x0i �

b0
bk
� b1
bk
x1i � :::�

bk�1
bk

x(k�1)i

�bk+1
bk

x(k+1)i � :::�
bm
bk
xmi

�
� xki (5)

The deviation �xki at the ith data point (x0i; x1i; :::xmi) is
the difference between the hyperplane solved in terms of the
variable xk and evaluated at the data point and the data value
xki: Standard subscript notations are employed for dealing
with means, standard deviations, correlation coef�cients and
covariances in multiple variables. The ith data value for the
kth variable xk is denoted by xki, which is short for (xk)i.
The means, standard deviations, and correlation coef�cients
are denoted as follows: �k = �xk , �k = �xk , �jk = �xj ;xk .
The covariance notation �jk = �jk�j�k is preferred in
this paper because it makes many of the complex formulas
presented here more manageable. The notation y = x0 and
�yi = �x0i can also be used. However, denoting the y-
variable always using the zero subscript x0 allows one to
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easily identify it when there are any number of variables and
naturally �ts with the subscript convention just described.
The notation �xki greatly simpli�es working with the error

function. The next lemma describes a fundamental relation
between the regression coef�cient bk, �xki; which is the
deviation of the variable xk from the hyperplane at the ith
data value and �x0i; which is the deviation of x0 from the
hyperplane at the ith data value.
Lemma 2: (Fundamental Relation)

bk = �
�x0i
�xki

(6)

or

�xki = � 1
bk
��x0i

(7)
The proof is straightforward algebra. This lemma will play

a fundamental role further on in allowing one to always extract
a weight function from any generalized least-squares error
expression.
The explicit bivariate formula for the ordinary least-squares

error described by Ehrenberg [3] has a known generalization
using covariance notation. It is written here as a matrix-vector
equation and also explicitly.
Theorem 3: (Explicit Multivariate Error Formula) Let b =

(b1; :::; bm)
T , � = (�1; :::; �m)

T , s0 = (�10; :::; �m0)
T and

S = [�jk]m�m. Then the multivariate ordinary least-squares
error written in matrix-vector notation is

E = bTSb� 2bT s0 + �00 +
�
b0 � �0 + bT�

�2 (8)

and explicitly it is

E =
mX
j=1

mX
k=1

�jkbjbk � 2
mX
k=1

�k0bk (9)

+�00 +

 
b0 � �0 +

mX
k=1

bk�k

!2
: (10)

Alternatively write

E =
mX
k=1

�kkb
2
k + 2

X
j<k

�jkbjbk � 2
mX
k=1

�k0bk

+�00 +

 
b0 � �0 +

mX
k=1

bk�k

!2
: (11)

Proof: Begin with the error expression and manipulate
as follows.

E =
1

N

NX
i=1

(b0 + b1x1i + :::+ bmxmi � x0i)2

=
1

N

NX
i=1

(b1 (x1i � �1) + :::+ bm (xmi � �m)

� (x0i � �0) + (b0 � �0 + b1�1 + :::+ bm�m))
2

Square the summand and distribute the summation onto
each term. To simplify, utilize the covariance notation
�jk =

1
N

PN
i=1

�
xji � �j

�
(xki � �k) and utilize the fact that

PN
i=1

�
xji � �j

�
= 0 for all j = 0:::m. The result is then

obtained.
Corollary 4: The explicit error formula written in covari-

ance notation for two variables x1 and x0 is

E = �11b
2
1 � 2�10b1 + �00 + (b0 � �0 + b1�1)

2
: (12)

This is equivalent to Ehrenberg's formula. For three variables
x1; x2 and x0, the formula is

E = �11b
2
1 + �22b

2
2 + 2�12b1b2 � 2�10b1 � 2�20b2

+�00 + (b0 � �0 + b1�1 + b2�2)
2 (13)

For four variables x1; x2, x3 and x0, the formula is

E = �11b
2
1 + �22b

2
2 + �33b

2
3

+2�12b1b2 + 2�13b1b3 + 2�23b2b3

�2�10b1 � 2�20b2 � 2�30b3
+�00 + (b0 � �0 + b1�1 + b2�2 + b3�3)

2

(14)
The explicit formula for the multivariate OLS regression

coef�cients is now written simply in matrix-vector form.
Theorem 5: (OLS explicit solution) The vector b of OLS

x0j fx1; :::; xmg regression coef�cients is given explicitly by

b = S�1s0 (15)

and
b0 = �0 � bT� (16)

Proof: Let r = (@=@b1; :::; @=@bm)
T denote the gradi-

ent operator. Take the gradient of the error with respect to
b and set it equal to zero: rE = 0. Use the matrix-vector
form of the error and distribute the gradient onto each term.

r
�
bTSb� 2bT s0 + �00 +

�
b0 � �0 + bT�

�2�
= 0

2Sb� 2s0 � 2�
�
b0 � �0 + bT�

�
= 0

Set b0 = �0 � bT�; and obtain

Sb = s0

b = S�1s0:

B. The Hessian Matrix
Since it is already known that the ordinary least-squares

solution vector b minimizes the error function, the Hessian
matrix H of second-order partial derivatives of E must be
positive de�nite. Recall that H is positive de�nite when
detH > 0 and when the determinants of all the upper-left sub-
matrices ofH are positive. Alternatively,H is positive de�nite
when all the eigenvalues of H are positive. It is instructive
here to compute the Hessian matrix.
Theorem 6: The Hessian matrix is given by

H = 2

26664
1 �1 � � � �m
�1 �11 + �

2
1 � � � �1m + �1�m

...
...

. . .
...

�m �m1 + �1�m � � � �mm + �
2
m

37775 : (17)
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Proof: Form all second order partial derivatives of the
error function

H(j+1)(k+1) =
@2E

@bk@bj

����
(b0;b1;:::;bm)

for j; k = 0:::m. Verify that

H11 = 2

H1(k+1) = H(k+1)1 = 2�k

H(j+1)(k+1) = H(k+1)(j+1) = 2
�
�jk + �j�k

�
:

Theorem 7: The Hessian determinant is given by

detH = 2m+1 detS
Proof: Taking a multiple of one row and adding it to

another does not affect the determinant. For k = 1:::m,
multiply the �rst row by ��k and add it to row k+1. After
this has been done to every row, perform a cofactor expansion
along the �rst column and obtain the result.

detH = 2m+1

���������
1 �1 � � � �m
�1 �11 + �

2
1 � � � �1m + �1�m

...
...

. . .
...

�m �m1 + �1�m � � � �mm + �
2
m

���������
= 2m+1

���������
1 �1 � � � �m
0 �11 � � � �1m
...

...
. . .

...
0 �m1 � � � �mm

���������
= 2m+1

�������
�11 � � � �1m
...

. . .
...

�m1 � � � �mm

�������
Theorem 8: The Hessian matrix H and the covariance

matrix S are both positive de�nite.
Proof: Since detH = 2m+1 detS, the Hessian matrix

H is positive de�nite if and only if the covariance matrix S is
positive de�nite. However, it is already known that the OLS
solution vector b minimizes the error function. Therefore,
conclude that H and S are both positive de�nite.

C. Generalized Means
De�nition 9: A function M (x0; x1; :::; xm) de�nes a gen-

eralized mean for all xi > 0 if it satis�es Properties 1-5 below.
If it satis�es Property 6 it is called a homogenous generalized
mean. The properties are:
1. (Continuity)M (x0; x1:::; xm) is continuous in each vari-
able.

2. (Monotonicity) M (x0; x1:::; xm) is non-decreasing in
each variable.

3. (Symmetry)

M (x0; x1; :::; xm) =M
�
xs(0); xs(1); :::; ss(m)

�
where s (i) is any permutation of the indices 0 through
m.

4. (Identity)
M (x; x; :::; x) = x:

5. (Intermediacy)

min (x0; :::; xm) �M (x0; :::; xm) � max (x0; :::; xm)

6. (Homogeneity)

M (tx0; tx1; :::; txm) = tM (x0; x1; :::; xm)

for all t > 0:
All the special multivariate means are included in this

de�nition. Note that m+1 variables are used in this de�nition
in order that it share the same form as the m + 1 regression
variables. XMR notation is used here to name generalized
regressions: if `X' is the letter used to denote a given general-
ized mean, then XMR is the corresponding generalized mean
square regression.
Example 10: The multivariate harmonic mean is given by

H (x0; :::; xm) =
m+ 1

1
x0
+ :::+ 1

xm

: (18)

This mean generates multivariate orthogonal regression
(HMR).
Example 11: The multivariate geometric mean is given by

G (x0; :::; xm) = (x0 � ::: � xm)1=(m+1) : (19)

This mean generates multivariate geometric mean regression
(GMR).
Example 12: The multivariate arithmetic mean is given by

A (x0; :::; xm) =
1

m+ 1
(x0 + :::+ xm) : (20)

This mean generates multivariate arithmetic mean regression
(AMR).
Example 13: The selection mean is given by

S(k) (x0; :::; xm) = xk (21)

after x0; :::xm are arranged in increasing order. This mean
generates OLS xkj fx0; :::; xmg n fxkg regression.
Regressions based on these special cases are used in this

work further on. The generalized means in the next examples
have free parameters which can be used to parameterize these
special cases.
Example 14: The power mean of order p is given by

Mp (x0; :::; xm) =

�
1

m+ 1
(xp0 + :::+ x

p
m)

�1=p
: (22)

Example 15: The weighted arithmetic mean with positive
weights satisfying �0 + �1 + :::+ �m = 1; is given by

M(�0;�1;:::;�m) (x0; x1; :::; xm) = �0x0 + �1x1 + :::+ �mxm
(23)

after x0; :::xm are arranged in increasing order.
Example 16: The weighted geometric mean with positive

weights satisfying �0 + �1 + :::+ �m = 1; is given by

M(�0;�1;:::;�m)
(x0; x1; :::; xm) = x

�0
0 x

�1
1 :::x

�m
m (24)

after x0; :::xm are arranged in increasing order.
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D. Two Generalized Least-Squares Problems and the Equiv-
alence Theorem
The multivariate symmetric least-squares problem is formu-

lated as follows.
De�nition 17: (The Multivariate Symmetric Least-Squares

Problem) An m dimensional hyperplane

x0 = b0 + b1x1 + b2x2 + :::+ bmxm (25)

is sought which minimizes the error function de�ned by

E =
1

N

NX
i=1

M
�
(�x0i)

2
; (�x1i)

2
; :::; (�xmi)

2
�

(26)

where M (x0; x1; :::; xm) is any generalized mean.
A more general related problem is the weighted ordinary

least-squares problem.
De�nition 18: (The Weighted Ordinary Least-Squares

Problem) An m dimensional hyperplane

x0 = b0 + b1x1 + b2x2 + :::+ bmxm (27)

is sought which minimizes the error function de�ned by

E = g (b1; :::; bm) �
1

N

NX
i=1

(�x0i)
2 (28)

or simply E = g � EOLS.
The next theorem states that every multivariate symmet-

ric least-squares problem is equivalent to a weighted multi-
variate ordinary least-squares problem with weight function
g (b1; :::; bm).
Theorem 19: (Equivalence Theorem) Every general sym-

metric least-squares error function can be written equivalently
as

E = g (b1; :::; bm) �
1

N

NX
i=1

(�x0i)
2 (29)

or simply E = g � EOLS with

g (b1; :::; bm) =M

�
1;
1

b21
; :::;

1

b2m

�
(30)

and EOLS expressed using the explicit error formula.
Proof: Write

E =
1

N

NX
i=1

M
�
(�x0i)

2
; (�x1i)

2
; :::; (�xmi)

2
�

=
1

N

NX
i=1

M

�
(�x0i)

2
;
1

b21
(�x0i)

2
; :::;

1

b2m
(�x0i)

2

�

=
1

N

NX
i=1

(�x0i)
2
M

�
1;
1

b21
; :::;

1

b2m

�
where the fundamental relation

(�xki)
2
=
1

b2k
(�x0i)

2

is used. Let g (b1; :::; bm) = M
�
1; 1

b21
; :::; 1

b2m

�
and factor it

out from the summation.

Example 20: The weight function corresponding to HMR
is given by

g (b1; :::; bm) =
m+ 1

1 + b21 + :::+ b
2
m

: (31)
Example 21: The weight function corresponding to GMR

is given by

g (b1; :::; bm) = (b1 � ::: � bm)�2=(m+1) : (32)
Example 22: The weight function corresponding to AMR

is given by

g (b1; :::; bm) =
1

m+ 1

�
1 +

1

b21
+ :::+

1

b2m

�
: (33)

Example 23: The weight function corresponding to the kth
selection mean is given by

g (b1; :::; bm) =
1

b2k
: (34)

Example 24: The weight function corresponding to the
power mean is given by

gp (b1; :::; bm) =

�
1

m+ 1

�
1 + b�2p1 + :::+ b�2pm

��1=p
:

(35)
Example 25: The weight function corresponding to the

weighted arithmetic mean is

g (b1; :::; bm) = �0 + �1b
�2
1 + :::+ �mb

�2
m : (36)

Example 26: The weight function corresponding to the
weighted geometric mean is given by

g (b1; :::; bm) = b
�2�1
1 � ::: � b�2�mm : (37)

E. Solving for the Generalized Regression Coef�cients
The fundamental practical question of multivariate general-

ized regression is how to solve for the coef�cients b1; :::; bm.
The next theorem describes the procedure in general. The
procedure is applied further on to produce the speci�c regres-
sion equations in three and four variables for several cases of
interest.
Theorem 27: (System of Equations for Generalized Regres-

sion Coef�cients) Let E denote the ordinary least-squares
error function, gk = @g=@bk, rg = (g1; :::; gm)T and

F = bTSb� 2bT s0 + �00: (38)

Then the vector b =(b1; :::; bm)T of regression coef�cients is
obtained by solving the nonlinear matrix-vector equation

Frg + 2g (Sb� s0) = 0 (39)

for b and b0 = �0�bT�. Explicitly, one solves the nonlinear
system

gkF + gFk = 0 (40)

for b1; :::; bm where k = 1:::m;

F =
mX
j=1

mX
k=1

�jkbjbk � 2
mX
k=1

�k0bk + �00 (41)

and Fk = @F=@bk is given by

Fk = 2
mX
j=1

�jkbj � 2�k0: (42)
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Proof: Let Eg = gE be the generalized regression error
where E = EOLS Use the matrix-vector form of the error, take
the gradient of the error with respect to b and set it equal to
zero.

r (gE) = 0

Erg + grE = 0

Substitute

E = bTSb� 2bT s0 + �00 +
�
b0 � �0 + bT�

�2
and

rE = 2 (Sb� s0)� 2�
�
b0 � �0 + bT�

�
:

Set b0 = �0 � bT�, and obtain

2g (Sb� s0) + Frg = 0 (43)

Alternatively, take the partial derivative of Eg with respect to
bk for k = 1:::m and set the resulting expressions equal to
zero.

F. The Hessian Matrix and Determinant
In order for the regression coef�cients b0; :::bm to minimize

the error function and be admissible, the Hessian matrix
of second order partial derivatives must be positive de�nite
when evaluated at b0; :::; bm. The general Hessian matrix is
calculated next. As in the bivariate case, certain combinations
of g and its �rst and second partial derivatives appear in the
matrix. One combination is denoted here by Jjk and another
is denoted by Gjk. They are called indicative functions.
De�nition 28: De�ne the indicative functions

Jjk =
gjk
g
� 2gjgk

g2
(44)

and

Gjk =
2gj
g
� gjk
gk
:

(45)
The two indicative functions are related by the equation

GjkFk = JjkF .
Theorem 29: (Hessian matrix) The Hessian matrix H of

second order partial derivatives of the error function given by

H(j+1)(k+1) =
@2

@bk@bj
(gE)

����
(b0;b1;:::;bm)

(46)

for j; k = 0:::m. It is computed explicitly as follows.

H11 = 2g (47)
H1(k+1) = H(k+1)1 = 2g�k (48)

H(j+1)(k+1) = H(k+1)(j+1) = g
�
JjkF + 2�jk + 2�j�k

�
(49)

Alternatively,

H(j+1)(k+1) = g
�
GjkFk + 2�jk + 2�j�k

�
: (50)

Proof: Take the second order partial derivative

@2

@bk@bj
(gE) =

@

@bk
(gjE + gEj)

= gjkE + gjEk + gkEj + gEjk:

Since
gkE + gEk = 0

substitute Ek = � gk
g E and Ej = �

gj
g E into the two middle

terms, simplify, and obtain

@2

@bk@bj
(gE) = g

��
gjk
g
� 2gjgk

g2

�
E + Ejk

�
which is the �rst form of the Hessian. Now substitute E =
� g
gk
Ek and obtain the second form

@2

@bk@bj
(gE) = g

��
2gj
g
� gjk
gk

�
Ek + Ejk

�
:

As before, upon substituting for b0, E = F , Ek = Fk and
Ejk = Fjk = 2�jk + 2�j�k.
Theorem 30: (Hessian determinant) The Hessian determi-

nant is given by

detH = gm+1 det (FJ+ 2S) (51)

where J = [Jjk]m�m and explicitly by

detH = gm+1

�������
FJ11 + 2�11 � � � FJm1 + 2�1m

...
. . .

...
FJm1 + 2�1m � � � FJmm + 2�mm

������� :
(52)

Alternatively,

detH = gm+1 det (K+ 2S) (53)

where K = [GjkFk]m�m and explicitly by

detH = gm+1

�������
G11F1 + 2�11 � � � G1mFm + 2�1m

...
. . .

...
Gm1F1 + 2�1m � � � GmmFm + 2�mm

������� :
(54)

Proof: Begin with the (m+ 1) � (m+ 1) determinant
of H and reduce it to an equivalent m�m determinant. The
(m+ 1)� (m+ 1) determinant is given by

detH = gm+1

���������
2 2�1
2�1 G11F1 + 2�11 + 2�

2
1

...
...

2�m G1mF1 + 2�1m + 2�1�m

� � � 2�m
� � � G1mFm + 2�1m + 2�1�m
. . .

...
� � � G1mFm + 2�mm + 2�

2
m

��������� (55)
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or alternatively

detH = gm+1

���������
2 2�1
2�1 J11F + 2�11 + 2�

2
1

...
...

2�m J1mF + 2�1m + 2�1�m

� � � 2�m
� � � J1mF + 2�1m + 2�1�m
. . .

...
� � � J1mF + 2�mm + 2�

2
m

��������� : (56)

As was done for the OLS Hessian, multiply the �rst row by
��k and add it to row k + 1 for k = 1:::m. After this has
been done to every row, perform a cofactor expansion along
the �rst column and obtain the result.

G. Least-Volume and Hybrid Least-Volume Regression
A multivariate regression method is described by Tofallis

[9]�[11] which minimizes the hypervolumes of the simplices
formed by the data and the regression hyperplane. It is referred
to here as Tofallis' least-volume regression (LVR).
De�nition 31: (LVR) Let V = x0 � x1 � ::: � xm denote the

hypervolume of dimension m + 1 for all xk > 0. An m
dimensional hyperplane x0 = b0+b1x1+ :::+bmxm is sought
which minimizes the average hypervolume formed by the data
points and the hyperplane. The error function is given by

E =
1

N

NX
i=1

V (�x0i;�x1i; :::;�xmi) : (57)

For the case of bivariate regression (m = 1), least-volume
regression is the same as geometric mean regression. Mul-
tivariate GMR, �rst described in a paper by Draper and
Yang [2], is equivalent to minimizing the average of the
hypervolumes raised to the 2= (m+ 1) power. For m 6= 1,
LVR is not equivalent to GMR and it is not a generalized
least-squares regression. It is instead a generalized least-pth
power regression with p = m+ 1.
Theorem 32: Least-volume regression in m + 1 variables

is equivalent to a weighted least-pth power regression with
p = m+ 1:

Proof: Write

E =
1

N

NX
i=1

V (j�x0ij ; j�x1ij ; :::; j�xmij)

=
1

N

NX
i=1

V

�
j�x0ij ;

1

jb1j
j�x0ij ; :::;

1

jbmj
j�x0ij

�

=
1

N

NX
i=1

j�x0ijm+1 V
�
1;

1

jb1j
; :::;

1

jbmj

�

=

�
1

jb1 � ::: � bmj

�
1

N

NX
i=1

j�x0ijm+1

The weight function for LVR is given by

g (b1; :::; bm) = 1= jb1 � ::: � bmj :

A related weighted least-squares method is now de�ned giv-
ing close results to LVR called hybrid least-volume regression.
It is a hybrid regression method along the lines of the hybrid
methods discussed in the �rst paper of this series [4].
De�nition 33: (Hybrid LVR) Anm dimensional hyperplane

is sought which minimizes the hybrid error function

E = g (b1; :::; bm) �
1

N

NX
i=1

(�x0i)
2 (58)

where
g (b1; :::; bm) =

1

jb1 � ::: � bmj
: (59)

The error function is a product of the LVR weight function
and the multivariate OLS error function.
The hybrid LVR coef�cients obtained in the second example

below are seen to differ from the actual LVR coef�cients only
in the hundredths place.

H. Speci�c Regression Equations for the Case of Three Vari-
ables

The general formula for the regression coef�cients is applied
here to the problem of determining the coef�cients in the
equation

x0 = b0 + b1x1 + b2x2 (60)

for certain special cases. Again, covariance notation �jk is
used in order to obtain equations that are as simple as possible
to write. In all cases, b0 = �0 � b1�1 � b2�2.
For OLS x0j fx1; x2g ; which is standard OLS regression

corresponding to the selection mean S(0) (x0; x1; x2) and a
weight function g (b1; b2) = 1, the following linear system of
equations in b1 and b2 is obtained.�

�11b1 + �12b2 = �10
�12b1 + �22b2 = �20

(61)

For OLS x1j fx2; x0g corresponding to the selection mean
S(1) (x0; x1; x2) and the weight function g (b1; b2) = 1

b21
, the

following system of equations is obtained.�
�22b

2
2 + �12b1b2 � �10b1 � 2�20b2 + �00 = 0

�12b1 + �22b2 � �20 = 0
(62)

For OLS x2j fx1; x0g corresponding to the selection mean
S(2) (x0; x1; x2) and the weight function g (b1; b2) = 1

b22
, the

following system of equations is obtained.�
�11b1 + �12b2 � �10 = 0

�11b
2
1 + �12b1b2 � 2�10b1 � �20b2 + �00 = 0

(63)

For HMR, which is orthogonal regression, the following
system of equations is obtained.8>><>>:
�12b

3
2 + (�11 � �22) b1b22 � �12b21b2 + �10b21 + 2�20b1b2
��10b22 � (�00 � �11) b1 + �12b2 � �10 = 0

�12b
3
1 � (�11 � �22) b21b2 � �12b1b22 + �20b22 + �10b1b2
��20b21 � (�00 � �22) b2 + �12b1 � �20 = 0

(64)
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For GMR the following system of equations is obtained.�
2�11b

2
1 � �22b22 + �12b1b2 � �10b1 + 2�20b2 � �00 = 0

�11b
2
1 � 2�22b22 � �12b1b2 � 2�10b1 + �20b2 + �00 = 0

(65)
For AMR the following system of equations is obtained.8>><>>:
�11b

4
1b
2
2 + �12b

3
1b
3
2 � �10b31b22 + �11b41 � �22b42 + �12b31b2

��12b32b1 + 2�20b32 � �10b31 + �10b22b1 � �00b22 = 0
�22b

2
1b
4
2 + �12b

3
1b
3
2 � �20b21b32 � �11b41 + �22b42 + �12b1b32

��12b31b2 + 2�10b31 � �20b32 + �20b21b2 � �00b21 = 0
(66)

For hybrid LVR the following system of equations is
obtained. �

�11b
2
1 � �22b22 + 2�20b2 � �00 = 0

�11b
2
1 � �22b22 � 2�10b1 + �00 = 0

(67)

I. Speci�c Regression Equations for the Case of Four Vari-
ables

The general formula for the regression coef�cients is applied
here to the problem of determining the coef�cients in the
equation

x0 = b0 + b1x1 + b2x2 + b3x3 (68)

for certain special cases. In all cases, b0 = �0�b1�1�b2�2�
b3�3.
For OLS x0j fx1; x2; x3g regression, which is standard

ordinary least-squares, the following system of equations is
obtained. 8<: �11b1 + �12b2 + �13b3 = �10

�12b1 + �22b2 + �23b3 = �20
�13b1 + �23b2 + �33b3 = �30

(69)

For OLS x1j fx2; x3; x0g regression, the following system of
equations is obtained.8>><>>:

�22b
2
2 + �33b

2
3 + �12b1b2 + 2�23b2b3 + �13b1b3

��10b1 � 2�20b2 � 2�30b3 + �00 = 0
�12b1 + �22b2 + �23b3 � �20 = 0
�13b1 + �23b2 + �33b3 � �30 = 0

(70)

For OLS x2j fx1; x3; x0g regression, the following system of
equations is obtained.8>><>>:

�11b1 + �12b2 + �13b3 � �10 = 0
�11b

2
1 + �33b

2
3 + �12b1b2 + �23b2b3 + 2�13b1b3

�2�10b1 � �20b2 � 2�30b3 + �00 = 0
�13b1 + �23b2 + �33b3 � �30 = 0

(71)

For OLS x3j fx1; x2; x0g regression, the following system of
equations is obtained.8>><>>:

�11b1 + �12b2 + �13b3 � �10 = 0
�12b1 + �22b2 + �23b3 � �20 = 0

�11b
2
1 + �22b

2
2 + 2�12b1b2 + �23b2b3 + �13b1b3

�2�10b1 � 2�20b2 � �30b3 + �00 = 0

(72)

For HMR the following system of equations is obtained.8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:

(�22 � �11) b1b22 + �12b21b2 + �33b1b23 � �13b22b3
��11b1b23 + �13b21b3 � �12b2b23 + 2�23b1b2b3

��12b32 � �13b33 � �10b21 + �10b22
+�10b

2
3 � 2�20b1b2 � 2�30b1b3 + (�00 � �11) b1

��12b2 � �13b3 + �10 = 0
��12b1b22 � �33b2b23 � 2�13b1b2b3 � �23b22b3

+(�22 � �11) b21b2 + �22b2b23 + �12b1b23 + �23b21b3
+�12b

3
1 + �23b

3
3 � �20b21 + �20b22

��20b23 + 2�30b2b3 + 2�10b1b2 + �12b1
+(�22 � �00) b2 + �23b3 � �20 = 0

��13b1b23 + (�33 � �11) b21b3 � �23b2b23 � �22b22b3
�2�12b1b2b3 + �23b32 + �13b31 + �33b22b3
+�23b

2
1b2 + �13b1b

2
2 � �30b21 � �30b22

+�30b
2
3 + 2�20b2b3 + 2�10b1b3

+�13b1 + �23b2 + (�33 � �00) b3 � �30 = 0
(73)

For GMR, the following system of equations is obtained.8>>>>>><>>>>>>:

3�11b
2
1 � �22b22 � �33b23 + 2�12b1b2 � 2�23b2b3

+2�13b1b3 � 2�10b1 + 2�20b2 + 2�30b3 � �00 = 0
�11b

2
1 � 3�22b22 + �33b23 � 2�12b1b2 � 2�23b2b3

+2�13b1b3 � 2�10b1 + 2�20b2 � 2�30b3 + �00 = 0
�11b

2
1 + �22b

2
2 � 3�33b23 + 2�12b1b2 � 2�23b2b3

�2�13b1b3 � 2�10b1 � 2�20b2 + 2�30b3 + �00 = 0
(74)

For AMR the following system of equations is obtained.8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:

�11b
4
1b
2
2b
2
3 + �12b

3
1b
3
2b
2
3 + �13b

3
1b
2
2b
3
3 � �10b31b22b23

+�12b
3
1b2b

2
3 + �13b

3
1b
2
2b3 � �12b1b32b23 � �13b1b22b33

�11b
4
1b
2
3 � �22b42b23 � �33b22b43 � 2�23b32b33 + �13b31b33

+�11b
4
1b
2
2 + �12b

3
1b
3
2 + �10b1b

2
2b
2
3 + 2�20b

3
2b
2
3

+2�30b
2
2b
3
3 � �10b31b23 � �10b31b22 � �00b22b23 = 0

�22b
2
1b
4
2b
2
3 + �23b

2
1b
3
2b
3
3 + �12b

3
1b
3
2b
2
3 � �20b21b32b23

��12b31b2b23 � �23b21b2b33 + �23b21b32b3 + �12b1b32b23
��11b41b23 + �22b42b23 + �23b32b33 + �12b31b32 � 2�13b31b33
��33b21b43 + �22b21b42 + �20b21b2b23 � �20b32b23 + 2�10b31b23

+2�30b
2
1b
3
3 � �20b21b32 � �00b21b23 = 0

�13b
3
1b
2
2b
3
3 + �23b

2
1b
3
2b
3
3 + �33b

2
1b
2
2b
4
3 � �30b21b22b33

��13b31b22b3 + �13b1b22b33 � �23b21b32b3 + �23b21b2b33
+�33b

2
2b
4
3 + �23b

3
2b
3
3 + �13b

3
1b
3
3 � �11b41b22 � 2�12b31b32

+�33b
2
1b
4
3 � �22b21b42 � �30b22b33 + 2�10b31b22 � �30b21b33
+2�20b

2
1b
3
2 + �30b

2
1b
2
2b3 � �00b21b22 = 0

(75)
For hybrid LVR the following system of equations is obtained.8>>>>>><>>>>>>:

�11b
2
1 � �22b22 � �33b23 � 2�23b2b3

+2�20b2 + 2�30b3 � �00 = 0
�11b

2
1 � �22b22 + �33b23 + 2�13b1b3

�2�10b1 � 2�30b3 + �00 = 0
�11b

2
1 + �22b

2
2 � �33b23 + 2�12b1b2

�2�10b1 � 2�20b2 + �00 = 0

(76)

III. NUMERICAL EXAMPLES
Example 34: (Cement Data) This example is taken from

Hald's statistics text [8] (p. 636). The data describe the heat
evolved in the curing of cement as a function of the percentage
in weight of certain compounds in the mixture. The y variable,
called here x0; is the heat measured in calories per gram.
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The variables x1 and x2 are the percentages by weight of two
different cement compounds. The data are as follows.

x1 7 1 11 11 7 11 3 1 2 21 1 11 10

x2 26 29 56 31 52 55 71 31 54 47 40 66 68

x0 78.5 74.3 104.3 87.6 95.9 109.2 102.7 72.5 93.1 115.9 83.8 113.3 109.4

The reader can verify that �0 = 95:42308, �00 = 208:90485,

� =

�
�1
�2

�
=

�
7:46154
48:15385

�
; (77)

s0 =

�
�10
�20

�
=

�
59:68935
176:38106

�
; (78)

and
S =

�
31:94082 19:31361
19:31360 223:51479

�
: (79)

The data are well-conditioned: condS = 7:51147: Also
detS = 6:76623 � 103. The standard OLS x0j fx1; x2g
regression plane is given by

x0 = 52:5773 + 1:4683x1 + 0:6623x2: (80)

The OLS x1j fx2; x0g regression plane is given by

x0 = 52:2466 + 1:5685x1 + 0:6536x2: (81)

The OLS x2j fx1; x0g regression plane is given by

x0 = 51:1917 + 1:4491x1 + 0:6940x2: (82)

The HMR plane is given by

x0 = 52:2110 + 1:5271x1 + 0:6607x2: (83)

The GMR plane is given by

x0 = 52:0069 + 1:4950x1 + 0:6700x2: (84)

The AMR plane is given by

x0 = 51:7164 + 1:4699x1 + 0:6799x2: (85)

The hybrid LVR plane is given by

x0 = 51:7166 + 1:5085x1 + 0:6739x2: (86)

This example suggests that all the methods yield regression
planes that are reasonably close to each other when the
data are well-conditioned. The next example illustrates that
when the data are ill-conditioned, ordinary least-squares can
perform poorly while generalized least-squares methods can
still perform well.
Example 35: This example is chosen from the work of

Tofallis [10], [11] where the data are used to compare least-
volume regression to ordinary least-squares. The data are from
a model problem in Belsley's book on collinearity [1] (p. 5)
and are ill-conditioned.
Suppose an underlying linear model of some physical

relationship is known and given by

x0 = 1:2� 0:4x1 + 0:6x2 + 0:9x3 + " (87)

where " has a normal distribution with mean 0 and variance
0:01. Suppose two persons A and B wish to estimate the

linear relationship for themselves. Suppose they both share
the same x0 data but they take independent measurements of
variables x1, x2, and x3. Their results are presented in a table.

A
x1 -3.138 -0.297 -4.582 0.301 2.729 -4.836 0.065 4.102
x2 1.286 0.25 1.247 0.498 -0.28 0.35 0.208 1.069

x3 0.169 0.044 0.109 0.117 0.035 -0.094 0.047 0.375

x0 3.3979 1.6094 3.7131 1.6767 0.0419 3.3768 1.1661 0.4701

B
x1 -3.136 -0.296 -4.581 0.300 2.730 -4.834 0.064 4.103

x2 1.288 0.251 1.246 0.498 -0.281 0.349 0.206 1.069

x3 0.170 0.043 0.108 0.118 0.036 -0.093 0.048 0.376

x0 3.3979 1.6094 3.7131 1.6767 0.0419 3.3768 1.1661 0.4701

The goal is to try and recover the actual coef�cients b0, b1, b2
and b3 from the data using regression.
The reader can verify that for Person A, �0 = 1:93150,

�00 = 1:73426,

� =

24�1�2
�3

35 =
24�0:707000:57850
0:10025

35 ; (88)

s0 =

24�10�20
�30

35 =
24 �3:867060:40169
�0:048495

35 ; (89)

and

S =

24 9:33584 �0:55747 0:20635
�0:55747 0:27862 0:04081
0:20635 0:04081 0:01607

35 : (90)

The data suffer from multicollinearity, which is the near
linear dependence of one of the variables on the remaining
variables. This is evidenced by the high condition number of
the covariance matrix: condS = 3:54374�107. Also note that
the determinant is nearly singular: detS =6:35047� 10�7:
For Person B, �0 = 1:93150, �00 = 1:73426;

� =

24�1�2
�3

35 =
24�0:706250:57825
0:10075

35 ; (91)

s0 =

24�10�20
�30

35 =
24�3:866440:40204
�0:04886

35 ; (92)

and

S =

24 9:33332 �0:55747 0:20721
�0:55747 0:27918 0:04078
0:20721 0:04078 0:01609

35 : (93)

Again the covariance matrix is ill-conditioned and nearly
singular: condS = 1:28134�107 and detS=1:75906�10�6:
The standard OLS x0j fx1; x2; x3g regression planes for the

data of Person A and Person B are

A : x0 = 1:2546 + 0:9741x1 + 9:0219x2 � 38:4400x3
(94)

B : x0 = 1:2752 + 0:2470x1 + 4:5116x2 � 17:6486x3:
(95)

The discrepancy between the OLS regression coef�cients
and the model coef�cients is striking. The OLS regression
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coef�cients disagree with the model coef�cients in both sign
and magnitude. Therefore OLS regression does not appear
to be useful in a case such as this. In comparison, several
generalized regression methods presented next appear to do a
much better job in recovering the model coef�cients, agreeing
with the model coef�cients in both sign and magnitude.
The AMR planes are

A : x0 = 1:2479� 0:4069x1 + 0:5151x2 + 0:9767x3
(96)

B : x0 = 1:2478� 0:4070x1 + 0:5151x2 + 0:9766x3:
(97)

The GMR planes are

A : x0 = 1:2440� 0:4345x1 + 0:3438x2 + 1:8095x3
(98)

B : x0 = 1:2433� 0:4348x1 + 0:3437x2 + 1:8100x3:
(99)

The hybrid LVR planes are

A : x0 = 1:2206� 0:4370x1 + 0:3617x2 + 1:9225x3
(100)

B : x0 = 1:2200� 0:4372x1 + 0:3613x2 + 1:9231x3:
(101)

The LVR planes are computed by Tofallis as

A : x0 = 1:20� 0:43x1 + 0:37x2 + 1:97x3
(102)

B : x0 = 1:20� 0:43x1 + 0:37x2 + 1:98x3: (103)

In this example, AMR comes the closest to recovering the
model coef�cients. GMR, hybrid LVR and LVR appear
to perform comparably well. The calculations of the three
remaining OLS regressions and HMR require further study.
They appear to have a negative Hessian determinant, making
them inadmissible. The hybrid LVR coef�cients obtained here
are in good agreement with the LVR coef�cients presented by
Tofallis, differing only in the hundredths place. This suggests
that hybrid LVR can be a useful least-squares alternative to
LVR.

IV. SUMMARY
The extension of the bivariate theory of generalized least-

squares to multivariate regression is begun in this paper.
The multivariate symmetric least-squares problem in m + 1
variables seeks anm dimensional hyperplane which minimizes
the average generalized mean of the square deviations between
the data and hyperplane in each of the variables. The weighted
multivariate ordinary least-squares problem in m+1 variables
is also de�ned using an explicit formula for the ordinary least-
squares error. As in the bivariate case, every symmetric least-
squares problem is shown to be equivalent to a weighted ordi-
nary least-squares problem. The weight function g (b1; :::; bm)
characterizes the regression method. The multivariate gen-
eralized least-squares error is then a product of the weight

function g and the explicit multivariate error function. Partial
derivatives of this analytic expression for the error are then
taken with respect to each of the coef�cients b1; :::; bm and set
equal to zero. The result is a nonlinear system of equations
in b1; :::; bm involving only the covariances �jk which can
then be solved to yield the regression coef�cients for any
generalized least-squares method. In order for the solution
to minimize the error function and be admissible, the Hessian
matrix must be computed and found to be positive de�nite.
The speci�c system of equations for the regression coef-

�cients is presented for OLS, HMR, GMR, and AMR, for
three and four variables. A related least-squares alternative to
Tofallis' least-volume regression (LVR) called hybrid LVR is
presented here as well.
Numerical evidence suggests that when the data are ill-

conditioned ordinary least-squares regressions may not suc-
ceed in uncovering an underlying linear model. In compari-
son, certain generalized least-squares methods can come closer
to uncovering the model coef�cients.
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 

Abstract—Different spectrometer methods exist that have been 

developed over time to practical applicable systems. Researchers in 

different fields try to apply these methods to different applications 

especially in the chemical and biological area. One of these methods is 

RAMAN spectroscopy for protein crystallization or Mid-Infrared 

spectroscopy for biomass identification. For the applications are 

required robust and machine learnable automatic signal interpretation 

methods. These methods should take into account that not so much 

spectrometer data about the application are available from scratch and 

that these data need to be learnt while using the spectrometer system. 

We propose to represent the spectrometer signal by a sequence of 0/1 

characters obtained from a specific Delta Modulator. This prevents us 

from a particular symbolic description of peaks and background. The 

interpretation of the spectrometer signal is done by searching for a 

similar signal in a constantly increasing data base. The comparison 

between the two sequences is done based on a syntactic similarity 

measure. We describe in this paper how the signal representation is 

obtained by Delta Modulation, the similarity measure for the 

comparison of the signals and give results for searching the data base. 

 

Keywords— Computational Methods, Delta Modulation, Feature 

Extraction, Incremental Knowledge Acquisition, Spectrometer signal 

analysis, Similarity-based Signal Interpretation 

I. INTRODUCTION 

Different spectrometer methods exist that have been 

developed over time to practical applicable systems. 

Researchers in different fields try to apply these methods to 

different applications especially in the chemical and biological 

area. One of these methods is RAMAN spectroscopy for protein 

crystallization [1], [2] or Mid-Infrared spectroscopy for 

biomass identification [3].  

Databases that allow the extraction of the chemical and 

biological compounds are built up based on different 

spectrometer methods [4]. With the rapid increase in accessible 

data from prior experiments and the development of 

spectrometer control software that supports large inclusion lists 

for targeted analyses, the use of search and matching strategies  
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can be expected to increase [5]. Peak detection in spectrometer 

signal data can be done based on statistics such as on the 

Welch’s t-test [6], on Fuzzy logic [7], on curve fitting based on 

the Levenberg–Marquardt algorithm [8], or on correlation [9]. 

Several heuristic and probabilistic algorithms for peak detection 

are described and evaluated in [10]. The results show that there 

is no unique algorithm for peak detection.  

For the applications are required robust and machine 

learnable automatic signal interpretation methods. These 

methods should take into account the sparse available data for 

the application and that new data need to be acquired while 

using the spectrometer system. We propose a novel 

spectrometer analysis method based on Delta Modulation and 

similarity determination. We represent the spectrometer signal 

by a sequence of 0/1 characters obtained from a specific Delta 

Modulator. While doing this we preprocess the signal by 

smoothing at the same time. This prevents us from the 

extraction of a specific symbolic description of peaks and 

background from the basic spectrometer signal based on signal-

theoretic methods [11]. The interpretation of the spectrometer 

signal is done by searching for a similar signal in a constantly 

increasing data base. The two 0/1 sequences of the spectrometer 

signal are compared based on a syntactic similarity measure. 

The proposed new method has been tested on RAMAN 

spectrometer signals for screening of bio-molecular interactions 

but the method can be used for all kinds of spectrometer signals. 

With the aid of Raman spectroscopy, the vibrational spectrum 

of molecules can be examined. Functional groups like amino, 

carboxyl or hydroxyl groups can be identified through 

characteristic vibrational frequencies. 

In this paper the architecture of the spectrometer-signal 

analysis system is described in Section II. The calculation of the 

signal representation obtained by Delta Modulation is explained 

in Section III for three different kinds of delta modulation 

methods. Then we describe three different syntactical 

dissimilarity measures used for this study in Section IV. Finally, 

we give results in Section V for the three Delta Modulation 

methods and select the best one. This method is used for further 

studying the best dissimilarity measure. We show how good 

these measures can group similar spectra. At the end we use a 

prototype-based classifier to show how good we can classify 

the spectra based on the chosen representation and with the 

three different dissimilarity measures. In Section VI we give 
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conclusion. 

II. ARCHITECTURE OF THE AUTOMATED SPECTROMETER 

SIGNAL PROGRAM 

The architecture of the automatic spectrometer identification 

system is shown in Fig. 1. 

After preprocessing the spectrometer-signal, the signal is coded 

into a 0/1 sequence by the delta modulator. While doing that the 

signal is step-wise smoothed by a linear function. The 

representation makes it unnecessary to develop special high-

level features that describe all interesting properties of the 

spectra. The sequence itself can be interpreted in different ways. 

It can be ask for identity, similarity of the whole sequence or 

for partial identity or similarity. That allows identifying part-

spectra, special single peaks or peak combinations within 

spectra. 

This sequence is compared to sequences of reference spectra 

stored in a memory. The name of the spectrum where the coded 

sequence gives the highest similarity is given as output to the 

user. A side effect of the coding is also that the spectra is not 

stored with its real values but instead it is stored as 0/1 

sequence. This saves memory capacity and makes it possible to 

implement the method into a special purpose processor. 

When there is no similar sequence in the data base the input 

spectrum is stored into the data base after it has been coded by 

the delta modulator. The spectrum is labeled manually after it 

has been checked by other method what the spectrum is about. 

This data collection is necessary since the appearance of the 

spectra for different proteins is not known yet. 

The pre-processing of the RAMAN spectra is in this special 

case a baseline correction [12], a Fourier transformation to 

eliminate the influence of the special system device and its parts 

[13], and the calculation of the difference between the spectrum 

of the buffer and the liquid in the buffer. 

 

 

Fig. 1. Architecture of the Spectrum Interpretation System 

 

III. REPRESENTATION OF THE SPECTRA BY DELTA 

MODULATION 

The delta modulator compares the actual signal value s(i) with 

an estimated signal value r(i) of the coder. The difference e(i) 

between these two signals is coded by only one bit. It mainly 

represents if the signal was increased or decreased by a certain 

constant. Three different methods exist to estimate actual signal 

value: Linear Delta Modulation (LDM) [14], Constant Factor 

Delta Modulation (CFDM) [15], and Continuously Variable 

Slope Delta Modulator (CVSD) [16], [17], [18]. 

 

A.  Linear Delta Modulation 

In case of the Linear Delta Modulation, the difference 𝑒(𝑖) 
between the actual signal value s(i) and the estimated signal 

value r(i) at sampling point i is calculated , see Fig. 2: 

𝑒(𝑖) = 𝑠(𝑖) − 𝑟(𝑖)  (1) 

If the difference is positive then the code D is equal “1” and 

D is equal “0” if the difference is negative. This binary signal 

𝐷𝑛 is stored in the memory. At the same time the magnitude of 

the signal to be expected at the next sampling point i is 

estimated from it. The corresponding rule is: 

 

𝑠(𝑖) > 𝑟(𝑖). 𝐷𝑛 = 0. 𝑟 = 𝑟(𝑖 − 1) + ∆𝑢       (2) 

 

𝑠(𝑖) ≤ 𝑟(𝑖). 𝐷𝑛 = 1. 𝑟 = 𝑟(𝑖 − 1) − ∆𝑢      (3) 

 

The incremental size ∆𝑢 is a constant value which has to be 

selected in function of the standard-deviation 𝛿∆ of the first-

order difference signal: ∆(𝑖) = 𝑠(𝑖) − 𝑠(𝑖 − 1).  
On the reproduction side (which is not necessary here since 

we do not want to reconstruct the signal) an inversely 

functioning decoder then generates the original curve by means 

of the binary signal stored in the memory. This approximated 

signal is 𝑠´(𝑖). The difference between the original signal 

𝑠(𝑖)and the approximated signal 𝑠´(𝑖)is the approximation error 

𝜀(𝑖) = 𝑠(𝑖) − 𝑠´(𝑖), see Fig. 3. 

When process dynamics change, the linear delta modulator 

is not adjusted optimally anymore and the reconstruction error 

is increasing strongly. The adaptive delta modulators 

compensate this disadvantage. They dispose of a function block 

which takes over the control of the incremental size ∆𝑢 in 

accordance with process dynamics. In the literature different 

adaptive delta modulators are known, two of which are 

presented in the following section. 

 
Fig. 2. Linear Delta Modulator 
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Fig. 3. Diagram with Input Signal, approximated Signal, and Binary Coded 

Signal 

B. Constant Factor Delta Modulation 

The instantaneous-value compander, also called “Constant 

Factor Delta Modulator” (CFDM), changes its increment size 

at each sampling point. 

An adaptation-logic decides based on the input signal 

sequence 〈𝐷𝑛 , 𝐷𝑛−1〉 by which factor k the preceding increment 

size has to be multiplied: 

 

 ∆𝑢𝑖 = ∆𝑢𝑖−1 ∗ 𝑘                 (4) 

with 𝐷𝑛 = 𝐷𝑛−1 then 𝑘 = 𝑃 and 𝐷𝑛 ≠ 𝐷𝑛−1 then 𝑘 = 𝑄. 

It needs to be 𝑃 ∗ 𝑄 = 1, in order to observe the stability 

condition. For speech signals are the values 𝑃 = 1.5 and 𝑄 =
0.66 known from the literature that have also been shown good 

performance in case of the application presented in this paper. 

C. Continuously Variable Slope Delta Modulator CVSDM 

The syllable compander, also called Continuously Variable 

Slope Delta Modulator (CVSDM), pursues, in contrast to the 

instantaneous-value compander, the tendency of the signal. 

Only when the same state has been recorded three times in a 

coincidence-register 〈𝐷𝑛 = 𝐷𝑛−1 = 𝐷𝑛−2〉, the syllable 

compander increases its increment size. It is therefore more 

inert than the instantaneous-value compander. The rule for 

syllable companding is: 

 

3 bit coincidence 𝑘 = 1; ∆𝑢𝑖 = ∆𝑢𝑖−1 + 1         (5) 

no coincidence  𝑘 = 0; ∆𝑢𝑖 = ∆𝑢𝑖−1 − 1 until ∆𝑢𝑖 = 0   (6) 

As ∆𝑢 must not become zero, a minimum increment size 

𝑢𝑚𝑖𝑛 larger than 1 needs to be added. As standard value 𝑢𝑚𝑖𝑛 

can be assumed as 𝑢𝑚𝑖𝑛 = √𝛿∆.  

 

IV. SIMILARITY DETERMINATION BETWEEN TWO SPECTRA 

The spectra are represented by 0/1 sequences. To compare 

different spectra we need a distance measure that can work on 

such kind of representation. Different measures are known from 

text comparison and DNA sequence analysis. We choose for 

this work the Hamming distance 19, the Levenstein distance 

20 and the Levenstein-Damerau distance 21. 

A. Hamming Distance 

The representation of a spectrum A and spectrum B is 

illustrated in Table I. 

 

 

TABLE I Representation of two Spectra, Sampling Points, and XOR 

connection 

 
 

We assume that all spectra have the same length n and that 

the peaks are stable at their position (wavelength) in the spectra. 

Then we have to compare two sequences A and B. The 

distance d between these two binary representations is the 

number of bits in which the two vectors are different. That is 

the well-known Hamming Distance: 

 𝑑(𝐴, 𝐵) = ‖𝐴 − 𝐵‖ = ∑ |𝐴𝑖 − 𝐵𝑖|
𝑛
𝑖=1                    (7) 

B. Levenshtein Distance 

Let 𝑑𝐿(𝐴, 𝐵) = 𝐷𝑚,𝑛/𝑛 be the Levenshtein-Distance 

between the two 0/1 sequence A and B with 𝑚 = |𝐴| and 

𝑛 = |𝐵|. The Levenshtein distance is defined as the minimum 

number of modifications needed to transform the sequence A 

into B. The allowed operations are substitutions, insertions, and 

deletions. The dissimilarity in 𝐷0,0 should be 𝐷0,0 = 0. Then the 

dissimilarity is calculated as follows: 

𝐷𝑖,0 = 𝑖, 1 ≤ 𝑖 ≤ 𝑚

𝐷𝑜,𝑗 = 𝑗, 1 ≤ 𝑗 ≤ 𝑛
  

 

𝐷𝑖,𝑗 = min

{
 
 

 
 𝐷𝑖−1,𝑗−1 +0 𝑖𝑓 𝐴𝑖 = 𝐵𝑗      

𝐷𝑖−1,𝑗−1 +1 𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛

𝐷𝑖,𝑗−1 +1 𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛 

𝐷𝑖−1,𝑗 +1 𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛

    (8) 

 

𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛. 

 

C.  Damerau-Levenshtein-Distance 

Let 𝐷𝐷𝐿(𝐴, 𝐵) = 𝐷𝑚,𝑛/𝑛 be the Damerau-Levenshtein-

distance between the two 0/1 sequences A and B with 

𝑚 = |𝐴| and 𝑛 = |𝐵|. The Damerau-Levenshtein distance is 

defined as the minimum number of modifications needed to 

transform the sequence A into B. Besides substitution, insertion, 

and deletion of a single character are allowed exchange of two 

adjacent single characters. The dissimilarity in 𝐷0,0 should be 

𝐷0,0 = 0. Then the dissimilarity is calculated as follow: 

 
𝐷𝑖,0 = 𝑖, 1 ≤ 𝑖 ≤ 𝑚

𝐷0,𝑗 = 𝑗, 1 ≤ 𝑗 ≤ 𝑚
 

𝐷𝑖,𝑗 = min

{
 
 

 
 𝐷𝑖−1,𝑗−1     +0 𝑖𝑓 𝐴𝑖 = 𝐵𝑗

      𝐷𝑖−1,𝑗−1  +1 𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛
𝐷𝑖,𝑗−1                   +1 𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛

𝐷𝑖−1,𝑗        +1 𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛

   (9) 

1 0

t

Binary Coded
Signal

Step With

Input Signal

approx. Signal
s(t)

i

Spectrum A 1 0 0 0 1 1 0 0 0 …

Spectrum B 1 1 1 0 1 1 0 0 0 …

Sampling 

Points i 1 2 3 4 5 6 7 8 9 …

A XOR B 1 0 0 1 1 1 1 1 1 …
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𝑓𝑜𝑟 (1 ≤ 𝑖 ≤ 2,1 ≤ 𝑗 ≤ 𝑛) 𝑜𝑟 (1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 2) 

𝐷𝑖,𝑗 = min

{
  
 

  
 
𝐷𝑖−1,𝑗−1   +0 𝑖𝑓 𝐴𝑖 = 𝐵𝑗
𝐷𝑖−1.𝑗−1     +1 𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛

𝐷𝑖,𝑗−1    +1 𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛

𝐷𝑖−1,𝑗    +1 𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛

𝐷𝑖−2.𝑗−2  +𝑐 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑓

𝐴𝑖 = 𝐵𝑗−1𝑎𝑛𝑑 𝐴𝑖−1 = 𝐵𝑗

    (10) 

𝑓𝑜𝑟  3 ≤ 𝑖 ≤ 𝑚, 3 ≤ 𝑗 ≤ 𝑛. 

V.  EVALUATION AND RESULTS 

We have a data set of 30 different spectrometer signals. Each 

of the spectrometer signals have been preprocessed according 

to the methods described in Section II, and afterwards 

processed and coded based on the delta modulation (see Sect. 

III). The final outcome is a 0/1 sequence. The achieved results 

for the representation are presented in Section V.A. 

We calculated the pairwise distances between the thirty 

signals based on three distance measures: Hamming distance, 

Levenshtein distance, and the Damerau-Levenshtein distance. 

We used the single-linkage clustering method to evaluate the 

goodness of the measures in Section V.B. 

 

A. Representation of the Spectrometer Signal by Delta-

Modulation 

The representation of the real signal by the approximated 

signal of the delta modulator is exemplary shown in Fig. 4 for 

Linear Delta Modulation and in Fig. 5 for Constant Factor Delta 

Modulation. The binary coded signal for both methods is shown 

in TABLE II. It can be seen that the coded signal is different 

depending on the used delta modulation method. TABLE III 

shows the mean and maximum approximation error between 

the input signal and the approximated signal by the delta 

modulator.  

 

 
Fig. 4. Representation of Benzoic acid using LDM 

 

Fig. 5. Representation of Benzoic acid using CFDM 

TABLE II Binary Representation of the Spectrum of Benzoic acid 

 

TABLE III. Mean and Maximum Approximation Error between Input Signal 
and approx. Signal 

 

As expected the CFMD method shows the best result. The 

mean error is 1.677 increments and the maximum error is 16.04 

increments. In the recent settings the CVSDM gave the worst 

results. It is left for further work to improve this method.  

In this study, we chose the CFMD method for the 

representation of the spectrometer signal 

 

B. Results for Similarity between two Spectra 

It has been shown in Section V.A that the CFDM delta 

modulator gives the best result for calculating the 0/1 sequence 

of the signal. The dendrogram for the different similarity 

measures between the thirty different spectra are shown in Fig. 

6-8. The Hamming distance shows the highest differences in 

similarity but does not represent the similar groups well (see 

Fig. 6). The similarity measure will be sensitive to small 

changes in the spectra that might be caused by noise. Much 

better are represented similar groups in case of the Levenshtein 

(Fig. 7) and Damerau-Levenshtein similarity  

(Fig. 8).  

 

0

50

100

150

200

250

300

0 500 1000 1500 2000 2500 3000 3500 4000 4500

Name of 

Compander Sequence of Spectrum

LDM … 1 0 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 0 1 …

CFDM … 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 1 1 0 0 1 1 1 1 0 1 1 1 0 1 1 1 0 0 …

Substance

mean ε max ε mean ε max ε

Acetone 1,74955958 4,642862 0,45178963 5,275991

Ascorbic acid 2,19114882 13,715031 1,06728145 10,356945

Benzamide 1,7514159 4,282954 0,40339027 2,977274

Benzoic acid 16,8602393 147,708368 4,78830105 45,56784

.

Name of Delta Modulator

Linear Delta Modulator CFDM

mean 5,6380909 42,5873038 1,6776906 16,045
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Fig. 6. Dendrogram using Hamming   Fig. 7.Dendrogram using Leven-

Distance using CFDM      shtein Distance using CFDM 

 

Both dendrograms show similarity in the group structure. 

They only slightly differ in the representation of the large group 

at the top of the dendrogram but in general the group structure 

is preserved.   

 

C. Accuracy of the Classification 

We enlarged the data base by ten samples from the same 

spectrum. The final data base consists of three hundred samples. 

Our prototype-based classifier PROTOCLASS [22] was used 

for classification where 299 samples were the prototypes and 

one sample was classified against the 299 samples by searching 

for the three nearest neighbors. Cross-validation was used for 

calculating the error rate. The results are show in TABLE IV. 

 

TABLE IV. Accuracy of prototype-based classifier for the different 

similarity measures 

 
 

The best results we have got for the Damerau-Levenshtein 

distance followed by the Levenshtein distance. The worst result 

we have got for the Hamming distance. 

 

 
 Fig. 8. Dendrogram using Damerau-Levenshtein Distance using CFDM 

 

VI. CONCLUSION 

The representation of the spectra by a 0/1 sequence is a good 

representation for a spectrometer signal. While coding the 

signal in a 0/1 sequence it also smoothing the signal by a step-

wise linear function. To keep the approximation error between 

the original signal and the coded signal small an adaptive delta 

modulator has to be selected. In the experiment above we used 

the CFDM delta modulation method instead of the linear delta 

modulator. A better method than this might be the continuously 

variable slope delta modulator. To construct such a modulator 

for this kind of signals is left for further work. 

Three different similarity measures have been used: 

Hamming distance, Levenshtein distance, and the Damerau- 

Levenshtein distance. While the Hamming distance is very fast 

and simple to calculated, the latter two distances seem to 

represent the similar groups of spectra´s very well. However, 

these two distance measures are more computationally 

expensive as the Hamming distance. The advantage of the 

Levenshtein and the Damerau-Levenshtein distance is that this 

distance can compare strings with different number of bits and 

since these measures can delete and substitute bits small 

differences in the sequence caused by noise or the behavior of 

the delta modulation can be eliminated. Finally, we tested the 

methods with our prototype-based classifier. We obtained good 

Distance Measure Accuracy in %

Hamming 85,2

Levenshtein 90,5

Damerau-Levenshtein 91,2
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classification results for the Damerau-Levenshtein distance and 

the Levenshtein distance. The worst result we obtained for the 

Hamming distance. 

In general we can say that the proposed novel method is a 

good method to represent spectrometer signals and that the 

similarity-based classification works very well. The proposed 

method allows us to extend our database of spectrometer signals 

very easily in the timely sequence the spectrometer signals 

occur and at the same time immediately to use the new acquired 

spectra for classification in daily work without going into a 

heavy update of the system parameters and functions. 

We have tested it on data from RAMAN spectroscopy. 

However the method is not only applicable to RAMAN spectra. 

The method can be used for other spectra as well. 
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Abstract—This paper discusses recent fundamental changes in the 

Japanese alliance networks known as keiretsu, and reports the findings 
of an empirical investigation on the relationship between these 
changes and corporate performance. More specially, the performance 
of Japanese auto manufacturers, such as Toyota, Mazda and Nissan, 
among others, has significantly improved due to sophisticated 
production system technologies, highly productive workers, and 
recurring transaction relationship with other partners in their network 
organization. One possible determinant of their success could be due 
to their unique organization forms –the keiretsu– which provides a 
strong platform to forge their strategic alliance relationship with their 
parts suppliers as well as collaboration in research and development 
with other automobile makers.  

After the Lehman Brothers bankruptcy in 2008, the strong ties 
between automobile makers and their supplier partners experienced 
significant changes, which are known as “external influence”. 
Consequently, what is the status quo of automotive keiretsus? Does a 
transactional relationship in keiretsu still culminate in improving 
corporate performance? To answer these questions, this paper reports 
the results of a study that collected data on transaction to shed light on 
the relationship between inter-firm transactional relationship and 
corporate performance. The findings of this empirical investigation 
reveal that: (1) Keiretsu is a flexible, highly adaptive organizational 
form; its scale changes in response to economic situations; (2) 
Transactional relationship is still a significant determinant of 
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increasing profits for keiretsu partners even in the aftermath of the 
Lehman crash in 2008. 
 

Keywords—Corporate performance, Keiretsu, The IDE spatial 
model, Transactional network, Yokokai.  
 
 

I. INTRODUCTION 
APANESE automobile manufacturers still show signs of 

performing at a significantly higher level than their global 
counterparts. This could possibly be due to the sophisticated 
technologies deployed for their production systems, highly 
productive employees, and continuous transaction relationships 
with other member-partners in the keiretsu network. Possibly, 
one explanatory factor contributing to their success could be 
their unique organization forms –the keiretsu– which provides a 
strong platform to forge strategic alliances with their parts 
suppliers, as well as collaboration in research and development 
with other automobile makers. In the aftermath of the 1990s 
economic bubble, the strong interrelationships between car 
producers and their automotive parts suppliers in the keiretsu 
network underwent a significant transition referred to as 
“keiretsu loosening”. Moreover, the 2008 financial crisis had a 
strong impact on keiretsu.  

Thus, it is necessary to determine the current status quo of 
keiretsus. More specifically, does a transaction relationship in 
keiretsu, still conduce to higher levels of corporate 
performance? To find answers to this and related questions, this 
paper reviews the extant literature on keiretsu to propose a new 
approach known as the IDE spatial model that sheds light on the 
interrelationship between transaction and corporate 
performance.  

This manuscript is organized as follows: Section 2 reviews 
the relevant literature associated with keiretsu networks. 
Section 3 describes the data collection process and the new 
network model. Based upon the findings, the managerial 
implications are discussed in section 4. In section 5, the study 
limitations are identified and section 6 proffers avenues of 
future research.  

Inter-firm Transactional Relationship in Yokokai 
Using IDE Spatial Model: An Empirical 

Investigation 
Takao Ito, Rajiv Mehta, Tsutomu Ito, Makoto Sakamoto,  Satoshi Ikeda, Seigo Matsuno, Yasuo Uchida 
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II. BACKGROUND 
Keiretsu have become successful model of inter-firm 
collaboration. Keiretsu involves any type of relationship 
between one or more companies attempting to pursue individual 
and joint corporate and market related goals that each firm alone 
could not easily attain. It is based on the notion that it is difficult 
for a firm to “go it alone” and excel in performing all business 
functions. Keiretsu are formidable organizational forms owing 
to their global reach and lower investment costs. Cooperation 
among partner firm forms the “heart” of keiretsu alliances. 

Consequently, it is crucial to shed light on the essential 
principles of rational inter-firm alliances not only based on 
theoretical research, but also grounded in quantitative methods. 

Although many quantitative methods have been developed, 
an effective mathematical tool is graph theory. As a network 
organization, the interrelationships among member partners in 
keiretsu should be calculated from the viewpoint of factors, 
such as centrality, density, effective size, and influence, among 
others. To find new approaches, many studies have been 
published on keiretsu. Fukuoka et al. calculated correlation ratio 
between transaction and cross shareholdings data and found a 
positive relationship between the correlation ratio and corporate 
performance after comparing Nissan and Toyota [1]. Ito et al. 
discovered a relationship between network indices such as 
centrality and capacity and corporate performance in Mazda’s 
Yokokai [2, 3]. Moreover, Tagawa et al. uncovered the 
relationship between organizational structure and corporate 
performance such as sales and profits, in Mazda’s Yokokai [4]. 
And more recently, Ito et al. uncovered the relationship between 
organizational structure and corporate performance in Mazda’s 
Yokokai using IDE spatial model [5]. All these studies support 
the theory that mutual assistance and access to stable financing 
are equally important determinants that leverage the 
performance of manufacturing firms. 

After 2008 economic downturn, the strong ties between 
automobile manufacturers and their suppliers in keiretsu 
underwent significant changes, which are known as “external 
influence”. McGulre and Dow indicated that the four 
characteristics that underscore the evolution of keiretsu ties are 
(1) diminished bank debt; (2) reduced cross-holdings; (3) 
reduced buyer-supplier ties (vertical keiretsu); and (4) 
diminished inter-firm exchanges of board and personnel [6]. 
Thus, review of the literature readily reveals that many scholars 
have found results consistent to those obtained by McGulre and 
Dow. 

Because of the importance of keiretsu, the following 
questions should be investigated: What is the status quo of 
present-day keiretsu? Is transactional relationship in keiretsu, 
still a statistically significant predictor of corporate 
performance? To our best knowledge, no research provides 
answers to these questions. 
 

III. DATA COLLECTION AND VARIABLES SELECTION 
To shed light on these issues and to examine the network 

relationship between transaction and corporate performance, 
data were collected from Mazda’ Yokokai keiretsu. Mazda’s 

keiretsu is composed of three sub- organizations: Nishi-Nihon 
Yokokai, Kanto Yokokai and Kansai Yokokai.  
 

A. Data Collection  
Data were collected for 2006, 2007, 2008, 2010, 2011 and 

2012 fiscal years to establish the status quo of keiretsu and 
ascertain changes in its structure in the aftermath of the Lehman 
crash. 

The relevant information about the Yokokai is shown in 
Table 1. 

 
Table 1 Yokokai Network Data with Singletons 

 Suppliers Car makers Total Number 
2006 190 11 179 

2007 189 11 178 

2008 188 11 177 

2010 172 11 161 

2011 183 11 172 

2012 183 11 172 

 
Table 1 also includes data on singletons, which refers to a 

partner firm in the keiretsu that has no relationship with other 
member firms. Singletons were removed from the data-set 
because singletons have no impact on the calculation of network 
indexes. The revised data is shown in Figure 1. 

 

 
Figure 1 Yokokai network data without singletons 

 
Transactional relationship in Yokokai, which was also 

collected, refers to the percent of the parts one company 
purchases from network partners.  

Table 2 shows the transactional data in Yokokai. For instance, 
Hikari Seiko (No. 157) sells 12.3 percent parts to Denso (No. 
145). As such, the cell between Hikari Seiko and Denso is 12.3 
percent. In other words, Denso purchases parts from Hikari 
Seiko and it occupy 12.3 percent of Hikari Seiko’s total sales. 

The inter-firm transactional relationship in 2006 is illustrated 
in Figure 2. 
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Table 2 Yokokai Network Matrix Data in 1985 
     115 116 117 119 120 121 122 130 133 136 139 145 

  … … … … … … … … … … … … … 
113 … 0 0 0 0 0 0 0 0 0 0 0 0 
114 … 0 0 0 0 0 0 0 0 0 0 0 3.5 
115 … 0 0 0 0 0 0 0 0 0 0 0 0 
116 … 0 0 0 0 0 0 0 0 0 0 0 0 
117 … 0 0 0 0 0 0 0 0 0 0 0 0 
119 … 0 0 0 0 0 0 0 0 0 0 0 0 

120 … 0 0 0 0 0 0 0 0 0 0 0 0 
121 … 0 0 0 0 0 0 0 0 0 0 0 0 
122 … 0 4.3 0 0 0 0 0 0 0 0 0 0 
130 … 0 0 0 0 0 0 0 0 0 0 0 0 
133 … 0 0 0 0 0 0 0 0 0 0 0 0 
136 … 0 0 0 0 0 0 0 0 0 0 0 0 

139 … 0 0 0 0 0 0 0 0 0 0 0 0 
145 … 0 0 0 0 0 0 0 0 0 0 0 0 
147 … 0 0 0 0 0 0 0 0 0 0 0 0 
150 … 0 0 0 0 0 0 0 0 0 0 0 0 
154 … 0 0 0 0 0 0 0 0 0 0 0 0 
155 … 0 0 0 0 0 0 0 0 0 0 0 37.7 

157 … 3.1 5.5 0 0 0 0 0 0 8.7 0 0 12.3 
159 … 0 0 0 0 0 0 0 0 0 0 0 0 
162 … 0 0 0 0 0 0 0 0 0 0 0 0 

  
 

 
Figure 2 Transactional networks in Yokokai 

 
B Model and Measurement 
As previously noted, many structural indices of network 

analysis have been developed, but this study selected degree, 
influence and effective size of the firms included in Yokokai to 
analyze the relationship between those indices and corporate 
performance as these interrelationships have not been 
previously investigated. 

Degree is an index of a firm’s potential communication 
activity. Degree is calculated as below. 
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Influence reflects the power to influence or have an impact on 

other member firms directly and indirectly in a network. 
Suppose that A is the matrix of the direct network, and An means 
the indirect influence from one firm to another firm by n steps. 
Then influence is calculated as follows: 
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where 
T: Total influence;      
A: direct influence; 
R: indirect influence;    
I: Identity matrix. 
 
Effective size of the network refer to the number of alters that 

ego has, minus the average number of ties that each alter has to 
other alters. As suggested by Borgatti [7], it can be calculated as 
follows: 
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where 

n: number of ego network; 
xpk: node k’s connection lines in k’s ego network. 

 
A three dimension is composed of a set of network indexes: 

degree, influence and effective size. The position of each firms 
located in the three dimension will be considered as one factors 
of its performance. Accordingly, the following hypothesis is 
posited:  
H1: Distance between each firm and Mazda will be negatively 
associated with sales. 
 

IV. RESULTS AND DISCUSSIONS 
Euclidean distance based upon degree, influence and 

effective size are calculated in this paper. In order to calculate 
the relationship between Euclidean distance and its corporate 
performance, the data of corporate performance such as sales 
are collected. The results of the regression analysis are reported 
in Table 3. 
 

Table 3 Regression results of the Euclidean distances and 
corporate performance 

  Correlation 
Coefficient Probability Degree of 

Freedom 
DW 
Ratio 

2006 -0.2442 0.0301 1, 77 1.5969 
2007 -0.242 0.0364 1, 73 1.5017 
2008 -0.4158 0.0005 1, 65 2.0185 
2010 -0.6801 0 1, 66 2.1245 
2011 -0.6578 0 1, 59 1.952 
2012 -0.7361 0 1, 57 2.2231 
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The results reveal that all of the correlation coefficients are 

statistically significant. Table 3 shows all correlation 
coefficients are negative, which means that longer distance from 
Mazda are associated with lower sales. Thus, there is support 
for H1 in a transactional network. Moreover, compared with the 
results in 2006 and 2007, the correlation coefficients are 
seemingly higher after 2008. According to McGuire and Dow’s 
study, keiretsu, as one of the vertical organization, is over 
sighted by a core firm, which encourages transactions with its 
network partners with long-term perspective. All of the basic 
functions are still working even in the aftermath of economic 
downturn of 2008.  

 

V. CORPORATE MANAGEMENT IMPLICATIONS 
Based on the findings of this empirical study, some corporate 
management implications can be gleaned. Thus, to augment 
corporate efficiency, the following suggestions for managing 
the interrelationships among keiretsu members are offered. 
First, Euclidean distance could be considered as a new measure 
for improving corporate performance. Second, position in 
three-dimension space should be observed as it is an important 
factor for determining corporate behavior. 
 

VI. LIMITATIONS OF THE STUDY 
Although this study makes a contribution to the extant literature, 
there are some drawbacks that may temper the findings to be held 
tentative.  First, the results of this study should be compared with 
other factors, such as capital relationship, work flow relationship 
and friend relationship for identifying the antecedents of 
corporate management. Second, it is suggested that additional 
time series data over a period of 10 or 20 years or more should be 
gathered to longitudinally analyze position and distance trends 
and changes over time. This will provide a better picture of 
whether these relationships are stable or vary over time, perhaps 
owed to economic conditions. Owed to these limitations, the 
findings of the study should be treated with caution. 
 

VII. DIRECTIONS FOR FUTURE RESEARCH 
The findings of this investigation should be viewed in light of the 
above-noted limitations that are suggestive of future research 
efforts. First, the interrelationships among the constructs should 
be verified using data gathered from a sample of keiretsu 
comprised in different industrial sectors that include machinery, 
steel, shipbuilding and electronic products. Second, data drawn 
over a period of six years is a starting point, but insufficient in 
providing a comprehensive understanding on the real behavior of 
the firms. Third, three dimension space is only one perspective 
for analyzing the behavior. Additional indexes should be 
identified as possible antecedents of corporate performance in 
network organizations. For example, future studies should 
investigate the linkage between degree, influence and effective 
size as determinants of corporate performance. 
 

 

VIII. CONCLUSIONS 
This paper applied IDE spatial model and calculated 

correlation coefficients between Euclidean distances and 
corporate performance. The relationship between Euclidean 
distances and sales is supported. But sales are not dependent 
with only Euclidean distance. Additional investigations, such as 
the association between corporate performance and degree, 
influence and effective size should be tested. 
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Abstract— This paper tries to answer to the question “Which 
is the best model for representing the citation frequency 
curve?”.  We consider 131 practical cases of physicists who 
were applicants for a full professorship in the specific area of 
Condensed Matter Physics, and we estimate a set of four 
possible different types of distribution for size-frequency data. 
The most remarkable result is that the well-known Lotkaian 
model is not the best fitting among all we have considered. 
From our data we conclude that the geometric distribution can 
provide a valid alternative to more traditional models. 

 
 

Keywords—Citation analysis, geometric distribution, Lotka’s 
law, Kullback-Leibler estimation, size-frequency data. 

I. INTRODUCTION 
ITATION counting techniques are used for evaluating 
scientific activities. Number of citations received by 
article, or individual, are frequently used as a measure of 

“quality” in science. In citation analysis, there are two possible 
ways to interpret citation distributions and, accordingly, there 
are also two possible ways to fit citation distributions with 
probabilistic models. We may consider, for example, the 
number of citations (for a given author) of each paper as 
observations that constitute a sample. In this case, the 
frequency of an observation c represents the number of articles 
with c citations, and we speak of size-frequency distribution.  

Following a second approach, we may observe the rank of a 
paper and the frequency of its citations. Here, the frequency of 
an observation, say r, is the number of citations of the paper 
ranked at the r-th position and and we speak of rank-frequency 
distribution. In other words, we could interpret the citations as 
empirical observations (first approach) or frequencies (second 
approach). In this paper we consider the problem on the point 
of view of the first approach, the size-frequency analysis. 
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II. MODEL DISTRIBUTION 
We assume that, for a fixed author, the number of papers with 
c citations received is given by a formula , , 
where alpha is a (possibly vectorial) parameter. The unknown 
parameter alpha can be determined via a fitting procedure. By 
definition, the function n must satisfy the constraint 

, where N represents the author’s total 
number of publications with at least one citation. We might 
also give a probabilistic interpretation of n by noting that this 
function must be proportional to a probability mass function. 
Indeed  

 
 
where . In this form, f represents the 
standard form of a probability mass function (p.m.f.), with 
support . 

In this paper we shall consider the following models of 
p.m.f.. 

A. Zeta distribution 

The p.m.f. is   , , where 
 denotes the Riemann zeta function ([1], p.527). This 

distribution is also referred to as discrete Pareto distribution 
and, depending on the context, it is also called Zipf 
distribution (see e.g. [2]). In the bibliometric literature, this 
formula is also known to as power-law distribution. When  is 
set equal to 2, , we obtain the Lotka distribution ([1], 
p.527, [3], [4]). Somewhat strangely, in the literature the term 
Lotka’s law is frequently used, in a more general sense than 
that used by Lotka [3], to refer to the above formula 

 as a size-frequency density function expressing the 
number/proportion of articles with exactly c citations ([5]-[6]-
[7]-[8]-[9]-[10]). In applications, the “Lotka’s law” is 
probably the simplest and the most used model for the analysis 
of citation frequency data.  

B. Geometric distribution.  
We consider the p.m.f. of the geometric distribution in the 

following form: , . 

C. Logarithmic distribution 
 The p.m.f. is 
 

,  
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(see [1], p.302). 

D. Pareto distribution 

Let , where 
, ,  

(see [1] p.574). The Pareto distribution is a continuous variant 
of the above zeta distribution. For this reason, is also known 
as continuous Lotka function. 

Denote by  the number of citations gained by the i-th 
paper, . Let  the total number of 
citations (of an author). And let  the number of papers with 
exactly j citations. Let  be the empirical distribution 
function, defined as  , for every . 
Since in our context it is hard to assume the independence 
between observations, we rely on the estimation approach 
given by the minimum distance (MD) method (see [11], p.65-
67), by adopting the Kullback-Leibler distance. Remember 
that the mimimum distance estimate of the parameter , with 
respect to the Kullback-Leibler distance, is the value of  for 
which 
 

. 
 

(Note that, under the independence assumption, the minimum 
Kullback-Leibler estimator coincides with the maximum 
likelihood estimator). Otherwise said, we search for the point 

for which the function  attains its 
absolute maximum value, given the set of observed pairs 

. 

III. DATA 
We considered 131 datasets, also analyzed elsewhere for a 

comparative study concerning 13 different bibliometric 
indices [12]. The publication and citation data considered were 
obtained from Scopus in January 2014 and refer to a sample of 
131 physicists who were applicants in the 2012 ASN 
(Abilitazione Scientifica Nazionale; the Italian National 
Scientific Qualification for the recruitment of academic staff 
in Italy) for a full professorship in the specific area of 
Condensed Matter Physics. Table 1 summarizes some of the 
most important citation metrics concerning the considered 
datasets. 
 

 C N C/N MC h 

Mean 2206 85 25 359 21.6 

Min 18 5 3 5 2 

Max 13916 328 102 3068 53 

Q1 1156 57 16 104 18 

Q2 1786 77 21 177 22 

Q3 2740 107 31 330 27 

SD 1935 51 16 543 8.7 

 
Table 1.  Characteristics of the 131 datasets analyzed in the 
present study. MC= ; C= total number of citations; 

N=total number of cited papers; C/N=average number of 
citations per paper; h=h-index 
 

IV. EXPERIMENTAL RESULTS 
As said above, our goal was to obtain an estimate of the 

number of papers with c citations, for every 
, using a theoretical model distribution. Based 

on the empirical observations, we estimate each one of the 
considered models and we compute a Kolmogorov-Smirnov 
(K-S) distance as a discrepancy measure (between observed 
and fitted data) for goodness-of-fit purposes. Indeed, the K-S 
distance can be used (here only for descriptive and 
comparative purposes) to compare the different distributional 
assumptionsand to identify the model which better complies 
with observed citation frequency data, among those 
considered. Remember that the K-S statistic, , is defined as 
the maximum (vertical) distance between the empirical and 
the estimated theoretical distribution function, say , that 
is, in symbols, . For taking into 
account the sample dimension, we also compute the statistic 

.  
We observe that, frequently, the sets of citations contain 

outliers, that is, some author may have one (or few) article(s) 
which has been cited an outstandingly high number of times, 
compared to all his (or her) other papers. This may be due to 
several reasons (“age” of the paper, number of co-authors, 
etc.). We note that the presence of outliers has a negative 
influence on the geometric model. Table 2 reports the 
correlation coefficients between the K-S distance and the most 
important bibliometric indicators, namely: the h-index; the 
total number of citations C; the number of papers with at least 
one citation, N; the average number of citations per paper C/N 
and the number of citations of the most cited paper MC. From 
data reported in Table 2, we can observe a quite strong 
dependence between the K-S distance between empirical and 
geometric distribution and the maximum number of citations 
(MC), and thereby the average number of papers (C/N). This 
result suggest that, for the geometric model, the goodness-of-
fit could be enhanced by excluding from the sample the 
highest observed values, which can actually be considered as 
outliers. In particular, we find a satisfactory improvement of 
the goodness of fit by trimming the 5% of the highest 
observations in each sample dataset (note that, however, the 
K-S distance is evaluated over the whole sample). As the MD 
estimator for the geometric distribution is the reciprocal of the 
sample mean, then we estimate by the reciprocal of a 
trimmed (or truncated) sample mean, which is less sensitive to 
outliers and is especially suitable for dealing with heavy tailed 
distributions. However, we observed that this technique has a 
negative effect on the other models, as also confirmed by table 
2 (interestingly, the logarithmic model yields even a better fit 
for higher values of MC). For these reasons we report the 
values produced by the trimming method, just for the 
geometric distribution. 
 

 zeta geo log par geo(t) 

h 0.17 0.10 0.02 -0.06 -0.36 
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C 0.14 0.31 -0.07 -0.08 -0.29 

n 0 -0.07 -0.13 -0.22 -0.46 

C/n 0.28 0.50 0.08 0.06 0.05 

MC 0.16 0.60 -0.11 -0.05 -0.03 

 
Table 2. Correlations between the K-S distance and the some 
of the most important citation metrics; geo(t) refers to the 
geometric model, with the estimation based on the trimmed 
sample. 
 
From Table 2 we observe that the geometric distribution, 
estimated with the trimming method, is substantially 
insensitive to MC and C/N, but is positively influenced by the 
bibliometric indices of “productivity” (h, C and N). In 
particular, the K-S distance is reduced for larger samples (a 
sort of consistency), especially with the (trimmed) geometric 
distribution. 
Table 3 reports the average value of the K-S statistic , over 
the 131 datasets, and the number of cases when it is smaller 
than 0.1, 0.15 and 0.2. The geometric model shows better fit 
compared to the other distributions, especially when the 
parameter is estimated via trimming method. And finally, 
Table 4 summarizes the basic statistics regarding  for the 
whole sample of datasets. 
 

 zeta geo log par geo(t) 

M(D) 0.26 0.18 0.18 0.25 0.12 

#(D<0.10) 1 (1%) 19 (14%) 10 (7%) 0 (0%) 52 (40%) 

#(D<0.15) 2 (1%) 49 (37%) 44 (33%) 0 (0%) 105 (80%) 

#(D<0.20) 12 (9%) 83 (63%) 80 (61%) 56 (43%) 123 (94%) 

 
Table 3. In the first row we report the average values of the 
K-S distance D. In rows 2,3,4 we count the number of cases 
when D<0.10,0.15,0.20 (respectively). 
 

D* zeta geo log par geo(t) 

Mean 2.26 1.60 1.58 1.81 1.00 

Min 0.29 0.26 0.17 0.53 0.32 

Max 4.59 4.89 3.34 3.31 2.49 

SD 0.79 0.84 0.65 0.51 0.35 

Q1 1.76 1.02 1.09 1.50 0.77 

Q2 2.30 1.47 1.58 1.81 0.95 

Q3 2.74 2.06 2.02 2.10 1.18 

 
Table 4. Summary statistics concerning   (SD = 
Standard Deviation, Qi = i-th quartile (i=1,2,3)) 
 

V. CONCLUSION 
In this paper we considered four different types of 
distributions, suitable for describing citation frequency data. 
All these models are used for fitting the citation frequency 
curves of a relatively homogeneous group of physicists. The 
investigated persons can be considered as “average authors” 

(the average value of the h-index was about 21), then this case 
study can be considered less typical than would be expected 
from a standard informetric analysis (that frequently focuses 
on very prominent persons). 
Overall, our study provides sufficient evidence of the fact that 
the (perhaps) most popular model for the analysis of citation 
frequency data -i.e. the model known as the Lotka’s power 
law- is not always the best candidate for the representation of 
the citation frequency curve. Indeed, as far as concerns the 
size-frequency data at hand, the geometric distribution can 
provide a valid alternative to more traditional models. 
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Bounds on the Generalized Krein Parameters of an
Association Scheme

Vasco Moço Mano and Luı́s Almeida Vieira.

Abstract—In this paper we generalize the Krein parameters of
a symmetric association scheme and obtain some bounds on these
parameters and, consequently, on the classical Krein parameters
of an association scheme, taking into account the properties of
its eigenmatrix and dual eigenmatrix.

Keywords-Association scheme, matrix analysis, strongly regular
graph.

I. INTRODUCTION

THIS paper is organized in three sections. In the first one
we will present the basic definitions and properties of

symmetric association schemes which are necessary for our
work. All the concepts presented are described in detail, for
instance, in [1]. In Section II we generalize the Krein param-
eters of an association scheme and establish some bounds for
these generalizations. Finally, in Section III, we present some
conclusions examples.

A symmetric association scheme, Ω, with d associate
classes on a finite set X is a partition of X × X into
sets R0, R1, . . . , Rd, which are relations on X satisfying the
following axyoms: (i) R0 = {(x, x) : x ∈ X}; (ii) if
(x, y) ∈ Ri, then (y, x) ∈ Ri, for all x, y in X and i in
{0, 1, . . . , d}; (iii) for all i, j, l in {0, 1, . . . , d} there is an
integer plij such that, for all (x, y) in Rl

|{z ∈ X : (x, z) ∈ Ri and (z, y) ∈ Rj}| = plij .

The numbers plij are called the intersection numbers of Ω. It is
usual to observe the intersection numbers as the entries of the
so called intersection matrices L0, L1, . . . , Ld, with (Li)lj =

plij , where L0 = In.
This definition is due to Bose and Shimamoto, [2], and by

axiom (ii) the relations Ri are all symmetric. A more general
definition of non necessarily symmetric association schemes
can be seen in [4]. Along this text we will only consider
symmetric association schemes.

One can describe the associate classes R0, R1, . . . , Rd of a
symmetric association scheme, Ω, by their adjacency matrices
A0, A1, . . . , Ad, where each Ai is a matrix of order n defined
by (Ai)xy = 1, if (x, y) ∈ Ri, and (Ai)xy = 0, otherwise.
We also have the corresponding axyoms for these matrices:
(a) A0 = In; (b)

∑d
i=0Ai = Jn; (c) Ai = A>i , ∀i ∈

{0, 1, . . . , d}; (d) AiAj =
∑d
l=0 p

l
ijAl, ∀i, j ∈ {0, 1, . . . , d}.

Regard that In and Jn stand for the identity matrix and the
all ones matrix of order n, respectively, and A> denotes

Vasco Moço Mano and Luı́s Vieira are with Department of Civil Engi-
neering of Faculty of Engineering of University of Porto, Portugal e-mail:
vascomocomano@gmail.com and lvieira@fe.up.pt.

Manuscript received February 20, 2015; revised March 20, 2015.

the transpose of A. Note that equality (b) implies that the
matrices Ai, i ∈ 0, 1, . . . , d, are linearly independent. It is
also well known (see [1, Lemma 1.3]) that the symmetry of
the scheme asserts that plij = plji and thus AiAj = AjAi, for
all i, j ∈ {0, 1, . . . , d}.

We can acknowledge A1, A2, . . . , Ad as adjacency matrices
of undirected simple graphs G1, G2, . . . , Gd, with common
vertex set V . Each graph Gi is regular with valency ni. The
matrices A0, A1, . . . , Ad of a symmetric association scheme
generate a commutative algebra, A, with dimension d + 1,
of symmetric matrices with constant diagonal. This algebra
is called the Bose-Mesner algebra of the scheme because it
was firstly studied by these two mathematicians in [3]. Note
that A is an algebra with respect to the usual matrix product
as well as to the Hadamard (or Schur) product, defined for
two matrices A, B of order n as the componentwise product:
(A ◦B)ij = AijBij . The algebra A is commutative and
associative relatively to this product with unit Jn.

An element E in A is an idempotent if E2 = E. Two
idempotents E and F in A are orthogonal if EF = 0. The
Bose-Mesner algebra A has a unique basis of minimal or-
thogonal idempotents {E0, . . . , Ed} such that EiEj = δijEi,∑d
i=0Ei = In, where δij = 1, if i = j and δij = 0, otherwise,

for any i, j natural numbers. Let A be an association scheme
with d classes. If Aj ∈ A, j ∈ {0, 1, . . . , d} has d+ 1 distinct
eigenvalues, namely λ0, λ1, . . . , λd, the idempotents Ei can be
obtained as the projectors associated to the matrix Aj through
the equality:

Ei =
d∏

l=0,l 6=i

Aj − λlIn
λi − λl

. (1)

Along this paper we will denote the rank of each Ei by µi,
i ∈ {0, 1, . . . , d}.

Besides the intersection numbers already introduced in the
beginning of the section each association scheme contains
three more families of parameters: the eigenvalues, the dual
eigenvalues and the Krein parameters. In fact, there are scalars
pi(j) and qi(j) such that, for all i ∈ 0, 1, . . . , d, we have

Ai =
d∑
j=0

pi(j)Ej and (2)

Ei =
d∑
j=0

qi(j)Aj , (3)

where the numbers pi(j) and qi(j) are the eigenvalues and the
dual eigenvalues of the scheme, respectively. We also define
the eigenmatrix, P = (Pij), and the dual eigenmatrix, Q =
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(Qij), each with dimension (d+1)×(d+1), as Pij = pj(i) and
Qij = qj(i), respectively. From (2) and (3) one can deduce
that PQ = In. As a consequence, the dual eigenvalues are
determined by the eigenvalues of A.

Finally, the Krein parameters discovered by Scott, [6], of an
association scheme with d classes are the numbers ql(i,j;1,1),
with i, j, l ∈ {0, 1, . . . , d}, such that

Ei ◦ Ej =
d∑
l=0

ql(i,j;1,1)El. (4)

This notation will become clear later, in Section II, with the
introduction of the generalized Krein parameters of an associa-
tion scheme. These parameters can be seen as dual parameters
of the intersection numbers and they are determined by the
eigenvalues of the scheme. Also, the Krein parameters can
be considered as the entries of the matrices L∗0, L

∗
1, . . . , L

∗
d,

such that (L∗i )lj = qlij , which are called the dual intersection
matrices of the scheme.

Now we will emphasize some properties of the matrices P
and Q that we will use in the proofs of some of the theorems
that we will present in this paper.

Q(i, j)Q(i, k) =
2∑
l=0

ql(j,k;1,1)Q(i, l); (5)

|Q(i, j)| ≤ µj
n

; (6)

|P (i, j)| ≤ nj ; (7)
d∑
i=0

niQ(i, j)Q(i, k) ≤ µj
n
δ(j, k). (8)

II. GENERALIZED KREIN PARAMETERS AND SOME
BOUNDS

In what follows we generalize the Krein parameters of
an association scheme. Let A0, A1, . . . , Ad be the adjacency
matrices of an association scheme with d classes, Ω, on a
finite set of order n, A the underlying Bose-Mesner algebra
and S = {E0, E1, . . . , Ed} be the associated unique basis of
minimal orthogonal idempotents. Let p be a natural number
and denote by Mn(R) the set of square matrices of order n
with real entries. Then, for B ∈ Mn(R), we denote by B◦p

the Hadamard power of order p of B, with B◦1 = B.
Now, we introduce the following compact notation for the

Hadamard powers of the elements of S. Let x, y, α and β
be natural numbers such that 0 ≤ α, β ≤ d. Then we define
E◦xα = (Eα)

◦x and E◦x,yα,β = (Eα)
◦x ◦ (Eβ)

◦y . Note that,
when α = β, there is a connection between the two notations:
E◦x,yα,α = E◦x+yα .

Since the Bose-Mesner algebra A, that is generated by
the adjacency matrices of Ω, is closed under the Hadamard
product, then there exist real numbers qi(α,β;x,y) such that

E◦x,yα,β =
d∑
i=0

qi(α,β;x,y)Ei. (9)

We call the parameters qi(α,β;x,y), i ∈ {0, 1, . . . , d}, the
generalized Krein parameters of the association scheme Ω,
since for x = y = 1 we obtain the “classical” Krein parameters

already presented in (4). With this notation, the greek letters
are used as idempotent indices and the latin letters are used
as exponents of Hadamard powers.

Next we present a formula to compute the generalized Krein
parameters by making use of just the entries of the matrices
P and Q.

Theorem 1: Let Ω be an association scheme with d classes
and let i, j, s ∈ {0, 1, . . . , d}. Then the generalized Krein
parameters of Ω, defined in (9), satisfy the equality

qs(i,j;m,n) =
d∑
t=0

(Q(t, i))m(Q(t, j))nP (s, t). (10)

Proof: We have E◦n,mi,j = E◦ni ◦ E◦mj =∑d
t=0(Q(t, i))nAt ◦

∑d
t=0(Q(t, j))mAt. It follows

that E◦ni ◦ E◦mj =
∑d
t=0(Q(t, i))n(Q(t, j))mAt. But

then, from (2)-(3) one can write E◦ni ◦ E◦mj Es =∑d
t=0(Q(t, i))n(Q(t, j))mAtEs. This is qs(i,j;n,m)Es =∑d
t=0(Q(t, i))n(Q(t, j))mP (s, t)Es. Therefore (10) follows.

From Theorem 1 we obtain the following consequence.

Corollary 1: Consider an association scheme Ω with d
classes and let j, k, l ∈ {0, 1, . . . , d}. Then, the classical Krein
parameters of Ω satisfy

ql(j,k;1,1) =
d∑
i=0

Q(i, j)Q(i, k)P (l, i).

Now we present some bounds on the generalized Krein
parameters. They can be obtained by making use of the
properties (5)-(8).

Theorem 2: Consider an association scheme Ω with d
classes. Then, for all natural numbers i, x, y, α and β such
that 0 ≤ i, α, β ≤ d, we have

0 ≤ qi(α,β;x,y) ≤ 1.

The following result presents another upper-bound on the
generalized Krein parameters associated to only one idempo-
tent.

Theorem 3: Let Ω be an association scheme with d classes
on a finite set of order n. Let i, s, x and y be natural numbers
such that 0 ≤ i, s ≤ d. Then the generalized Krein parameter
qs(i,i;x,y), with x+ y = m, satisfies qs(i,i;x,y) ≤ (µi

n )m−1.

Proof: Since qsim =
∑d
t=0(Q(t, i))mP (s, t) and

|Q(t, i)| ≤ µi

n , and |P (s, t)| ≤ nt see (i)-(iv), we conclude
that
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qsim =
d∑
t=0

(Q(t, i))mP (s, t)

= |
d∑
t=0

(Q(t, i))mP (s, t)|

≤
d∑
t=0

|(Q(t, i))m||P (s, t)|

≤
d∑
t=0

|Q(t, i)|m−2(Q(t, i))2nt

≤
d∑
t=0

(µi
n

)m−2
(Q(t, i))2nt

≤
(µi
n

)m−2 d∑
t=0

(Q(t, i))2nt

≤
(µi
n

)m−2 µi
n

=
(µi
n

)m−1
.

Proceeding in an analogous manner as we have done in the
proof of Theorem 3, we obtain the following result.

Theorem 4: Let Ω be an association scheme with d classes
on a finite set of order n. Let i, j, k, s be natural numbers such
that 0 ≤ i, j, s ≤ d and i < j. Then, for any natural k ≥ 1, the
generalized Krein parameter qs(i,j;k,k) satisfies the inequality

qs(i,j;k,k) ≤
(

1

2

)k (
2(max{µi, µj})2

n2

)k−1
.

From Theorems 3 and 4 we conclude the following corollary
that states the above bounds for the classical Krein parameters
of association schemes.

Corollary 2: Let Ω be an association scheme with d classes
on a finite set of order n. Let i, k, l be natural numbers such
that 0 ≤ i, j, l ≤ d and i < j.Then:

(i) ql(i,i;1,1) ≤
µi
n ;

(ii) ql(i,j;1,1) ≤
1
2 .

III. CONCLUSIONS

In this paper we have generalized the Krein parameters of
an association scheme and through this generalization we have
obtained new conditions over the classical Krein parameters. In
fact, the results obtained in Corollary 2 present upper-bounds
on the classical Krein parameters that we will show that cannot
be improved, providing suitable examples.

Example 1: In this example we consider association
schemes with two classes which are equivalent to strongly
regular graphs.

(a) Let us consider the family of strongly regular graphs
known as the conference graphs. A member of this
family of order n satisfies µ0 = 1, µ1 = n−1

2 and µ2 =
n−1
2 . Also, we have: q0(1,1;1,1) = 1/2 − 1/2n = µ1/n.

Therefore, the upper-bound presented in (i) of Corollary
2 is attained.

(b) Now, we consider the family of strongly regular graphs
known as the cocktail party graphs. For a member of
this family of order 2l we have:

q1(1,2;1,1) =
l − 1

2l
,

and therefore the upper-bound presented in (ii) of
Corollary 2 is asymptotically attained.

Example 2: In this example we present a family of associ-
ation schemes with three classes constructed from symmetric
designs. This family has an infinite number of elements and it
is presented and studied in [7], where the following definition
can be seen.

Let P be a set of points and B be a set of blocks, where
a block is a subset of P . Then, the ordered pair (P,B) is a
symmetric design with parameters (n, k, c), with c < k, if it
satisfies the following properties:
(i) B is a subset of the power set of P;

(ii) |P| = |B| = n;
(iii) ∀b ∈ B, |b| = k;
(iv) ∀p ∈ P , |{b ∈ B : p ∈ b}| = k;
(v) ∀p1, p2 ∈ P , p1 6= p2, |{b ∈ B : p1, p2 ∈ b}| = c;

(vi) ∀b1, b2 ∈ B, b1 6= b2, |{p ∈ P : p ∈ b1 ∧ p ∈ b2}| = c.
Given a symmetric design with parameters (n, k, c), we

build a three class association scheme, as in [7], in the
following manner. Let X = P ∪ B. We define the following
relations in X ×X:

R0 = {(x, x) : x ∈ X};
R1 = {(x, y) ∈ P × B : x ∈ y} ∪ {(y, x) ∈ B × P : x ∈ y};
R2 = {(x, y) ∈ P × P : x 6= y} ∪ {(x, y) ∈ B × B : x 6= y};
R3 = {(x, y) ∈ P × B : x /∈ y} ∪ {(y, x) ∈ B × P : x /∈ y} .

Through the axioms (i) − (vi) of a symmetric design it is
proved that R0, R1, R2, R3 constitute an association scheme
with three classes over X . From the relations above we
compute the intersection matrices of the association scheme,
given by L0 = I4,

L1 =


0 k 0 0
1 0 k − 1 0
0 c 0 k − c
0 0 k 0

 ,

L2 =


0 0 n− 1 0
0 k − 1 0 n− k
1 0 n− 2 0
0 k 0 n− k − 1

 ,

L3 =


0 0 0 n− k
0 0 n− k 0
0 k − c 0 n− 2k + c
1 0 n− k − 1 0

 .
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Now, using axioms (a) − (d) of the matrices of the Bose-
Mesner algebra, A = {A0, A1, A2, A3}, we obtain:

• A0 ×Ai = Ai ×A0 = Ai, for i ∈ {0, 1, 2, 3};
• A1 ×A1 = kA0 + cA2;
• A1 ×A2 = A2 ×A1 = (k − 1)A1 + kA3;
• A1 ×A3 = A3 ×A1 = (k − c)A2;
• A2 ×A2 = (n− 1)A0 + (n− 2)A2;
• A2 ×A3 = A3 ×A2 = (n− k)A1 + (n− k − 1)A3;
• A3 ×A3 = (n− k)A0 + (n− 2k + c)A2.

Now we can calculate the powers of A1 to obtain the
following polynomial:

pA1(λ) = λ4 + (−k2 − k + c)λ2 + k2(k − c), (11)

such that pA1
(A1) = On, where On denotes the n di-

mensional null matrix. Then A1 has four distinct eigenval-
ues and therefore the least natural number such that the
set {In, A1, A

2
1, . . . , A

k
1} is linear dependent is 4. Then, we

conclude that the polynomial (11) is the minimal polynomial
of A1.

Applying formula (1) to the matrix A1, considering the
eigenvalues of the polynomial (11), λ0 = k, λ1 = −k,
λ2 =

√
k − c and λ3 = −

√
k − c, and taking into account

the equality

(n− 1)c = k(k − 1), (12)

satisfied by these symmetric designs with parameters (n, k, c),
see [5], we obtain the elements of the unique basis of minimal
orthogonal idempotents of A:

E0 =
A0 +A1 +A2 +A3

2n
=
Jn
2n

;

E1 =
A0 −A1 +A2 −A3

2n
;

E2 =
(n− 1)

√
k − cA0 + (n− k)A1 −

√
k − cA2 − kA3

2n
√
k − c

;

E3 =
(n− 1)

√
k − cA0 − (n− k)A1 −

√
k − cA2 + kA3

2n
√
k − c

.

Now we apply equalities (2) and (3) to compute the matrices
P and Q, respectively:

P =


1 k n− 1 n− k
1 −k n− 1 k − n
1
√
k − c −1 −

√
k − c

1 −
√
k − c −1

√
k − c

 ,

Q =
1

2n


1 1 n− 1 n− 1
1 −1 − k−n√

k−c
k−n√
k−c

1 1 −1 −1
1 −1 − k√

k−c
k√
k−c

 .

Finally, we obtain the dual intersection matrices of this asso-
ciation scheme by applying formula (10) from Proposition 1

and taking into account equality (12): L∗0 = I4/2n,

L∗1 =
1

2n


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 ,

L∗2 =
1

2n


0 0 n− 1 0
0 0 0 n− 1
1 0 n−2

2 + n−2k
2
√
k−c

n−2
2 −

n−2k
2
√
k−c

0 1 n−2
2 −

n−2k
2
√
k−c

n−2
2 + n−2k

2
√
k−c

 ,

L∗3 =
1

2n


0 0 0 n− 1
0 0 n− 1 0
0 1 n−2

2 −
n−2k
2
√
k−c

n−2
2 + n−2k

2
√
k−c

1 0 n−2
2 + n−2k

2
√
k−c

n−2
2 −

n−2k
2
√
k−c

 .

From the dual intersection matrices presented above, it is
possible to extract some evidence of the optimality of the
upper bound 1/2, for the Krein parameters qlij , with i 6= j,
presented in Corollary 2, (ii). In fact, we can observe that

q023 = (L∗2)03 =
n− 1

2n

and this value converges to 1/2, when n tends to infinity.

We are also able to provide other examples of association
schemes with a number of classes greater than two for which
the Krein parameters converge to our upper-bounds presented
in Theorems 3 and 4, by making use of the Kronecker product
of association schemes.
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 

Abstract—Asthma persistence prediction accuracy is a very 

important matter, as the most important issue about this chronic 

disease is the identification during the early ages. The early detection 

of the preschoolers whose asthma persists after the age of five could 

lead into better treatment of asthma for the next years of a human life. 

In this case, the use of generalized linear models is proposed for 

asthma prediction. In particular, the presence of multicollinearity 

among the data leads to the use of the penalized likelihood function 

and more specific to Logistic Ridge Regression. Furthermore, a test 

for the evaluation of the fitted model is presented based on the 

randomized quantile residuals which follow a Gaussian distribution. 

The QQ-plot is used with the addition of the 5% rejection regions of 

the randomized quantile residuals with the help of a proper bootstrap. 

 

Keywords—Asthma outcome, Logistic Ridge regression, 10-fold 

cross validation, Randomized Quantile Residuals, Bootstrap 

I. INTRODUCTION 

STHMA is a disease with polymorphic phenotype 

affected by several environmental and genetic factors 

which both play a key role in the development and persistence 

of the disease [1]. Among these factors seasonal symptoms, 

wheezing episodes during childhood and several prenatal and 

environmental factors are included [2]. 

Most children who suffer from asthma develop their first 

symptoms before the 5th year of age. For the diagnosis of 

asthma a detailed medical history and physical examination 

along with a lung function test is usually required. On the 

other hand, lung function test is hard to be performed in 

children younger than five years old, so most of the times the 

diagnosis of the disease is mainly based on the findings of the 

physical examination and the presence of characteristic 

personal and family medical history. Although the majority of  
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the preschool children with asthma overcome their disease by  

the school age a substantial number of preschoolers exhibit a 

persistence of symptoms requiring early identification and 

treatment [3]. 

In preventive medicine, the value of a test lies in its ability 

to identify those individuals who are at high risk of an illness 

and who therefore require intervention while excluding those 

who do not require such intervention. The accuracy of the risk 

classification is of particular relevance in the case of asthma 

disease. Early identification of patients at high risk for asthma 

disease progression may lead to better treatment opportunities 

and hopefully better disease outcomes in adulthood [3]. 

II. MATERIALS AND METHODS 

A. Clinical Data 

Data from 148 patients were collected from the Pediatric 

Department of the University Hospital of Alexandroupolis, 

Greece during the period from 2008 to 2010. A group of 148 

patients who were diagnosed for asthma were studied 

prospectively from the 7
th

 to the 14
th

 year of age. From this 

sample, 36 patients were removed because of missing data. 

The history of each case was obtained by questionnaire. A 

second group of 33 children was used for validation of the 

efficacy of the constructed model in real life. In this group of 

preschool children the proposed model was used to predict 

asthma persistence in school age. At mean age (±SD) of 

9.2±2.7 years these children were re-evaluated. The new 

dataset has 18 available predictors which are going to be used 

in the logistic model. The 18 used prognostic factors have 

been derived by previous studies [1-3] and they are described 

in Table I. The encoding of the prognostic factor “seasonal 

symptoms” is presented in Table II. 

 
TABLE I 

Category Prognostic Factors 

Demographic 

Age, height, weight, waist‟s 
perimeter 

Bronchiolitis episodes 
Until 3rd year, between 3rd – 5th 

year 

Symptoms 

Wheezing, cough, allergic rhinitis, 
allergic conjunctivitis, dyspnea, 

congestion, runny nose, seasonal 

symptoms 

Pharmaceutical therapy 
Antileukotriene, antihistamine, 

corticosteroids inhaled 

Asthma 
Diagnosis of asthma (dependent 
variable), Treatment 

The 18 used prognostic factors. 
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The encoding of “seasonal symptoms”. 

 

 

B. Multicollinearity 

Generalized Linear Models and Regression Analysis are 

two of the most important and popular statistical approaches 

used in biomedical research [4]. In many cases it has been 

observed that medical data exhibit strong correlations between 

the predictor variables, a condition known as multicollinearity. 

Multicollinearity was introduced as a concept by Frisch [5], in 

order to illustrate a situation, where the variables are subject to 

two or more correlations.  

One of the main consequences of multicollinearity is that 

the least squares estimates often do not make any sense, and 

the standard errors of the parameter estimates are very large or 

the t-ratios are very low. Therefore multicollinearity could 

lead into inaccurate results. For example, when the null 

hypothesis that the parameters of the model are zero is 

rejected, but none of the estimated parameters have a p-value 

less than 0.5. One of several methods that have been used in 

order to overcome the multicollinearity problem is the Ridge 

Regression method which was introduced in [6]. When 

multicollinearity appears, the ridge estimator has a smaller 

total Mean Square Error (MSE) than the maximum likelihood 

estimator. Eigenvalues of the correlation matrix of the 

independent variables near zero indicate multicollinearity.  

Ridge Regression (RR) is an alternative estimation method 

of the unknown parameters of the linear regression models and 

belongs to the category of biased regression methods [7-8]. 

This method introduces a bias in the regression equation in 

order to reduce the variance of the parameter estimates. This 

bias is entered with the ridge parameter, which determines the 

extent of the shrinkage of the least squares estimates. Also in 

[9] the ridge estimator was introduced for Logistic Regression, 

which is one of the most popular methods used for binary data 

modeling. Generally, this method is differentiated from the 

maximum likelihood as a penalty term is added, which 

includes the ridge parameter. 

 

C. Ridge Regression 

Let   ,         be the binary responses of   random 

variables   , where     (    )  and    a vector of explanatory 

variables which consist of covariates (numerical or binary) 

and dummy variables corresponding to factor levels.  

The logistic regression model is given by: 

 

   
   (   )

*     (   )+
                                   ( ) 

 

where   is the parameter vector [10-11]. This model is 

implemented without the use of a constant term. 

Now, the maximum likelihood estimates of the parameters 

  ,  j=1,…,k and from them the probabilities    are obtained 

by maximizing the following likelihood function 

 ( | )  ∏  
  (    )

    

 

   

                        ( ) 

or by maximizing the log – likelihood function using a 

Newton – Raphson algorithm which is: 

 

 ( | )      ( | )                               ( ) 
 

 ( | )  ∑[     [
 

     (   
  )
]  (    )    [  

 

     (   
  )
]]
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As it was mentioned before when multicollinearity exists, in 

order to obtain more stable parameter estimates the logistic 

ridge regression is used. In ridge logistic regression the 

penalized maximum likelihood is used and is given by [12]: 

 

  ( | )   ( | )   ‖ ‖   ( | )                        ( ) 

and is known as restricted maximum likelihood function, 

whereas  ( | ) is the unrestricted maximum likelihood and   

is a penalty term of the following form [13]: 

  ∑(       )
 

   

   

                                 ( ) 

Generally the difference between this approach, and the 

approach of maximum likelihood function is the use of the 

penalty term which includes the ridge parameter. The ridge 

parameter is a positive number and its main role is the 

regulation of the significance of the penalty term   [13]. 

Therefore it is obvious that when     the estimates 

produced are the same as the ones obtained by the unrestricted 

maximum likelihood function. The computational procedure 

of the penalized parameter estimates  ̂  is based on the 

Newton – Raphson algorithm. However, a transformation of 

the linear estimates of the unrestricted logistic regression 

model is required, since the term   given by (6), should be in 

the form of (5). Therefore: 

 
                          (     )      (       )    

                                       ( ) 

where 

 

                                        (   )   

 

and     ∑    
 
       (   ). Thus, the penalized maximum 

likelihood becomes as follows: 

 

  ( | )   ( | )   ‖ ‖                           ( ) 

The first derivative of equation (8) is now: 

  ( )  ∑  *     +       ( )      

 

   

                  ( ) 

Then, calculating the negative second derivative we get: 

 

  ( )   ( )                                   (  ) 

1  
(none) 

2  
(Winter) 

3 
(Autumn) 

4 
(Spring) 

5 
(Summer) 

6  
(>2seasons) 

TABLE II 
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where  ( )       and   is the     weight matrix which 

is diagonal with elements       (    )  
Applying the Taylor series expansion in the first derivative 

of the penalized maximum likelihood function, the properties 

which are valid for large sample can be obtained. 

Consequently: 

 

  (  )    (  )  ( ̂
    ) 

 (  )   (‖ ̂
    ‖)     (  ) 

Using equations (9) and (10) and setting (11) equal to 0 it 

leads to: 

 

 ̂  * ( )     +  * (  )     (  )+                   (  ) 

D. Choosing the ridge parameter 

 The most difficult task in RR is to determine the ridge 

parameter. In this study, we chose the value of the ridge 

parameter that minimized the Mean Squared Error through 10-

fold cross validation[12]. 

 

      
 

 
(∑*    ̂ (  )+

 

 

)                      (  ) 

The average value of the MSE was considered the overall 

cross-validation error of the model. We selected the ridge 

parameter as the one with the minimum cross-validation error. 

 

E. Residuals and bootstrapping 

After fitting the model to the observed data, it is necessary 

to check if the fitted model is valid. A usual technique which 

is used for validity examination of the model is based on the 

residuals. In the case of logistic regression with binary 

response, the distributions of Pearson residuals which are 

defined by      (    ̂ ) √ ̂ (   ̂ )          and of 

deviance residuals which are defined by,        *    ̂ + 
are far from normal. In addition, plots of the residuals against 

the explanatory variables, which are usually used in 

generalized linear models for model checking, are 

uninformative in a binary case and are not recommended. 

More details about the residuals are given in [14].  

 

Let  (     )   (     )  ∑   
 (    )

   |  |
    be the 

cumulative binomial distribution of the ith binary response, 

and |  | is the greatest integer less than or equal to   , i.e. the 

„floor‟ under   . Then the randomized quantile residuals for a 

logistic regression model are defined by 

 

       
  * +                                   (  ) 

where  ( ) is the cumulative distribution function of the 

standard normal, and    is a uniform random variable on the 

interval 

(     -  (   
    

 (    ̂)  (    ̂)] 

 , (      ̂ )  (    ̂)- 

The randomized quantile residuals defined by (14) follow 

exactly the standard normal distribution, apart from sampling 

variability in  ̂ . These residuals [15] can be used for any 

discrete distributed response. Thus, the validity of the model 

can now be tested by using goodness of fit tests for the 

normality of      . A very strong method to test the null 

hypothesis that the randomized quantile residuals follow a 

standard normal distribution i.e.      (   )  that is 

commonly used to check if a data sample comes from a 

normal distribution is the Anderson – Darling test[19]. 

Also the Q-Q plot of the randomized quantile residuals has 

been proposed by Dunn and Smyth [15] as a mean for 

checking the validity of the model. Here a method for 

constructing pointwise        rejection regions around the 

Q-Q plot of any random sample is proposed by using 

bootstrapping [16-17]. Because of the large number of the 

estimated parameters, the additional uncertainty due to the 

estimation of the regression parameters must be taken into 

consideration. Therefore a proper bootstrap of the randomized 

quantile residuals must be used in order to take the above into 

account. Residual resampling is known to be an appropriate 

bootstrap process for studying the properties of the estimates 

[22-23]. Moreover this bootstrap is very important since the 

standard errors of the ridge estimated parameters can be 

obtained as it was mentioned before. The bootstrap is 

implemented with the next steps: 

 Step 1: Obtain estimates of   , and randomized 

quantile residuals with the use of logistic ridge 

regression. 

 Step 2: Bootsrapping 2000 times the randomized 

quantile residuals obtained by the logistic ridge 

model. So now we have      
            

 . We use the 

randomized quantile residuals because they have unit 

variance as they approximate standard normal 

distribution [15-20]. 

 Step 3: Apply logistic ridge regression 2000 times 

using as response the summations  ̂       
    

        , where  ̂ are the estimated probabilities 

from Step 1. In this step if a sum  ̂          then 

this becomes 1. Also if sum<0 then it becomes 0 and 

finally we round to the nearest integer if 0<sum<1 

[20-21]. Moreover 2000 samples of  ̂  and  ̂ can be 

obtained. 

 Step 4: The standard errors of the estimated 

parameters  ̂ can be obtained by finding the standard 

deviation of the 2000 bootstrapped samples 

 ̂ 
     ̂  

 . 

 Step 5: From the 2000 sets of estimated response 

variables  ̂            , we calculate 2000 new 

sets of randomized quantile residuals which allows us 

to construct        rejection regions around the 

Q-Q plot of the randomized quantile residuals. 

III. RESULTS 

The correlations between some variables are very strong 

and statistically significant, indicating the presence of 

multicollinearity. As a first step it is necessary to transform the 

categorical variables with more than two categories into 

dummy variables. For the detection of multicollinearity we 

may use the Condition Indices, by calculating the eigenvalues 
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of the correlation matrix and other similar procedures as in 

linear regression models [17-19]. 

Another problem caused by the multicollinearity is the large 

values of the standard errors of the estimated parameters, 

which makes the model unstable. Moreover, , while the model 

according to the F-test seems to be statistically significant 

against the null hypothesis (             ), the p-

values of the individual terms are all greater than 0.05 which 

suggests that none of the variables is statistically significant. 

Thus the logistic ridge regression is applied to generate an 

improved model with more stable parameter estimates for a 

ridge parameter λ=0 to λ=0.5. Furthermore when collinearity 

exists there is always a model for λ>0 for which the MSE is 

less than the MSE of the unrestricted model [8-12]. 

For the calculation of p – values the following statistic is 

used: 

   
 ̂ 
 

  ( ̂ 
 )
                                      (  ) 

 

The standard errors were obtained by the bootstrap 

procedure that was described in section E. Thereafter we 

assume that under the null hypothesis     (   ) to test the 

significance of the ridge coefficients [24]. 

 

 
Fig. 1 QQ Plot of randomized quantile residuals versus Standard 

Normal 

 

For λ=0.0261 the minimum MSEcv is derived which is 

equal to 0.034. The parameter estimates of the logistic ridge 

model are shown in Table III. It now becomes clear that the 

prognostic factors Waist‟s perimeter, Congestion, Cough, 

Wheezing, Dyspnea, Bronchiolitis episodes until 3
rd

 year are 

statistically significant. Moreover it is obvious that the 

estimates now are now much more stable than the estimates of 

the initial unrestricted model and this is indicated from the two 

first columns of Table III. 

We now proceed to provide a test in order to check the 

validity of the model. Figure 1 shows the Q-Q plot of the 

randomized quantile residuals of the fitted logistic ridge model 

denoted with +. The 5% rejection regions were computed by 

the procedure described in Section 5 after 2000 bootstrap 

simulations. Only 1 (0.99%) of the 101 residuals lie outside 

the 5% rejection regions and generally the Q-Q plot does not 

present serious deviations from normality.  

Here it is important to mention that if the percentage of the 

randomized quantile residuals that are outside the rejection 

regions is greater than 5%, then the model should be rejected. 

In addition, the powerful Anderson-Darling test gives the 

value 0.3456 with a p-value 0.4810. Therefore, the null 

hypothesis that the randomized quantile residuals follow an 

approximate standard normal distribution cannot be rejected, 

which suggests that the fitted model is valid. 

Finally we would like to examine the performance of the 

proposed model in new real data. These data were collected in 

a period after 2010 and refer to 33 new patients. 

Based on the equation: 

 

 ̂      
 

      (       ̂     )
   

 

a prediction for the diagnosis of a new patient can be found. 

The positive predicted value, the negative predicted value and 

the accuracy of this model are estimated using false positive 

(FP), false negative (FN), true positive (TP), and true negative 

(TN) values. The test set consists of the new 33 patients and 

the 11 patients which were used for the cross – validation test. 

                    
   

       
      

                    
   

       
            (  ) 

         
       

               
      

All the above are statistical measures of the performance of a 

binary classification test [25]. 

IV. CONCLUSION 

In this paper, a new intelligent method based on the Logistic 

Ridge Regression for asthma persistence prediction has been 

validated in preschool patients in real time data. The proposed 

model predicted the persistence of asthma at the approximate 

age of nine years with an accuracy of 93.18%, positive 

predictive value of 96.15% and negative predictive value of 

88.89%. A comparison of this work against [25] could be 

carried out. In [25] neural networks are used for the prediction 

of asthma outcome. To conclude, the proposed method 

exhibits high accuracy in asthma persistence prediction and 

shows the importance priority of each factor in asthma 

persistence. A better prediction rate will be possible by 

increasing the patient data and further clinical evaluation may 

enhance the implications of the present study. Finally, for 

future research, we could collect data from different regions, 

with different environmental and climatic factors, to examine 

if asthma prediction is affected by them. 
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Table III 

 

Covariates 
Estimates 

Parameter 

Estimates 

Standard 

Errors 
   

p-

values 

Age 0,059821 0,1221 0,4900 0,6241 

Treatment 0,531238 0,4817 1,1028 0,2701 

Corticosteroids inhaled 0,889768 0,4942 1,8002 0,0718 

Antileukotriene -0,32763 0,5650 -0,5799 0,5620 

Antihistamine 0,111097 0,6674 0,1665 0,8678 

Height 0,600211 0,7353 0,8163 0,4143 

Weight -0,01082 0,0276 -0,3925 0,6947 

Waist‟s perimeter -0,06579 0,0216 -3,0455 0,0023 

Allergic rhinitis -0,06907 0,5733 -0,1205 0,9041 

Allergic conjunctivitis -0,72709 0,5819 -1,2494 0,2115 

Runny nose 0,429069 0,6068 0,7071 0,4795 

Congestion 1,096703 0,5424 2,0220 0,0432 

Cough 1,640577 0,5871 2,7942 0,0052 

Wheezing 1,719255 0,5874 2,9271 0,0034 

Dyspnea 1,18429 0,5962 1,9865 0,0470 

Seasonal symptoms 

(none) 
1,26928 0,7360 1,7246 0,0846 

Seasonal symptoms 
(winter) 

1,148824 0,8505 1,3507 0,1768 

Seasonal symptoms 

(autumn) 
0,273617 0,8385 0,3263 0,7442 

Seasonal symptoms 
(spring) 

0,856916 0,9088 0,9429 0,3457 

Seasonal symptoms 

(summer) 
0,216933 0,8830 0,2457 0,8059 

Seasonal symptoms (>2 

seasons) 
1,15655 0,8174 1,4149 0,1571 

Bronchiolitis episodes 
until 3rd year 

-0,21639 0,1089 -1,9866 0,0470 

Bronchiolitis episodes 

b/w 3rd – 5th year 
0,132402 0,0932 1,4212 0,1553 
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Bayesian Multivariate Growth Curve Models
Steward H. Huang

Abbstract– Growth curve models have been widely studied
and extensively applied in many areas because they are use-
ful in situations when time (an important factor) is involved.
Researchers have considered growth curves (mainly linear) in
conjunction with different covariance structures for numerous
applications. In this paper, the interest is to use some commonly
used nonlinear growth curves to describe (in terms of time)
each variable in a multivariate dataset in the presence of random
error covariance structures with autocorrelation dependence. No
similar attempts have been found in the literature because under
this complex scenario, the models become too complicated
for classical analysis without making a lot of compromising
assumptions. It is shown that under a Bayesian formulation, by
judicious choice of priors, one can obtain the full conditionals
and this allows one to conveniently implement the Metropolis
Hastings algorithm to sample/generate observations from the
conditional (posterior) observations. This makes Bayesian ap-
proach a simpler but useful alternative to classical analysis. An
intrauterine growth retardation in rats data set is used as an
illustrative example for our model.

Keywords– Multivariate, Growth curve, Bayesian analysis,
Autocorrelation

I. Introduction

The motivation for building multivariate models in this research
is that we can study the effect of several variables acting
simultaneously. This gives a closer resemblance to our intuition
as well as better understanding about the relationship between
the variables. When more variables are analyzed simultaneously,
greater statistical power will be obtained and we gain easier
visualization and interpretation of the data through graphical
measures, such as scatter plots or higher dimensional plots
(e.g. 3D plots). So our focus is also spontaneously shifted from
individual or isolated factors to the relationships among several
variables of interest in a data set.

Growth curve models, which are useful especially for studying
growth behavior of short time series in economics, biology,
medical research and epidemiological problems [1], [2], have
a long history. Their initiation may be attributed to Potthoff

and Roy [3], who introduced their formulation and then studied
the growth curve problems. Then subsequently, Rao [4], Khatri
[5], Geisser [6] and von Rosen [7]-[9] became the primary
researchers in analyzing the growth curve models. However, it
took nearly a decade before the Bayesian approach (including
predictive problem from a Bayesian perspective) was applied to
the analysis of growth curve models and different assumptions
about covariance matrices were also made accordingly. Lindley
and Smith [10] and Geisser [11] assumed that covariance ma-
trices were known, Fearn [12] assumed that they were identity
matrices with unknown variances. Barry [13] gave a different

treatment of the problem under Bayesian approach but also
assumed identity matrix for covariances.

In this research, similar general multivariate growth problems
are studied by assuming that the multivariate dependent vari-
ables (such as weight, height, etc.) can be described by some
commonly used nonlinear growth curves in terms of the inde-
pendent variable (time) with a certain correlation (dependence)
relationship in the covariance matrix. So the multivariate growth
curve models proposed in this paper will include nonlinear
growth curves with autocorrelated errors in their covariance
structures. The classical analysis for these types of realistic
models becomes either too complicated to obtain analytical
solutions or may require a lot of simplifying assumptions,
thus becoming unrealistic. Bayesian analysis, including experts’
opinions, can help us computationally to get to the estimates
of the parameters for growth curve models and thus become
more appealing, as well as important to researchers. No similar
models which consider such complex scenarios are available in
the literature.

The model formulation will be presented in the following first
two section with the Gompertz growth curve as an example.
Then in the last two sections, the applications of the models
using a bivariate growth data set will be demonstrated. The
simulation results will be discussed in the conclusion.

II. Model Formulation

Let’s consider a single subject of n observations. Y j
(p×1)

, for j =

1, ..., n , is a vector of p-variate correlated dependent variables.
If we let W = (w1, ...,wn) be a vector of the independent variable
time and Θ

q×p
= ( θ1

q×1
, ..., θp

q×1
) , where θk, k = 1, .., p is a vector of

coefficients (parameters) for growth curves and q is the number
of coefficients for the specific growth curve in that model (e.g.,
q = 3 in a Gompertz curve). Also let f (W |θk), k = 1, ..., p be the
growth curve then our model can be defined as follows:

Y = M + E , where E ∼ Np(0,Ω) , Ω is a p × p variance
covariance matrix,

Y
(p×n)

=


y′1
...

y′p


(p×n)

, where yk =


y1k
...

ynk

 for k = 1, ..., p ,

and

M
(p×n)

=


µ′1
...
µ′p


(p×n)

=
[
f (W |Θ)n×p

]′
, where µk =


µ1k
...
µnk

 = f (W |θk)
n×1

for k = 1, ..., p .

This model considers a covariance structure between weight and
length in that, under normal conditions, the lengthier the subject
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grows, the weightier it becomes and vice versa. Assume that
Y follows a p × n matrix normal distribution, which is actually
a special case of the pn-variate multivariate normal distribution
when the covariate matrix is separable. Then denote a pn-variate
normal distribution with pn-dimensional mean µ and pn × pn
covariance matrix Ω , the p.d.f. function will be as follows:

g(y|µ,Ω) = (2π)−
np
2 |Ω|−

1
2 exp

{
− 1

2 (y − µ)′Ω−1(y − µ)
}

(1),

where

y
(pn×1)

= vect(Y ′) = (y′1, ..., y
′
p)′ ,

µ = vect(M′) = (µ′1, ..., µ
′
p)′ ,

in which the operator vect(·) stacks the columns of its matrix
argument from left to right in a single vector. The separable
matrix Ω = Σ ⊗ Φ , where ⊗ is the Kronecker product which
multiplies every entry of its first matrix argument by its entire
second matrix argument, can be written as:

Σ ⊗ Φ =


σ11Φ
...

σp1Φ

· · ·

· · ·

σ1pΦ
...

σppΦ

.
Also we know that Ω−1 = (Σ ⊗ Φ)−1 = Σ−1 ⊗ Φ−1 and
|Σ ⊗ Φ|−

1
2 = |Σ|−

n
2 |Φ|−

p
2 . Then we have

g(y|µ,Σ,Φ) = (2π)−
np
2 |Σ|−

n
2 |Φ|−

p
2 ·

exp
{
− 1

2 (y − µ)′(Σ ⊗ Φ)−1(y − µ)
}
.

Note that also with the matrix identity, we have

(y − µ)′1×np(Σ ⊗ Φ)−1
np×np(y − µ)np×1 = trΣ−1

p×p(Y − M)p×nΦ−1
n×n(Y −

M)′n×p,

g(Y |M,Σ,Φ) = (2π)−
np
2 |Σ|−

n
2 |Φ|−

p
2 .

exp
{
− 1

2 trΣ−1
p×p(Y − M)p×nΦ−1

n×n(Y − M)′n×p

}
(2).

So Y is a random variable that follows a p × n matrix normal
distribution and can be denoted as:

Y |(M,Σ,Φ) ∼ Np×n(M,Σ ⊗ Φ),

where (M,Σ,Φ) parameterize the above distribution with Y ∈
Rp×n, M ∈ Rp×n and Σ,Φ > 0 ( Σ and Φ are commonly
referred to as the within and between covariance matrices).
Recall that M is a function of Θ and assume that Φ is a
function of correlation coefficient ρ and that, for simplicity, Θ

, Σ and Φ are independent and adopt vague prior distributions
for (Θ, Φ, Σ). Then we have h(Θ,Φ,Σ) = h(Θ)h(Φ)h(Σ) and
because Φ is a function of ρ, their prior distribution assumptions
are as follows: h(Θ) ∝ constant, ρ ∝ (1 + ρ)α̃−1(1 − ρ)β̃−1 for
−1 < ρ < 1 (i.e., (1 + ρ)/2 Beta(α̃, β̃), where α̃ and β̃ can
be chosen such that the mean α̃/(α̃ + β̃) is consistent with
the empirical value for ρ ) and h(Σ) ∝ 1

|Σ|(p+1)/2 . So the prior

distribution is h(Θ, ρ,Σ) ∝ (1+ρ)α̃−1(1−ρ)β̃−1

|Σ|(p+1)/2 , and the joint posterior
distribution of the parameters follows:

π(Σ,Φ(ρ),Θ|W,Y) = (2π)−
np
2 |Σ|−

n+p+1
2 |Φ|−

p
2 (1 + ρ)α̃−1·

(1−ρ)β̃−1 exp
{
− 1

2 trΣ−1
p×p(Y − M)p×nΦ−1

n×n(Y − M)′n×p

}
(3).

Let G = (Y − M)Φ−1(Y − M)′ then (3) becomes

π(Σ,Φ(ρ),Θ|W,Y) ∝

[
|Σ|−

n+p+1
2 exp

{
− 1

2 trΣ−1G
}]
· |Φ|−

p
2 (1 +

ρ)α̃−1(1 − ρ)β̃−1.

This can be reduced to the joint distribution of Φ and Θ and
become π(Φ(ρ),Θ|W,Y) if we integrate out Σ.

The integration can be worked out by recognizing that if Σ−1

follows a Wishart distribution [14] then it can be written as:

π(Θ,Φ(ρ)|W,Y) ∝ |Φ|
−

p
2 (1+ρ)α̃−1(1−ρ)β̃−1

|G|n/2
(4).

Assume an autocorrelation matrix for Φ with correlation coeffi-
cient ρ as follows:

Φ =


1
ρ
...

ρn−1

ρ
1
...

ρn−2

ρ2

ρ
...

ρn−3

· · ·

· · ·

· · ·

ρn−1

ρn−2

...
1

 (5),

where ρ is the correlation coefficient. Then we can substitute the
results that

|Φ| = (1 − ρ2)n−1, into (4) and get the posterior function

π(Θ,Φ(ρ)|W,Y) ∝ (1+ρ)(α̃−1)−p(n−1)/2(1−ρ)(β̃−1)−p(n−1)/2

|G|n/2
(6).

III. Gompertz Curve as An Illustrative Example

If we take the Gompertz curve as an illustrative example in
fitting a bivariate data set which has weight and length as the
variables and the following priors for

Θ = {θ1 θ2} =


a1 a2

b1 b2

c1 c2

, where a1 ∼ Expon( 1
ã1

) , a2 ∼

Expon( 1
ã2

),{
b1

b2

}
∼ N2

({
b̃1

b̃2

}
, Σ̃b

)
, c1 ∼ Expon( 1

c̃1
) and c2 ∼ Expon( 1

c̃2
).

Let Θ̃ = (ã1, ã2, b̃1, b̃2, c̃1, c̃2, Σ̃b) be a set of empirical Bayes
estimates of the coefficients which can be estimated through
nonlinear least square regression method. MATLAB nlinfit func-
tion can be used to fit nonlinear Jenss, Gompertz and Richards
curves and polyfit function to fit polynomial curves (MATLAB
Help and [15]). Depending on the data, although sometimes we
could get estimates of Σ̃b , most of the time we have to assume
them to be equal to some proper value for our Bayesian analysis.
So the prior distributions are:

h(Θ|Θ̃) ∝ 1
ã1ã2 c̃1 c̃2|Σ̃b|

1/2 ·

exp

− 1
2

(
b1 − b̃1

b2 − b̃2

)′
Σ̃−1

b

(
b1 − b̃1

b2 − b̃2

)
−

(
a1
ã1

+ a2
ã2

+ c1
c̃1

+ c2
c̃2

) (7).

Let (7) be substituted into (6), then it becomes

π(Θ,Φ(ρ)|W,Y) ∝
(1 + ρ)(α̃−1)−p(n−1)/2(1 − ρ)(β̃−1)−p(n−1)/2∣∣∣(Y − M)Φ−1(Y − M)′

∣∣∣n/2 �

exp

− (
a1
ã1

+ c1
c̃1

+ a2
ã2

+ c2
c̃2

)
− 1

2

(
b1 − b̃1

b2 − b̃2

)′
Σ̃−1

b

(
b1 − b̃1

b2 − b̃2

) (8).

Then we get the full conditionals of the parameters as follows:

π(ρ|·) ∝ (1+ρ)(α̃−1)−p(n−1)/2(1−ρ)(β̃−1)−p(n−1)/2

|(Y−M)Φ−1(Y−M)′|
n/2 (9),

π(a1|·) ∝
exp{−a1/ã1}

|(Y−M)Φ−1(Y−M)′|
n/2 (10),

π(a2|·) ∝
exp{−a2/ã2}

|(Y−M)Φ−1(Y−M)′|
n/2 (11),

π(b1|·) ∝ 1
|(Y−M)Φ−1(Y−M)′|

n/2 ·

exp

− 1
2

(
b1 − b̃1

b2 − b̃2

)′
Σ̃−1

b

(
b1 − b̃1

b2 − b̃2

) (12),

π(b2|·) ∝ 1
|(Y−M)Φ−1(Y−M)′|

n/2 ·
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exp

− 1
2

(
b1 − b̃1

b2 − b̃2

)′
Σ̃−1

b

(
b1 − b̃1

b2 − b̃2

) (13),

π(c1|·) ∝
exp{−c1/c̃1}

|(Y−M)Φ−1(Y−M)′|
n/2 (14),

π(c2|·) ∝
exp{−c2/c̃2}

|(Y−M)Φ−1(Y−M)′|
n/2 (15).

Regarding the MH Algorithm:

Let’s take the sampling of a2 in Gompertz curve as an example.
To define the algorithm, let ϕ(a(old)

2 , a(new)
2 ) denote a source

density for a candidate draw a(new)
2 given the current value a(old)

2
in the sampled sequence. The density ϕ(a(old)

2 , a(new)
2 ) is referred

to as the proposal or candidate generating density. Then, the
MH algorithm is defined by two steps: a first step in which a
proposal value is drawn from the candidate generating density
and a second step in which the proposal value is accepted as the
next iterate in the Markov chain according to the probability:

α
(
a(old)

2 , a(new)
2

)
= min

{
π2(a(new)

2 )ϕ
(
a(new)

2 ,a(old)
2

)
π2(a(old)

2 )ϕ
(
a(old)

2 ,a(new)
2

) , 1
}

,

if π2(a(old)
2 )ϕ

(
a(old)

2 , a(new)
2

)
> 0 (otherwise α

(
a(old)

2 , a(new)
2

)
= 1).

If the proposal value is rejected, then the next sampled value
is taken to be the current value. Let’s follow this recursive
procedure:

Metropolis-Hastings Algorithm:

1) Specify an initial value a(0)
2 .

2) Repeat for j = 1, 2, ...,M :

a) Propose a(new)
2 ∼ ϕ(a( j)

2 , ·), and
b) Let a( j+1)

2 = a(new)
2 if U(0, 1) 6 α(a( j)

2 , a(new)
2 )

otherwise a( j+1)
2 = a( j)

2 .

3) Return the values a(1)
2 , a(2)

2 , ..., a(M)
2 .

Then follow the above Metropolis-Hastings Algorithm in taking
samples of Θ and ρ by using (9)-(15) through the following
steps:

1) Set j = 0 and select a set of initial parameter values for
Θ(0) , B(0) and ρ(0).

2) Sample ρ( j+1) from (9) (using MH algorithm).
3) Sample Θ( j+1) from (10)-(15) (using MH algorithm).
4) Replace ρ( j) by ρ( j+1) , Θ( j) by Θ( j+1) and B( j) by B( j+1).
5) Set j = j + 1 and repeat steps 2 through 4.

Drop the initial burn-in sets and retain the rest of the data for
marginal distribution analysis. This analysis includes highest
density regions for the estimated parameters. In addition to
this analysis of parameters, we can also generate 90% Credible
Intervals (CIs or HDR’s, Highest Density Regions) for the best-
fit growth curve under this Bayesian formulation by using the
5% and 95% percentiles of y calculated by substituting the M
samples of Θ at a given w j.

IV. Example: Using Intrauterine Growth Retardation in
Rats Data

An intrauterine growth retarded rats data set [16] in this section
as an example to demonstrate how to apply our approach to
Bayesian analysis of multivariate growth curve model in a
bivariate data setting (weight and length). In their experiment, in
[16], they chose fifty female rats that were mated overnight with
ten adult males and then divided the pregnant female rats into
three groups: control group, intrauterine growth control group

and sham-operated group. They then measured body weight,
body length, and other facial characteristics of the rats that were
in those three groups, respectively, every four days for twenty
days. For illustrative purposes and for simplifying our analysis,
the control group has been chosen and only use the bivariates
body weight and body length in our growth curve model. The
data set for rats growth is in Table 1. Four classic growth curve
models explicitly for this specific example are presented below:

1) Jenss growth curve: f (w) = a + bw − exp(c + dw).
2) Gompertz growth curve: f (w) = a exp

[
− exp(b + cw)

]
.

3) Richards growth curve: f (w) =

a
{
1 + b exp[c(d − w)]

}−1/b.
4) Polynomial growth curve: f (w) = a + bw + cw2 + dw3.

In that data set, assume that Σ̃b is equal to s2
[

1 0.1
0.1 1

]
for

Gompertz curve. Similar assumption has been made for the
other growth curves for comparison. s2 can be quite small if
prior knowledge is reliable. The value assumed here would
allow some moderate correlation relationship between the co-
variates length and weight. The results of Bayesian estimates are
displayed in Table 2. Using BIC, in conjunction with the graphs
and CIs, it seems natural to say that the Cubic growth curve
is the model of selection for this specific bivariate intrauterine
growth retarded rats data.

Regarding diagnostic testing for the model, careful considera-
tion has been given to the useful approach presented by Franses
[17] for residual autocorrelation in growth curve models. How-
ever, it’s natural to concurr with his own conlcusion that there
are obvious drawbacks in applying his method to small sample
sizes, other growth curve models and to various model selection
criteria as well. Needless to mention that this research is dealing
with a multivariate scenario.

V. Conclusion

The 90% Credible Intervals, the fitted curves, and the estimates
of the model parameters for the four growth curves in Figures 1-
4 and Table 1-2 have been presented in this paper. There, we can
see that for weight versus time (Figure 1) and length vs. time
(Figure 2), the 90% CI of Cubic curve is the narrowest among
all four curves when time is small but diverges like a funnel
shape as time increases to approximately more than 15 days; for
weight vs. time in Figure 1, Jenss and Gompertz curves both
have relatively narrow 90% CIs, whereas for length vs. time
in Figure 2, Jenss curve has smaller 90% CI. In Figures 3-4,
we observed that on the one hand, the data display a positive
trend that as length increases, the rate of change in weight also
increases; on the other hand, when weight increases, the rate of
change in length decreases.

Although all four curves fit the data reasonably well, the Cubic
curve is apparently the best fit curve among them. In addition,
as time increases approximately before the fifteenth day, the rate
of change in length and in weight both increase as weight and
length increase. It’s obvious that Cubic curve appears to be the
best fit curve for the given data. Besides, BIC is useful criteria in
model selection because the smaller value it is, the better curve
fitting it will be, and this is consistent with our observations in
those Figures.

In summary, the Bayesian multivariate growth curve models
in this study provide a formulation for generating Bayesian
estimates as well as describing the dependence relationship
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between variables with a certain autocorrelation relationship
under consideration. Further research topic may include better
diagnostic testing methods for more growth curve models as
well as smaller multivariate sample size data using various
selection criteria.
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Age (Days) Weight (g) Length (mm)
1 6.6 54.5
5 10.4 65.6
9 16.3 77.2
13 23.2 87.5
17 28.6 94.6
21 38.4 110.4

TABLE 1
Rats Growth Data

(Units for ages: Days; Weight: Grams and Length: mm)

TABLE 2
Bayesian Estimates of Parameters and BIC

Note: Take the numbers in the two columns under Gompertz as
example: they are the estimates of the
parameters (coefficients) of the bivariate growth curves (for
length and weight, respectively), where

Length(w) =

275.231 exp
[
− exp(0.501 + 0.027w)

]
, Weight(w) =

146.321 exp
[
− exp(1.167 + 0.041w)

]
.

Figure 1 Weight vs. Time Credible Intervals for the Four
Different Growth Curves
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Figure 2 Length vs. Time Credible Intervals for the Four
Different Growth Curves

Figure 3 Weight vs. Length for the Four Different Growth
Curves

Figure 4 Three Dimensional Plot (Time, Weight and Length)
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
Abstract—Several approaches can be employed in prognostics,

to detect incipient failures of primary flight command
electromechanical actuators (EMA), caused by progressive wear. The
development of a prognostic algorithm capable of identifying the
precursors of an electromechanical actuator failure is beneficial for
the anticipation of the incoming failure: a correct interpretation of the
failure degradation pattern, in fact, can trig an early alert of the
maintenance crew, who can properly schedule the servomechanism
replacement. The research presented in this paper proposes a
prognostic technique, based on approaches derived from optimization
methods, able to identify symptoms of an EMA degradation before
the actual exhibition of the anomalous behavior; in this case friction
failures are considered. An experimental test bench was developed:
results show that the method exhibit adequate robustness and a high
degree of confidence in the ability to early identify an eventual fault,
minimizing the risk of false alarms or not annunciated failures.

Keywords— Dry Friction, Electromechanical Actuator,
Prognostics, Simulated Annealing Algorithm.

I. INTRODUCTION

CTUATORS are devices capable of operate conversion
of mechanical, electrical, hydraulic, or pneumatic power

into mechanical power. In aircraft, actuators are commonly
used for flight control surfaces and various utility systems.
Flight control systems are considered flight critical and,
although highly redundant, must meet reliability requirements
of less than one catastrophic failure per 105 flight hours for the
F-18 strike fighter and one per 18x106 flight hours for F-35AB
[1]. Unanticipated and extreme operating scenarios are a major
cause of unscheduled maintenance events, which may result
into serious operational issues in terms of safety, mission
completion, and cost.
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Typically, when a monitor registers a fault, there is no
information regarding the real cause and effect relationship
between the failure mode and failure itself. All that is known is
that a failure has occurred. Therefore, the identified need is for
a robust health management solution capable of accurate and
reliable early fault detection and failure prediction, covering
multiple failure modes for flight control actuators (PHM,
Prognosis and Health Management system) [2]. PHM is easier
to implement on the electric actuators since no additional
sensors are required, as the same sensors used to the control
scheme and system monitors are also used in many PHM
algorithms [2]. Therefore, electro-mechanical actuation
systems are going to be considered in this study, “All-electric-
aircraft" perspective.

Enormous economic (maintenance and logistics) benefit is
expected with the advance of the state of fault detection to
failure prognosis for actuator systems, as high Can Not
Duplicate (CND - inability to replicate field failures during
lower level maintenance assessment) rates still plague many
aircrafts. From collected field analyses, CND failures can
make up more than 85% of all observed field failures in
avionics and account for more than 90% of all maintenance
costs. These statistics can be attributed to a limited
understanding of root cause failure characteristics of complex
systems, inappropriate means of diagnosing the condition of
the system, and the inability to duplicate the field conditions in
the lower level test environment [3]. Economically speaking,
Impact Technologies estimated that CND occurrences result in
about a $30M/yr incurred cost for one particular aircraft.
Moreover, their study showed that a $7M investment to
develop a complete PHM solution would produce a ROI
(Return On Investment) of 4 to 1 for a 5-year period
considering just a 20% CND reduction. In other words, this
means saving $30M in 5 years by spending just $7M initially.
Moreover, in case the technology could produce a further
CND cost reduction (e.g. 40%), the ROI would be of almost
10 to 1 in 5 years [2].

Since the prognostic activities typically involve systems
having a complex non-linear multidisciplinary nature, the
failure detection/evaluation strategies proposed in literature
are various and extremely different each other.

Effects of Dry Friction on Linear
Electromechanical Actuators:

A New Prognostic Method based on Simulated
Annealing Algorithm

Matteo D. L. Dalla Vedova, Paolo Maggiore and Lorenzo Pace
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For instance, during these years have been proposed model-
based techniques based upon the direct comparison between
real and monitoring system [4], on the spectral analysis of
well-defined system behaviors (typically performed by Fast
Fourier Transform FFT) [5], on appropriate combinations of
the first two methods [6] or on Artificial Neural Networks [7].
The present work reports the first results of a wider research
activity focused on the diagnosis model-based approach and,
in particular, on the parametric estimation task, having as a
primary objective the design of a modern and fast damage
estimator routine for a simple (but real) electromechanical
actuation system, in order to prove its accuracy and reliability.

This is done through the following steps:
1) define the optimization algorithm to be used for the

parameter estimation task;
2) set up a real actuation system meeting as much as possible

the aeronautical requirements and being capable of
responding to different types of signals (step, sinusoidal,
random sequence, ramp) as well as recording significant
data (velocities, position, current);

3) build and validate a dedicated Matlab-Simulink numerical
model of the considered actuation system (it must be
noted that the aforesaid model, having to be run several
times in the process of identification and evaluation of
faults, must represent a compromise between the most
reduced calculation effort and a satisfying
representativeness of the actual EMA behaviors);

4) simulate different fault conditions on the real actuation
system (without damaging it);

5) test the damage estimator to evaluate its speed and
reliability on the simulated faulty response of the system.

In particular, this paper shows the results obtained applying
the proposed fault detection/evaluation method in case of
EMA subjected to dry friction phenomena.

II. AIMS OF WORK

The aims of this work are:
1) the proposal of a numerical algorithm able to perform the

simulations of the dynamic behavior of a typical
electromechanical servomechanism evaluating the global
effects due to dry frictions acting on actuation system (e.g.
rotor bearings, gear reducer, ball screw, gaskets);

2) the proposal of an innovative fault detection/evaluation
method, based on techniques derived from optimization
methods, able to detect the EMA failure precursors and
evaluate the corresponding failure entity.

To assess the robustness of the proposed techniques, an
appropriate experimental test environment was developed; the
effects due to the said failures on the EMA behavior have been
evaluated by means of several tests (related to different values
of dry friction). These results have been compared with the
ones provided by a corresponding numerical simulation model,
in order to evaluate the differences and, by a proper algorithm
based on simulating annealing, timely identify the failures and
evaluate their magnitudes.

III. OPTIMIZATION ALGORITHM

Different optimization techniques are commonly used also
for model parameter estimation tasks. They can be divided into
two main groups: deterministic (direct or indirect) and
probabilistic (stochastic, as Monte Carlo method, simulated
annealing and genetic algorithms). Most methods, are local
minima search algorithms and often do not find the global
solution. As a result, they are highly dependent on good initial
guesses. While this is a viable solution in an off-line scenario,
where initial guesses can be reiterated, these approaches are
not suitable for an on-line automated identification process
because a good initial guess for one data set may not be for the
next identification. These approaches would not be robust and
may provide a false indication of parameter changes in an on-
line system. Alternatively, global search methods, such as
genetic algorithms and simulated annealing, are much better
options for on-line model identification. However, similar to
simplex methods, genetic algorithms do not always find the
global minima [8]. Simulated annealing methods are more
effective at finding the global minima, but at the cost of many
more iterations [2]. The simulated annealing method
originates, as the name suggests, from the study of thermal
properties of solids (Metropolis et al. 1953 [9]). The
Metropolis procedure was then an exact copy of the physical
process which could be used to simulate a collection of atoms
in thermodynamic equilibrium at a given temperature. In fact,
the abstraction of this method in order to allow arbitrary
problem spaces is straightforward. There is a significant
correlation between the terminology of thermodynamic
annealing process (the behavior of systems with many degrees
of freedom in thermal equilibrium at a finite temperature) and
combinatorial optimization (finding global minimum of a
given function based on many parameters). A detailed analogy
of annealing in solids provides frame work for optimization.
As reported in [12], Table 1 shows the key terms which are
related with thermodynamic annealing and its association with
optimization process.

Table 1: Association between thermodynamic simulation and
combinatorial optimization

Thermodynamic Annealing Combinatorial Optimization

System State Feasible Solutions

Energy of a State Cost of Solution1

Change of state Neighbor solution2

Temperature Control parameter3

Minimum Energy Minimum Cost

1 The cost of a solution represents the corresponding objective function value
(i.e. the function that the optimization algorithm attempts to minimize in
order to identify the optimal solution).

2 A new system solution calculated by the optimization algorithm and
evaluated, with respect to the previous one, using the said cost functions.

3 The system parameters iteratively modified by the optimization process so
as to minimize its objective function.
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At a given temperature and energy, a new nearby geometry i
+ 1 is generated in each iteration as a random displacement
from the current geometry i. The energy of the resulting new
geometry is then computed and the energetic difference ∆E is
determined with respect to preceding energy as:

(1)

The probability that this new geometry will be accepted is:

(2)

This means that, if the new nearby geometry has a lower
energy level (successful iteration), the transition is accepted.
Otherwise (unsuccessful iteration), a uniformly distributed
random number more or equal than 0 and less than 1 is drawn
and the step will only be accepted in the simulation if it is less
or equal the Boltzmann probability factor, i.e. r ≤ P (∆E).
After a certain number of steps at the same temperature T, the
latter is decreased following the specified cooling schedule
scheme. It is worth noticing that the temperature does not take
part directly to the optimization itself, but it acts merely as an
exploration parameter. As at high temperatures T the factor P
(∆E) is very close to 1, most likely many up-hill steps are
accepted, even if they are unsuccessful.

In this way, a wide exploration of the search space can be
performed (this is the main feature of this algorithm).
Subsequently, as the temperature falls off, the search is
confined in a more limited space since Boltzmann factor P
(∆E) collapses to very low values, thus decreasing the
acceptance probability in case of ∆E > 0 (the algorithm
becomes more selective). Finally, the global optimum should
be found as soon as the temperature reaches its minimum value
but, in practice, reannealing is performed, raising the
temperature after a certain number of new points have been
accepted so that the search starts again at the higher
temperature. Basically, reannealing avoids getting caught at
local minima.

In particular, the authors performed the abovementioned
optimization analysis by means of the MATLAB Optimization
Tool; in this case, the main annealing parameters are the
following:

Annealing function: specifies the function used to generate
new points for the next iteration:
 Fast annealing takes random steps, with size proportional

to temperature
 Boltzmann annealing takes random steps, with size

proportional to the square root of temperature using
multivariate normal distribution.

Reannealing interval: is the number of points to accept
before reannealing. Reannealing sets the annealing parameters
to lower values than the iteration number, thus raising the
temperature in each dimension.

The annealing parameters depend on the values of the
estimated gradients of the objective function in each
dimension. The basic formula is:

(3)

Where:
ki = annealing parameter for component i.
T0 = initial temperature of component i.
Ti = current temperature of component i.
sj = gradient of objective in direction i times difference of

bounds in direction i.
Temperature update function: specifies how the

temperature will be decreased.
Initial temperature: is the temperature at the beginning of

the run.
The acceptance criterion evaluates the change in function

values between the current point and new point to determine
whether the new point is accepted or not, according to the
abovementioned statistical mechanics criteria (i.e. using the
Boltzmann probability density distribution).

Specifically MATLAB uses the following function:

(4)

which ranges from 0 to 0.5 and therefore differs from (2).

IV. ACTUATION SYSTEM

Until a few years ago, the actuators mainly used in
aeronautical applications were generally hydraulic and
precisely hydro-mechanical or, more recently,
electrohydraulic. This kind of actuator, because of its great
accuracy, high specific power and very high reliability, is often
equipped on current aircrafts, even if on more modern airliners
electro-hydrostatic actuators (EHA) or electro-mechanical
actuators (EMA) are installed. Especially in the last years, the
trend towards the all-electric aircrafts brought to an extensive
application of novel optimized electrical actuators, such as the
electromechanical ones (EMA).

Fig. 1 Operating Logic of Simulated Annealing Method
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To justify the fervent scientific activity in this field and the
great interest shown by the aeronautical world, it must be
noticed that, compared to the electrohydraulic actuations, the
EMAs offer many advantages: overall weight is reduced,
maintenance is simplified and hydraulic fluids, which is often
contaminated, flammable or polluting, can be eliminated.

As shown in Fig. 2, a typical electromechanical actuator
used in a primary flight control is composed by:
1) an actuator control electronics (ACE) that closes the

feedback loop, by comparing the commanded position
(FBW) with the actual one, elaborates the corrective
actions and generates the reference current Iref;

2) a Power Drive Electronics (PDE) that regulates the three-
phase electrical power;

3) an electrical motor, often BLDC (BrushLess Direct
Current) type;

4) a gear reducer having the function to decrease the motor
angular speed (RPM) and increase its torque to desired
values;

5) a system that transforms rotary motion into linear motion:
ball screws or roller screws are usually preferred to acme
screws because, having a higher efficiency, they can
perform the conversion with lower friction;

6) a network of sensors used to close the feedback rings
(current, angular speed and position) that control the
whole actuation system (reported in Fig. 2, as RVDT).

In order to evaluate the behavior of the proposed prognostic
method in case of EMA progressive failures, a proper
experimental test-bench has been conceived.

After a tradeoff among available actuators, controllers and
power supplies, the following components have been chosen to
compose the case study shown in Fig. 3:
 MecVel ALI-2 (version M01) actuator, powered by a

brushed DC (BDC) electrical motor and equipped with
24 VDC brake and encoder (Fig. 4);

 RoboteQ AX1500 controller (with encoder module);
 Acopian unregulated power supply (220 AC - 24 VDC,

23 A);
 RS-232 to USB converter.
Subsequently to a proper stage of setup and calibration of

the EMA control logic (selection of the proper PID gains and
anti-windup filters), the actuation system was fully ready to
operate.

The abovementioned controller logic closes the control
loops feeding the EM actuator with various type of input
meaningful for the parameter estimation process (sinusoidal
with/without linear frequency sweep, ramp, step and external
commands, all of them both in open and closed loop). Every
significant datum (RPM, rod position, controller current,
motor power level, PID actions) could have been recorded and
exported to Microsoft Excel or even to Matlab.

V. EMA NUMERICAL MODEL

As previously reported, the subsequent step was to build an
adequate Simulink model of the actuation system to be used as
core of the damage estimator thus making it capable of
recognizing the most representative actuator's failure modes
according to some faulty experimental data achieved by the
aforementioned software.

Fig. 4 Considered EMA actuator

Fig. 3 Complete EMA actuation system

Fig. 2 Electromechanical Actuator Scheme
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In order to build an efficient model, two important (and
often antithetical) aspects must be considered: the execution
speed of the algorithm and the level of accuracy of the
simulated results (with respect to the real ones).

In the present work, a parameter estimation task is involved
(as shown in previous sections) meaning that the numerical
model will go through an optimization problem and thus the
speed aspect must be privileged. The proposed numerical
model is composed of six blocks representing the different,
physical or functional, components of the actual EMA. Hence,
the Simulink model includes following blocks:
 PID Control Logic (i.e. PID controller with saturated

output and anti-windup);
 Controller (simulating the RoboteQ AX1500 controller

behaviors);
 Motor (simplified electro-magneto-mechanical model of

the considered DC motor);
 Gear box;
 Ball screw;
 Encoder.
As shown in [7], every block has been modelled starting

from its basic electromechanical equations, but since the
objective is to achieve a model capable of recognizing also
some significant actuator failure modes (e.g. dry friction), it
was decided to model in a suitably simplified way the
electromagnetic aspects and focus instead on mechanical ones.

The considered numerical model is developed from the
monitoring model conceived by the authors for an EMA
model-based prognostic application [4].

The electro-magneto-mechanical dynamics of the BDC
motor is simulated by means of a classic resistive-inductive
(RL) numerical model.

In particular, it is a 1st order linear model capable of
calculating the moving torque TM as a function of the motor
torque gain GM, of its power supply voltage (Vdcm*I_ref), of
the back emf, of the dynamic characteristics of the RL circuit
and of the saturation of magnetic induction flux.

The dynamics of the mechanical actuation system (rotor of
BCD motor, gear box and ball screw) is represented by a
simplified 1 degree-of-freedom system (obtained assuming an
ideal rigid transmission without elastic deformations or
backlashes). According to [6], it is modelled by means of a
2nd order non-linear numerical model able to simulate the
EMA behavior taking into account the global effects due to
inertia, viscous damping, ball screw ends-of-travel and dry
frictions.

The dry friction torques acting on the actuation system are
simulated by a numerical algorithm which implements the
classical Coulomb's model; in particular, the proposed
algorithm has been developed by means of a lumped parameter
model based on the Karnopp friction model [10] and suitably
modified as shown in [11].

VI. PROPOSED PROGNOSTIC ALGORITHM

The outlined nonlinear third-order model can simulate the
system response, taking into account the effects due to
Coulomb friction, being then potentially able to reproduce
seizure due to ball return jamming or bearing binding/sticking.

Fig. 6 Block Diagram of EMA numerical model: the blocks that implement the nonlinearities considered (saturation of the motor torque,
friction phenomena and ends-of-travels acting on the final ballscrew actuator) are highlighted in the diagram by bold border.

Fig. 5 Conceptual model's scheme
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Subsequently, its execution speed was tested in order to verify
its suitability for optimization purposes. It must be noted that,
despite being a relatively simplified numerical model, it shows
a good accuracy, guaranteeing a satisfying correspondence
with the experimental data (as reported in the following
sections). The proposed prognostic algorithm performs the
failure detection/evaluation by means of an optimization
process implemented by means of simulated annealing
algorithm; this process aims to minimize the value of
appropriate objective functions (typically related to the
magnitude of the error E(t) calculated comparing together
experimental and numerical data) by acting on well-defined
parameters of the numerical model. In particular, by means of
simulated annealing algorithm, the optimization process
modifies the parameter CSJ, representative of the dry frictions
acting on the EMA numerical model, up to identify its value
that minimizes the abovementioned objective functions. It is
clear that, in this case, the objective function of the
optimization problem is the error generated, for a well-defined
command input (Cmd pos), between the experimental data and
the corresponding model output. Before verifying the actual
ability of the proposed prognostic method to identify and
evaluate friction precursors, the calibration of the numerical
model parameters has been performed. The ideal values of
these parameters have been identified by comparing the
dynamic response of the real system in nominal conditions
(NC: e.g. nominal dry friction level and no other failures) with
that generated by the numerical model, then, identifying the
corresponding objective function (Eint) and, at last, applying
the proposed optimization process to the above parameters.

For instance, in Fig. 7 and 8 the experimental response of
the EMA test bench is compared with the corresponding
dynamic behaviors of the numerical model, putting clearly in
evidence the best match that occurs (between experimental and
simulated data) following of this calibration.

The model thus conceived and calibrated in NC was then
used to estimate the global amount of the dry friction torques
acting on the real EMA. The dynamic response of the real EM
actuation system (subjected to a well-defined system of
frictional actions) is compared with that produced by the
simulation model and, by means of the abovementioned
optimization method, it is calculated the value of the parameter
CSJ that minimizes the error between real and simulated.

It should be noted that this parameter, dimensionally
expressed in Newton·metre (Nm), is a global coefficient
representing the equivalent static frictional torque acting on
the whole EMA. The Simulated Annealing method used by the
proposed prognostic routine to perform the fault estimation is
implemented by means of Matlab Optimization Tool.

It must be noted that these optimizations have been carried
out in condition of unloaded actuator since, within an
operational scenario, these kinds of tests could be performed
on the ground, without any aerodynamic loads, but rather just
with the control surface weight, which is usually negligible
compared to the actuator's capabilities.

The problem of what type of signal should have been used
to test the optimization algorithm has not a precise solution
and depends strongly by the system's application. In the case
here examined, a sinusoidal linear frequency sweep wave was
chosen as standard input position signal for the parameter
estimation process. In fact, such a signal allows testing, at one
time, a wide range of system response frequencies.

For instance, in the low frequency range the stick-slip
motion could be highlighted, enabling the optimization
algorithm to finely tune the friction coefficients of the model
and, at the same time, adapt the other parameters according
also to the high frequency range, representing more
significantly the system dynamic response. A simple step or
ramp response could not comply with this necessity.

In order to obtain accurate results and assure a quick
algorithm convergence, the static friction coefficient CSJ
(varying during the optimization process in order to minimize
the error between experimental data and corresponding
numerical simulations) has been limited between a lower and
an upper bound (respectively LB and UB).

Fig. 7 EMA actuation speed before optimization

Fig. 8 EMA actuation speed after optimization
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In particular, CSJ can assume values from 0.01 Nm to 1.5
Nm which represent a quite large band given that its initial
value is assumed equal to 0.12 Nm (NC dry frictional torque
provided by motor datasheet) and the corresponding peak
torque of the motor is worth 1.48 Nm.

In order to test the performance of the proposed method,
different experimental tests have been conducted (with
different time-history input and different levels of failure) that
were then used as input to the optimization process performing
the failure analysis.

For instance, the following section shows the results gained
by the authors in case of experimental system affected by a
friction torque of 0.779 Nm4. In this case, the considered input
is a position command evolving like a sinusoidal linear
frequency sweep wave.

Figures 9 and 10, comparing the dynamic response of the
actual EMA with the corresponding numerical simulation
before and after the optimization, allow evaluating
immediately the effects that this optimization produces on the
behavior of the simulated system. As shown in Fig. 9, before
optimization the numerical model is not able to simulate the
dynamic response of the real "faulty" system (i.e. affected by
the fault in question) but, provided that the calibration of the
model parameters is correct, approximates the real "healthy"
system (i.e. in nominal conditions). The difference between the
real position of the test case and the corresponding non-
optimized numerical model is shown in Fig. 11 (blue curve).

Fig. 10 compares the trend of the instantaneous position of
the experimental "faulty" system (blue line) with that of the
optimized numerical model (green line). Compared to Fig. 9,
Fig. 10 puts in evidence how the optimization process, realized
by means of the Simulated Annealing algorithm, has
significantly reduced the error between experimental and
simulated data (as show in Fig. 11), increasing the accuracy of
the numerical model with respect to the performance of the
"faulty" test-bench. This means that the value of friction torque
CSJ estimated at the end of the optimization process is
reasonably close to the corresponding real and that, at least for
the considered typology of fault, this approach can be
satisfactorily used to identify / evaluate the failure. Finally,
Fig. 12 shows the diagram of the temperature of the Simulated
Annealing process concerning to the just described case.

4 Of course, the actuator could not be damaged to quickly obtain "real" faulty
data and even less there was enough time to carry out tests aimed at causing
wear or seizure in the system. Hence, an expedient had to be found. As the
MecVel actuator was equipped with an electric power-out safety brake
mounted on the motor's shaft, the authors decided to lower its nominal
voltage (24 V, i.e. brake not engaged) in order to increase the braking
torque applied to the motor and obtain a sort of "seizure" simulation (i.e. a
constant friction torque applied to the motor shaft which can alter its
response). In fact, supplying the brake with 11 V by means of a separate
power supply, a partial braking action is generated and, as a consequence,
the BDC motor exhibits large sticking zones and a much higher delay in
response. In this condition the braking torque applied should be
theoretically equal to 11 V / 24 V ·1.7 Nm = 0.779 Nm, given that the
maximum brake torque is 1.7 Nm. These behaviors could then be
assimilated to an incoming failure like a bearing binding which implies an
increase of the friction coefficients.

Fig. 11 Experimental vs simulated EMA position residuals before and
after optimization

Fig. 10 Experimental vs simulated EMA position after optimization

Fig. 9 Experimental vs simulated EMA position before optimization
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Comparing the results obtained with the proposed method it
is possible to notice how, in this case, the Simulated Annealing
algorithm has found a good solution, estimating a static
friction coefficient CSJ equal to 0.7352 Nm (and, therefore,
very close to the assumed experimental value of 0.779 Nm)
and, therefore, a 5.6% of accuracy5. It is clear that the brake is
heavily affecting the motor's motion causing a significant
increase of the friction torque. This can be considered as a
“limit" situation. Nevertheless, the simulated annealing
algorithm has found a good solution even if starting from a
totally different initial point. It can be further observed that the
backlash increase is negligible with respect to CSJ and that the
faulty CSJ is approximately half of the nominal brake torque
(1.7 Nm). Specifically, the resultant 5.6% of accuracy has to
be intended just as a rough estimate since it has been
calculated supposing that the brake was applying 0.779 Nm
but it is not an accurate datum. Finally, the dynamic friction
coefficient has decreased by -53%. Additional investigations,
performed taking into account also the effects due to electrical
noises, analog to digital conversion (ADC) problems, signal
transducers affected by offsets or electrical drifts or
(reasonable) variations of the boundary conditions, have put in
evidence the robustness and the accuracy of this algorithm.

VII. CONCLUSIONS

A model-based damage estimator for an electromechanical
actuation system has been developed and tested under different
operational conditions using the Simulated Annealing
optimization algorithm with a MATLAB Simulink model
capable of reproducing the effects of progressive growth of
friction acting on mechanical devices (this is simulated
properly modifying the static friction coefficient CSJ).

The experimental data useful to demonstrate the damage
estimator capabilities have been achieved by means of an
electromechanical system developed for this purpose.

5 It must be noted that the resultant 5.6% of accuracy, has to be intended just
as a rough estimate since it has been calculated supposing that the brake
was applying 0.779 Nm, but it is not an accurate datum because,at the
moment, this value is only estimated.

This test-bench is able to feed the physical system with
different type of signals (i.e. step, ramp, sinusoidal and generic
external commands, both in open and closed loop mode),
acquiring the position/speed response to a sinusoidal
frequency sweep input which showed to be effective within the
damage estimation process. The Simulated Annealing proved
to be very effective, as its execution times were fairly
acceptable (a few minutes) for an operational scenario.
However, this method showed a strong dependence of the
results on its initialization settings (i.e. initial temperature,
function tolerance, reannealing interval) and also on the
variables bounds which have to be chosen carefully, making,
for example, some considerations regarding their physical
limits. In view of the achieved results, this kind of damage
estimator can be considered a very powerful tool for PHM
applications. Hence its developing should be further improved.
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Abstract—This paper deals with the application of such robust 

methods of point parameter estimation, as the methods of L-moments 
and TL-moments on economic data. The advantages of these highly 
robust parametric estimation methods are aware when applied to 
small data sets, especially in the field of hydrology, meteorology and 
climatology, in particular considering extreme precipitation. The 
main aim of this contribution is to use these methods on large 
datasets, and comparison the accuracy of these two methods of 
parametric estimation with the accuracy of the method of maximum 
likelihood, especially in terms of efficiency of parametric estimation. 
The study is divided into a theoretical part, in which mathematical 
and statistical aspects are described, and an analytical part, during 
which the results of the use of three robust parametric estimation 
methods are presented. Total 168 income distributions of the years 
from 1992 to 2007 in the Czech Republic (distribution of net annual 
income per capita in CZK) were analyzed. There are a total income 
distribution for all households of the Czech Republic together and 
further the income distributions broken down by gender, job 
classification, classification of economic activities, age and 
educational attainment. Three-parametric lognormal curves represent 
the basic theoretical probability distribution. For all analyzed income 
distributions parameters of this model distribution were estimated 
using the method of TL-moments, method of L-moments and 
maximum likelihood method simultaneously and accuracy of these 
methods were then compared. 
 

Keywords—L-moments and TL-moments of probability 
distribution, order statistics, quantile function, sample L-moments 
and TL-moments. 

I. INTRODUCTION 
HE advantages of these highly robust parametric 
estimation methods are aware when applied to small data 

sets, especially in the field of hydrology, meteorology and 
climatology, in particular considering extreme precipitation. 
The main aim of this contribution is to use these methods on 
large datasets, and comparison the accuracy of these two 
methods of parametric estimation with the accuracy of the 
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method of maximum likelihood, especially in terms of 
efficiency of parametric estimation. 

There are a total income distribution for all households of 
the Czech Republic together and further the income 
distributions broken down by gender, job classification, 
classification of economic activities, age and educational 
attainment. Three-parametric lognormal curves represent the 
basic theoretical probability distribution. For all analyzed 
income distributions parameters of this model distribution 
were estimated using the method of TL-moments, method of 
L-moments and maximum likelihood method simultaneously 
and accuracy of these methods were then compared. 

L-moments form the basis for a general theory, which 
includes the summarization and description of the theoretical 
probability distributions, summarization and description of 
obtained sample data sets, parameter estimation of theoretical 
probability distributions and hypothesis testing of parameter 
values for the theoretical probability distributions. The theory 
of L-moments includes such established methods such as the 
use of order statistics and Gini middle difference and this 
leads to some promising innovations in the area of measuring 
skewness and kurtosis of the distribution and it provides the 
relatively new methods of parameter estimation for individual 
distribution. L-moments can be defined for any random 
variable whose expected value exists. The main advantage of 
L-moments over conventional moments is that the L-moments 
can be estimated by linear functions of sample values and they 
are more resistant to the influence of sample variability. L-
moments are more robust than conventional moments to the 
existence of outliers in the data and they allow better 
conclusions obtained on the basis of the small samples of 
basic probability distribution. L-moments sometimes bring 
even more efficient parameter estimations of parametric 
distribution than the estimations acquired using maximum 
likelihood method, particularly for small samples. 

L-moments have certain theoretical advantages over 
conventional moments resting in the ability to characterize a 
wider range of distribution and they are more resistant to the -
compared with conventional moments, L-moments are less 
prone to estimation bias and approximation by asymptotic 
normal distribution is more accurate in finite samples. 

Let X be a random variable having a distribution with 
distribution function F(x) and quantile function x(F), and let 
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X1, X2, …, Xn is a random sample of sample size n from this 
distribution. Then X...XX nnnn ::2:1 ≤≤≤  are the order 
statistics of random sample of sample size n, which comes 
from the distribution of random variable X. 

L-moments are analogous to conventional moments. They 
can be estimated based on linear combinations of sample order 
statistics, i.e. L-statistics. L-moments are an alternative system 
describing the shape of the probability distribution.  

II. THEORY AND METHODS  

A. L-moments of Probability Distribution 
The problem of L-moments is discussed for example in [1] 

or [2]. Let X be a continuous random variable that has a 
distribution with distribution function F(x) and the quantile 
function x(F). Let X...XX nnnn ::2:1 ≤≤≤  be the order 
statistics of random sample of sample size n, which comes 
from the distribution of random variable X. L-moment of the 
r-th order of random variable X is defined 
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The expected value of the r-th order statistic of random 
sample of sample size n has the form 
 

.)(d)]([1)]([)(
!)(!)1(

!
)(

1

0

1
: xFxFxFFx

rnr
n

XE rnr
nr ∫ −⋅⋅⋅

−⋅−
= −−

 
(2) 

 
If we substitute equation (2) into equation (1), we obtain after 
adjustments 
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and )]([ xFPr

∗  is the r-th shifted Legendre polynomial. We also 
obtain substituting expression (2) into expression (1)  
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The letter „L“ in title „L-moments“ stresses that the r-th L-
moment λr is a linear function of the expected value of a 
certain linear combination of order statistics. Own estimation 
of the r-th L-moment λr based on the obtained data sample is 
then a linear combination of order data values, i.e. L-statistics. 
The first four L-moments of the probability distribution are 
now defined 
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The probability distribution can be specified by its L-
moments, even if some of its conventional moments do not 
exist, but the opposite is not true. It can be proved that the first 
L-moment λ1 is the location characteristic, the second L-
moment λ2 is the variability characteristic. It is often desirable 
to standardize higher L-moments λr, r ≥ 3, so that they are 
independent on specific units of the random variable X. The 
ratio of L-moments of the r-th order of random variable X is 
defined 
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We can also define a function of L-moments, which is 

analogous to the classical coefficient of variation, i.e. the so 
called L-coefficient of variation 
 

.
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λ

λ
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(11) 

 
The ratio of L-moments τ3 is the skewness characteristic 

and the ratio of L-moments τ4 is the kurtosis characteristic of 
the corresponding probability distribution. Main properties of 
the probability distribution are very well summarized by the 
following four characteristics: L-location λ1, L-variability λ2, 
L-skewness τ3 and L-kurtosis τ4. L-moments λ1 and λ2, L-
coefficient of variation τ and ratios of L-moments τ3 and τ4 are 
the most useful characteristics for summarization of 
probability distribution. Their main properties are: existence 
(if the expected value of the distribution exists, then all its L-
moments exist) and uniqueness (if the expected value of the 
distribution exists, then L-moments define the only one 
distribution, i.e. no two distributions have the same L-
moments. Using equations (6)−(9) and equation (10) we 
obtain the expressions for L-moments, respectively for the 
ratios of L-moments for the case of chosen probability 
distributions, see Table I. 

B. Sample L-moments 
L-moments are usually estimated by random sample 

obtained from an unknown distribution. Since the r-th L-
moment λr is a function of the expected values of order 
statistics of a random sample of sample size r, it is natural to 
estimate it using the so-called U-statistic, i.e. the 
corresponding function of sample order statistics (averaged 
over all subsets of sample size r, which may be formed from 
the obtained random sample of sample size n). 
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Table I.  Formulas for the Distribution Function or Quantile 
Function, and for L-Moments and Ratios of L-Moments of 

Chosen Probability Distributions 
 
 

Distribution 

Distribution function 
F(x) or quantile 
function x(F) 

 
L-moments and ratios 

of L-moments 
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Lognormal 
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Source: [13]; own research 

 

Table I.  Continuation 
 
 

Distribution 

Distribution function 
F(x) or quantile 
function x(F) 

 
L-moments and ratios 

of L-moments 
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Let x1, x2, …, xn is the sample and x...xx nnnn ::2:1 ≤≤≤  

is order sample. Then the r-th sample L-moment can be 
written as 
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Hence the first four sample L-moments have the form 
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U-statistics are widely used especially in nonparametric 

statistics. Their positive properties are: absence of bias, 
asymptotic normality and some slight resistance due to the 
influence of outliers. 

When calculating the r-th sample L-moment it is not 
necessary to repeat the process over all sub-sets of sample size 
r, but this statistic can be expressed directly as a linear 
combination of order statistics of a random sample of sample 
size n. 

If we thing the estimation of E(Xr:r) obtained using U-
statistics, this estimation can be written as r ·br−1, where 
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therefore generally 

 
1) Ix(p, q) is incomplete beta function 
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The first four sample L-moments can be therefore written as 
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Table II.  Formulas for Estimations of Parameters Taken by 
the Method of L-Moments of Chosen Probability 

Distributions 

Distribution Parameter estimation 
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2) Φ−1(·) is quantile function of standardized normal distribution 

 
We can therefore write generally 
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Use of sample L-moments is similar to the use of sample 

conventional L-moments. Sample L-moments summarize the 
basic properties of the sample distribution, which are the 
location (level), variability, skewness and kurtosis. Thus, 
sample L-moments estimate the corresponding properties of 
the probability distribution from which the sample comes, and 
they can be used in estimating the parameters of the relevant 
probability distribution. L-moments are often preferred over 
conventional moments within such applications, since, as the 
linear functions of sample values, sample L-moments are less 
sensitive to sample variability than conventional moments, or 
to measurement errors in the case of extreme observations. L-
moments therefore lead to more accurate and robust 
estimations of parameters or characteristics of the basic 
probability distribution. 

Sample L-moments have been used previously in the 
statistics, although not as part of a unified theory. The first 
sample L-moment l1 is a sample L-location (sample average), 
the second sample L-moment l2 is a sample L-variability. 
Natural estimation of the ratio of L-moments (10) is the 
sample ratio of L-moments 
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Hence t3 is a sample L-skewness and t4 is a sample L-kurtosis. 
Sample ratios of L-moments t3 and t4 may be used as 
characteristics of skewness and kurtosis of the sample data set. 

Gini middle difference relates to the sample L-moments and 
it has the form 
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and Gini coefficient, which depends only on a single 
parameter σ in the case of two-parametric lognormal 
distribution, but it depends on the values of all three 
parameters in the case of three-parametric lognormal 
distribution. Table II presents the expressions for parameter 
estimations of chosen probability distributions obtained using 
the method of L-moments. For more details see for example 
[3]‒ [14].  

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 66



 

 

C. TL-moments of Probability Distribution 
An alternative robust version of L-moments will be 

introduced now. This modification of L-moments is called the 
„trimmed L-moments“ and it is noted TL-moments. In this 
modification of L-moments the expected values of order 
statistics of random sample in the definition of L-moments of 
probability distributions are replaced with expected values of 
order statistics of larger random sample and the sample size 
grows in such a way that it corresponds to the total size of the 
adjustment, as shown below. 

TL-moments have certain advantages over conventional L-
moments and central moments. TL-moment of probability 
distribution may exist even if the corresponding L-moment or 
central moment of this probability distribution does not exist, 
as it is the case of Cauchy distribution. Sample TL-moments 
are more resistant to outliers in the data. Method of TL-
moments is not intended to replace the existing robust 
methods, but rather as their supplement, especially in 
situations where we have outliers in the data. 
In this alternative robust modification of L-moments the 
expected value E(Xr-j:r) is replaced by the expected value 
E(Xr+t1−j : r+t1+t2). Thus, for each r we increase the sample 
size of random sample from the original r to r + t1 + t2 and we 
work only with the expected values of these r modified order 
statistics Xt1+1:r+t1+t2, Xt1+2:r+t1+t2, …, Xt1+r:r+t1+t2 by 
trimming the t1 smallest and the t2 largest from the conceptual 
sample. This modification is called the r-th trimmed L-
moment (TL-moment) and it is marked .), 21(λ tt

r  Thus, TL-
moment of the r-th order of random variable X is defined 
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It is evident from the expressions (30) and (1) that TL-
moments reduce to L-moments where t1 = t2 = 0. Although we 
can also consider applications where the adjustment values are 
not equal, i.e. t1 ≠ t2, we focus here only on the symmetric 
case t1 = t2 = t. Then the expression (30) can be rewritten 
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Thus, for example )( 21:1

(
1

) XE tt
t

++=λ  is the expected value of 
the median of the conceptual random sample of sample size 
1 + 2t. It is necessary to note here that λ )(

1
t  is equal to zero for 

distributions that are symmetrical around zero. 
The first four TL-moments have the form for t = 1 

 
,)( 3:2

)1(
1 XE=λ  (32) 

,)(
2
1

4:24:3
)1(

2 XXE −=λ  (33) 

,)2(
3
1

5:25:35:4
)1(

3 XXXE +−=λ  
 

(34) 

.)33(
4
1

6:263:6:46:5
)1(

4 XXXXE −+−=λ
 (35) 

Measurements of location, variability, skewness and kurtosis 
of the probability distribution analogous to conventional L-
moments (6)−(9) are based on λλλλ )))) 1(

4
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Expected value E(Xr:n) can be written using the formula (2). 

Using equation (2) we can re-express the right side of 
equation (31)  
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It is necessary to notify here that λ=λ rr

)0(  represents normal 
the r-th L-moment with no adjustment. 

Expressions (32)−(35) for the first four TL-moments (t = 1) 
may be written in an alternative manner 
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Distribution may be identified by its TL-moments, although 
some of its L-moments and conventional moments do not exit. 
For example λ )1(

1  (the expected value of median of conceptual 
random sample of sample size three) exists for Cauchy 
distribution, although the first L-moment λ1 does not exit. 

TL-skewness τ )(
3
t  and TL-kurtosis τ )(

4
t  can be defined 

analogously as L-skewness τ3  and L-kurtosis τ4  
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D. Sample TL-moments 
Let x1, x2, …, xn is the sample and x...xx nnnn ::2:1 ≤≤≤  is 

order sample.  The expression 
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is considered to be an unbiased estimation of the expected 
value of the (j + 1)-th order statistic Xj+1:j+l+1 in the conceptual 
random sample of sample size (j + l + 1). Now we assume that 
in the definition of the TL-moment λ )(t

r  in (31) we replace the 
expression E(Xr+t−j:r+2t ) by its unbiased estimation 
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which is obtained by assigning j → r + t − j − 1 a l → t + j 
in (43). Now we get the r-th sample TL-moment 
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i.e. 
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which is an unbiased estimation of the r-th TL-moment .t

rλ )(
 

Note that for each j = 0, 1, …, r – 1 the values xi:n in (46) are 
not equal to zero only for r + t − j ≤ i ≤ n − t –j relative to the 
combination numbers. Simple adjustment of equation (46) 
provides an alternative linear form 
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For example, we obtain for the first sample TL-moment for 

r = 1 
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where the weights are given by 
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The above results can be used to estimate TL-skewness τ )(

3
t  

and TL-kurtosis τ )(
4
t  by simple ratios 
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We can choose t = nα representing the amount of 

adjustment from each end of the sample, where α is a certain 
ratio, where 0 ≤ α < 0,5.   

Table III contains the expressions for TL-moments and 
ratios of TL-moments and expressions for parameter 
estimations of chosen probability distributions obtained using 

the method of TL-moments (t = 1), more see for example in 
[15].   
 

Table III.  Formulas for TL-Moments and Ratios of TL-
Moments and Formulas for Estimations of Parameters Taken 

by the Method of TL-Moments of Chosen Probability 
Distributions (t = 1) 

 
Distribution 

TL-moments and ratios of 
TL-moments 

Parameter 
estimation 

 

Normal 

µ=λ(1)
1

 

σ=λ ,2970(1)
2

 

0(1)
3 =τ  

,0620(1)
4 =τ  

lˆ =µ (1)
1

 

0,297

(1)
2lˆ =σ

 

 

Logistic 

µ=λ(1)
1

 

σ=λ ,5000(1)
2

 

0(1)
3 =τ  

,0830(1)
4 =τ  

 
lˆ =µ (1)
1

 

lˆ 2 (1)
2=σ  

 

Cauchy 

µ=λ(1)
1

 

σ=λ ,6980(1)
2

 

0(1)
3 =τ  

,3430(1)
4 =τ  

 
lˆ =µ (1)
1

 

0,698

(1)
2lˆ =σ

 

 
 
 

Exponential 

6
5(1)

1
α

=λ
 

4
(1)
2

α
=λ

 

9
2(1)

3 =τ
 

12
1(1)

4 =τ
 

 
 
 

5
6 (1)

1lˆ =α
 

Source: [12]; own research 

 

E. Maximum Likelihood Method 
Let the random sample of sample size n comes from three-

parametric lognormal distribution with probability density 
function 

 

f(x; µ, σ2, θ) ,
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else,  
 
where –∞ < µ < ∞, σ2 > 0, –∞ < θ < ∞ are parameters. Three-
parametric lognormal distribution is described in detail for 
example in [8], [9], [11] or [12]. 

The likelihood function then has the form 
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We determine the natural logarithm of the likelihood function 
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We put the first partial derivations of the logarithm of the 
likelihood function according to μ and σ2 in the equality to 
zero. We obtain a system of likelihood equations 
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After adjustment we obtain maximum likelihood estimations 
of the parameters μ and σ2 for the parameter θ  
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If the value of the parameter θ is known, we get maximum 

likelihood estimations of the remaining two parameters of 
three-parametric lognormal distribution using equations (57) 
and (58). However, if the value of the parameter θ is 
unknown, the problem is more complicated. It can be proved 
that if the parameter θ closes to min{X1, X2, …, Xn}, then the 
maximum likelihood approaches to infinity. The maximum 
likelihood method is also often combined with Cohen method, 
where we put the smallest sample value to be equal to the 
100 ⋅ (n + 1)− 1

 -percentage quantile 
 

.)(exp )1(min 1uˆˆˆx n
V

+ −⋅σ+µ+θ=
 

(59) 
 
Equation (59) is then combined with a system of equations 
(57) and (58). 

For solving of maximum likelihood equations (57) and (58) 
it is also possible to use θ̂  satisfying the equation 
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where )(and)( θσθµ ˆˆˆˆ  satisfy equations (57) and (58) with the 

parameter θ replaced by .θ̂  We may also obtain the limits of 
variances 
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(64) 

III. DISCUSSION AND RESULTS 
In the past L-moments were mainly used in hydrology, 

climatology and meteorology in the research of extreme 
precipitation, see for example [14]. There are mainly small 
data sets in this cases. This study presents an application of L-
moments and TL-moments on large sets of economic data, 
Table IV presents the sample sizes of obtained sample sets of 
households. 

The researched variable is the net annual household income 
per capita (in CZK) within the Czech Republic (nominal 
income). The data obtained come from a statistical survey 
Microcensus – years 1992, 1996, 2002, and statistical survey 
EU-SILC (The European Union Statistics on Income and 
Living Conditions) – the period 2004-2007, from the Czech 
Statistical Office. Total 168 income distributions were 
analyzed this way, both for all households of the Czech 
Republic together and also broken down by gender, country 
(Bohemia and Moravia (including Silesia), see Fig. 1), social 
groups, municipality size, age and the highest educational 
attainment, while households are classified into different 
subsets according to the head of household, which is man in 
the vast majority of households. Sharply smaller sample sizes 
for women than for men in Table IV correspond to this fact. 
Head of household is always a man in two-parent families of 
the type the husband and wife or two partners, regardless of 
the economic activity. In single-parent families of the type 
only one parent with children and in non-family households, 
where persons are not related by marriage or by union partner, 
nor parent-child relationship, the first decisive criterion for 
determining the head of household is the economic activity 
and the second aspect is the amount of money income of 
individual household members. This criterion also applies in 
the case of more complex types of households, such as the 
case of joint management of more than two-parent families. 

The parameters of three-parametric lognormal curves were 
estimated simultaneously using three robust methods of 
parametric estimation, namely the method of TL-moments, the 
method of L-moments and the maximum likelihood method 
and accuracy of these methods were compared with each other 
using the familiar test criterion 
 

∑
= π

π−
=χ

k

i n i

n ini

1
,

)( 2
2

 
(65) 

 
where ni are the observed frequencies in individual income 
intervals, πi are the theoretical probabilities of belonging of 
statistical unit to the i-th interval, n ⋅ πi are the theoretical 
frequencies in individual income intervals, , i = 1, 2, ..., k, n is 
the total sample size of the corresponding statistical set and 
k is the number of intervals.  
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Table IV. Sample sizes of income distributions broken down by relatively homogeneous categories 
  

Set 
Year 

G
en

de r 
1992 1996 2002 2004 2005 2006 2007 

Men 12,785 21,590 5,870 3,203 5,456 7,151 8,322 
Women 3,448 6,558 2,103 1,148 2,027 2,524 2,972 

C
ou

nt
ry

 Czech Republic 16,233 28,148 7,973 4,351 7,483 9,675 11,294 
Bohemia 9,923 22,684 5,520 2,775 4,692 6,086 7,074 
Moravia 6,310 5,464 2,453 1,576 2,791 3,589 4,220 

So
ci

al
 g

ro
up

 Lower employee 4,953 4,963 1,912 1,068 1,880 2,385 2,811 
Self-employed 932 1,097 740 391 649 802 924 
Higher employee 3,975 4,248 2,170 1,080 1,768 2,279 2,627 
Pensioner with s EA 685 594 278 178 287 418 493 
Pensioner without EA 4,822 4,998 2,533 1,425 2,577 3,423 4,063 
Unemployed 189 135 172 131 222 258 251 

M
un

ic
ip

a
lit

y 
si

ze
 0–999 inhabitants 2,458 3,069 999 727 1,164 1,607 1,947 

1,000–9,999 inhabitants 4,516 4,471 2,300 1,233 2,297 3,034 3,511 
10,000–99,999 inhabitants 5,574 5,755 2,401 1,508 2,655 3,347 3,947 
100,000 and more inhabitants 3,685 2,853 2,273 883 1,367 1,687 1,889 

A
ge

 

To 29 years 1,680 2,809 817 413 627 649 827 
From 30 to 39 years 3,035 4,718 1,398 716 1,247 1,620 1,655 
From 40 to 49 years 3,829 6,348 1,446 738 1,249 1,609 1,863 
From 50 to 59 years 2,621 5,216 1,642 919 1,581 2,051 2,391 
From 60 years 5,068 9,057 2,670 1,565 2,779 3,746 4,558 

Ed
uc

at
io

n 

Primary 9,302 15,891 3,480 553 940 1,183 1,385 
Secondary 4,646 3,172 2,493 3,186 5,460 7,168 8,371 
Complete secondary 1,951 6,356 1,129 118 282 266 319 
Tertiary 334 2,729 871 494 801 1,058 1,219 

Source: Own research 
 
 

However, the question of the appropriateness of the model 
curve for income distribution is not quite common 
mathematical and statistical issue in which we test the null 
hypothesis 

H0: The sample comes from the assumed theoretical 
distribution 

against the alternative hypothesis 
H1: non H0, 

because in goodness of fit tests in the case of income 
distribution we meet frequently with the fact that we work 
with large sample sizes and therefore the tests would almost 
always lead to the rejection of the null hypothesis. This results 
not only from the fact that with such large sample sizes the 
power of the test is so high at the chosen significance level 
that the test uncovers all the slightest deviations of the actual 
income distribution and a model, but it also results from the 
principle of construction of the test. But practically we are not 
interested in such small deviations, so only gross agreement of 
the model with reality is sufficient and we so called “borrow” 
the model (curve). Test criterion χ2 can be used in that 
direction only tentatively. When evaluating the suitability of 
the model we proceed to a large extent subjective and we rely 
on experience and logical analysis.  

Method of TL-moments provided the most accurate results 
in almost all cases, with the negligible exceptions. Method of 

L-moments results as the second in more than half of the 
cases, although the differences between the method of L-
moments and maximum likelihood method are not distinctive 
enough to turn in the number of cases where the method of L-
moments came out better than maximum likelihood method. 
Table V is a typical representative of the results for all 168 
income distributions. This table provides the results for the 
total household sets in the Czech Republic. It contains the 
estimated values of the parameters of three-parametric 
lognormal distribution, which were obtained simultaneously 
using the method of TL-moments, method of L-moments and 
maximum likelihood method, and the value of test criterion 
(65). This is evident from the values of the criterion that the 
method of L-moments brought more accurate results than 
maximum likelihood method in four of seven cases. The most 
accurate results were obtained using the method of TL-
moments in all seven cases. 

The estimation of the value of the parameter θ (beginning 
of the distribution, theoretical minimum) obtained using the 
maximum likelihood method is negative in 1992 and 2005–
2007. This mean that three-parametric lognormal curve gets 
into negative values initially its course in terms of income. 
Since at first the curve has very tight contact with the 
horizontal axis, it does not matter good agreement of model 
with real distribution. 
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Table. V. Parameter estimations of three-parametric lognormal curves obtained using three various robust methods of point 

parameter estimation and the value of χ2 criterion 
 
 
Year 

 
Method of TL-moments 

 
Method of L-moments 

Maximum likelihood method 

μ σ2 θ μ σ2 θ μ σ2 θ 
1992 
1996 
2002 
2004 
2005 
2006 
2007 

9.722 
10.334 
10.818 
10.961 
11.006 
11.074 
11.156 

0.521 
0.573 
0.675 
0.552 
0.521 
0.508 
0.472 

14,881 
25,981 
40,183 
39,899 
40,956 
44,941 
48,529 

9.696 
10.343 
10.819 
11.028 
11.040 
11.112 
11.163 

0.700 
0.545 
0.773 
0.675 
0.677 
0.440 
0.654 

14,491 
25,362 
37,685 
33,738 
36,606 
40,327 
45,634 

10.384 
10.995 
11.438 
11.503 
11.542 
11.623 
11.703 

0.390 
0.424 
0.459 
0.665 
0.446 
0.435 
0.421 

-325 
52.231 
73.545 

7.675 
-8.826 

-42.331 
-171.292 

  

Year Criterion χ2 Criterion χ2 Criterion χ2 
1992 739.512 811.007 1,227.325 
1996 1,503.878 1,742.631 2,197.251 
2002 998.325 1,535.557 1,060.891 
2004 494.441 866.279 524.478 
2005 731.225 899.245 995.855 
2006 831.667 959.902 1,067.789 
2007 1,050.105 1,220.478 1,199.035 

Source: Own research 
 

 

Bohemia

Moravia

 
Fig. 1. Map of the Czech Republic (Bohemia and Moravia) 

Source: www.google.cz
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Fig. 2. Model probability density functions of three-parametric lognormal curves in 1992 with parameters estimated using three 
various robust methods of point parameter estimation 

Source: Own research
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Fig. 3. Model probability density functions of three-parametric lognormal curves in 2004 with parameters estimated using 
three various robust methods of point parameter estimation 

Source: Own research 
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 Fig. 4. Model probability density functions of three-parametric lognormal curves in 2007 with parameters estimated using three 
various robust methods of point parameter estimation 

Source: Own research 
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Fig. 5. Development of model and sample median of net annual household income per capita (in CZK) 

Source: Own research 
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Fig. 6. Development of probability density function of three-parameter lognormal curves with parameters estimated using the 

method of TL-moments 
Source: Own research 
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Fig. 7. Development of probability density function of three-parameter lognormal curves with parameters estimated using the 

method of L-moments 
Source: Own research 
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Fig. 8. Development of probability density function of three-parameter lognormal curves with parameters estimated using the 

maximum likelihood method 
Source: Own research 

 

0

1

2

3

4

5

6

re
la

tiv
e 

fr
eq

ue
nc

y 
(%

)

middle of interval of net annual household income per capita (in CZK)
 

Fig. 9. Model ratios of employees by the band of net annual household income per capita with parameters of three-parametric 
lognormal curves estimated by the method of TL-moments in 2007 

Source: Own research 
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Fig. 10. Model ratios of employees by the band of net annual household income per capita with parameters of three-
parametric lognormal curves estimated by the method of L-moments in 2007 

Source: Own research 
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Fig. 11. Model ratios of employees by the band of net annual household income per capita with parameters of three-
parametric lognormal curves estimated by the maximum likelihood method in 2007 

Source: Own research 
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Fig. 12. Sample ratios of employees by the band of net annual household income per capita in 2007 
Source: Own research 

Figs. 2–4 allow the comparison of these methods in terms 
of model probability density functions in choosing years 
(1992, 2004 and 2007) for the total set of households 
throughout the Czech Republic together. It should be noted at 
this point that other scale is on the vertical axis in Fig. 2 than 
in Figs. 3 and 4 for better legibility, because income 
distribution just after the transformation of the Czech 
economy from a centrally planned to a marked economy still 
showed different behaviour (lower level and variability, 
higher skewness and kurtosis) than the income distribution 
closer to the present. It is clear from these three figures that 
the methods of TL-moments and L-moments bring the very 
similar results, while the probability density function with the 
parameters estimated by maximum likelihood method is very 
different from model probability density functions constructed 
using the method of TL-moments and the method of L-
moments. 

Fig. 5 also provides some comparison of the accuracy of 
these three methods of point parameter estimation. It 
represents the development of the sample median and the 
theoretical medians of lognormal distribution with parameters 
estimated using the method of TL-moments, method of L-
moments and maximum likelihood method in the researched 
period again for the total set of households of the Czech 
Republic. It is also clear from this figure that the curve 
representing the course of the theoretical medians of 
lognormal distribution with parameters estimated by methods 
of TL-moments and L-moments are more tightly to the curve 

showing the course of sample median compared with the 
curve representing the development of theoretical median of 
lognormal distribution with parameters estimated by 
maximum likelihood method. 

Figs. 6–8 show the development of the model probability 
density functions of three-parametric lognormal distribution 
again with parameters estimated using three researched 
methods of parameter estimation in the analysed period for 
total set of households of the Czech Republic. Also, in view of 
these figures income distribution in 1992 shows a strong 
difference from the income distributions in next years. Also 
here, we can observe a certain similarity of the results taken 
using the methods of TL-moments and L-moments and 
considerable divergence of the results obtained using these 
two methods of point parameter estimation from the results 
obtained using the maximum likelihood method. 

Figs. 9–11 then represent the model relative frequencies 
(in %) of employees by the band of net annual household 
income per capita in 2007 obtained using three-parametric 
lognormal curves with parameters estimated by the method of 
TL-moments, method of L-moments and maximum likelihood 
method. These figures also allow some comparison of the 
accuracy of the researched methods of point parameter 
estimation compared with Fig. 12, where are the really 
observed relative frequencies in individual income intervals 
obtained from a sample.  
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IV.  CONCLUSION 
Relatively new class of moment characteristics of 

probability distributions were here introduced. There are the 
characteristics of location (level), variability, skewness and 
kurtosis of probability distributions constructed using L-
moments and TL-moments that are robust extension of L-
moments. Own L-moments have been introduced as a robust 
alternative to classical moments of probability distributions. 
However, L-moments and their estimations lack some robust 
features that belong to TL-moments. 

Sample TL-moments are linear combinations of sample 
order statistics, which assign zero weight to a predetermined 
number of sample outliers. Sample TL-moments are unbiased 
estimations of the corresponding TL-moments of probability 
distributions. Some theoretical and practical aspects of TL-
moments are still the subject of research or they remain for 
future research. Efficiency of TL-statistics depends on the 
choice of α, for example, lll ))) 2(

1
1(

1
0(

1 ,,  have the smallest 
variance (the highest efficiency) among other estimations for 
random samples from normal, logistic and double exponential 
distribution. 

The above methods can be also used for modeling the wage 
distribution or other analysis of economic data (among other 
methods, see for example [16] or [17]). 
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Stability breakdown along a line of equilibria in

nonlinear circuits with memristors
Ricardo Riaza

Abstract—The design in 2008 of a device with a memristive
characteristic has had a great impact in electronics, specially at the
nanometer scale. This device, whose existence was predicted by Leon
Chua in 1971 for symmetry reasons, is governed in a flux-controlled
setting by a relation of the form i = W (ϕ)v, and systematically leads
to the presence of non-isolated equilibria. In this communication we
examine how the stability of such manifolds of equilibria may break
down when normal hyperbolicity fails. This phenomenon may be due
to the transition of an eigenvalue either through the origin or through
infinity. Our approach is a graph-theoretic one, aiming at the analysis
of such phenomena in terms of the topology of the digraph underlying
the circuit.

Keywords—Nonlinear circuit, memristor, equilibrium, stability,
normal hyperbolicity, bifurcation.

I. INTRODUCTION

MEMRISTORS are electronic devices defined by a

charge-flux characteristic. Their existence was pre-

dicted for symmetry reasons by Leon Chua in 1971, since

resistors, capacitors and inductors are defined by voltage-

current, charge-voltage and flux-current relations, respectively.

The charge-flux characteristic was the only one lacking in

this set of relations, since the charge-current and the flux-

voltage pairs are related by the electromagnetic laws q′ = i,

ϕ′ = v. The design of such a memory-resistor or memristor

at the nanometer scale announced by an HP team in 2008 [1]

has driven a lot of attention to these devices. The flux-charge

relation may have either a charge-controlled form ϕ = φ(q)
or a flux-controlled one q = σ(ϕ) [2]. We will focus on the

latter but dual results apply to the charge-controlled case.

Applications of memristors and other memory devices are

being reported in many fields: see [3], [4], [5], [6], [7], [8],

[9], [10], [11], [12], [13], [14], [15], [16], [17] and references

therein. In particular, a significant impact in industry is ex-

pected to happen in the near future because of the use of

memristors in non-volatile memory design. Not only from the

point of view of applications but also from a mathematical

perspective this device poses challenging problems. In this

communication we focus on stability problems related to the

systematic presence of manifolds of non-isolated equilibria

in circuits including this device. These problems will be

addressed in Section III, after compiling some introductory

material on Section II. Finally, some concluding remarks can

be found on Section II.

R. Riaza is with the Departmento de Matemática Aplicada a las TIC, ETSI
Telecomunicación, Universidad Politécnica de Madrid, 28040 Madrid, Spain.
ricardo.riaza@upm.es

II. MEMRISTIVE CIRCUITS

A. The memristor

As indicated above, a flux-controlled memristor is defined

by a nonlinear, differentiable relation

q = σ(ϕ);

time derivation yields, by means of the identities q′ = i, ϕ′ =
v, the current-voltage characteristic

i = W (ϕ)v, (1)

where W (ϕ) = σ′(ϕ) is the memductance. The dual case is

defined by a flux-charge relation ϕ = φ(q) which yields a

voltage-current characteristic of the form

v = M(q)i, (2)

where M(q) = φ′(q) is the so-called memristance. Note that

(2) is reminiscent of Ohm’s law, but the “resistance” M(q)
now depends on the charge q, which is the time-integral of

the current i; for this reason the device’ characteristic keeps

track of its own history. The name memristor, which is an

abbreviation of memory-resistor, comes from this remark [2].

Similar remarks apply to the flux-controlled case defined by

(1); this form will be assumed throughout the document.

B. Branch-oriented modelling of memristive circuits

For the sake of simplicity we will focus the attention

on a restricted class of memristive circuits, just including

flux-controlled memristors, voltage-controlled resistors, and

capacitors. We will refer to these as WGC-circuits. Dual

devices (charge-controlled memristors, current-controlled re-

sistors, and inductors) as well as voltage and current sources

are precluded in order to keep the discussion as simple as

possible, but the results may be proved to hold in general. The

essential mathematical aspects of the discussion are already

present in WGC-circuits. To focus on cases with a one-

dimensional manifold (that is, a line) of equilibria we will

further assume that the circuit has a unique memristor.

Such circuits can be described by the differential-algebraic

model (cf. [18], [19])

ϕ′

m
= vm (3)

C(vc)v
′

c
= ic (4)

0 = Bmvm +Bcvc +Brvr (5)

0 = QmW (ϕm)vm +Qcic +Qrg(vr). (6)

Here the subscripts m, c, r correspond to memristors, capaci-

tors and resistors; C(vc) is the incremental capacitance matrix,
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and ir = g(vr) is the current-voltage characteristic of resis-

tors, which is assumed to be differentiable; the incremental

conductance matrix is then G(vr) = g′(vr). Note that (3)-(6)

is a branch-oriented model (cf. [18]) which uses a description

of Kirchhoff laws in the form Bv = 0, Qi = 0 in terms of

reduced loop and cutset matrices B and Q. The columns of

these matrices are split according to the nature of the different

devices, so that B = (Bm Bc Br), Q = (Qm Qc Qr)
(find details in [18], [20]).

Working scenario. Both C(vc) and G(vr) are assumed to be

positive definite everywhere; in circuit-theoretic terms, this

means that capacitors and resistors are strictly locally passive.

We also assume that g(0) = 0, and focus the analysis on the

line of equilibria defined by the vanishing of the right-hand

side of (3)-(6) when vm = ic = vc = vr = 0, in order to

examine the qualitative behavior of the system as the variable

ϕm changes along this line. Specifically, we will assume that

W (0) = 0 and W ′(0) 6= 0, so that the memristor becomes

active as ϕm undergoes the null value. Recall that a memristor

is said to be strictly locally passive (resp. active) at a given

value of ϕ if W (ϕ) > 0 (resp. W (ϕ) < 0).

The vanishing of W may lead to the loss of normal

hyperbolicity of the line of equilibria described above. An

m-dimensional manifold of equilibrium points in an n-

dimensional system is said to be normally hyperbolic if n−m

eigenvalues of the linearization are away from the imaginary

axis [21]: note that m eigenvalues necessarily vanish because

of the presence of an m-dimensional manifold of equilibria.

In our context, depending on the topology of the circuit and,

specifically, on the location of the memristor, the vanishing

of the memductance W may result in the loss of normal

hyperbolicity and different bifurcation phenomena may follow.

Some of these phenomena are addressed in the main results

reported in this communication, which can be found in Section

III below.

III. STABILITY BREAKDOWN

A. Double zero eigenvalue

The linearization of a dynamical system along a line of

equilibria obviously displays a null eigenvalue. When a second

eigenvalue undergoes the origin, a transcritical bifurcation

without parameters occurs generically [22], [23], [24]. If the

remaining eigenvalues have negative real parts, this implies

that the line of equilibria experiences a loss of stability in

the region where the bifurcating eigenvalue becomes positive

(find details in the references just cited). We discuss below

certain circuit-theoretic conditions which characterize this

phenomenon for the set of circuits presented above.

Proposition 1. Consider the system (3)-(6) in the working

scenario described above. If the circuit has a unique WC-

cutset which actually includes the memristor, and there are

neither C-loops nor C-cutsets, then the null eigenvalue of the

linearization of (3)-(6) along the line of equilibria becomes

a double one at the origin. This corresponds to a second

eigenvalue which crosses the origin and becomes positive as

W becomes negative (that is, as the memristor becomes strictly

locally active) when ϕ varies. The remaining eigenvalues have

negative real parts, and therefore this transition implies the

loss of stability of the equilibrium line when W becomes

negative.

Both the statement and the proof of this result make use

of some notions and properties of digraph theory which we

compile in what follows. Find detailed introductions to digraph

theory and its use in circuit analysis in [18], [19], [20], [25],

[26], [27] A loop or cycle in a directed graph (or digraph) is

the set of branches in a closed path without self-intersections.

A cutset K is a set of branches whose removal increases

the number of connected components of the digraph, and

which is minimal with respect to this property, that is, the

removal of any proper subset of K does not increase the

number of components. In a connected digraph, a cutset is

just a minimal disconnecting set of branches. The removal of

the branches of a cutset increases the number of connected

components by exactly one. We assume that the digraph

has neither bridges (cutsets defined by a single branch) nor

selfloops (loops formed by a unique branch).

Given a set K of branches, we will denote by BK (resp.

QK) the submatrix of B (resp. of Q) defined by the columns

which correspond to K-branches. The absence of loops or

cutsets including only K-devices can be easily characterized in

terms of BK and QK ; specifically, K does not include cutsets

if and only if BK has full column rank (i.e. kerBK = {0})

and, analogously, it does not include loops if and only if QK

has full column rank.

Proof of proposition 1: The linearization of (3)-(6) at

a generic equilibrium is defined by the matrix pencil (cf.

subsection III-B below) λA− J , where

A =









1 0 0 0 0
0 C(0) 0 0 0
0 0 0 0 0
0 0 0 0 0









, (7)

and J is the matrix of partial derivatives of the right-hand side

of (3)-(6) with respect to the variables ϕm, vc, vm, ic, vr, that

is,

J =









0 0 1 0 0
0 0 0 Ic 0
0 Bc Bm 0 Br

0 0 QmW (ϕm) Qc QrG(0)









. (8)

One can easily check that det(λA− J) reads as

det









λ 0 −1 0 0
0 λC(0) 0 −Ic 0
0 −Bc −Bm 0 −Br

0 0 −QmW (ϕm) −Qc −QrG(0)









,

(9)
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and, for ϕ = 0,

det









λ 0 −1 0 0
0 λC(0) 0 −Ic 0
0 −Bc −Bm 0 −Br

0 0 0 −Qc −QrG(0)









,

since W (0) = 0 because of the working assumptions. In this

case, λ = 0 is indeed a double zero eigenvalue because of the

fact that
(

Bc Bm Br

0 0 QrG(0)

)

(10)

is a singular matrix with a minimal rank deficiency: this

is a consequence of the existence of a unique WC-cutset,

which makes the kernel of (Bc Bm) non-trivial and, actually,

one-dimensional. The positive definiteness of the conductance

matrix G(0) transfers this minimal rank deficiency to the

matrix (10) and this implies that the null eigenvalue is indeed

a double one when ϕ = 0.

The fact that this second null eigenvalue actually crosses

the origin as ϕ varies follows from the characterization of

the transcritical bifurcation without parameters reported in

[22], [23], [24]. Skipping technical details for the sake of

brevity, this is specifically a consequence of the assumption

W ′(0) 6= 0; note that, together with W (0) = 0, this yields a

sign change in W (ϕ) as ϕ undergoes the null value. Owing

to the results in [28], for positive values of W (recall that

both G(0) and C(0) are positive definite) all non-vanishing

eigenvalues have non-positive real parts, one real eigenvalue

actually becoming positive as W takes on negative values.

Finally, the fact that the remaining eigenvalues are away from

the imaginary axis follows from the results discussed in [29],

according to which the absence of inductors is enough to

guarantee, under the assumed absence of C-loops and C-

cutsets, that no purely imaginary eigenvalues are depicted in

the linearized problem.

Example 1. Proposition 1 above provides a circuit-theoretic

description of the topological reasons supporting the stability

loss example discussed in [30]. Indeed, the simplest instance of

a circuit verifying the assumptions in Proposition 1 is depicted

in Figure 1.

W C

Fig. 1. Example 1

Assuming that the capacitor is a linear one, with positive

capacitance C, the circuit equations amount to (cf. [30])

ϕ′

m
= v

Cv′ = −W (ϕm)v.

It is a simple matter to check that the equilibrium line, defined

by v = 0 and parameterized by ϕm, becomes unstable as W

becomes negative. The two eigenvalues can be checked to read,

at a generic equilibrium,

λ1 = 0, λ2 = −
W (ϕm)

C
,

and, assuming W (0) = 0, W ′(0) 6= 0, we have at the origin a

double zero eigenvalue with geometric multiplicity one which

is indeed responsible for the stability breakdown; note that,

indeed, the second eigenvalue becomes positive as W takes

on negative values.

In circuit-theoretic terms, this is just a consequence of the

fact that the two branches of the circuit define a WC-cutset;

together with the absence of C-loops and C-cutsets, this means

that Proposition 1 applies.

B. Eigenvalue divergence through ±∞

It is interesting to note that the dual behavior to the one

above may be depicted by divergence of one eigenvalue of the

pencil λA− J , with A and J given in (7) and (8). Given two

matrices A, B in R
n×n the matrix pencil {A,B} is defined

as the one-parameter family λA + B. If the polynomial (in

λ) det(λA + B) does not vanish identically (that is, if there

exists at least one value of λ for which det(λA + B) 6= 0),

the matrix pencil is called regular. The (finite) eigenvalues of

a regular matrix pencil {A,B} are the values of λ ∈ C for

which det(λA+ B) = 0. The polynomial det(λA+ B) of a

regular pencil has in general a degree m ≤ n, with m < n

when A is a singular matrix; in the latter case case we say

that the pencil has n−m infinite eigenvalues.

In our setting, provided that the derivative of the right-hand

side of (3)-(6) with respect to the variables vm, ic, vr is non-

singular, then the pencil λA − J has exactly m eigenvalues,

where m is the total number of memristors and capacitors,

because of the index-one nature of the differential-algebraic

equations modelling the circuit [18], [19]. By contrast, the

vanishing of W (ϕ) at a given value of ϕ may result in the

appearance of additional infinite eigenvalues and, again, in a

stability breakdown along the line of equilibria; this can be

seen as a result of the index jump resulting from the singularity

(cf. [30], [31], [32]).

We illustrate this behavior by means of a simple example,

obtained after replacing the capacitor in Figure 1 by an

inductor, as depicted in Figure 2. The key idea is that, open-

circuiting the memristor, the circuit results in an L-cutset,

which yields an index-two circuit configuration.

W L

Fig. 2. Example 2
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The circuit equations now read as

ϕ′

m
= v (11)

Li′ = −v (12)

0 = i−W (ϕm)v. (13)

Assume L > 0. One eigenvalue of (11)-(13) is fixed at

the origin, consistently with the existence of the branch of

equilibria defined by the identities i = v = 0. The second

eigenvalue can be checked to read as

−1

LW (ϕm)

and jumps from −∞ to +∞ as W crosses zero and becomes

negative. Note that, again, the change of stability occurs along

the line of equilibria.

A topological characterization of this phenomenon in mem-

ristive circuits, in analogous terms to the ones of Proposition

1, is the object of undergoing research.

IV. CONCLUSION

Many mathematical properties of memristive circuits remain

to be solved. Some chaotic phenomena have been explored

in [33], [34], [35], but a complete analysis of the analytical

properties of manifolds of equilibria in problems with one

or several memristors has not yet been fully addressed in

the literature. Such results should be relevant in practical

applications involving memristors and other mem-devices.
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Abstract—The present paper focuses on comparison 
and analysis of different techniques of data processing as 
related to the problem of acquiring experimental data of 
human getting up process in such form that it can be used 
as an input to the control system of an exoskeleton. Use 
of approximation by trigonometric series, polynomials 
and spline functions is discussed. 
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I. INTRODUCTION 
Nowadays, various robotics facilities are systems 

composed of two main elements – a man and a machine. 
These systems include objects called the exoskeleton and 
used to extend the functionality of a person. The 
interaction of these two components determines the 
quality of the system as a whole. 

Recently, the new generation of exoskeletons came 
into service and it allows a person to move in space, even 
in case of damage of the lower extremities. In addition, it 
becomes possible to significantly expand human 
capabilities when a person performs tasks that impose 
high demands on endurance and physical strength of a 
man. 

Obviously, the creation of such devices is possible with 
a well-developed theory of the functioning of “man-
machine” systems, and the particular emphasis should be 
given to the control. The main aim demands the 
consideration of interaction between man and machine. 
The common problems in the theory of walking 
mechanisms have been developed in [1-4]. The 
mathematical modelling of elements motion is one of the 
most important tools in the study of behavior of the 
systems like an exoskeleton. At the same time it is 
necessary to process a large number of experimentally 
obtained movement curves, solve the problem of 
approximation and obtain the analytical dependences 
which reflect the change in generalized coordinates 
describing the position of the mechanism links. 

The paper is devoted to the analytical construction of 
exoskeleton motion trajectories by means of the 
experimental data characterizing the movement of a 
person in the getting up process. The solution of this 
problem will allow adapting the dynamic characteristics 
exoskeleton to the motion of person. 

 

II. STATEMENT OF THE PROBLEM 
The purpose of this paper is the comparative analysis 

of data processing methods to process information about 
the person motions during the process of getting up. It is 
possible to synthesize the control actions for the 
exoskeleton control system on the basis of these methods. 
The methods of obtaining the experimental data may be 
different and are not described here. We assume that the 
source data is written in the form of numerical sequences 
which define a person position at each time interval. A 
person position is determined by the generalized 
coordinates. In this paper, we consider the case when the 
system of three generalized coordinates defines the 
orientation of a shin, a hip and a trunk. These parts of a 
person body execute the plane-parallel motions but a foot 
remains stationary. Hence it appears that the person 
movement can be described as the four-link mechanism 
motion with one fixed link (figure 1). 

 

 
Figure 1 A person in the process of getting up and the four-link 

mechanism 
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A shin orientation is determined by the angle 1ϕ , a hip 

orientation – by the angle 2ϕ , and a trunk orientation – 
by the angle 3ϕ . The figure 2 shows the human rising 
process data derived from experiments in the laboratory 
of the department of mechanics, mechatronics and 
robotics, Southwest State University. The corresponding 
numerical dependences are shown in figure 2 (a). 

 

a)  
 

b)  
1, 2 and 3 – The time dependences ( )t1ϕ , ( )t2ϕ  and ( )t3ϕ , 

respectively 
 

Figure 2 The experimental data: a) – before smoothing process, 
b) – after smoothing process 

 
The resulting graphs (figure 2 (a)) are largely non-

linear, which is due to the inaccuracy of measurement. 
High-frequency components of the signal give a stepped 
appearance and do not carry useful information and 
should be removed before the signal can be used as the 
input action for the exoskeleton control system. The 
smoothing method is the simplest way to process these 
signals. The figure 2 (b) shows the dependences received 
after data processing by the sliding window method that 
uses the following expression: 

( ) ( )∑
=

+=
n

k
kjiji t

n
t

1

1~ ϕϕ , 3 ,2 ,1=i ,  (1) 

 
where: ( )ji tϕ  – the generalized coordinate iϕ  value at the 

time t before data processing, ( )ji tϕ~  – the generalized 

coordinate iϕ  value at the time t after data processing, n – 
the width of the sliding window. 

The use of these dependences has several 
disadvantages. Smoothed graphs and their derivatives 
retain high-frequency components described above, 
(although their amplitude decreased significantly) that 
can impair the performance of the control system. 

Moreover, the smoothing shifts the boundaries of 
transitions between different stages of the movement. 

 

III. THE APPROXIMATION BY 
TRIGONOMETRIC SERIES 

 
An approximation is a method of data processing that 

allows to selectively retain the required information about 
the motion by eliminating unwanted high-frequency 
components. We consider an approximation of the 
original dependences by the trigonometric Fourier series: 

 

( ) ( )( )∑
=

⋅+⋅+=
n

k
kikiii tkbtkaatf

1
,,0, coscos

2
1)(    (2) 

where: if  – the function, that approximates the 

experimental dependence iϕ , kiki ba ,, ,  – the Fourier 
series coefficients, 3 ,2 ,1=i . 

The figure 3 shows the results of approximation at n = 
30. The series coefficients for the i-th generalized 
coordinate are chosen by minimizing of the following 
positive definite function: 

 

( ) ( ) ( )( )∑ ∑
= =











⋅+⋅−−=

im

j k
jkijkiijii tkbtkaatE

1

230

1
,,0, coscos

2
1ϕ , (3) 

 
where im  – the total number of the dependence iϕ  
points, 3 ,2 ,1=i . 

 

a)  
 

b)  
1, 2 and 3 – the approximation of the time dependences ( )t1ϕ , 

( )t2ϕ  and ( )t3ϕ , respectively 
Figure 3 The approximation of the initial data by trigonometric 

series:a) with using of the formula (3), b) with using of the 
formula (4) 

 
It is possible to pay attention to the occurrence of 

oscillations on the “direct” sections of the graphs (where 
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the first order time-derivative is equal to null, figure 3 
(a)). The approximation by piecewise-defined function 

can avoid these oscillations. We consider the case when 
the graph has two straight sections: 

( ) [ ]
( ) [ ]

( ) ( )( )








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
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⋅+⋅+

∈
∈

=

∑
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2
1

,
,

)(

1
,,0,
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tttift
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t
n

k
kikii

iii

iii

i ϕ
ϕ

ρ

 (4) 

where: )(tiρ  – the piecewise-defined function used for 
the approximation of original dependence iϕ , [ ]21, ii tt  and 
[ ]43, ii tt  – the first and the second sections, respectively, 
where iϕ  has the first order derivative that is equal to 
null. The figure 3 (b) presents the experimental data 
approximation results of the piecewise-defined function. 

We note that in both cases, the dependences have 
significant vibrational state, and it is especially 
conspicuous in the graphs of the time-derivatives. The 
figure 4 shows the first order time-derivatives plots of the 
functions kf  in modulo. 

 

a)  

b)  

c)  
Figure 4 The time dependences a) 1f , b) 2f , c) 3f  in a 

logarithmic scale 
 
The figures 3 and 4 allow us to conclude that the use of 

the approximation by trigonometric series make it 
possible to reliably reproduce the original dependences, 
but this method leads to additional high-frequency 
components in the signal spectrum. The use of functions 
obtained by this way as the input action for the 
exoskeleton control system can negatively affect the 
control process. 

 

IV. THE APPROXIMATION BY POLYNOMIAL 
FUNCTIONS AND SPIELS 

The n-th order polynomial can be written in 
form: 

∑
=

=
n

k

k
kii tctP

0
,)( , 3 ,2 ,1=i , (5) 

where: )(tPi  – the polynomial functions that are used for 
the approximation of the original dependence iϕ , kic ,  – 
the polynomial coefficients. 

The polynomial coefficients for the i-th generalized 
coordinate are chosen in the course of minimizing of the 
following function: 

( )∑ ∑
= =











−=

im

j

n

k

k
jkijii tctE

1

2

0
,ϕ

, 3 ,2 ,1=i , (6) 

The figure 5 shows the graphs obtained due to the 
approximation of the functions iϕ  by the sixth order 
polynomials. 

 

a)  

b)  

c)     
 

1 – the polynomial functions )(tPi , 2 – the time dependences 

iϕ  
Figure 5 The approximation of the experimental data by the 

sixth order polynomials for the generalized coordinate: a) 1ϕ  b) 

2ϕ , c) 3ϕ  
 

As well as in the case of approximation by 
trigonometric series, the use of polynomial functions 
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leads to errors in straight segment of the dependences iϕ . 
To obtain the better results, we use the approximation by 
spline functions. For this purpose we divide the 
dependences ( )t1ϕ  and ( )t2ϕ  into three portions, and the 
dependence ( )t3ϕ  into the four sections. Let this 
partitioning occur at the points corresponding to the time 
instants: 3.4811 =t  sec, 4.9312 =t  sec for the dependence 
( )t1ϕ , and 2.6921 =t  sec, 4.422 =t  sec for the dependence 
( )t2ϕ , and 1.3831 =t  sec, 2.5632 =t  sec, 4.0333 =t  sec 

for the dependence ( )t3ϕ . The first section and the last 
section of each spline are specified by the zero order 
polynomial, and the rest is defined by the seventh order 
polynomials. 

To calculate the polynomial coefficients, we can write 
the following conditions: 
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, (7) 

where ( ) ( ) ( )tStStS 321 ,,  are the spline functions used for 
approximation of the time dependences ( )t1ϕ , ( )t2ϕ  и 

( )t3ϕ , respectively. 
Due to using of the criterion (7), we can find the 

desired coefficients to plot splines (figure 6). 
 

a)  

b)      

c)  
1, 2, 3 – the functions ( ) ( ) ( )tStStS 321 ,, , 4, 5, 6 – the 

functions ( ) ( ) ( )tStStS 321 ,,  , 7,8,9 – the functions 

( ) ( ) ( )tStStS 321 ,,   
Figure 6 The graphs: a) the spline functions, b) the first order 
time-derivatives of spline functions, c) the second order time-

derivatives of spline functions 
 

Because of the seven order spline functions, it is 
possible to achieve absence of function discontinuities in 
the graphs of the time dependences of the generalized 
velocities and accelerations (figure 6 (b) and (c)). Also, 
the spline functions eliminate the high-frequency 
oscillations. 

 

V. THE DETERMINATION OF MOMENTS 
NEEDED TO IMPLEMENT THE OBTAINED        

MOVEMENT TRAJECTORIES OF THE MECHANISM 

 
Different approaches with some accuracy allow 

obtaining the mechanism movement that is determined by 
certain changes of the generalized coordinates. For 
example, it is possible to build the automatic control 
system using negative feedback to control the generalized 
coordinates. We consider another approach: the moments 
sequence realizes the desired movement and can be 
determined by solving the inverse problem of dynamics. 

The equations of the flat three-link mechanism 
dynamics can be found in a number of papers, including 
[5], we do not give them in the paper. The flat three-link 
mechanism is a series of connected links by joints. In 
general terms, the equation of the mechanism dynamics 
can be written as follows: 

( ) ( ) ( ) τϕϕϕϕϕ








⋅=++⋅ T,A gb , (8) 

where ( )ϕA  – the matrix of kinetic energy, ϕϕϕ







,,  – the 

vectors of the generalized coordinates, generalized 
velocities, and generalized accelerations, respectively, 
( )ϕϕ





,b  – the vector bound with the compound centrifugal 

forces, ( )ϕ
g  – the vector of the generalized potential 

forces, τ


 – the vector consists of some elements – the 
moments which are generated by electrical drives, T  – 
the transition matrix. 

The initial data for solving of the inverse 
problem of dynamics is the law of the generalized 
coordinates alteration and their first and second order 
time-derivatives. As a law, we use the 
functions ( ) ( ) ( )tStStS 321 ,, , described in the previous 
section. In the solving of the inverse problem of 
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dynamics, we obtained the results which depend on the 
moments of electrical drives (figure 7). 

 
1, 2, 3 – the moments of electrical drives ( )t1τ , ( )t2τ  и 

( )t3τ  mounted in the ankle joint, the knee joint and the 
coxofemoral joint of exoskeleton, respectively 

 
Figure 7 The time dependence of the moments generated by the 

exoskeleton drives 
 

Two graphs ( )t1τ  and ( )t2τ  have function 
discontinuities at 2.69=t  sec. (figure 7). Before this time 
moment 2.69=t  sec a hip and a shin were in static 
equilibrium under the influence of reaction at supports 
(i.e. a chair and a floor). Thus, the time moment 2.69=t  
sec is the power up time of first and second electrical 
drives. 

 
VI. CONCLUSION 

This paper discusses various processing methods of 
experimental data which describe the motion of a person 
in the getting up process. It is shown that the 
approximation of initial relationships by trigonometric 
series provides a sufficient accuracy to reproduce the 
shape of the original dependences, but adds the high-
frequency harmonics in the spectrum of the signal. These 
harmonics can adversely affect the quality of the control 
process. The paper demonstrates that this problem can be 
avoided by using the spline approximation. The solution 
results of the inverse problem of dynamics are presented. 
These results were gotten by means of the approximating 
spline functions and their derivatives. The spline 
functions make it possible to reduce the peak magnitude 
of the second order time-derivatives with respect to the 
original dependences and other types of approximating 
functions. 
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Abstract— This paper presents a hybrid genetic algorithm for the 

time-cost optimization (TCO) problem. The chromosome 
representation of the problem is based on random keys. The 
schedules are constructed using a priority rule in which the priorities 
are defined by the genetic algorithm. Schedules are constructed using 
a procedure that generates parameterized active schedules. In 
construction projects, time and cost are the most important factors to 
be considered. In this paper, a new hybrid genetic algorithm is 
developed for the optimization of the two objectives time and cost. 
The results indicate that this approach could assist decision-makers to 
obtain good solutions for project duration and total cost. 

 
 

Keywords—Project management, Genetic Algorithms, Time-cost 

optimization. 
 

I. INTRODUCTION AND BACKGROUND 

onstruction projects are found throughout business and 

areas such as manufacturing facilities, infrastructure 

development and improvement, and residential and 

commercial building. 
 

 

 
 

Fig. 1. Project time and cost curve. 

 

In a construction project, there are two main factors, such as 

project duration and project cost. The activity duration is a 

function of resources (i.e. crew size, equipments and 

materials) availability. On the other hand, resources demand 

direct costs. Therefore, the relationship between project time 

and direct cost of each activity is a monotonously decreasing 
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curve. It means if activity duration is compressed then that 

leads to an increase in resources and so that direct costs. But, 

project indirect costs increase with the project duration. In 

general, for a project, the total cost is the sum of direct and 

indirect costs and exists an optimum duration for the least 

cost, see Fig.1. Hence, relationship between project time and 

cost is trade-off [36]. 

Several approaches to solve the TCO problem have been 

proposed in the last years: mathematical, heuristic and search 

methods. 

 

A. Mathematical Methods 

 

Several mathematical models such as linear programming 

(Kelley [12]; Hendrickson and Au [4]; Pagnoni [2]), integer 

programming, or dynamic programming (Butcher [33]; 

Robinson [8]; Elmaghraby [27]; De et al. [25]) and LP/IP 

hybrid (Liu et al. [21]; Burns et al. [29]), Meyer and Shaffer 

[31] and Patterson and Huber [14] use mixed integer 

programming. However, for large number of activity in 

network and complex problem, integer programming needs a 

lot of computation effort (Feng et al. [6]).  

 

B. Heuristic Methods 

 

Heuristic algorithms are not considered to be in the category 

of optimization methods. They are algorithms developed to 

find an acceptable near optimum solution. Heuristic methods 

are usually algorithms easy to understand which can be 

applied to larger problems and typically provide acceptable 

solutions (Hegazy [30]). However, they have lack 

mathematical consistency and accuracy and are specific to 

certain instances of the problem (Fondahl [19]; Prager [32]; 

Siemens [23] and Moselhi [24]) are some of the research 

studies that have utilized heuristic methods for solving TCO 

problems. 

 

C. Search Methods 

 

Some researchers have tried to introduce evolutionary 

algorithms to find global optima such as genetic algorithm 

(GA) (Feng et al. [6]; Gen and Cheng [22]; Zheng et al. [10]; 

Zheng and Ng [9]; the particle swarm optimization algorithm 

(Yang [11]), ant colony optimization (ACO) (Xiong and 
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Kuang [34]; Ng and Zhang [29]; Afshar et al. [1]) and 

harmony search (HS) (Geem [36]). 

 

In this paper it is proposed a hybrid genetic algorithm based 

on the works [16] and [18], with a new chromosome structure 

to solve the time-cost optimization problem.  

 

II. MULTIOBJECTIVE OPTIMIZATION 

 

With evolutionary techniques being used for single-

objective optimization for over two decades, the incorporation 

of more than one objective in the fitness function has finally 

gained popularity in the research [3].  

In principle, there is no clear definition of an ‘‘optimum’’ in 

multiobjective optimization (MOP) as in the case of single-

objective issues; and there even does not necessarily have to 

be an absolutely superior solution corresponding to all 

objectives due to the incommensurability and conflict among 

objectives. Since the solutions cannot be simply compared 

with each other, the ‘‘best’’ solution generated from 

optimization would correspond to human decision-makers 

subjective selection from a potential solution pool, in terms of 

their particulars [10]. 

The classical methods reduce the MOP to a scalar 

optimization optimization by using multiobjective weighting 

(MOW) or a utility function (multiobjective utility analysis). 

Multiobjective weighting allows decisions makers to 

incorporate the priority of each objective into decision 

making. Mathematically, the solutions obtained by equally 

weighting all objectives may provide the least objective 

conflicts, but in most cases, each objective is first optimized 

separately and the overall objective value is evaluated 

depending on the weighting factors. The weakness of MOW is 

that the overall optimum is usually at the dominating objective 

only [6].  

In a certain way we can say that the work of Zadeh [20] is 

the first to advocate the assignment of weights to each 

objective function and combined them into a single-object 

function. More recently, Gen and Cheng [22] adopted the 

adaptive weight approach (AWA) in construction TCO 

problem (also referred to as GC approach hereafter). 

In the GC approach Gen and Cheng [22] proposed the 

following formulas: 

 

{ }max max,c tZ Z Z+ =  (1) 

{ }min min,c tZ Z Z− =  (2) 

 

where, 
max

cZ = maximal value for total cost in the current 

population;  
max

tZ = maximal value for time in the current population;  
min

cZ = minimal value for total cost in the current 

population; 
min

tZ = minimal value for time in the current population. 

 
max min max min1 / ( ), 1 / ( )c c c t t tw Z Z w Z Z= − = −  (3) 

 
max max( ) ( ) ( )c c c t t tf x w Z Z w Z Z= − + −  (4) 

 

In 2004, Zheng et al. [10] proposed the modified weight 

approach (MAWA) to deal with the multi-objective problem. 

Under the MAWA, the adaptive weights are formulated 

through the following four conditions: 

 

1) For max

tZ is not equal to min

tZ  and max

cZ  is not equal to 

min

cZ  

 
min

max min

c
c

c c

Z
v

Z Z
=

−
 (5) 

 
min

max min

t
t

t t

Z
v

Z Z
=

−
 (6) 

 

c tv v v= +  (7) 

/c cw v v=  (8) 

/t tw v v=  (9) 

1c tw w+ =  (10) 

 

2) For max

tZ = min

tZ  and max

cZ  = min

cZ  

 

0.5c tw w= =  (11) 

 

3) For max

tZ = min

tZ  and max

cZ ≠  min

cZ  

 

0.1, 0.9c tw w= =  (12) 

 

4) For max

tZ ≠ min

tZ  and max

cZ =  min

cZ  

 

0.9, 0.1c tw w= =  (13) 

 

Zheng et al. [10] proposed a fitness formula in accordance 

with the proposed adaptive weight: 

 

 
max max

max min max min

( ) ( )
( )

( ) ( )

t t c c
t c

t t c c

Z Z Z Z
f x w w

Z Z Z Z

γ γ
γ γ

− + − +
= +

− + − +
 (14) 

 

where, 

 

γ is a small positive random number between 0 and 1. 
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max

cZ  = maximal value for total cost in the current 

population;  
max

tZ = maximal value for time in the current population; 

min

cZ = minimal value for total cost in the initial 

population; 
min

tZ = minimal value for time in the initial population;

cZ    = represents the total cost of the x

population; 

tZ   = represents the time of the xth

population. 

 

 

This study uses the fitness formula proposed by 

Cheng [22] where, 

 
max

cZ = maximal value for total cost in the current 

chromosome;  
max

tZ = maximal value for time in the current chromosome; 

min

cZ = minimal value for total cost in the initial 

population; 
min

tZ = minimal value for time in the initial population;

cZ     = represents the total cost of the x

chromosome; 

tZ   = represents the time of the xth

chromosome. 

 

III. THE GA-BASED APPROACH

 

The approach presented in this paper is based on a genetic 

algorithm to perform its optimization process.

architecture of approach. 

The approach combines a genetic algorithm, a schedule 

generation scheme and a local search procedure. The genetic 

algorithm is responsible for evolving the chromosomes which 

represent the priorities of the activities. 

For each chromosome the following 

applied: 

 

1) Transition parameters - this phase is responsible 

for the process transition between first level and 

second level; 

2) Schedule parameters - this phase is responsible for 

transforming the chromosome supplied by the 

genetic algorithm into the priorities of the 

activities and delay time; 

3) Schedule generation - this phase makes use of the 

priorities and the delay time and constructs 

schedules; 

 

= maximal value for total cost in the current 

= maximal value for time in the current population;  

= minimal value for total cost in the initial 

= minimal value for time in the initial population; 

xth solution in current 

th solution in current 

uses the fitness formula proposed by Gen and 

= maximal value for total cost in the current 

= maximal value for time in the current chromosome;  

= minimal value for total cost in the initial 

= minimal value for time in the initial population; 

xth solution in current 

th solution in current 

BASED APPROACH 

The approach presented in this paper is based on a genetic 

algorithm to perform its optimization process. Fig. 2 shows the 

combines a genetic algorithm, a schedule 

generation scheme and a local search procedure. The genetic 

algorithm is responsible for evolving the chromosomes which 

For each chromosome the following four phases are 

this phase is responsible 

for the process transition between first level and 

this phase is responsible for 

transforming the chromosome supplied by the 

genetic algorithm into the priorities of the 

this phase makes use of the 

priorities and the delay time and constructs 

4) Schedule improvement

local search procedure to improve the solution 

obtained in the schedule generation phase.
 

After a schedule is obtained, the quality is 

feedback to the genetic algorithm. Fig

sequence of phases applied to each chromosome. Details about 

each of these phases will be presented in the next sections.

 
 

 

Fig. 2. Architecture of the approach.

 

A. GA Transition Process

 

The Genetic Algorithms (GAs) 

are based on the mechanics of natural selection and genetics to 

search through decision space for optimal solutions. 

fundamental advantaged of GAs from traditional methods is 

described by Goldberg [7]: in many optimization methods, we 

move gingerly from a single sol

the next using some transition rule to determine the next 

solution. 

First of all, an initial population of potential solutions 

(individual) is generated randomly. A selection procedure 

based on a fitness function enables to 

candidate for reproduction. The reproduction consists in 

recombining two individuals by the crossover operator, 

possibly followed by a mutation of the offspring. Therefore, 

from the initial population a new generation is obtained. Fro

this new generation, a second new generation is produced by 

the same process and so on. The stop criterion is normally 

based on the number of generations.

The GA based-approach uses a random key alphabet U (0, 

1) and an evolutionary strategy identical to

chedule improvement - this phase makes use of a 

local search procedure to improve the solution 

obtained in the schedule generation phase. 

After a schedule is obtained, the quality is processed 

feedback to the genetic algorithm. Fig. 2 illustrates the 

ence of phases applied to each chromosome. Details about 

each of these phases will be presented in the next sections. 

 

Architecture of the approach. 

GA Transition Process 

The Genetic Algorithms (GAs) are search algorithms which 

he mechanics of natural selection and genetics to 

search through decision space for optimal solutions. One 

fundamental advantaged of GAs from traditional methods is 

in many optimization methods, we 

move gingerly from a single solution in the decision space to 

the next using some transition rule to determine the next 

First of all, an initial population of potential solutions 

(individual) is generated randomly. A selection procedure 

based on a fitness function enables to choose the individual 

candidate for reproduction. The reproduction consists in 

recombining two individuals by the crossover operator, 

possibly followed by a mutation of the offspring. Therefore, 

from the initial population a new generation is obtained. From 

this new generation, a second new generation is produced by 

the same process and so on. The stop criterion is normally 

based on the number of generations. 

approach uses a random key alphabet U (0, 

1) and an evolutionary strategy identical to the one proposed 
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by Goldberg [7].  

Each chromosome represents a solution to the problem and 

it is encoded as a vector of random keys (random numbers). 

Each solution encoded as initial chromosome

made of mn+n genes where n is the number of activities and 

m is the number of execution modes, see Fig. 3

The called first level as the capacity to solving the multi

mode resource constrained project scheduling problem 

(MRCPSP) [16, 18]. 

In this case of study we do not consider t

the type and number of resources needed for 

mode for each activity as well as the maximum number of 

available resources. 

The transition process between first level and second level

consists in choosing the option or construc

each activity j. Using this process we obtain 

chromosome (second level) composed by 

The called second level as the capacity to solving the 

resource constrained project scheduling problem (RCPSP) [1

18].  

In this case of study we do not consider the requirements to 

the type and number of resources needed for each activity as 

well as the maximum number of available resources.

 
 
 

Fig. 

 
 

 

Each chromosome represents a solution to the problem and 

it is encoded as a vector of random keys (random numbers). 

initial chromosome (first level) is 

is the number of activities and 

tion modes, see Fig. 3.  

The called first level as the capacity to solving the multi-

mode resource constrained project scheduling problem 

do not consider the requirements to 

the type and number of resources needed for construction 

each activity as well as the maximum number of 

The transition process between first level and second level 

or construction mode mj for 

. Using this process we obtain the solution 

composed by 2n genes, see Fig.4.  

The called second level as the capacity to solving the 

resource constrained project scheduling problem (RCPSP) [16, 

do not consider the requirements to 

the type and number of resources needed for each activity as 

well as the maximum number of available resources. 

Fig. 3. Chromosome structure.

After, we evaluate the quality (fitness) of the 

chromosome. 

Fig. 4. Transition process between first and second level. 
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Chromosome structure. 

After, we evaluate the quality (fitness) of the solution 

 

Mode 1 Gene 11

Mode 2 Gene 12

… …

Mode m Gene 1m

Delay 1 Gene 1m+1

Mode 1 Gene 21

Mode 2 Gene 22

… …

Mode m Gene 2m

Delay 2 Gene 2m+1

…

Mode 1 Gene n1

Mode 2 Gene n2

… …

Mode m Gene nm

Delay n Gene nm+1
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B. GA Decoding 

 

A real-coded GA is adopted in this paper

the binary-code GA, the real-coded GA has several distinct 

advantages, which can be summarized as follows (Y.

et al. [35]): 

• It is more convenient for the real-

large scale numbers and search in large scope, and 

thus the computation complexity is amended and the 

computation efficiency is improved;

• The solution precision of the real

higher than that of the binary-coded GA;

• As the design variables are coded by flo

numbers in classical optimization algorithms, the 

real-coded GA is more convenient for combination 

with classical optimization algorithms.
 

The priority decoding expression uses the following 

expression:  

 

1

2

mjj

j

geneLLP
PRIORITY j n

LCP

+ 
= × = 

 
where,  
 

[1] LLPj  is the longest length path from the beginning 

of the activity j to the end of the project

[2] LCP is the length along the critical 

project [15]; 

[3] mj is the gene of the selected mode for activity 

 
The gene jm+1 is used to determine the delay time when 

scheduling the activities. The delay time used by each activity 

is given by the following expression: 

 

1 1.5jmDelay time gene MaxDur+= × ×

 

where MaxDur is the maximum duration of all activities. 

The factor 1.5 is obtained after some experimental tuning.

A maximum delay time equal to zero is equivalent to 

restricting the solution space to non-delay schedules and a 

maximum delay time equal to infinity is equivalent to 

allowing active schedules. To reduce the solution space 

used the value given by formula (16), see Gonçalves et al. 

[13]. 

 

C. Construction of a Schedule 

 

Schedule generation schemes (SGS) are the core of most 

heuristic solution procedures for project scheduling

from scratch and build a feasible schedu

extension of a partial schedule.  

There are two different classics methods SGS available. 

They can be distinguished into activity and time 

 

paper. Compared with 

coded GA has several distinct 

advantages, which can be summarized as follows (Y.-Z. Luo 

-coded GA to denote 

bers and search in large scope, and 

thus the computation complexity is amended and the 

computation efficiency is improved; 

The solution precision of the real-coded GA is much 

coded GA; 

As the design variables are coded by floating 

numbers in classical optimization algorithms, the 

coded GA is more convenient for combination 

with classical optimization algorithms. 

The priority decoding expression uses the following 

1, ...,
mjgene

PRIORITY j n
 

= × = 
 

 (15) 

is the longest length path from the beginning 

of the activity j to the end of the project;  

length along the critical path of the 

is the gene of the selected mode for activity j. 

used to determine the delay time when 

scheduling the activities. The delay time used by each activity 

Delay time gene MaxDur  (16) 

is the maximum duration of all activities. 

d after some experimental tuning. 

A maximum delay time equal to zero is equivalent to 

delay schedules and a 

maximum delay time equal to infinity is equivalent to 

allowing active schedules. To reduce the solution space is 

), see Gonçalves et al. 

Schedule generation schemes (SGS) are the core of most 

project scheduling. SGS start 

from scratch and build a feasible schedule by stepwise 

There are two different classics methods SGS available. 

They can be distinguished into activity and time 

incrementation. The so called serial SGS performs activity

incrementation and the so called parallel S

incrementation. 

A third method for schedule generating can be applied: the 

parameterized active schedules. This type of schedule consists 

of schedules in which no resource is kept idle for more than a 

predefined period if it could start pr

the predefined period is set to zero, then we obtain a non

schedule. This type of SGS is used on this work.

 
 

Fig. 5. Types of schedules (adapted from Mendes [18]).

Fig. 5 presents the relationship diagram of various 

schedules with regard to optimal schedules.

 

D. Local Search 

 

Local search algorithms move from solution to solution in 

the space of candidate solutions (the search space) until a 

solution optimal or a stopping cr

it is applied backward and forward improvement based on 

Klein [27]. 

Initially it is constructed a schedule by planning in a 

forward direction starting from the project’s beginning. After 

it is applied backward and forward im

a better solution. The backward planning consists in reversing 

the project network and applying the scheduling generator 

scheme. A detailed example is described by Mendes 

E. Evolutionary Strategy 

 

There are many variations of ge

altering the reproduction, crossover, and mutation operators. 

Reproduction is a process in which individual (chromosome) 

is copied according to their fitness values (

Reproduction is accomplished by first copying some

best individuals from one generation to the next, in wha

called an elitist strategy. 

 In this paper the fitness proportionate selection, also known 

as roulette-wheel selection, is the genetic operator for 

selecting potentially useful solutions 

characteristic of the roulette wheel selection is stochastic 

sampling. 

The fitness value is used to associate a probability of 

incrementation. The so called serial SGS performs activity-

incrementation and the so called parallel SGS performs time-

A third method for schedule generating can be applied: the 

parameterized active schedules. This type of schedule consists 

of schedules in which no resource is kept idle for more than a 

predefined period if it could start processing some activity. If 

the predefined period is set to zero, then we obtain a non-delay 

This type of SGS is used on this work. 

 

Types of schedules (adapted from Mendes [18]). 

presents the relationship diagram of various 

schedules with regard to optimal schedules. 

Local search algorithms move from solution to solution in 

the space of candidate solutions (the search space) until a 

solution optimal or a stopping criterion is found. In this paper 

applied backward and forward improvement based on 

is constructed a schedule by planning in a 

forward direction starting from the project’s beginning. After 

it is applied backward and forward improvement trying to get 

a better solution. The backward planning consists in reversing 

the project network and applying the scheduling generator 

example is described by Mendes [15].  

 

There are many variations of genetic algorithms obtained by 

altering the reproduction, crossover, and mutation operators. 

Reproduction is a process in which individual (chromosome) 

is copied according to their fitness values (makespan). 

Reproduction is accomplished by first copying some of the 

best individuals from one generation to the next, in what is 

In this paper the fitness proportionate selection, also known 

wheel selection, is the genetic operator for 

selecting potentially useful solutions for reproduction. The 

characteristic of the roulette wheel selection is stochastic 

The fitness value is used to associate a probability of 
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selection with each individual chromosome. If fi is the fitness 

of individual i in the population, its probability of being 

selected is,       

 

1

, 1, ... ,i
i N

i

i

f
p i n

f
=

= =

∑
 (17) 

 

A roulette wheel model is established to represent the 

survival probabilities for all the individuals in the population. 

Then the roulette wheel is rotated for several times [7]. 

After selecting, crossover may proceed in two steps. First, 

members of the newly selected (reproduced) chromosomes in 

the mating pool are mated at random. Second, each pair of 

chromosomes undergoes crossover as follows: an integer 

position k along the chromosome is selected uniformly at 

random between 1 and the chromosome length l. Two new 

chromosomes are created swapping all the genes between k+1 

and l, see Mendes [16]. 

The mutation operator preserves diversification in the 

search.  This operator is applied to each offspring in the 

population with a predetermined probability. We assume that 

the probability of the mutation in this paper is 5%.  

 

F. GA Configuration 

 

Though there is no straightforward way to configure the 

parameters of a genetic algorithm, we obtained good results 

with values: population size of 5 × number of activities in the 

problem; mutation probability of 0.05; top (best) 1% from the 

previous population chromosomes are copied to the next 

generation; stopping criterion of 50 generations. 

IV. CASE STUDY 

 

In order to compare the proposed RKV-TCO (Random Key 

Variant for Time-Cost Optimization) approach, a case study of 

seven activities proposed initially by Liu et al. [21] was used. 

A project of seven activities proposed initially by Liu et al. 

[21] and fitted by Zheng et al. [10] is presented in Table 1 

with available activity options and corresponding durations 

and costs. Indirect cost rate was $1500/day.  

 

 
 

Table 1 Time and cost for each option/mode of activity. 

Activity description Activity 

number 

Precedent 

activity 

Option/ 

Mode 

Duration 

(days) 

Direct 

cost ($) 

Site preparation 1 - 1 14 23,000 

   2 20 18,000 

   3 24 12,000 

Forms and rebar 2 1 1 15 3,000 

   2 18 2,400 

   3 20 1,800 

   4 23 1,500 

   5 25 1,000 

Excavation 3 1 1 15 4,500 

   2 22 4,000 

   3 33 3,200 

Precast concrete girder 4 1 1 12 45,000 

   2 16 35,000 

   3 20 30,000 

Pour foundation and piers 5 2, 3 1 22 20,000 

   2 24 17,500 

   3 28 15,000 

   4 30 10,000 

Deliver PC girders 6 4 1 14 40,000 

   2 18 32,000 

   3 24 18,000 

Erect girders 7 5, 6 1 9 30,000 

   2 15 24,000 

   3 18 22,000 
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The robustness of the new proposed model RKV-TCO in 

the deterministic situation was compared with two other 

previous models:  

1) Gen and Cheng [22] using GC approach; 

2) Zheng et al. [10] using MAWA with a GA-based 

approach. 

 
The results of RKV-TCO approach are presented in Table 

2. The Table 2 shows the values of time and cost for the first 

six generations with Gen and Cheng [22] and Zheng et al. [10] 

approaches. The algorithm RKV-TCO obtains in the third 

generation a better solution than the works mentioned above. 

So, the RKV-TCO ends with project time = 63 days and cost 

=$225,500 in Table 2. 

Additionally we can also state that the RKV-TCO approach 

produces high-quality solutions quickly once needed only 3 

seconds to complete 50 generations.  

This computational experience has been performed on a 

computer with an Intel Core 2 Duo CPU T7250 @2.33 GHz 

and 1,95 GB of RAM. The algorithm proposed in this work 

has been coded in VBA under Microsoft Windows NT. 

 

Table 2 Summary of the results. 

Approaches Generation 

number 

 

Criteria Calculation 

Time  
Time Cost ($) 

Gen and 

Cheng [22] 

0 83 243,500 Not 

reported 1 80 242,400 

2 80 261,900 

3 79 256,400 

4 79 256,400 

5 79 256,400 

Zheng et al. 

[10] 

0 73 251,500 Not 

reported 1 73 251,500 

2 73 251,500 

3 66 236,500 

4 66 236,500 

5 66 236,500 

This paper 0 73 233,000 3 (two) 

seconds  

for 50 

generations 

1 68 225,500 

2 63 225,500 

 

V. CONCLUSIONS AND FURTHER RESEARCH 

 

A GA based-approach to solving the time-cost optimization 

problem has been proposed. The project activities have 

various construction modes, which reflect different ways of 

performing the activity, each mode having a different impact 

on the duration and cost of the project. The chromosome 

representation of the problem is based on random keys. The 

schedules are constructed using a priority rule in which the 

priorities are defined by the genetic algorithm. The present 

approach provides an attractive alternative for the solution of 

the construction multi-objective optimization problems. 

Further research can be extended to the following 

directions: extended to more construction project problems to 

reinforce the results obtained namely expanding the 

optimization model to consider resource allocation and 

resource leveling constraints and expanding the number of 

modes of construction for each activity to turn a more 

complicated optimization problem. 
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Normalizations of the Proposal Density
in Markov Chain Monte Carlo Algorithms

(Invited Paper)

Antoine E. Zambelli

Abstract—We explore the effects of normalizing the proposal
density in Markov Chain Monte Carlo algorithms in the context of
reconstructing the conductivity term K in the 2-dimensional heat
equation, given temperatures at the boundary points, d. We ap-
proach this nonlinear inverse problem by implementing a Metropolis-
Hastings Markov Chain Monte Carlo algorithm. Markov Chains
produce a probability distribution of possible solutions conditional on
the observed data. We generate a candidate solution K′ and solve the
forward problem, obtaining d′. At step n, with some probability α,
we set Kn+1 = K′. We identify certain issues with this construction,
stemming from large and fluctuating values of our data terms. Using
this framework, we develop normalization terms z0, z and parameters
λ that preserve the inherently sparse information at our disposal. We
examine the results of this variant of the MCMC algorithm on the
reconstructions of several 2-dimensional conductivity functions.

Keywords—Ill-posed, Inverse Problems, MCMC, Normalization,
Numerical Analysis.

I. INTRODUCTION

The idea of an inverse problem is to reconstruct, or
retrieve, information from a set of measurements. In many
problems, the quantities we measure are different from the
ones we wish to study; and this set of d measurements may
depend on several elements. Our goal is thus to reconstruct,
from the data, that which we wanted to study. In essence,
given an effect, what is the cause? For example: If you have
measurements of the temperature on a surface, you may want
to find the coefficient in the heat equation.

The nonlinearity and ill-posedness of this problem lends
itself well to Markov Chain Monte Carlo algorithms. We
detail this algorithm in later sections, but we note now that
there has been much work done on Metropolis-Hastings
MCMC algorithms. However, much of it has been trying to
determine optimal proposal densities [3], [5]. Luengo and
Martino [3] treat this idea by defining an adaptive proposal
density under the framework of Gaussian mixtures. Our work,
however, is focused on improving the reconstruction given a
proposal density.

We take no views on the optimality of the structure of
the proposal density in our case, which we take from [1].
We simply observe possible improvements to this density
by normalizing it’s terms through context-independent
formulations. Eventually, we would like to implement the
GM-MH algorithm of [3] on our proposal density, and provide
a rigorous definition of our construction in an analogous
manner to their work.

The paper is structured as follows. We first present the
framework of our problem in the subsection below. Section II
presents the MHMCMC algorithm and proposal densities
along with non-normalized results. The error analysis of those
results (in Section III) motivates this work while Sections IV
to VI present the new constructions and associated results.

A. Heat Diffusion

In this problem, we attempt to reconstruct the conductivity
K in a steady state heat equation of the cooling fin on a CPU.
The heat is dissipated both by conduction along the fin and
by convection with the air, which gives rise to our equation:

uxx + uyy =
2H

Kδ
u (1)

with H for convection, K for conductivity, δ for thickness
and u for temperature. The CPU is connected to the cooling
fin along the bottom half of the left edge of the fin. We use
standard Robin Boundary Conditions with

Kunormal = Hu (2)

Our data in this problem is the set of boundary points of the
solution to (1), which we compute using a standard Crank-
Nicolson scheme for an n×m mesh (here 20×20). We denote
the correct value of K by Kcorrect and the data by d. In order to
reconstruct Kcorrect, we will take a guess K ′, solve the forward
problem using K ′, obtaining d′, and compare those boundary
points to d by implementing the Metropolis-Hastings Markov
Chain Monte Carlo algorithm (or MHMCMC).

II. METROPOLIS-HASTINGS MCMC

Markov Chains produce a probability distribution of possi-
ble solutions (in this case conductivities) that are most likely
given the observed data (the probability of reaching the next
step in the chain is entirely determined by the current step).
The algorithm is as follows (see [1]). Given Kn, Kn+1 can
be found using the following:

1) Generate a candidate state K ′ from Kn with some
distribution g(K ′|Kn). We can pick any g(K ′|Kn) so
long as it satisfies

a) g(K ′|Kn) = 0⇒ g(Kn|K ′) = 0
b) g(K ′|Kn) is the transition matrix of the Markov

Chain on the state space containing Kn,K
′.
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2) With probability

α(K ′|Kn) ≡ min
{

1,
P r(K ′|d)g(Kn|K ′)
Pr(Kn|d)g(K ′|Kn)

}
(3)

set Kn+1 = K ′, otherwise set Kn+1 = Kn (ie. accept
or reject K ′). Proceed to the next iteration.

More formally, if α > u ∼ U [0, 1], then Kn+1 = K ′. Using
the probability distributions of our example, (3) becomes

α(K ′|Kn) ≡

min

{
1, e

−1

2σ2

∑n,m

i,j=1

[
(dij−d′ij)

2−(dij−dnij )
2
]}

(4)

where d′ and dn denote the set of boundary temperatures from
K ′ and Kn respectively, and σ = 0.1. To simplify (4), collect
the constants and separate the terms relating to K ′ and Kn:

−1

2σ2

n,m∑
i,j=1

[(
dij − d′ij

)2 − (dij − dnij)2] =
−1

2
[f ′ − fn]

= −(D1)

Now, (4) reads

α(K ′|Kn) ≡ min
{

1, e−D1
}

(5)

Note that we are taking this formulation as given, and that the
literature mentioned above (most notably Gaussian Mixture
based algorithms) would be going from (3) to (4) perhaps
differently.

A. Generating K ′

To generate our candidate states, we will perturb Kn by a
uniform random number ω ∈ [−0.005, 0.005]. In the simplest
case, where we are dealing with a constant Kcorrect, then we
could proceed by changing every point in the mesh by ω, and
the algorithm converges rapidly.

Looking at non-constant conductivities forces us to change
our approach. If we simply choose to change one randomly
chosen point at a time, then we have a systemic issue with
the boundary points, which exhibit odd behavior and hardly
change value. To sidestep this, we will change a randomly
chosen grid (2 × 2) of the mesh at once. Thereby pairing up
the troublesome boundary points with the well-behaved inner
points.

B. Priors

While a gridwise change enables us to tackle non-constant
conductivities, two issues remain. The first is that our recon-
structions are still marred with “spikes” of instability. The
second, more profound, is that the ill-posedness of the problem
means there are in fact infinitely many solutions, and we must
isolate the correct one. This brings us to the notion of priors.
These can be thought of as weak constraints imposed on our

reconstructions. However, we do not wish to rule out any
possibilities, keeping our bias to a minimum. So we define

T ′ =
n∑
j=1

m∑
i=2

(K ′(i, j)−K ′(i− 1, j))
2

+
m∑
i=1

n∑
j=2

(K ′(i, j)−K ′(i, j − 1))
2 (6)

Tn =
n∑
j=1

m∑
i=2

(Kn(i, j)−Kn(i− 1, j))
2

+
m∑
i=1

n∑
j=2

(Kn(i, j)−Kn(i, j − 1))
2 (7)

let D2 = T ′ − Tn, and modifying (5), we obtain

αc(K
′|Kn) ≡ min

{
1, e−λ1D1−λ2D2

}
(8)

By comparing the smoothness of K ′ not in an absolute sense,
but relative to the last accepted guess, we hope to keep as
many solutions as possible open to us, while ensuring a fairly
smooth result. We introduce one additional prior, this time
imposing a condition on the gradient of our conductivity. The
author explores the notion of priors more fully in [7], but much
as we take the proposal density as given, the aim of this paper
is not to examine priors per se. So we look at the mixed partial
derivative of our candidate state and compare it to that of the
last accepted guess

M ′ =

n∑
j=1

m∑
i=2

(
K ′xy(i, j)−K ′xy(i− 1, j)

)2
+

m∑
i=1

n∑
j=2

(
K ′xy(i, j)−K ′xy(i, j − 1)

)2
(9)

Mn =

n∑
j=1

m∑
i=2

(
Knxy (i, j)−Knxy (i− 1, j)

)2
+

m∑
i=1

n∑
j=2

(
Knxy (i, j)−Knxy (i, j − 1)

)2
(10)

where K ′xy and Knxy are computed using central and for-
ward/backward finite difference schemes. We let D3 = M ′ −
Mn and modify (5) to get

αs(K
′ | Kn) ≡ min

{
1, e−λ1D1−λ3D3

}
(11)

We now take the acceptance step of our algorithm as

α = max {αc, αs} (12)

So the algorithm seeks to satisfy at least one of our conditions,
though not necessarily both. We present some preliminary
results in Figure 1 and Figure 2 below. Note that we are clearly
on the right path, with the algorithm approaching it’s mark,
but not to a satisfying degree.
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(a) Target. (b) Reconstruction with
λ1 = 1, λ2 = 100, λ3 = 15.

Fig. 1. Reconstruction of a tilted plane with priors, 10 million iterations.

(a) Target. (b) Reconstruction with
λ1 = 1, λ2 = 10, λ3 = 15 .

Fig. 2. Reconstruction of a Gaussian well with priors, 10 million iterations.

III. ERROR ANALYSIS

Our work so far has looked at qualitative improvements to
our reconstructions, now we seek to quantify those improve-
ments and the performance of the algorithm in general. Several
metrics can be used for this purpose, but we will focus our
writeup on the following: the difference between the data and
the output using our guess (δ), given by

δ = (δ1 · · · δn) , with δi =
∑

(d− d′i)2

the sum of differences squared between Kcorrect and Kn (β),

β =
(∑

(Kcorrect −K1)2 · · ·
∑

(Kcorrect −Kn)2
)

and most importantly, the rate of acceptance of guesses (Γ),
where

Γ0 = 0 and Γi =

{
Γi−1 + 1 if guess is accepted.
Γi−1 if guess not accepted.

for each subsequent iteration.

The form of Γ is a step function, where accepting every
guess would resemble a straight line of slope 1, and accepting
none of the guesses results in a slope of 0. The shape of this
function should tell us something about when the algorithm is
performing best.

A. δ, β, Γ Results

The results of tests involving these parameters reveals
some interesting information (see Figure 3). β decreases,
as expected, at a decreasing rate over time, slowing down
around 6− 7 million iterations, which seems in line with the

qualitative results.

On the other hand, δ decreases much more rapidly. The
difference between the data and simulated temperatures
becomes very small starting at as early as 250000 iterations.
In a sense, this fits with the problem of ill-posedness, the
data is only useful to a certain degree, and it will take much
more to converge to a solution (and we have been converging
beyond 250k iterations). The most important result, however,

(a) β. (b) δ.

(c) Γ.

Fig. 3. Plot of the error metrics without normalizations.

comes from Γ. If we fit a line to our step function, we get
slopes of 0.95 or more. This means we are accepting nearly
every guess. While this could be troubling on its own, the fact
that we are accepting at a constant rate as well is indicative
of a deeper problem in our method.

Given that Γ is dependent solely on the likelihood of
accepting a guess, we take a look at α directly. What we find is
that α is evaluating at 1 almost every iteration. The quantities
we are looking at within it (comparing data and smoothness)
are simply too large. We need to normalize our distribution.

IV. PRELIMINARY STRUCTURE

In the following sections, we examine the impact of
normalizations on our data terms, and explore the motivations
behind the various constructions. More rigorous data is
provided concerning the final form, while the earlier results
focus on the concepts that guided their evolution.

One structural change which we will implement is to take
equation (12), and change it to be more restrictive. Previously,
it was looking for solutions which satisfied at least one of the
prior conditions. Here we will instead look for solutions that
satisfy all of them at once by setting

α(K ′ | Kn) ≡ min

{
1, e
−
(∑3

i=1
λiziDi

)}
(13)

where zi are as-of-yet undetermined normalization terms.
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A. Motivation

We first take a moment to examine the sensitivities λi,
and impose the following condition: λ1 > λ2 and λ1 > λ3.
Not doing so would mean the algorithm could give us some
false positives. This leads us to notice that a key aspect of
the MHMCMC method is information. Due to the ill-posed
nature of the problem, we need to keep every piece of
information that can be gleaned. We will keep this idea in
mind throughout the later sections.

As for the normalizations proper, the naive approach to our
problem would be to divide each data term by a constant value.
In this formulation, our normalization terms would have the
form

zi =
1

ci
(14)

where ci can be determined by looking at representative
values of our data terms.

This approach has one advantage, which is that it retains
information very well. The relationships between quantities
is affected by a constant factor, and its evolution is therefore
preserved across iterations. Unfortunately, this method is very
unstable, and is not particularly viable. One can think of the
opposite method to this one being dividing each data term
by itself. Clearly, this would erase all information contained
within our results, but it would successfully normalize it,
given a broad enough definition of success.

Concretely, we seek to find a normalization that delivers
information about the evolution of our data terms, but bounds
the results so that we may control their magnitudes and work
with their relative relationships.

V. NORMALIZED WITH INERTIA

We introduce the concept of inertia in this framework.
Inertia can be thought of as the weight (call it w) being applied
to either previous method. Though we do not want to divide
by only a constant, there is merit to letting some information
trickle through to us. If we do not bound the quantities we
are examining, then we will obtain very small or very large
values for α, effectively 0 or 1, which is undoing the work of
the MHMCMC. We attempt to bound our likelihood externally.
We define αh such that

α(K ′ | Kn) ≡ z0αh = z0e
−(
∑

i
λiziDi) (15)

A. Global Normalizations

Even a cursory analysis of our early attempts at solving
this heat conductivity problem have revealed a desperate need
to correctly normalize our data in order to get meaningful
likelihoods. Some issues of note have been the idea that the
inertia of the process, the value of previous guesses, contains
information which is important to the successful convergence
of our algorithm. Another is the fact that the variance of data
terms means that we require a strong normalization term,

at the expense, perhaps, of information, if we are to obtain
meaningful results.

Addressing the second point, we decide to deviate slightly
from one aspect of our method, and use a global result.
Computationally, we will only be tracking one variable, and
this poses no problem. But note that using a global result
in computing α implies that our process is no longer a
Markov process, as the probability of reaching the next step
is dependent on the past and not just the present.

B. Formulation of Z(1)

First, let αh,m = maxj {αh,j} , ∀j and Di,m =
maxj {Di,j} , ∀j. We denote Z(1) the normalization

z
(1)
0,j = w0

1

αh,j
+ (1− w0)

1

αh,m
(16)

z
(1)
i,j = w

1

|Di,j |
+ (1− w)

1

|Di,m|
(17)

While this effectively bounds our acceptance probability be-
tween [0, 1], it does so at the expense of the Markov property
of our algorithm. Removing this property exhibits some insta-
bility in the evolution of the algorithm. Namely, they appear to
converge to false positives, an effect which must be explored
more fully.

C. Restricted Random Interval

Examining the values of α that we now produce reveals
that we have greatly tightened the spread. Almost all of
our values are contained in a narrow band (which changes
depending on parameters), say between 0.6 and 0.75. Again,
this means we are losing information, as the difference in the
values of α are lost by comparing them over the entire [0, 1]
interval.

We change the 2nd step in the MHMCMC algorithm, which
was α > u ∼ U [0, 1] ⇒ Kn+1 = K ′. We now restrict the
interval over which we draw u, taking its lower and upper
bounds at the jth iteration to be [umin, umax], where for some
small constant ζ,

umin = min
i<j

αi − ζ ∧ umax = max
i<j

αi + ζ (18)

While perhaps more restrictive, this formulation also greatly
increases the speed at which the algorithm begins to converge
by effectively selecting those guesses which are the most
promising, relative to the past performance of the algorithm.
This method implies that we will not, with probability 1,
decide the outcome of a guess, they simply become (as per ζ)
extremely unlikely to be accepted or rejected.

VI. LOCALLY FOCUSED NORMALIZATION

We now attempt to modify Z(1) in order to retain the
original Markov property of the algorithm. The property
was violated in the second term, which unfortunately also
guarantees we bound our results.
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A. Formulation of Z(2)

Denote a new normalization scheme Z(2), given by

z
(2)
0,j = w0

1

αh,j
+ (1− w0)

1

αh,j−1
(19)

z
(2)
i,j = w

1

|Di,j |
+ (1− w)

1

|Di,j−1|
(20)

While we have recovered the Markov property, we must
now contend with unbounded values for α. We note now
that preliminary attempts to use z(2)i,j with z

(1)
0,j did not yield

promising results.

While this formulation provides good results, it does require
us to find an empirical bound for α, as it is no longer
bounded by z0. For the results presented below, we imposed
α ∈ [0, 1.5], setting

α (K ′ | Kn) = min

{
1.5, z0e

−
(∑3

i=1
λiziDi

)}
(21)

B. Results

The parameters we have to determine are λ1, λ2, λ3, w, w0

and the cutoff for α as in (21). We have concluded we must
set λ1 > λi, ∀i > 1 and we have by definition w,w0 ∈ [0, 1].
The exact values of the sensitivities and inertia factors are at
the moment heuristically chosen to be

λ1 = 0.5, λ2 = 0.15, λ3 = 0.45

w0 = 0.1, w = 0.75, αcutoff = 1.5

For the tilted plane, we obtain Figure 4. As mentioned

(a) Reconstruction using Z(1). (b) Reconstruction using Z(2).

Fig. 4. Z(1) and Z(2) reconstructions of a tilted plane with priors, 2 million
iterations.

in Section V-B, we have some instability in the form of
incorrect convergence for Z(1), which is apparent in Figure 5
as well. On the other hand, Z(2) converges well and produces
a smooth reconstruction. We can also note that it achieves
slightly better results than the no-normalizations case in
only 2 million iterations. The instability in Z(1) is again
apparent, and leads us to conclude that the loss of the
Markov property in the algorithm may be detrimental to its
performance. However, the reconstruction of the Gaussian
well has substantially improved when using Z(2). It achieves
a smoother reconstruction as without normalizations (see
Figure 2), and in 4M iterations instead of 10M .

(a) Reconstruction using Z(1). (b) Reconstruction using Z(2).

Fig. 5. Z(1) and Z(2) reconstructions of a Gaussian well with priors, 4
million iterations.

Going back to our error metric Γ, we see the improvement
manifest itself rather clearly, with acceptances being on the
order of ∼ 55% instead ∼ 95% as they were before.

(a) ΓZ(2) for tilted plane. (b) ΓZ(2) for Gaussian well.

Fig. 6. Plots of Γ for Z(2) reconstructions with priors.

VII. CONCLUSION

The need for normalizing factors arose from the variance
in the magnitudes of data terms Di from one iteration
to the next. In formulating those factors, we focused on
conserving the information contained in Di while bounding
our quantities, and we confirmed the importance of retaining
the Markov property in this context. However, by using the
Z(2) formulation, we were able to obtain faster and better
reconstructions of the conductivity for both the tilted plane
and the Gaussian well.

Despite the encouraging results, several avenues need to
be explored more fully. The long-run behavior of Z(2) seems
to exhibit some stagnation, seemingly having converged as
best as it can. In addition, very preliminary results have
been obtained for a scheme that lies between Z(1) and
Z(2), which updates the (1− w) terms only when a guess is
accepted, has shown competitive performance relative to Z(2).

As the algorithm currently stands αcutoff, the sensitivities λi,
and the inertia factors w,w0 must be determined heuristically.
It is possible we may be able to dynamically adjust the values
as the algorithm runs, through a constrained optimization of
the acceptance rate, but that remains to be studied.

Finally, we would like to implement Gaussian-Mixture
based MCMC algorithms, that treat the proposal density as
an unknown to be approximated, and combine this framework
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with our normalization schemes to observe the interaction of
the two methods.
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Modeling the virtual machine allocation problem
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Abstract—Finding the right allocation of virtual machines (VM)
in cloud data centers is one of the key optimization problems in cloud
computing. Accordingly, many algorithms have been proposed for the
problem. However, lacking a single, generally accepted formulation
of the VM allocation problem, there are many subtle differences in
the problem formulations that these algorithms address; moreover,
in several cases, the exact problem formulation is not even defined
explicitly. Hence in this paper, we present a comprehensive generic
model of the VM allocation problem. We also show how the often-
investigated problem variants fit into this general model.

Keywords—Virtual machines, VM placement, VM consolidation,
Cloud computing, Data centers

I. INTRODUCTION

Workload allocation in data centers (DCs) has been an im-
portant optimization problem for decades [7]. More recently,
the wide spread of virtualization technologies and the cloud
computing paradigm have established several new possibilities
for resource provisioning and workload allocation [4], opening
up new optimization opportunities.

Virtualization makes it possible to co-locate multiple ap-
plications on the same physical machine (PM) in logically
isolated virtual machines (VMs). This way, a high utilization
of the available physical resources can be achieved, thus
amortizing the capital and operational expenditures associated
with the purchase, operation, and maintenance of the DC
resources. What is more, live migration of VMs makes it
possible to move a VM from one PM to another one without
noticeable service interruption [2]. This enables the dynamic
re-optimization of the allocation of VMs to PMs, reacting to
changes in the VMs’ workload and the PMs’ availability.

Consolidating multiple VMs on relatively few PMs helps
not only to achieve good utilization of hardware resources, but
also to save energy because unused PMs can be switched off or
at least to a low-energy state such as sleep mode. However, too
aggressive consolidation may lead to performance degradation.
In particular, if the load of some VMs starts to grow, this may
result in an overload of the accommodating PM’s resources.
In many cases, the expected performance levels are laid down
in a service level agreement (SLA), defining also penalties
if the provider fails to comply. Thus, the provider must find
the right balance between the conflicting goals of utilization,
energy efficiency, and performance [11].

Beside virtualization and live migration, the most impor-
tant characteristic of the cloud computing paradigm is the
availability of online services with practically unbounded

Z.Á. Mann is with the Department of Computer Science and Information
Theory, Budapest University of Technology and Economics, Budapest, Hun-
gary

capacity that can be provisioned elastically as needed. This
includes Software-as-a-Service, Platform-as-a-Service, and
Infrastructure-as-a-Service [21]. In the latter case, VMs are
directly offered to customers; in the first two cases, VMs can
be used to provision virtualized resources for the services in a
flexible manner. Given the multitude of available public cloud
offerings with different capabilities and pricing schemes, it is
increasingly difficult for customers to make the best selection
for their needs. The problem is further complicated by hybrid
cloud setups that are increasingly popular in enterprises [5].
In this case, VMs can be either placed on PMs in the own
DC(s) or using offerings from external providers, thus further
enlarging the search space.

Since the allocation of VMs is an important and challenging
optimization problem, several algorithms have been proposed
for it. However, as shown in a recent survey, the existing liter-
ature includes a multitude of different problem formulations,
making the existing approaches hardly comparable [13]. Even
worse, some existing works failed to explicitly and precisely
define the version of the problem that they are addressing,
so that this must be figured out from the algorithm that they
proposed or from the way the algorithm was evaluated.

We believe that addressing an algorithmic problem should
start with problem modeling: a thorough consideration of
the problem’s characteristics and their importance or non-
importance, leading to one or more precisely defined – prefer-
ably formalized – problem formulation(s) that capture the
important characteristics of the problem. Then and only then
should algorithms be proposed if the problem is already well-
understood and well-defined. It seems that in the case of
the VM allocation problem, this critically important phase
was skipped, resulting in a rather chaotic situation where
algorithms for “the VM allocation problem” actually address
many different problems with sometimes subtle, sometimes
serious differences.

The aim of this paper is to remedy this deficiency. Specif-
ically, we devise a rather general formulation of the VM
allocation problem that includes most of the problem formu-
lations studied so far in the literature as special cases. We
provide a taxonomy of important special cases and analyze
their complexity. Section II contains the general problem
model and Section III discusses special cases, followed by
our conclusions in Section IV.

II. GENERAL PROBLEM MODEL

We consider a Cloud Provider (CP) that provides VMs
for its customers. For provisioning, the CP can use either
its own PMs or external cloud providers (eCPs). The CP
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attempts to find the right balance between the conflicting goals
of cost-efficiency, energy-efficiency, and performance. In the
following, we describe the details of the problem.

A. Hosts

Let D denote the set of data centers available to the CP.
For data center d ∈ D, let Pd denote the set of PMs available
in d, also including any switched-off PMs. Furthermore, P =⋃
{Pd : d ∈ D} is the set of all PMs.
Each PM p ∈ P is characterized by the following numbers:
• cores(p) ∈ N: number of processor cores
• cpu_capacity(p) ∈ R+: processing power per CPU core,

e.g., in MIPS (million instructions per second)
• capacity(p, r) ∈ R+: capacity of resource type r ∈ R.

For example, R can contain the resource types RAM and
HDD, so that the capacity of these resources are given for
each PM (e.g., in GB). This should be the net capacity
available for VMs, not including the capacity reserved
for the OS, the virtualization platform, and other system
services

Our approach to model the CPU explicitly and all other
resources of a PM through the generic capacity function
has several advantages. First, this gives maximum flexibility
regarding the number of resource types that are taken into
account. For instance, also caches, SSD drives, network inter-
faces, or GPUs can be considered, if relevant. On the other
hand, the CPU is quite special, particularly because of multi-
core technology. A multi-core processor is not equivalent to a
single-core processor of capacity cores(p) · cpu_capacity(p).
It is also not appropriate to model each core as a separate
resource, because VMs’ processing power demand is not
specific to each core of the PM, but rather to the set of its
cores as a whole. The other reason why it makes sense to
model the CPU separately is the impact that the CPU load
has on energy consumption.

Each PM p ∈ P has a set of possible states, denoted by
States(p). States(p) always contains the state On, in which
the PM is capable of running VMs. In addition, States(p) may
contain a finite number of low-power states (e.g., Off and
Sleep). Each PM p ∈ P and state ∈ States(p) is associated
with a static power consumption of static_power(p, state)
per time unit. In addition, the On state also incurs a dy-
namic power consumption depending on the PM’s load,
as defined later. The possible state transitions are given
in the form a directed graph (States(p), T ransitions(p)),
where a transition ∈ Transitions(p) is an arc from one
state to another. For each transition ∈ Transitions(p),
delay(transition) and energy(transition) denote the time it
takes to move from the source to the target state and the energy
consumption associated with the transition, respectively. (It
should be noted that most existing works do not model PM
states and transitions in such detail; an exception is the work
of Guenter et al. [10].)

Let E denote the set of eCPs from which the CP can lease
VMs. For each eCP e ∈ E, Types(e) denotes the set of VM
types that can be leased from e, and Types =

⋃
{Types(e) :

e ∈ E} is the set of VM types available from at least one eCP.

Each VM type type ∈ Types is characterized by the same set
of parameters as PMs: cores(type), cpu_capacity(type), and
capacity(type, r) for all r ∈ R. In addition, for an eCP e ∈ E
and a VM type type ∈ Types(e), fee(type, e) specifies the
fee per time unit for leasing one instance of the given VM
type from this eCP. It should be noted that the same VM type
may be available from multiple eCPs, potentially for different
fees.

Since VMs can be either hosted by a PM or mapped to a
VM type of an eCP, let

Hosts = P ∪ {(e, type) : e ∈ E, type ∈ Types(e)}

denote the set of all possible hosts.

B. VMs

What we defined so far is mostly constant: although some-
times new PMs are installed or existing PMs are taken out of
service, eCPs sometimes introduce new VM types or change
rental fees, such changes are rare, and can be seen as special
events. On the other hand, the load of VMs changes inces-
santly, sometimes quite quickly. For the purpose of modeling
such time-variant aspects, let Time ⊆ R denote the set of
investigated time instances. We make no restriction on Time:
it can be discrete or continuous, finite or infinite etc.

The set of VMs in time instance t ∈ Time is denoted by
V (t). For each VM v ∈ V (t), cores(v) is the number of
processor cores of v. The CPU load of v in time instance t is
a cores(v)-dimensional vector: vcpu_load(v, t) ∈ Rcores(v)

+ ,
specifying the computational load per core, e.g., in MIPS. The
load of the other resources is given by vload(v, r, t) ∈ R+ for
a VM v ∈ V (t), resource type r ∈ R, and time instance
t ∈ Time.

It should be noted that all the cores of a PM’s CPU are
expected to have the same capacity. In contrast, the cores of
the CPU of a VM do not have to have the same load.

C. Mapping VMs to hosts

The CP’s task is to maintain a mapping of the VMs to the
available hosts. Formally, this is a function

Map : {(v, t) : t ∈ Time, v ∈ V (t)} → Hosts.

Map(v, t) defines the mapping of VM v in time instance
t to either a PM or a VM type of an eCP. Furthermore, if
Map(v, t) = p ∈ P , that is, the VM v is mapped to a PM
p, then also the mapping of processor cores must be defined,
since p may have more cores than v and each core of p may be
shared by multiple VM cores, possibly belonging to multiple
VMs. Hence in such a case, the function

Map_corev : {1, . . . , cores(v)}×Time→ {1, . . . , cores(p)}

defines for each core of v the accommodating core of p, in a
given time instance.

Given the mapping of VMs, the load of a PM can be
calculated. For a PM p ∈ P and time instance t ∈ Time,
let

V (p, t) = {v ∈ V (t) : Map(v, t) = p}
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be the set of VMs mapped to p in t. The CPU load of p in time
instance t is a cores(p)-dimensional vector: pcpu_load(p, t) ∈
Rcores(p)

+ , the ith coordinate of which is the sum of the load
of the VM cores mapped to the ith core of p, that is:

pcpu_load(p, t)i =
∑

v∈V (p,t),
Map_corev(j,t)=i

vcpu_load(v, t)j .

Similarly, for a resource type r ∈ R, the load of PM p with
respect to r in time t is

pload(p, r, t) =
∑

v∈V (p,t)

vload(v, r, t).

The dynamic power consumption of a PM p is a
monotonously increasing function of its CPU load. This func-
tion can be different for each PM. Hence, for a PM p ∈ P ,
let dynamic_powerp : Rcores(p)

+ → R+ define the dynamic
power consumption of p per time unit as a function of the
load of its cores. This function is monotonously increasing in
all of its coordinates. If PM p is in the On state between time
instances t1 and t2, then its dynamic energy consumption in
this time interval is given by∫ t2

t=t1

dynamic_powerp(pcpu_load(p, t))dt. (1)

D. Data transfer

For each pair of VMs, there may be communication be-
tween them. The intensity of the communication between
VMs v1, v2 ∈ V in time instance t ∈ Time is denoted
by vcomm(v1, v2, t), given for example in MB/s. If there
is no communication between the two VMs in t, then
vcomm(v1, v2, t) = 0. The communication between a pair of
hosts h1, h2 ∈ H is the sum of the communication between
the VMs that they accommodate, i.e.,

pcomm(h1, h2, t) =
∑

v1,v2∈V (t),
Map(v1,t)=h1,
Map(v2,t)=h2

vcomm(v1, v2, t).

For each pair of hosts h1, h2 ∈ Hosts, the band-
width available for the communication between them is
bandwidth(h1, h2), given for example in MB/s.

E. Live migration

The migration of a VM v from a host h1 to another host h2

takes time mig_time(v, h1, h2). During this period of time,
both h1 and h2 are occupied by v. This phenomenon can be
modeled by the introduction of an extra VM v′. Let tstart
and tend denote the time instances in which the migration
starts and ends, respectively. Before tstart, only v exists, and
is mapped to h1. Between tstart and tend, v continues to
occupy h1, but starting with tstart, also v′ appears, mapped
to h2. In tend, v is removed from h1, and only v′ remains.
Furthermore, data transfer of intensity mig_comm(v) takes
place between v and v′ during the migration period, which is
added to pcomm(h1, h2, t).

F. SLA violations

Normally, the load of each resource must be within its
capacity. A resource overload, on the other hand, may lead
to an SLA violation. Specifically:
• If, for a PM p ∈ P and one of its processor cores 1 ≤ i ≤

cores(p), pcpu_load(p, t)i ≥ cpu_capacity(p), then this
processor core is overloaded, resulting in SLA violation
for all VMs using this core, i.e., for each VM v ∈ V (p, t),
for which there is a core of v, 1 ≤ j ≤ cores(v), such
that Map_corev(j, t) = i.

• Similarly, if, for a PM p ∈ P and resource type r ∈
R, pload(p, r, t) ≥ capacity(p, r), then this resource is
overloaded, resulting in SLA violation for all VMs using
this resource, i.e., for each VM v ∈ V (p, t), for which
vload(v, r, t) > 0.

• Assume that Map(v, t) = (e, type), where e ∈
E. An SLA violation occurs relating to v, if either
vcpu_load(v, t)i ≥ cpu_capacity(type) for some 1 ≤
i ≤ cores(v) or if vload(v, r, t) ≥ capacity(type, r) for
some r ∈ R.

• If, for a pair of hosts h1, h2 ∈ Hosts,
pcomm(h1, h2, t) ≥ bandwidth(h1, h2), then the
communication channel between the two hosts
is overloaded, resulting in SLA violation for all
VMs contributing to the communication between
these hosts. That is, the set of affected VMs
is

⋃
{{v1, v2} : Map(v1, t) = h1,Map(v2, t) =

h2, vcomm(v1, v2, t) > 0}.
It should be noted that, in practice, loads will never exceed

capacities. However, the loads in the above definitions are
calculated as the sum of the loads of the relevant VMs; such
a sum can exceed the capacity, and this indeed is a sign of an
overload.

In any case, if there is an SLA violation relating to VM v,
this leads to a penalty of

SLA_fee(v,∆t), (2)

where ∆t is the duration of the SLA violation. The SLA
violation fee may be linear in ∆t, but it is also possible that
longer persisting SLA violations are progressively penalized
[9].

In principle, there can be two kinds of SLAs: hard SLAs
must be fulfilled in any case, whereas soft SLAs can be
violated, but this incurs a penalty. Our above definition allows
both: hard SLAs can be modeled with an infinite SLA_fee,
whereas soft SLAs are modeled with finite SLA_fee.

G. Optimization objectives

Based on the above definitions, the total power consumption
of the CP for a time interval [t1, t2] can be calculated as the
sum of the following components:
• For each PM p, the interval [t1, t2] can be divided into

subintervals, in which p remained in the same state.
For such a subinterval of length ∆t, the static power
consumption of p is static_power(p, state) · ∆t. The
sum of these values is the total static power consumption
of p.
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• For each PM p and each state transition of p,
energy(transition) is consumed.

• For each PM p and each subinterval of [t1, t2] in which
p is in state On, the dynamic power consumption is
calculated as in Equation (1).

The total monetary cost can be calculated as the sum of the
following components:
• The fees to be paid to eCPs. Assume that for t ∈ [t1, t2],

Map(v, t) = (e, type), where e ∈ E. This incurs a cost
of (t2 − t1) · fee(type, e). This must be summed for all
VMs mapped to an eCP.

• SLA violation fees, calculated according to Equation 2,
for all SLA violations.

• The cost of the consumed power, which is the total power
consumption, as calculated above, times the unit power
cost.

The objective is to minimize the total monetary costs, by
means of optimal arrangement of the Map and Map_core
functions and the PMs’ states. As a special case, if the other
costs are assumed to be 0, the objective is to minimize the
overall power consumption of the CP.

It should be noted that there is no need to explicitly
constrain or minimize the number of migrations. Rather, the
impact of migrations is already contained in the objective
function in the form of increased power consumption and
potentially SLA violations because of increased system load.
(With appropriate costs of migrations and SLA fees, it is
possible to also model constraints on migrations, if necessary.)

III. IMPORTANT SPECIAL CASES AND SUBPROBLEMS

The above problem formulation is very general. Most au-
thors investigated simpler problem formulations. We intro-
duced some important special cases and subproblems in [13]
and categorized the existing literature on the basis of these
problem variants. In the following, we show how these prob-
lem variants can be obtained as special cases of our general
model. It should be noted that the addressed problem variants
are not necessarily mutually exclusive, so that combinations
of them are also possible.

A. The Single-DC problem

The subproblem that has received the most attention is the
Single-DC problem. In this case, |D| = 1 and |E| = 0, i.e.,
the CP has a single DC with a number of PMs, and its aim
is to optimize the utilization of these PMs. |P | is assumed
to be high enough to serve all customer requests, so that no
eCPs are needed. Since all PMs are co-located, bandwidth is
usually assumed to be uniform and sufficiently high so that
the constraint that it represents can be ignored.

Some representative examples of papers dealing with this
problem include [1], [2], [18], [20].

B. The Multi-DC problem

This can be seen as a generalization of the Single-DC
problem, in which the CP possesses more than one DC. On the
other hand, this is still a special case of our general problem

formulation, in which |D| > 1 and |E| = 0. An important
difference between the Single-DC and Multi-DC problems
is that in the latter, communication between DCs is a non-
negligible factor. Moreover, the DCs can have different charac-
teristics regarding energy efficiency and carbon footprint. This
problem variant, although important, has received relatively
little attention [12], [15].

C. The Multi-IaaS problem

In this case, P = ∅, i.e., the CP does not own any PMs,
it uses only leased VMs from multiple IaaS providers. Since
there are no PMs, all concerns related to them – states and state
transitions, sharing of resources among multiple VMs, load-
dependent power consumption – are void. Power consumption
plays no role, the only goal is to minimize the monetary
costs. On the other hand, |E| > 1, so that the choice among
the external cloud providers becomes a key question, based
on offered VM characteristics and prices. In this case, it is
common to also consider the data transfer among VMs.

The Multi-IaaS problem has quite rich literature. Especially
popular is the case when communication among the VMs is
given in form of a directed acyclic graph (DAG), the edges of
which also represent dependencies. Representative examples
include [8], [17], [19].

D. Hybrid cloud

This is actually the most general case, in which |D| ≥ 1
and |E| ≥ 1. Despite its importance, only few works address
it [3], [6].

E. The One-dimensional consolidation problem

In this often-investigated special case, only the computa-
tional demands and computational capacities are considered,
and no other resources. In our general model, this special case
is obtained when the CPU is the only resource considered, and
the CPU is taken to be single-core, making the problem truly
one-dimensional. That is, R = ∅ and cores ≡ 1.

Whether a single dimension is investigated or also others
(e.g., memory or disk), is independent from the number of DCs
and eCPs. In other words, all of the above problem variants
(Single-DC, Multi-DC, Multi-IaaS, Hybrid cloud) can have a
special case of one-dimensional optimization.

F. The On/Off problem

In this case, each PM has only two states:
States(p) = {On,Off} for each p ∈ P . Furthermore,
static_power(p,Off) = 0, static_power(p,On) is the same
positive constant for each p ∈ P , and dynamic_powerp ≡ 0
for each p ∈ P . Between the states On and Off , the transition
is possible in both directions, with delay(transition) and
energy(transition) both assumed to be 0. As a consequence,
the aim is simply to minimize the number PMs that are on.
This is an often-investigated special case of the Single-DC
problem.
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G. Connections to bin-packing

The special case of the Single-DC problem, in which a
single dimension is considered, power modeling is reduced to
the On/Off problem, all PMs have the same capacity, there is
no communication among VMs, migration costs are 0, and
hard SLAs are used, is equivalent to the well-known bin-
packing problem, since the only objective is to pack the VMs,
as one-dimensional objects, into the minimal number of unit-
capacity PMs. This has an important consequence: since bin-
packing is known to be NP-hard in the strong sense [14], it
follows that all variants of the VM allocation problem that
contain this variant as special case are also NP-hard in the
strong sense.

If multiple dimensions are taken into account, then we
obtain a well-known multi-dimensional generalization of bin-
packing, the vector packing problem [16].

IV. CONCLUSIONS

In this paper, we attempted to lay a more solid foundation
for research on the VM allocation problem. Specifically, we
presented a detailed problem formalization that is general
enough to capture all important aspects of the problem. We
showed how some often-investigated problem variants can be
obtained as special cases of our general model. Our work can
also be seen as a taxonomy of problem variants, filling the
problem modeling gap in the literature between the physical
problem and the proposed algorithms. We hope that this will
catalyze further high-quality research on VM allocation by
showcasing the variety of problem aspects that need to be
addressed as well as by defining a set of standardized models
to build on. This will hopefully improve the comparability of
the proposed algorithms, thus contributing to the maturation
of the field.
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Abstract— Mathematical modeling of structural behavior is 
extremely important to validate design solutions and check if the 
construction being analyzed continues to show safety in operating. 
All data analyzed come from Structural Health Monitoring, an 
extremely complex and relatively expensive activity, and the current 
offer of tools, methods and technologies is varied, which can lead to 
a virtually high number of structural monitoring systems that can be 
customized for each case. In time, the monitoring of bridges became 
the engine for the development of SHM tools, methods and 
technologies, or manager monitoring systems. The case study, in 
continuous quasi-static condition, was performed on Incheon Grand 
Bridge, Seoul,  South Korea. Tracking the behavior of an objective 
under the influence of sunshine is performed by VCE Vienna 
Consulting Engineers ZT GmbH. This paper presents the context in 
which mathematical modeling fits into the set of activities on 
checking behavioral hypotheses defined in the design process. This 
paper presents and the mathematical models of the effect of sunshine 
on a steel structural element, the 24 lamella front South line, by 
comparing data pairs that reflect the cause: atmospheric temperature 
and the effect: the movement of a sensor mounted on the structural 
element. The analysis was performed using software to achieve a 
more optimal mathematical model, that has been tested and then 
validated. 
 

Keywords— Incheon Grand Bridge, Mathematical model, steel 
structural element, Structural Health Monitoring, 

I. INTRODUCTION 

A. General considerations of the Structural Health 
Monitoring 

Structural Health Monitoring (SHM) is a non-destructive in-
situ structural sensing and evaluation method that uses a 
variety of sensors attached to, or embedded in, a structure to 
monitor the structural response, analyze the structural 
characteristics for the purpose of estimating the severity of  
damage/deterioration and evaluating the consequences thereof 
on the structure in terms of response,  capacity, and service-
life[1, 2, 3, 4]. According to Chang [5], "the goal of structural 
monitoring is to gain knowledge of the integrity of in-service 
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structures on a continuous real-time basis". Some of the 
benefits/advantages of a properly designed SHM are [6]: Real 
time monitoring with alarms increase the safety for the end-
uses; Down time reduction; To verify, control, assess, 
understand the actual behavior of the structure; Calibration of 
FEM and calculations; Decreased maintenance costs; In 
general, the activity of SHM during execution differs from its 
period of service, but some sensors may remain, thus making 
the overall process less expensive. Structural Monitoring [7] 
was done using wired systems that collected and monitored 
data from these structures. This was an expensive and 
inflexible approach because the system could not be easily 
redeployed if better data collection points were discovered on 
the structure. Wireless Sensor Networks became a good way to 
solve this problem, and thereby meet a major requirement for a 
viable SM system. Autonomous motes could now be deployed 
over a field of interest while data was collected at a base 
station [8]. Real-time data monitoring involves continuous data 
capture with a very small time margin between data sample 
blocks[9]. Monitoring of bridges is an adaptation of SHM for 
this important work of art. Data on structural behavior are 
collected in the SHM process the and databases are created, 
which can then be processed by different software, among 
which are: Excel real-statistics, DataFit 9.1., Statistics Dell 
software, Table Curve 2D, Table Curve 3D, SimFit and IBM 
SPSS 21, which helps create different mathematical models of 
the processes studied. 
 
B. Presentation of the studied structure,  Incheon Bridge 

The Incheon Bridge (figure 1) is South Korea's longest 
spanning cable-stayed bridge. At 12.3km long with a main 
cable stayed span of 800m the new Incheon Bridge will be one 
of the five longest of its type in the world. Its 33.4m wide 
steel/concrete composite deck will carry six lanes of traffic 
74m above the main shipping route in and out of Incheon port 
and link the new Incheon International Airport on Yongjing 
Island to the international business district of New Songdo 
City and the metropolitan districts of South Korea’s capital, 
Seoul. The cable stayed section of the crossing is 1,480m long, 
made up of five spans measuring 80m, 260m, 800m, 260m and 
80m respectively, and the height of the "inverted Y" main 
towers is 230.5m. The sea crossing bridge section, whose 
concessionaire is Incheon Bridge Corporation, is funded by the 
private sector. Korea Expressway Corporation and the Korean 
Ministry of Land, Transport and Maritime Affairs (MLTM) 
managed the project [10]. 
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Figure 1. General view 1, Incheon grand bridge South Korea 
(Sourse: VCE) 
 
C. Short presentation of the Structural Monitoring Method 

From the presentation site we quote:  " In order to measure the 
movement of the cable stayed bridge section and the 
performance of the modular expansion joints of type LR24, a 
ROBO®CONTROL remote monitoring system was installed 
at one at the expansion joint locations. This serves to measure 
the movements of the first, second and last lamella beams of 
the joint, as well as the entire gap width and air and structure 
temperatures. "[10]. Figure 2 shows the ultrasonic sensors, and 
figure 3 shows the position of the RoboControl box, mounted 
on the structure. The outstanding feature of the UPK series is 
its high acoustic power combined with small sensor size. 
Monitoring system consists of 6 UPK category sensors, i.e. 4 
UPK 500 sensors(first lamella, second lamella and 24- last, 
lamella –South,  first lamella -North carriagetaway)  and 2 
UPK2500 sensors (bridge gap-South and North 
carriagetaway)[10]. 
 
 
 
 
 
 
 
 
 
Figure 2. Ultrasonic sensors sonorange UPK 
(Surse SNT Sensortechnik AG) 
 
 
 
 
 
 
 
 
Figure 3. The position of the RoboControl box, mounted on 
the structure(Sourse: VCE) 

2. OVERVIEW OF THE DATA OBTAINED IN THE 
MONITORING PROCESS, THE OPPORTUNITY FOR THEIR 

SELECTION 
The climate in South Korea is temperate with a lot of rainfall 
in summer and winters that can get very cold. In Seoul, 
Incheon bridge area, the average January temperature ranges 
from -7°C to 1°C, slightly lower in February, and the average 

July temperature ranges between 22°C and 29°C, slightly 
higher in August. The company that performs the monitoring, 
VCE Vienna Consulting Engineers ZT GmbH, with which our 
institution has been working with since 2009, provided us with 
all the data from June 1, 2009, the date of commencement of 
the action until today, the date of completion of this paper, 
December 23, 2014, having an initial data volume of 194,881 
for nine parameters (similar to those in Table 1.), so a total of 
1,753,929 possible pairs of correlations[10], which initially led 
to the selection of data for the year 2013 and after that the 
selection of four significant months in 2013. Table 1. shows 
the extreme values of air temperatures for the period in which 
the monitoring was made (which continues today) and Table 2 
shows the total number of data pairs for different monitoring 
periods and different intervals between measured data.  
 

 Min. Max. Dif. 
Momment of Recording; 
Mounth/ Day/Year; every 
15 minutes  

7/2/2013  
21:28 

8/6/2012  
5:58 

121 
Days 

Air temperature [°C] -14.2 36.1 50,3 
Movement of 24th lamella 
from south line [m] 0,256 

0,211 0,045 

Movement of bridge gap 
from north line [m] 

1,676 0,861 0,815 

Movement of bridge gap 
from south line [m] 

1,696 0,853 0,843 

Movement of first lamella 
from north line [m] 

0,156 0,101 0,055 

Movement of first lamella 
from south line [m] 

0,139 0,083 0,056 

Movement of second 
lamella from south line [m] 

0,285 
0,168 0,117 

Temperature in the ROBO-
CONTROL box [°C] 

5,9 34,5 28,4 

Temperature of steel 
structure [°C] 

-15,0 34,7 49,7 

Table 1. The extreme values for recordings made 02.02.2009-
23.12.2014, every 15 minutes (Sourse: Authors) 
 

No
. Period Interval between 

measurements 
No. of processed 
data pairs  

1.  2009-2014 15 Min. 194.881 
2.  1 H 48.720 
3.  2 H 24.360 
4.  4 H 12.180 
5.  2013 15 Min. 35.024 
6.  1 H 8756 
7.  2 H 4378 
8.  4 H 2189 
9.  2013, 4 Mounth  

II, V, VIII, XI 
15 Min. 11.616 

10.  1 H 2.904 
11.  2 H 1.452 
12.  4 H 726, Case study 
Table 2. The amounts of possible combinations for different 
monitoring periods at various intervals (Sourse: Authors) 
 
3. DEFINING THE POSITION AND ROLE OF 
STRUCTURAL MATHEMATICAL MODELING IN THE 
HISTORY OF ACHIEVING A CONSTRUCTION  
 
Mathematical modeling has a very important role in achieving 
a structural objective[1]. In Figure 4 the authors define the 
position of this stage in the life of a structure. 
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Figure 4. The position of the Mathematical modeling in the 
Structural live (Sourse: Authors) 
 
Mathematical modeling of structural behavior complements 
structural monitoring, a phase which begins during building 
construction and continues, for special constructions (this 
includes the bridge which is the subject of this case study), 
throughout their lifetime[1, 11, 12]. While Structural Health 
Monitoring aims to create behavioral data banks of the 
structure for the action of various factors, mathematical 
modeling, through processing and using various software 
dedicated to data coming from the previous stage, defines 
mathematical models of the cause and effect ratio for different 
strains and resistance elements making up the analyzed 
objective[13]. 
 
4. MAIN STRAINS TO WHICH THE RESISTANCE 
STRUCTURES OF BRIDGES ARE EXPOSED TO 
 
Bridges are subjected, during the period of service, to the 
following main strains: 

• wind, 
• uneven sunshine of structural elements 
• variation in the level of the watercourse, 
• traffic and its characteristics, number, weight of vehicles, 
speed, collisions and other events, 
• earthquake, 
• settlement or compaction of foundation land, 
• different physico-chemical factors, one of the most 
important being corrosion of metallic resistance elements.  

The paper analyzes the second aspect, which is considered 
very important for the monitored objective.  
 

5. MATHEMATICAL MODELS OF THE CORRELATION 
BETWEEN TEMPERATURE AND SENSOR MOVEMENT. 

A. Study of the relevance of mathematical models developed 
for data taken at intervals of 1, 2 and 4 hours 
 
 The first verification was done to see if by reducing the 
percentage of data, basically increasing the monitoring 
interval, there are significant changes of the mathematical 
model created by different mentioned software[14, 15, 16, 17]. 
We chose the correlation between the temperature of the steel 
(the material of the bridge deck blades) and the movement of 
the sensor mounted on them, i.e. lamella 24 from the south line 
of the bridge. I chose three time intervals, respectively data 
recorded hourly, every two hours, respectively every four 
hours. 
1. Hourly data 
Entering the data in the program we obtain 83 equations which 
define the relationship between the two sets of data, x, 
representing the temperature of the steel and y = f(x) the 
position of the sensor, relative to a predetermined fixed origin. 
In general, as a mathematical model we chose the first 
equation, Rank 1 or the closest one to an operable model. In 
this case, the first equation is: 

0,5 20 3 4y a bx cx dx ex= + + + +           (1.) 
Correlation coefficient 2 0.8821704827r = showing a 
highly significant correlation between the input data into the 
program. 

 

 
Figure 5. Correlation graph between steel temperature and 
sensor position on the 24 lamella south line and the data 
covariance interval (Sourse: Authors) 
 
For the defined equation the coefficients are shown below, and 
for the other they have similar values: a=0.494485022; b= -
0.00063215; c= -3.7835e-0,7 ; d= -7.8368e-0,7; e=  1.57508e-0,8 

Figure 5. Shows the graph of the correlation between the 
temperature of the steel and the position of the sensor on 
lamella 24 from the south line and the data covariance interval. 
Figure 6 shows the graph of residual values on the correlation 
between steel temperature and sensor position on the 24 
lamella south line. The vast majority of data falls in the 
range of - 0.005 to + 0.005 m, reaching a lower percentage in 
the range of - 0.010 to + 0.010 m.  
2.  Data taken every two hours 
Entering the data in the program we obtain 83 equations which 
define the relationship between the two sets of data, x, 
representing the temperature of the steel and y = f(x) the 
position of the sensor, relative to a predetermined fixed origin. 
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Figure 6. Graph of residual values on the correlation between 
steel temperature and sensor position (Sourse: Authors) 
 
In general, as a mathematical model we chose the first 
equation, Rank 1 or the closest one to an operable model. In 
this case, the first equation is: 

0,5 20 3 4...y a bx cx dx ex= + + + +                        (2) 
Although the correlation coefficient 

2 0.8819868406r = decreases slightly, it continues to show 
a highly significant correlation between the input data into the 
program. a= 0.494465456; b= -0.00060642; c= -9.0723 e-0,7   ; 
d= -9.4767 e-0,7 ; e=  2.05933 e-0,8    

3. Data  taken every four hours 

Entering the data in the program we obtain 83 equations which 
define the relationship between the two sets of data, x, 
representing the temperature of the steel and y = f(x) the 
position of the sensor, relative to a predetermined fixed origin. 
In general, as a mathematical model we chose the first 
equation, Rank 1 or the closest one to an operable model. In 
this case, the first equation is: 

20 3 4ln y a bx c x d x e x= + + ⋅ + ⋅ + ⋅           (3) 
Although the correlation coefficient 2 0.9046985517r = , 
surprisingly, increases slightly, it continues to show a highly 
significant correlation between the input data into the program. 
For the equation    (3) coefficients are shown below, for the 
rest they have similar values: a= -1.40691138; b= -
0.00242608; c= -7.2963e-0,6; d= -3.6588e-0,6 ; e= 7.50831e0,8   . 
The following four equations do not change, but have a slight 
decrease in the correlation coefficient: 
2. 0,5 20 3 4y a bx cx dx ex= + + + +            (4) 
Correlation coefficient 2 0.9046910656r =  
3. 2 3 4y a bx cx dx ex= + + + +                       (5) 
Correlation coefficient 2 0.9046597445r =    
4. 2 3 41/ y a bx cx dx ex= + + + +                  (6) 
Correlation coefficient 2 0.9046423605r =   
5. 2 20 3 4y a bx cx dx ex= + + + +                       (7) 
Correlation coefficient 2 0.9045253305r =   
Figure 7 shows the correlation graph between the temperature 
of the steel and the position of the sensor on lamella 24 from 
the south line, recordings made every four hours, and the 
five equations-mathematical models shown, it becomes evident 
that the shape of the graphs shown in Figures 5 and 6 and the 
relationships and indices in the accuracy calculus 
remain.similar; the reduction of the data to a quarter did not 

significantly affect the results. Replacing the variable x=steel 
temperature in the Rank 1 equation leads to values very close 
to the average ones found in the field, so the correlation is 
maintained, and it even increases for the density selection 
every four hours. (Table 3) 
 

 
Figure 7. Correlation graph between steel temperature and 
sensor position, recording every four hours(Sourse: Authors) 
 

Table 3. Validation of the mathematical model created-The 
calculation of the approximation accuracy of the mathematical 
model created on the correlation between steel temperature 
and sensor position on the 24 lamella south line, for significant 
temperatures (Sourse: Authors) 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Table 4. Acuity of the mathematical model for each iteration 
and the number of data pairs removed(Sourse: Authors) 
 
This comparative analysis shows that for this case analyzing 
the correlation between the response of the displacement 
sensor under the effect of temperature change it is sufficient to 

T 
°C 

Rank 1 
eq.  

 

Position from terrain 
measurements Approx. 

Max. Min. Med. 
1 0.244 0,247 0,239 0,243 0,995188 
5 0.241 0,248 0,237 0,242 0,995877 

10 0.237 0,244 0,235 0,239 0,993319 
15 0.237 0,239 0,224 0,231 0,973098 
20 0.227 0,226 0,222 0,240 0,988125 
25 0.222 0,226 0,216 0,221 0,992810 
30 0.216 0,220 0,211 0,215 0,994004 

Iteration Accuracy 
% 

The number 
of pairs of 

data removed 
Basic data 88,0 22 

1 89,2 14 
2 89,8 13 
3 90,2 8 
4 90,5 7 
5 90,8 8 
6 91,3 5 
7 91,4 3 
8 91,4 2 
9 91,4 1 

10 91,5 0 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 110



 

 

study data taken every four hours, which are similar to those 
taken every two hours or hourly. Further, the analysis of the 
data and the construction of the other mathematical models 
will be made at this data capture density, every four hours. 

B. Data processing using IBM SPS Statistics software 
For the case studied it was important to improve the 
mathematical model by removing insignificant quantities, 
through successive iterations. We conducted ten iterations, 
eliminating the data that the software indicated as irrelevant, 
and the acuity gradually increased (Table 2.) from the initial 
88% to the final value, after ten iterations, of 91.5% . After the 
tenth iteration the software indicates that no more quantities 
have to be removed from the processed data, because this 
percentage of acuity of the mathematical model created is the 
maximum possible.  
It is noted that removing massive amounts of values in the 
basic data processing stage, and after the first iteration, the 
second, or fourth, brought the greatest progress in increasing 
acuity from 1.2% to 0,5 %. 

C. Using statistical selection data obtained through IBM 
SPSS 21 software with the others mathematical software 
The author believes that there is no need to resume using the 
diferents software for obtaining analytical and graphical data. 
The following are the equations of Rank 1 and the related 
correlation coefficient for all ten iterations above. For each 
iteration I used the data set selected after the removal of data 
pairs specified in the previous iteration. 
Raw data.  
Correlation coefficient 2 0.9046985517r = , 

20 3 4ln y a bx c x d x e x= + + ⋅ + ⋅ + ⋅        (8) 
Iteration 1. Correlation coefficient, 2 0.8992430098r =  

20 3 4ln y a bx c x d x e x= + + ⋅ + ⋅ + ⋅        (9) 
Iteration 2. Correlation coefficient,  
, 20 3 4ln y a bx c x d x e x= + + ⋅ + ⋅ + ⋅        (10) 
Iteration 3. Correlation coefficient, 2 0.9077518531r =  

20 3 4ln y a bx c x d x e x= + + ⋅ + ⋅ + ⋅        (11) 
Iteration 4. Correlation coefficient, 2 0.9116396303r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (12)  
Iteration 5. Correlation coefficient, 2 0.9138251649r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (13) 
Iteration 6. Correlation coefficient, 2 0.9188109224r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (14) 
Iteration 7. Correlation coefficient, 2 0.9200105984r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (15) 
Iteration 8. Correlation coefficient, 2 0.9198227878r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (16) 
Iteration 9. Correlation coefficient, 2 0.9193773591r = , 

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅          (17) 
Iteration 10. Correlation coefficient, 2 0.9200420354r =  

20 3 xy a bx c x d x e x−= + + ⋅ + ⋅ + ⋅         (18) 

  

 d e 
Raw 
data 

-3.6588e-0,6  7.50831e-0,8   . 

11.  -3.9626 e-0,6  8.0838 e-0,8    
12.  -3.2469 e-0,6 7.24115 e-0,8    
13.  -2.7267 e-0,6 6.49408 e-0,8    
14.  2.25411 e-0,7 8.63967 e-0,8    
15.  2.2235 e-0,7 8.39932 e-0,8    
16.  2.36081 e-0,7 8.29797 e-0,8    
17.  2.28472 e-0,7 7.79865 e-0,8    
18.  2.46217 e-0,7 7.69347 e-0,8    
19.  2.50703 e-0,7 7.60461 e-0,8    
20.  2.60901 e-0,7 7.7476 e-0,8    

Table 5. Coefficients of equations, mathematical models - 
Rank 1, first 10 iterations.(Sourse: Authors) 

 
For iteration 10, a series of simple equations were found, for 
example: Equation 28,   Correlation coefficient, 

2 0.9168929798r = , 2y a bx= + ,        (19) 
0.060575825; 0.00042231a b= = −  

Equation 32,   Correlation coefficient, 
2 0.9147585193r = , y a bx= +          (20) 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Correlation graph between steel temperature and 
sensor position on the 24 lamella south line and the data 
covariance interval (Sourse: Authors) 
 
 

Iter. Coefficients of equations, mathematical models, 
Rank 1 

Iter. a b c 
Raw 
data 

-1.40691138 -0.00242608 -7.2963e-0,6    

1.    -1.40679370 -0.00261402 4.48457 e-0,6    
2.    -1.40556455 -0.00260040   -1.0538 e-0,5   
3.  -1.40465510 -0.00263100 -1.8611 e-0,5   
4.  0.245724404 -0.00063384 -1.5918 e-0,5   
5.  0.245755447 -0.00063776   -1.5727 e-0,5   
6.  0.245877416 -0.00063697 -1.63 e-0,5   
7.  0.245906597 -0.00064837 -1.5721 e-0,5   
8.  0.245935689 -0.00064455 -1.6374 e-0,5   
9.  0.245955161 -0.00064746 -1.6391 e-0,5   
10.  0.245983339 -0.00064442 -1.683 e-0,5   
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Figure 9. Graph of residual values on the correlation between 
steel temperature and sensor position on the 24 lamella south 
line (Sourse: Authors) 
 

T 
°C 

Rank 1 
Eq. 

Position from terrain 
measurements Approx. 

Max. Min. Med. 
-12 0.255 0,256 0,254 0,2550 0,999647 
-10 0.252 0,256 0,253 0,2545 0,993556 

-5 0.248 0,251 0,249 0,2500 0,995892 
0 0.245 0,250 0,238 0,2440 0,993558 
5 0.242 0,248 0,237 0,2425 0,997938 

10 0.237 0,244 0,235 0,2395 0,992902 
15 0.233 0,239 0,224 0,2315 0,984269 
20 0.227 0,226 0,222 0,2240 0,983142 
25 0.222 0,226 0,216 0,2210 0,991129 
30 0.218 0,220 0,211 0,2155 0,987626 
35 0.213 0,217 0,210 0,2135 0,998234 
40 0.209 - - - - 

Table 6. Validation of the mathematical model created - This 
presents the calculation of the approximation accuracy of the 
mathematical model created on the correlation between steel 
temperature and sensor position on the 24 lamella south line, 
for significant temperatures model created brings. (Sourse: 
Authors) 
D. Improving the mathematical model by eliminating 
irrelevant data  
 
The authors continued the selection and deletion of 
information by analyzing the graphs obtained by sequentially 
placing data pairs. After five iterations, we reached a 
correlation coefficient of more than 0.95, which is considered 
relevant for the response of the structural element to strains, in 
the present case the way sunshine falls on it. The correlation 
coefficients and the equations are presented in the relations 21-
25, specifying the iteration considered. The coefficients of the 
equations are in Table 7, and the correlation graphs and 
residual values graphs are shown in Figures 10 and 11. We 
also removed a number of 20, 20, 17, 13 and 12 pairs of data 
after iterations 10-14. 
11. r² =  0.9312735355,  1/y=a+bx+cx²+dx³+e x4    (21) 
12. r² =  0.9414311349  1/y=a+bx+cx²+dx³+e x4    (22) 
13. r² =  0.9475693596  1/y=a+bx+cx²+dx³+e x4    (23) 

14. r² =  0.9530277469  1/y=a+bx+cx²+dx³+e x4    (24) 

15. r² =  0.9568250939  y=a+bx+c/x+d x²+e/x²+f x³+g/ x³+ 
h x4+i/ x4                                                                             (25) 
 

 

It. Coefficients of equations, mathematical models, 
Rank 1 

a b c 
11.  4.067898629   0.010819210   0.000108598   
12. 4.067432360   0.010399102   8.53709 e-0,5   
13. 4.066422587   0.010104994   7.43603 e-0,5   
14. 4.064486894   0.009927696   .58866 e-0,5   
15. 0.246306624   -0.00062963   0.000105680   
15. f=-3.859 e-0,7 g=-8.593 e-0,6    h=9.90611 e-0,9   
It. Coefficients of equations, mathematical models, 

Rank 1 
d e 

11.  1.09237 e-0,5   -2.6001 e-0,7 
12. 1.35539 e-0,5   -3.0487 e-0,7 
13. 1.49076 e-0,5   -3.2542 e-0,7 
14. 1.42313 e-0,5   -3.0722 e-0,7 
15. -7.2178 e-0,6    -0.00023130   
15. i=4.36782 e-0,6    - 

Table 7. Coefficients of equations, mathematical models - 
Rank 1, the last 5 iterations.(Sourse: Authors) 

 
Table 8. Validation of the mathematical model created after 15 
iterations.. (Sourse: Authors) 
 
In Table 8 we validated the mathematical model created. We 
note that for temperatures between 20-30°C, we have the  
lowest degree of approximation, which is explained by the 
slower response of the material of which the structural element 
analyzed is made of, namely the steel. We can also see that, 
although the correlation coefficient increased significantly 
between iterations 10 and 15, not the same can be said about 
the degree of approximation which decreased for all positions. 
 
 
 
 
 
 
 
 

T 
°C 

Rank 1 
eq.  

 

Position from terrain 
measurements Approx. 

Max. Min. Med. 
-12 0.253 0,256 0,254 0,2550 0,992157 
-10 0.252 0,256 0,253 0,2545 0,991018 

-5 0.249 0,251 0,249 0,2500 0,996000 
0 0.246 0,250 0,238 0,2440 0,991870 
5 0.242 0,248 0,237 0,2425 0,997938 

10 0.238 0,244 0,235 0,2395 0,993737 
15 0.234 0,239 0,224 0,2315 0,980316 
20 0.229 0,226 0,222 0,2240 0,978166 
25 0.223 0,226 0,216 0,2210 0,991031 
30 0.218 0,220 0,211 0,2155 0,987626 
35 0.213 0,217 0,210 0,2135 0,998234 
40 0.210 - - - - 
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d.  

 
e.  

Figure 10. Correlation graph between steel temperature and 
sensor position on the 24 lamella south line and the data 
covariance interval, iterations a. 11, b. 12, c. 13, d.14, e.15 
(Sourse: Authors) 

 

 

 
a.  

 
b.  

 
c.  

 
d.  

 
e.  
Figure 11. Graph of residual values on the correlation between 
steel temperature and sensor position on the 24 lamella south 
line, iterations a. 11, b. 12, c. 13, d.14, e.15 (Sourse: Authors) 
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CONCLUSIONS 
 

The mathematical models of various correlation phenomena 
which have a correlation coefficient below 0.9 are considered 
irrelevant. The authors analyzed the possibility, by proper data 
selection from structural monitoring activity, to improve the 
mathematical model of the response of the structural element 
analyzed, from a correlation coefficient of 0.88 to a correlation 
coefficient greater than 0.95, after one cycle of 15 successive 
stages of eliminating data considered irrelevant. The model 
was validated by comparing the values given by the model 
with those found during operation.  Mathematical modeling of 
phenomena recorded in the structural monitoring activity 
became extremely useful both for those who make the 
observations, Structural Health Monitoring specialists, who 
thus can validate their recorded data, and for the designer of 
the monitored objective, who can thus validate his chosen 
design solutions and behavioral patterns predicted in the 
design phase, but also for the beneficiary who has thus the 
certainty that the objective works within the design parameters 
and any accident due to current actions is excluded. This paper 
is part of the concerns of the collective at the Land 
Measurements and Cadastre Department of the Technical 
University of Cluj Napoca, Romania, to implement different 
software to perform mathematical modeling of structural 
phenomena studied by Structural Health Monitoring activities. 
Starting from a model with a small correlation coefficient we 
succeeded, by a rigorous selection of data, to build a credible 
model, subsequently validated by comparing the data obtained 
in-situ. 
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Systems Optimization  
 Prospected from Torus Cyclic Groups

Volodymyr V. Riznyk  
 
 

Abstract—This paper relates to techniques for improving the 
quality indices of engineering devices or systems with respect to 
performance reliability, transmission speed, positioning precision, 
and resolving ability, using novel design based on structural 
perfection and remarkable properties of proposed modification of  
combinatorial configurations, prospected from fundamental laws of 
the space dimensionality, namely the concept of Ideal Vector Rings 
(IVR)s. These design techniques make it possible to configure 
systems with fewer elements than at present, while maintaining or 
improving on resolving ability and the other significant operating 
characteristics of the system.   

Keywords—Combinatorial configuration, systems optimization, 
perfect torus group,  monolithic code, vectorial space harmony laws. 

I. INTRODUCTION  
ombinatorial configurations arise in many problems of 
pure mathamatics, notably in algebra, applied  physics, 

topology, and geometry. Combinatorics also has many 
applications in mathematical optimization, computer science, 
and quantum physics. One of the most acceptable parts of 
combinatorics is systems theory, which also has numerous 
natural connections to other areas. Combinatorial optimization 
started as a part of combinatorics and graph theory, but is now 
viewed as a branch of applied mathematics and computer 
science, related to coding theory as a part of design theory with 
combinatorial constructions of error-correcting codes. The 
main idea of the subject is to design efficient and reliable 
methods of data transmission. It is a large field of study, part of 
information theory in systems engineering and data 
communications. Combinatorial configurations such as cyclic 
difference sets [1] and Ring Bundles [2], is known, to be of 
very important in systems engineering for improving the 
quality indices of devices or systems with non-uniform 
structure (e.g. arrays of radar systems) with respect to resolving 
ability [3].  
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II. OPTIMUM ORDERED COMBINATORIAL SEQUENCES 

A.  Optimum Chain Ordered Sequences 
    The “ordered chain” approach to the study of elements and 
events is known to be of widespread applicability, and has been 
extremely effective when applied to the problem of finding the 
optimum ordered arrangement of structural elements in a 
distributed trechnological systems.  

   Let us calculate all Sn sums of the terms in the numerical n-
stage chain sequence of distinct positive integers Cn = {k1 , k2 
,…, kn}, where we require all terms in each sum to be 
consecutive elements of the sequence. Clearly the maximum 
such sum is the sum   Sc=  k1 + k2 +…+ kn  of all n elements; 
and the maximum number of distinct sums is  

 

Sn= 1 + 2 +…+ n  = n (n +1)/2                          (1) 

    If we regard the chain sequence  Cn  as being cyclic, so that 
kn  is followed by k1 , we call this a ring sequence.  A sum of 
consecutive terms in the ring sequence can have any of the n 
terms as its starting point, and can be of any length (number of 
terms) from 1 to n -1. In addition, there is the sum Sn  of all n 
terms, which is the same independent of the starting point. 
Hence the maximum number of distinct sums Smax of 
consecutive terms of the ring sequence is given by 

 

Smax= n (n - 1) +1                                  (2) 

   Comparing the equations (1) and (2), we see that the number 
of sums Smax for consecutive terms in the ring topology is 
nearly double the number of sums Sn in the daisy-chain 
topology, for the same sequence Cn  of   n  terms. 

    B.  Two-dimensional Vector Rings 
    Let us calculate all S sums of the terms in the n-stage ring 
sequence of non-negative integer 2-stage sub-sequences (2D 
vectors) of the sequence Cn2 = {(k11, k12), (k21, k22),…, (ki1, 
ki2),…, (kn1, kn2)} as being cyclic, so that (kn1, kn2) is followed 
by (k11, k12), where we require all terms in each  modular 2D 
vector sum to be consecutive elements of the cyclic sequence, 
and a modulo sum m1 of  ki2 and  a modulo sum m2 of  ki2 are 
taken, respectively. A modular 2D vector sum of consecutive 
terms in this sequence can have any of the n terms as its 
starting point, and can be of any length (number of terms) 

C 
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from 1 to n-1. Hence the maximum number of such sums is 
given by  
 

S = n (n-1)                                        (3) 
      
   If we require all modular vector sum of consecutive terms 
give us each vector value exactly R times, than  
 

    
R

nnS R
)1( −

=                                     (4) 

 
    Let  n = m1 ,  n -1 = m2 , then a space coordinate grid m1 × 
m2 forms a frame of two modular (close-loop) axes modulo m1 
and modulo m2, respectively, over a surface of torus as an 
orthogonal  two modulo cyclic axes of the system being the 
product of two (t=2) circles. We call this two-dimensional 
Ideal Vector Ring (2D IVR), shortly “Vector Ring”.   
   Example:  Let n=3, m1=2, m2 =3, R=1, and complete set of 
the IVRs takes four variants as follows:  
 
(a)  {(0,1),(0,2),(1,2)};     (b)  {(0,1),(0,2),(1,1)}; 
(c)  {(0,1),(0,2),(1,0)};     (d)  {(1,0),(1,1),(1,2)}.      
 
   To see this, we observe that ring sequence {(0,1), (0,2), 
(1,2)} gives the next circular vector sums to be consecutive 
terms in this sequence: 
 

   
 

   (5) 
 
 

   So long as the terms (0,1), (0,2), (1,2) of the three-stage 
(n=3) ring sequence themselves are two-dimensional vector 
sums also, the set of the modular vector sums (m1=2,m2=3) 
forms a set of nodal points of annular reference grid over 2×3 
exactly once (R=1): 

(0,0)   (0,1)   (0,2) 
(1,0)   (1,1)   (1,2) 

 
   Easy check to see, that the rest of these ring-sequences has 
the principal property of forming reference grid 2×3 over a 
torus using only three (n=3) two-stage (t=2) terms of these 
ring sequences.  
    Schematic model of two-dimensional Vector Ring in torus 
system of reference is given below (Fig.1) as the simplest and 
well useful for analytic study of two-dimensional Vector 
Rings. 
 

 
 
 
 
 
 
 

  

   Easy check to see, that the rest of ring sequences have the 
principal property of forming reference grid 2×3 over a torus 
using only three (n=3) two-stage (t=2) terms of these circular 
sequences.  
    

III .MULTIDIMENSIONAL VECTOR CYCLIC GROUPS  

   A.  Principal Consideration  

   To discuss concept of Vector Cyclic Groups (VCG)s let us 
regard structural model of t-dimensional vector ring as ring n- 
sequence },...,,..,,{ 21 nint KKKKC =  of t-stage sub-sequences 
(terms) ),...,,( 21 itiii kkkK =  each of them to be completed with 
nonnegative integers  (Fig.2). 
 
  
 
 

 
      
 
 
 

        
 

       Here is an example of 3D Vector Ring with n= 6, m1 =2, m2 
=3, m3 =5, and  R=1 which contains circular 6-stage  sequence 
of 3-stage (t=3) sub-sequences },...,{ 61 KK : K1⇒ (k11, k21, 
k31)= (0,2,3); K2⇒ (k12, k22, k32) = (1,1,2); K3 ⇒ (k13, k23, k33) = 
(0,2,2); K4  ⇒ (k14, k24, k34) = (1,0,3);  K5⇒ (k15, k25, k35) = 
(1,1,1); K6⇒ (k16, k26, k36) = (0,1,0). The set of all circular 
sums over the 6-stage sequence, taking 3-tuple (t=3) modulo 
(2,3,5) gives the next result: 

 
(0,0,1)=((0,2,2) + (1,0,3) + (1,1,1)),  
(0,0,2)=((1,1,2) + (0,2,2) + (1,0,3)), 
(0,0,3)=((0,2,3) + (0,1,0)),  
(0,0,4)=((0,2,2) + (1,0,3) + (1,1,1) + (0,1,0) + (0,2,3)),  
(0,1,1)=((0,2,2)+ (1,0,3) + (1,1,1) + (0,1,0)),  
(0,1,2)=((1,0,3)+ (1,1,1) + (0,1,0) + (0,2,3)),   
(0,1,3)=((1,1,1)+ (0,1,0)+ (0,2,3)+(1,1,2)+ (0,2,2)),  
(0,1,4)=((0,1,3) + (1,1,1)),  
(0,2,0)=((0,2,3)+ (1,1,2) + (0,2,2) + (1,0,3)),  
(0,2,1)=((1,1,1)+ (0,1,0) + (0,2,3) + (1,1,2)), 
…………………………………………………………. 
………………………………………………………….  
  (1,2,4)=((0,2,3)+(1,1,2)+(1,1,1)+(1,0,3)+(0,1,0)).  
     
   Easy to see this verify of the theoretical proposition (6).   
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Fig.1. Schematic model of two-dimensional Vector Ring in torus 
system of coordinates with ground coordinate (0,0). 
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Fig.2. Schematic model of  t-dimensional  n-stage ring 

sequence. 
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   B. Vector Ring Sequences as Cyclic Groups 

   Next, we consider a set of Vector Rings with n=3, m1=2, m2 
=3,  R=1 as a cyclic multiplicative group of a finite field. With 
this aim let us multiply the VR {(0,1),(0,2),(1,2)} trough by 
2D (t=2) coefficient (1,2) taking both (mod 2), and (mod 3) as 
follows:  (0,1)·(1,2) ⇒ (0,2), (0,2)·(1,2) ⇒ (0,1), (1,2)·(1,2) ⇒ 
(1,1). As a result of this transformation we got circular 
sequence {(0,2),(0,1),(1,1)} different from the previous but  it 
is the same as the sequence (b), and the reverse transform by 
the multiplicative coefficient is true. However, multiplying 
circular sequences (b) or (c) through by (1,2) no transform 
them to others variants of the sequences but to themselves as 
combinations of reflection and cyclic shifting. Hence, the 
complete set of four VRs with n=3, m1=2, m2 =3, and R=1 
contains both two isomorphic, and two non-isomorphic 
variants of the sequences, each of them makes it possible to 
cover the set of nodal points over torus grid 2 × 3 exactly once 
(R=1) using only three (n=3) basic vectors for configure 
optimum specify coordinates with respect to torus surface 
frame of reference. A new type of cyclic groups  is among the 
most perfect Vector Rings which properties hold for the same 
set of the VRs in varieties permutations of terms in the set 
(e.g. set of two-dimensional Vector Rings {(1,0), (1,1), (1,2), 
(1,3), (1,4)} and {(1,0), (1,2), (1,4), (1,1), (1,3)}. We call this 
class of Vector Rings the “Perfect Torus Group” or “Gloria to 
Ukraine Stars”. We have found numerous families of the 
Stars.  
    Here is the simplest and well useful for analytic study and 
applications of the underlying properties of Torus and 
Hypertorus Groups for development of new mathematical, 
physical and technological results. 

IV.  OPTIMUM  MONOLITHIC VECTOR CODES 
    A.  Useful Properties of Optimum Vector Codes 

    The remarkable properties of Vector Ring Sequences are 
that all ring sums of vectors in the sequence exhaust the set of 
vectors of a finite modular vector space by R ways exactly, 
which allows on binary encoding of two- and 
multidimensional vectors as sequences of the same signals or 
characters in ring code combination length. This makes it 
possible to use a priori maximal number of combinatorial 
varieties of ring sums for coded design of signals (6). As an 
example it is chosen the VR sequence {(1,1), (0,1), (2,2), (2,1)} 
with n=4, m1=3, m2=4, R=1.  Here digit weight of the first 
position is vector value (1,1), the next – (0,1), (2,2), and (2,1) 
formed a circle. Here is result of the code design (Table 1). 

 

   We can see that sequence {(1,1),(1,0),(0,2),(1,1)} forms 
complete set of ring code combinations on 2D ignorable array 
3×4, and each of its occurs exactly once (R=1). Note, each of 
them forms massive arranged (solid parts of bits) both 
symbols “1” and of course “0” in the all possible binary 
circular code combinations. This property makes VR codes 
useful in applications to coded design of signals for 
communications, control systems and vector computing with a 
limited number of bits and improving noise immunity.  

 
    B.  Definitions of the Ring Monolithic Vector Codes 

    a) Ring Monolithic Code is a set of ring sequence code  
combinations which the same characters arranged all together 
into the code combinations.  

    b) Numerical Optimum Ring Code is weighted binary Ring 
Monolithic Code which ring n- sequence of positive integer 
digit weights forms a set of binary n-digital code combinations 
of a finite interval [1,S], the sums of connected digit weights 
taken modulo S=n(n-1)/R enumerate the set of integers [1,S] 
exactly R-times.  

    c) Two-dimensional Optimum Ring Code is weighed binary 
Ring Monolithic Code which set of connected 2-stage modular 
sums taken modulo m1  and  m2 , respectively, allows an 
enumeration of nodal points of reference grid m1 × m2 over 
torus exactly R-times with respect to torus surface frame of 
axes, m1·m2 = n(n-1)/R.  

    d) Multidimensional Optimum Ring Code is weighed binary 
Ring Monolithic Code which set of connected t-stage modular 
sums taken modulo m1, m2 ,…, mt , respectively, allows an 
enumeration of nodal points of reference grid  m1 × …× mt  
over hypertorus exactly R-times, m1·m2 …·mt = n(n-1)/R.  
                   

 V. CONCLUSION 
   Concept of the systems optimizations provides, essentially, a 
new model of technical systems. Moreover, the optimization 
has been embedded in the underlying combinatorial models. 
The favorable qualities of the Ideal Vector Rings provide 
breakthrough opportunities to apply them to numerous 
branches of science and advanced technology, with direct 
applications to vector data coding and information technology,   
signal processing and telecommunications, and other 
engineering areas. Structural perfection and harmony has been 
embedded not only in the abstract models but in vectorial laws 
of the real world [4], [5]. 
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TABLE 1. 
Vector code based on the VR {(1,1), (0,1), (2,2), 2,1)} 

Vector Code Vector Code Vector Code 
(0,0) 1110 (1,0) 0111 (2,0) 1011 
(0,1) 0100 (1,1) 1000 (2,1) 0001 
(0,2) 1000 (1,2) 1100 (2,2) 0010 
(0,3) 1101 (1,3) 0011 (2,3) 0110 
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Abstract—An ordinary differential equation describing a curve 

for which the tangential and normal acceleration components of the 
object remains constant is derived.  The equation and initial 
conditions are expressed in dimensionless form. In its dimensionless 
form, the curves are effected only by a parameter which represents 
the ratio of the tangential acceleration to the normal acceleration. For 
constant velocity case, a circular arc solution is obtained. For 
nonzero tangential acceleration, closed form solutions are not 
available. Using a series solution, the curve is approximated by 
polynomials. A perturbation solution is also presented. The 
approximate solutions and the numerical solution are contrasted and 
within the domain considered, the curves can be successfully 
approximated by the analytical solutions. Potential application areas 
can be the design of highway curves, highway exits, railroads, route 
selection for ships and aircrafts.   
 
Keywords— Curve Design, Highways, Kinematics, Numerical 
Solution, Perturbation Solution, Series Solution, Vehicle Routes 

 

I. INTRODUCTION 
During transportation, aerial, marine and land vehicles 

cannot travel always in straight routes. Tracking a curved path 
is inevitable at least for some portion of the travel. To seek for 
an ideal curve path becomes then a technological problem.  
Especially at high speeds, smooth transitions in curvatures are 
needed when entering curved routes. Abrupt changes in the 
curvatures affect safety and comfort of the travel negatively.  

Usually entering to the curves, the velocity should be 
reduced and the straight path velocity can no longer be 
maintained. For a constant tangential deceleration, the goal in 
this study is to seek a specific curve for which the normal 
acceleration component throughout the curve remains 
constant.   

In curved parts of roads, a special function named clothoid 
is used [1-3]. The clothoid has the property that its curvature 
varies linearly with its arc length. Since they are transcendental 
functions, they have been approximated by polynomials, 
power series, continued fractions and rational functions [2]. 
Clothoids are especially useful in transportation engineering, 
since they can be navigated at constant speed by linear steering 
and a constant rate of angular acceleration [3]. The curves 
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derived in this study are not clothoids, since the basic 
assumption is not a constant velocity with a constant angular 
acceleration, rather the assumption is a constant tangential and 
normal (centripetal) acceleration components with respect to 
the curve.  
 The equation determining the curve is derived using basic 
principles of kinematics. Equation and initial conditions are 
expressed in dimensionless form. The curves depend on a 
single parameter which is the ratio of the tangential 
acceleration to the normal acceleration. For vanishing of the 
parameter, the curve is a circular arc for which constant 
normal acceleration with constant velocity implies constant 
radius of curvature. For non-zero parameters, closed form 
solutions do not exist. The next best choice is to find 
approximate analytical solutions. A polynomial series solution 
is constructed to approximate the curve function. Furthermore, 
the curve parameter is selected as the perturbation parameter 
and a first order uniform perturbation solution is also 
presented. Finally, numerical solutions are calculated using a 
variable step size Runge-Kutta algorithm.  It is found that the 
numerical solutions can be replaced with the approximate 
solutions in a wide range of the interval.  

II. DERIVATION OF THE CURVE EQUATION 
Assume that the object enters a curve with initial radius of 

curvature ρ0 and velocity v0. The object has a constant 
deceleration a0 throughout the curve. s is the length coordinate 
along the curve with s=0 representing the entrance and 
cartesian coordinates are selected as shown in Figure 1.   

 

 
 

Figure 1- Sketch of the curve 
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If the normal (centripetal) acceleration [4] remains constant 
within the curve 

0
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s
sv
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where v(s) and ρ(s) represent velocity and radius of curvature 
at distance s from the entrance. For a constant tangential 
deceleration component a0, the reduced speed at location s is 

savsv 0
2
0

2 2)( −=  .            (2) 
From calculus, the length of a curve and the radius of 
curvature are given as [5] 
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where prime denotes differentiation with respect to x. Upon 
substitution of (2)-(4) into (1),  
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solving for the parenthesis, differentiating once to eliminate 
the integral, and rearranging yields 

( ) 0231 2
2
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
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


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v
ayyy ρ        (6) 

which is the differential equation determining a constant 
normal and tangential acceleration curve. For the specific 
coordinates chosen, the initial conditions are 

0

1)0(,0)0(,0)0(
ρ

=′′=′= yyy        (7) 

The first condition is evident from the origin of coordinate 
location, the second condition requires a tangent slope at the 
entrance for smooth transition and the last condition is due to 
the initial curvature of the function. For universality of results, 
the system is represented in dimensionless form by defining 

0

*

0

* ,
ρρ
yyxx ==              (8) 

and substituting into (6) and (7) 
( ) ( ) 0231 22 =′′+′−′′′′+ yyyy ε          (9) 

1)0(,0)0(,0)0( =′′=′= yyy         (10) 
where  
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For simplicity, the symbol star is not shown on the variables 
keeping in mind that the variables are all dimensionless. The 
above differential system defines a constant tangential and 
normal acceleration curve. The family of curves depend on 
only one parameter ε which is the ratio of the tangential 
acceleration to the normal acceleration. Rather than choosing 
separately the accelerations, radius of curvatures and 
velocities, it is sufficient to choose ε, the combination of all 
parameters in the analysis which reduces substantially the 
calculations and presentations in the form of figures.   

III. ANALYTICAL SOLUTIONS 
Analytical solutions of the model are presented in this 

section. The degenerate case of ε=0 can be solved in closed 
form functions. However, ε≠0 case cannot be solved in closed 
form functions and approximations are inevitable. A series 
solution as well as a perturbation solution are presented in this 
section.  

For the degenerate case, the equation is  
( ) 031 22 =′′′−′′′′+ yyyy            (12) 

1)0(,0)0(,0)0( =′′=′= yyy  .      (13) 
A straightforward calculation by employing reduction of order 
and successive integrations yield 

211 xy −−=                 (14) 
which represents a circular arc since ε=0 corresponds to no 
tangential acceleration and the normal component of the 
acceleration remains constant only in a circular path if the 
speed is constant.   
 
Series Solution  

Assume a power series solution for the problem with 
nonzero ε,  

∑
∞

=

=
0

)(
i

i
i xaxy                (15) 

Initial conditions (13) require 
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Substituting (15) into (9), using (16) yields the polynomial 
solution 
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                       (17) 
For vanishing curve parameter, the Taylor expansion of the 
circular solution (14) is obtained. The original circular 
solution is an even power polynomial and deformations from 
this solution with the curve parameter introduces the odd 
powers also.  
 
Perturbation Solution 1 

If the curve parameter is our perturbation parameter, an 
approximate solution   

)()()()( 2
10 εε Oxyxyxy ++=         (18) 

can be constructed. Substituting the expansion into (9) and 
(10), separating at different orders yields  
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The first order solution is the circular arc solution presented 
before 
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Substituting this solution to the next order 
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and solving yields 
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The approximate solution is 
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Since the function is not defined near x=1, the singularity at 
this point is unimportant. 
 
Perturbation Solution 2 

An alternative perturbation solution can be 
constructed by assuming the dependent variable to be small. If 
α is the perturbation parameter, the smallness of the dependent 
variable is represented by the transformation 

)()( xuxy α=               (25) 
and the equation in terms of this transformation becomes 
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α/1)0(,0)0(,0)0( =′′=′= uuu        (27) 

The expansion in terms of the perturbation parameter is  
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Substituting and separation at different orders yields 
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The equations can be solved consecutively 
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Substituting into (28) and back transforming to the original 
variable y(x) 
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which is the same solution with the series solution up to the 
approximation considered.  

IV. COMPARISONS WITH THE NUMERICAL 
SOLUTIONS 

The series solution and the first perturbation solution is 
compared with the numerical solution. Equation (9) and (10) is 
cast into a suitable form first by defining 

yyyyyy ′′=′== 321 ,,   In terms of the new variables 
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the system is reduced to a system with three equations of first 
order. The above system is solved by employing a variable 
step size Runge-Kutta algorithm. Figure 2 shows that as the 
number of terms in the series solution increases, convergence 
to the numerical solution is achieved. Note that the figure is 
drawn for a fairly large curve parameter of ε=1. Since the 
curve parameter is the ratio of tangential acceleration to the 
normal one, ε=1 corresponds to equal acceleration 
components.  
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Figure 2- Convergence of series solutions to numerical 

solution (ε=1) 
 

For ε=0.2, the 7 and 11-term series solution and the 
perturbation solution is contrasted with the numerical solution 
in Figure 3.   The one correction term perturbation solution 
(i.e. equation 24) performs slightly better than the 7-term 
series solution.   
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Figure 3- Comparisons of the series, perturbation and 

numerical solutions (ε=0.2) 
 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 121



 

 

Finally an intermediate value of ε=0.6 is considered in Figure 
4. Five-term series solution performs slightly better than the 
perturbation solution. In conclusion, perturbation solution can 
replace the numerical solution for small curve parameter 
values. For larger parameter values, the series solution better 
approximates the numerical solutions.  
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Figure 4- Comparisons of the series, perturbation and 

numerical solutions (ε=0.6) 
 
In practical calculations, back substitution to dimensional 

quantities should be done as a final step.  
 The error analysis is also done for the three curve 
parameters considered. In Figure 5, the residual error 
corresponding to ε=1 is presented. As the number of terms 
increase, the residual error decrease in most of the domain. 
However, in a narrow region at the right, a reverse behavior is 
observed and as the number of terms increase, the residual 
error increases. For larger x values, the higher order 
polynomial terms added is the reason of this residual error. As 
can be seen from Figure 2, the absolute error is still smaller for 
higher term polynomials in this region also.  
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Figure 5- The residual error of polynomial solution (ε=1) 

 
For a smaller value of the curve parameter (i.e. ε=0.2), the 
residual errors of 7 and 11-term solutions are contrasted. A 
similar behavior is observed. Adding terms reduces the 
residual errors in most of the domain except in a narrow region 
of higher x values.  

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-30

-25

-20

-15

-10

-5

0

x

R
es

id
ua

l E
rro

r

7
terms

11
terms

 
Figure 6- The residual error of polynomial solution (ε=0.2) 

 
Finally, residual error analysis for ε=0.6 is presented in Figure 
7. The qualitative behavior is the same with the previous 
figures.  
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 Figure 7- The residual error of polynomial solution (ε=0.6) 

 
 In conclusion, to decrease the absolute and residual errors, 
the series solution should be truncated and not recommended 
for usage for high x values.  

V.CONCLUDING REMARKS 
A new family of curves which can be used in 

highways, routes of marine and aerial vehicles is derived. 
Throughout the curve, the tangential and normal accelerations 
remain constant, providing a comfortable transport within the 
vehicle. Although the curves are derived under the assumption 
of tangential deceleration, if they are tracked from the reverse, 
the curves will represent motion with tangential acceleration. 
An application might be a highway entrance, where the vehicle 
should adjust its speed to the higher speed of the highway. The 
curves outlined may find other application areas such as 
manufacturing engineering in the future.     
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Abstract— The paper proposes a new technique for detecting 

malware threats in autonomic component ensembles. The technique  
is  based on the statistic complexity metrics, which relate objects to 
random variables and (unlike other complexity measures considering 
objects as individual symbol strings) are ensemble based. This  
transforms the classic problem of assessing the complexity of an 
object into the realm of statistics. The proposed  technique  requires  
implementation of the process X (which generates  ‘healthy’ flows 
containing  no  malware threats) and objects   generated  by the actual 
(possible infected) process Y. The component flows files are used as 
objects of the processes X and Y. The result of the proposed 
procedure gives us the distribution  of  probabilities  of malware 
infection  among autonomic components.  

 
Keywords— autonomic ensemble, complexity measure, statistic 

complexity, traffic flows, malware  
 

I. INTRODUCTION 
 

HE problem of anomaly detection in autonomic 
component ensembles was considered in [1], [2], where  

the following problem was set. A singleton application 
currently runs on one of the VMs at an Datacenter.  During the 
session the application experiences consistently high CPU 
load. This increase may be caused either by legitimate traffic 
overload or by coordinated attacks (DDOS) launched against 
the PaaS provider. The latter might be wrongly assumed to be 
legitimate requests and resources would be scaled up to handle 
them. This would result in an increase in the cost of running 
the application (because provider will be charged by these 
extra resources) as well as in violation of SLA (due to 
increased response times). Hence, it is necessary to distinguish 
between these two cases, the earlier this distinction is made, 
the higher is the degree of protection of the application from 
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failure and poor performance.To provide this protection, the 
following security measures were suggested. The traffic flows 
through the VMi had  to be analyzed using Kolmogorov 
complexity metrics. During the session the constant monitoring 
of the metric (by the special probe implemented in the separate  
module), along with measure of CPU load and available  
memory size, was being executed. If the traffic satisfied some 
pre-formulated criteria (indicated that there exist serious 
DDOS attack threats) then  the application rapidly migrated to 
some other VMj.  

The techhnique  described in [1], [2] implemented  
Kolmogorov complexity metrics to  reveal possible malware 
attacks  and  had to deal  only with DDOS attacks. Despite its 
usefulness,  Kolmogorov complexity does not capture the 
intuitive notion of complexity very well. For example, random 
strings without any regularities, say, strings that are 
constructed bitwise by repeated tosses of a fair coin, have very 
large Kolmogorov complexity. However, those strings are not 
“complex” from an intuitive point of view — those strings are 
completely random and do not carry any interesting structure 
at all. Many approaches have been suggested to define some 
complexity measure that is closer to the intuitive notion of 
complexity and overcomes the difficulties of Kolmogorov 
complexity.  For example, Kolmogorov complexity is based on 
algorithmic information theory considering objects as 
individual symbol strings, whereas the measures effective 
measure complexity (EMC), excess entropy, predictive 
information, etc., relate objects to random variables and are 
ensemble (that is, set of interrelated objects –symbol strings)  
based 

The  Kolmogorov complexity measures  M  assigns a 
complexity value to each individual object  x′  under  
consideration.  Let’s denote it as  ( )MC x′ . It is assumed that 

x′  corresponds to a string sequence of a certain length and its 
components assume values from a certain domain. In [3]  
statistic complexity that is not only different to all other 
complexity measures introduced so far, but also connects 
directly to statistics, specifically, to statistical inference, was 
introduced. More precisely, a complexity measure with the 
following properties is introduced. First, the measure is 
bivariate comparing two objects, corresponding to pattern 
generating processes, on the basis of the  normalized 
compression distance (NCD) [4] with each other:  

Application of statistic complexity metrics to 
detection of malware threats in autonomic 

component ensembles 
A.Prangishvili, O.Shonia, I.Rodonaia, V.Rodonaia 
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( ) min{ }( , )
max{ ( ), ( )}

C xy C(x),C(y)NCD x y
C x C y

−
=  

where  C(x)  denotes the compression size of string x and 
C(xy) the compression size of the concatenated stings x and y. 

Second, this measure provides the quantification of an 
error that could have encountered by comparing samples of 
finite size from the underlying processes. Hence, the statistic 
complexity provides a statistical quantification of the 
statement ‘X is similarly complex as Y ’. This implies that a 
fundamental complexity measure needs to be bivariate, C(X, 
Y), instead of univariate comparing two processes X and Y. 

Next, the desirable property of any complexity measure is : 
a complexity measure should quantify the  uncertainty of the 
complexity value. As motivation for this property we just want 
to mention that there is a crucial difference between an 
observed object x′ and its generating process X. If the 
complexity of X should be assessed, based on the observation 
x′  only, this assessment may be erroneous. This error may 
stem from the limited (finite) size of observations. Also, the 
possibility of measurement errors would be another source of  
wrong  assessment. 

Based on these considerations, the statistic complexity 
measure, suggested in [3],  is defined by the following 
procedure: 

1. Estimate the empirical distribution function  ˆ
XXF  of 

the normalized compression distance from  n1 ,  
11
1, },|),({ n

ii
n

XX XxxxxNCDxS =′′′′′′==  , from 

objects x′  and  x′′  of size  m  generated  by process  
X      (here ‘ ’ means ‘is generated by X’) 

2. Estimate the empirical distribution function  ˆ
XYF  of 

the normalized compression distance from  n2 , 

             
22
1, },|),({ n

ii
n

YX YyXxyxNCDyS =′′′′==   

 from objects x′  and  y′  of size  m  generated  by 
two different processes  X  and  Y    

3. Determine  , ,
ˆ ˆsup ( ) ( )x X X X YT F x F x= −   and  

( )p Prob T t= ≤  

4. Define 1 2

1 2, ,( , | , , , , ):
S

n n
X X X YC S S X Y m n n p=     as  

statistic  complexity 
This procedure corresponds to a two-sided, two-sample 

Kolmogorov-Smirnov (KS) test  based on the normalized 
compression distance [4] obtaining distances among observed 
objects. 

The statistic complexity corresponds to the p-value of the 
underlying null hypotheses, XYXX FFH =:0 , and, hence, 
assumes values in [0,1].  The null hypothesis is a statement 
about the null distribution of the test statistic   

, ,
ˆ ˆsup ( ) ( )x X X X YT F x F x= − , and  because the distribution 

functions are based on the normalized compression distances 

among objects  x′  and  x′′ , drawn from the processes X and 
Y, this leads to a statement about the distribution of normalized 
compression distances. Hence, verbally, H0 can be phrased as 
“on  average, the compression distance of objects from  X to 
objects from Y equals the compression distance of objects only 
taken from X”.  If the alternative hypothesis, 1 : XX XYH F F≠  
is true, this equality does no longer hold implying differences 
in the underlying processes X and Y, leading to differences in 
the NCDs. 

Applied to the problem of finding malware threats in the 
flows between autonomic components CPi ([1], [2]) the above 
procedure  will look as follows. For each autonomic 
component  (AC) of the autonomic-component ensembles 
(ACEs) the processes  X and  Y  are  considered as the 
processes generating objects  represented in the form of 
strings. The strings, in turn, represent traffic flows  through 
these  autonomic components. The specific  ways of how flows 
are transformed into strings are considered later in the paper. 
The process X (‘training process’) is the process generating 
flows in the conditions when there are no malware threats. So, 
objects (strings) generated by the process X  are ‘healthy’ (they 
do not contain any patterns of malware). These strings have to 
be generated preliminary (before actual workload  on an  
autonomic components ensemble). Some fraction  of objects 
(string) have to be generated for situation with unusual (but not 
malicious) behavior. For randomly taken pairs x′ and x ′′ (the 
amount of such pairs is n1) of the generated strings the metric 
NCD( x′ , x ′′ ) is calculated .  The size of samples  n1   has to 
be sufficient to account for  various possible situations  and 
conditions that may occur in the specific autonomic ensemble 
under consideration. Then the empirical distribution function  
ˆ

XXF is being built and stored  to the specific place.   
When the ensemble starts actual operation (receives 

workload), the process Y (‘production process’) generates 
objects (strings)  y′ ,  which  represent  actual  current traffic 
between ensemble’s components. Some of these  objects  may 
contain malware patterns. The sample of the size n2  of objects  
x′  (generated preliminary by the ‘training process’ X  ) and 
objects  y′  is being created and the metric  NCD ( x′ , y′ ) is 
calculated for each pair.  Then   the empirical distribution 

function  XYF̂ is being built. Now , by applying the steps 3 and 
4 of  the above procedure,  the values of the statistic 
complexity for each autonomic component  can be  computed. 

The obtained numerical value of the statistic complexity 
can be interpreted in the following sense: in the current 
conditions the  flows of packets  through the given autonomic 
component cannot be regarded as complex flows ( with the 
probability equal to p ). That is,  the flows may contain some 
patterns (indicating  the possible presence of some malware 
threats) with the probability p. 

It should be pointed out that in production conditions 
(when the ensemble is under actual workload) the sample size  
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n2  cannot be determined  in advance. This size depends on 
actual working conditions: traffic intensity, frequency of 
creation of objects (strings), actual hardware indices (CPU 
load, available memory, etc.). As a rule, the number  n2   is less 
than the number n1. This  fact can somewhat decrease the 
precision of the metric, but it requires additional technical 
consideration.  In general, the statistic complexity has the very 
desirable property that the power reaches asymptotically 1 
when  ∞→1n

 
and ∞→2n . This means, for infinite many 

observations the error of the test to falsely accept the null 
hypotheses when in fact the alternative is true becomes zero. 
Formally, this property can be stated as 0→p  for ∞→1n

 

and  ∞→2n . 
Finally, note that despite the fact that statistic complexity is 

a statistical test, it  borrows  part of its strength from the NCD  
and, respectively,  Kolmogorov complexity on which this is 
based on. Hence, it unites various properties from very 
different concepts.  

II.    APPLICATION OF STATISTIC COMPLEXITY TO AUTONOMIC 
COMPONENTS ENSEMBLES. 

In the proposed approach  to anomaly detection in 
autonomic component ensembles, an  attempt  to deal with 
wide range of malware threats  has been made (unlike the 
techhniques described above and in [1], [2], which  had to deal  
only with DDOS attacks). 

In autonomic cloud computing datacenters can be 
considered  as autonomic-component ensembles (ACEs)  and 
be represented by constructions of  SCEL (Software 
Component Ensemble Language), a kernel language for 
programming autonomic computing systems ([1], [5], [6]). 
Each (virtual) machine is running one instance of the Cloud 
Platform called Cloud Platform instance (CPi). Each CPi is 
considered to be a service component. Multiple CPs 
communicate over the Internet (IP ptotocol), thus forming a 
cloud and within this cloud one or more service component  
ensembles. The notions of autonomic components (ACs) and 
autonomic-component ensembles (ACEs) ([5], [6]) have been 
put forward as a means to structure a system into well 
understood, independent and distributed building blocks that 
interact in specified ways.  

The process part of a component  (Fig.1) is split into an 
autonomic manager controlling execution of a managed 
element. The autonomic manager monitors the state of the 
component, as well as the execution context, and identifies 
relevant changes that may affect the achievement of its goals 
or the fulfillment of its requirements. It also plans adaptations 
in order to meet the new functional or non-functional 
requirements, executes them, and monitors that its goals are 
achieved, possibly without any interruption. A managed 
element can be seen as an empty “executor" which retrieves 
from the knowledge repository the process implementing a 
required functionality id and bounds it to a process variable Z, 
sends the retrieved process for execution and waits until it 

terminates. Also actual parameters for the process to be 
executed can be stored as knowledge items and retrieved by 
the executor (or by the process itself) when needed. 

 
Fig.1 Functional description of a component 

In our  approach    the notions of   netflows, their 
informational-theoretical metrics and components’  autonomic 
manager are essentially leveraged. A network  flow can be 
defined in many ways. In a general sense, a flow is a series of 
packets with some attribute(s) in common. Each packet that is 
forwarded within a router or switch is examined for a set of IP 
packet attributes. These attributes are the IP packet identity or 
fingerprint of the packet and determine if the packet is unique 
or similar to other packets. All packets with the same 
source/destination IP address, source/destination ports, 
protocol interface, and class of service are grouped into a flow 
and then packets and bytes are labeled. This methodology of 
fingerprinting or determining a flow is scalable because a large 
amount of network information is condensed into a database of 
netflow information called the netflow cache. 

A netflow-enabled device (netflow exporter: router or 
switch) (see the Fig.2) sends to the netflow collector  single 
flow as soon as the relative connection expires.This can 
happen when 1) when TCP connection reaches the end of the 
byte stream (FIN flag or RST flag) are set; 2) when a flow is 
idle for a specific timeout; 3) if a connection exceeds long live 
terms (30 minutes by default). Packets captured by the netflow  
collector  are stored to a flow storage . In our approach the 
duration of each flow’s  formation time is unknown in advance 
and actually is defined by relevant collectors  on the basis of 
the selected  connection expiration time criteria. 

Flows accumulated at the flow storage, are then subdivided 
into component flows. That is, flows which have the 
component’s IP address as a destination address are grouped 
and sent to the corresponding component (more exactly, to the 
autonomic manager of  a component - these flows are marked 
with blue arrows in the Fig.2). 
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Fig.2 Interaction between netflow devices and autonomic 

components 
After receiving their destined flows, the  component’s 
autonomic manager can start the processing in order to reveal 
the abnormal behavior of flows in accordance with the 
following  technique. 

Application for collecting and processing NetFlow 
statistics are defined  below (Fig.3): 

 
Fig. 3: Components of the NetFlow system for analysis of the 

statistics 
Once the collector populates the raw file, the file is passed on 
to the second component in the system, which is called an 
aggregator. The aggregator receives the file from the collector 
and processes it using predefined information from the 
database. The data thus processed (aggregated) is stored in the 

database. The user interface is a web application that enables 
us to obtain information on the status of the network, based on 
the data aggregated in the database. If it is necessary to get 
more detailed information about a specific communication, the 
user may open the relevant raw file via the web and filter it 
according to the desired criteria. The location of the device 
collecting NetFlow statistics depends on the architecture of the 
network itself. The amount of NetFlow information exported 
by network devices is directly dependent on the amount of 
traffic passing through that device (exporter). Experience has 
shown that the amount of NetFlow traffic does not exceed 1% 
of the total amount of traffic through the network, so the 
“distance” between the server (collector) and the network 
device exporting the data (exporter) is not relevant. The 
accessibility and the security of the server are the more 
important parameters. 

In the proposed approach the different files with the 
particular titles (relevant to the concrete SCPi‘s IP addresses ) 
to store component flows  are used. For example, for the 
component flow  to the SCPi with IP address 172.16.1.86,  
occurred on  2014/03/16 at 15:00,  the files with titles  
F’171.16.1.86’-2014-03-10-15-00.bin  and  the 
F’171.16.1.86’-2014-03-10-15-00.zip  will be created. 

If we look at known threats in data networks from point of 
unwanted traffic, we can separate the following groups [7]:  

1. Denial of service attacks.  
2. Port scans and remote vulnerability searching and 
virus spread.  
3. P2P files exchange networks.  
4. Email spam and web popup.  
5. Open resources misuse (open DNS, open mail 
relay, open proxy, Trojan horse, etc.) 

In our approach we observe the following  traffic flow 
attributes ([8]): 
• Source/destination IP address and port number 

To measure changes in IP address and port number space 
we observe a value of Shannon entropy related to these 
attributes (entropy is used to capture the degree of dispersal or 
concentration of the distributions for traffic attributes). 
Entropy values are calculated for separate component flows  
files (obtained by using the utility  nfdump,) . Different  AMs 
(Autonomic Manager) use various time periods length (see 
connection expiration time criteria above). The following 
network variables are used for each  component flows  files: 
entropy of source IP address,  entropy of destination IP 
address, entropy of destination port number, entropy of source 
port number . Duration  attributes of  each component flow 
time are different and depend on the traffic conditions and 
selected  connection expiration time criteria. 
• Number of bytes and packets 

These values are: bytes received by a host,  bytes sent by a 
host, packets received by a host, packets sent by a host. Again, 
duration  attributes of each component flow files  are different 
• TCP flags 
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The attribute TCP_FLAG - a  difference between number 
of SYN packets sent and RST and FIN packets received - is 
measured in the proposed approach. In normal conditions, in 
long time observation we should get the mean value of 
TCP_FLAG near zero. Intrusive actions like system scanning, 
DoS attacks, may cause the temporal distortion of the mean 
value of TCP_FLAG 
• Duration of the connection 

During various types of attacks, this value will be affected 
and so an anomaly may be detected. For example, worm 
infection will generate a large number of connections with 
similar duration. We simply use the  value of connections’ 
duration  attribute contained in the given component flow file.    
• Communication Patterns 

Fan-in is the number of nodes that originate data exchange 
with the current CPi, while Fan-out is the number of  hosts to 
which CPi initiates conversations. The above patterns are 
invariant during most time of normal system activity or change 
in a predictive way. But while attack appears they will change 
significantly. 

As one can see,  the component flows files contain  the 
same volume of information (they contain the same amount of 
attributes  of the same size). Hence, we can assume that the  
size m of  a component flow file represents the  object  (in 
terms  of the statistic complexity  procedure)  of size m.  In 
general, component flows files are regarded as 
objects , , ,.........x x x′ ′′ ′′′    generated by the process X 

(‘training process’) and  , , .............,y y y′ ′′ ′′′ objects 
generated  by the process Y (‘production process’).  

As it was described, the proposed  procedure requires  
implementation of the ‘training  process’  X   (which generates 
‘healthy’ flows containing  no  malware threats) before  
starting  real ‘production‘ (real-time) process Y. In order to 
decrease overheads, this  process is  executed  just once  with  
as large value of the sample size   n1  as it is possible. The 

obtained results (the empirical distribution function  ˆ
XYF ) is 

stored to each CPi which can run applications subsequently. 
When applications  are executed on the CPs, the objects 

, , .............,y y y′ ′′ ′′′ (corresponding component flows files) 

are created and the empirical distribution functions   ˆ
XYF     

are calculated on each CPi .  Then, according to the steps 3 an4 
of the procedure, the value of statistic complexity for each 
autonomic component is calculated. 

The result of the proposed procedure gives us the 
distribution  of  probabilities  of malware infection  among 
autonomic components of the  datacenter. 

To estimate the statistic complexity’s  value, which  
practically  indicates real malware threat, numerous simulation  
experiments were carried out. The well-known simulation tool  
CloudSim -  a framework for modeling and simulation of cloud 
computing infrastructures and services – has been used. As a 
result  of simulation experiments we determined that the 
statistic complexity’s  value larger than 0.4 can be practically 

regarded as serious malware threat. In this condition the  
immediate migration of the application  from the VM (where  
the application  is being run currently) to another VM (which 
is to be selected by using the ensemble’s components 
autonomic managers’ knowledge base and issuing the special 
SCEL statement qry) is required. 

It should be pointed out that detection of malware threats 
and consequent migration are being executed in real-time scale 
and thus minimize damage from possible malware threats. This 
also   contributes to maintaining the required  SLA. 

The time of migration must be taken into account when 
determining the response time. In general,  
streams of requests generated by each client (application) may 
be decomposed into a number of different VMs. In case of 
more than one VM serving the ith client, requests are assigned 
probabilistically, i.e.,  ijα   portion of the incoming requests 

are forwarded to the jth server (host of a VM) for execution. 
The exponential distribution function is used to model the 

service time of the clients in this system. Based on this model, 
the response time  distribution of a VM (placed on server j) is 
an exponential distribution with mean: 

                                       
 

                                                                                              (1) 
 
where µij  denotes the service rate of the i-th client on the  j-th 
server when a unit of processing capacity is allocated to the 
VM of this client. The VM unit is defined as the basic unit of 
virtual resource, which is associated with a set of physical 
resources such as CPU time, main memory, storage space, 
electricity etc. In real cloud systems, any virtual resource a 
customer can apply should be a multiple of the VM unit.  

Migrating a VM between servers causes a downtime in the 
client’s application. Duration of the downtime is related to the 
migration technique used in the datacenter. The downtime  
also is the function of the link speed and VM memory size. 

Let’a assume that an application  i  had to migrate  ni  times 
during its execution cycle.   We introduce the following 
notations: 
ni   - amount  of migration of the i-th application during its 
execution cycle; 
mk  - the number (index)  of VM (CP) on which the application 
runs in k-th migration period; 

ipSC - the value of the statistic complexity obtained for the i-

th application running on the  p-th VM in the given time 
period 

ijR - see (1) 

Then the formula (1) must be updated  by adding the term 
representing  the  expected  downtime of the VMij: 
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The obtained estimation of response times is much closer to 
actual response times (observed in real operational conditions) 
and thereby contributes to maintaining the required  SLA. 
 

III. CONCLUSION 
In the paper we presented a new technique for detecting 

malware threats in autonomic component ensembles. The 
technique  is  based on the statistic complexity metrics. Unlike  
the Kolmogorov complexity,  which  is based on algorithmic 
information theory considering objects as individual symbol 
strings, the statistic complexity relate objects to random 
variables and are ensemble based.  It is a bivariate measure 
that compares two objects, corresponding to pattern generating 
processes, on the basis of the normalized compression distance 
with each other. Besides, this measure  provides the 
quantification of an error that could have been encountered by 
comparing samples of finite size from the underlying 
processes. The approach  transforms the classic problem of 
assessing the complexity of an object into the realm of 
statistics. This may open a wider applicability of this 
complexity measure to diverse application areas. In particular, 
the statistic complexity  is applied  to the problem of detecting 
malware threats in  autonomic component ensembles. The 
proposed  procedure requires  implementation of the ‘training  
process’  X   (which generates  ‘healthy’ flows containing  no  
malware threats) and objects   generated  by the actual 
(possible infected) process Y (‘production process’). The 
component flows files are used as objects of the processes X 
and Y. The result of the proposed procedure gives us the 
distribution  of  probabilities  of malware infection  among 
autonomic components of the  datacenter. The proposed 
procedure of detecting malware threats and consequent 
migration are being executed in real-time scale and thus 
minimizes damage from possible malware threats. This also   
contributes to maintaining the required  SLA. 
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Abstract—The paper presents a numerical model using finite 

element method to calculate the magnetic field produced by current 
passing through multi conductor power cable, with helical turns 
whose thickness is comparable to the winding radius. The software 
package Vector Field Opera is used in order to optimize the 
calculation of electric parameters taking into account the radius and 
the helical shape of the multi conductor wires. 
 

Keywords—finite element method, helical turn, magnetic field, 
magnetic field.  

I. INTRODUCTION 
HE  magnetic field produced by coils is, usually, made 
considering the turns circular and filamentous. This paper 

presents a numerical model for the calculation of the magnetic 
field of multi conductor power cable.  

When the thickness of the coil’s conductor is  close to the 
radius of the cylinder the turns are helical not circular. In 
literature [1] - [9] the  analytical model used to calculate the 
magnetic field for helical turns neglects the conductor 
thickness. The magnetic field was determined for helical turn 
considering homogeneous linear and nonlinear medium, with 
the software package Vector Fields Opera [10].  

II. THE FINITE ELEMENTS METHOD FOR THE CALCULATION OF 
THE MAGNETIC FIELD  

A. The functional for the magnetic field 
The variational model of the magnetic field for conductive 

environments at rest, nonlinear, with magnetic anisotropy, 
inhomogeneous and with permanent magnets is created using 
the magnetic vector potential. In this case the current density 
is as given in [11, 12]: 

t
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AgradVEJ a

∂
∂

⋅−=
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⋅−⋅−=⋅= σσσσ  (1) 
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Where: E  - electric field strength; σ – conductivity; t – time;  
A  - magnetic vector potential; aJ - imposed current density; 

t
A

∂
∂

⋅σ  - induced current density. 

 
The functional is, [11] – [20], 
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where B - the magnetic flux density,  pR MB ⋅= 0µ  - the 
magnetic flux density for permanent magnets, μ0 – 
permeability of free space, pM  - the permanent 

magnatization , )(Bµ  - is the permeability tensor, Σ - is the 
boundary of the domain,  dΣ - is the surface element of the 
boundary, Σn - is the normal unit vector of the domain 

boundary, HA× - the density of magnetic energy transferred 
through boundary Σ, SJ  - the current density of surface  S  

contained in domain V, A  - magnetic vector potential. 

In the case of linear media, homogeneous and without 
permanent magnetization (missing permanent magnets) 
relation (2.2) becomes, 
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B. Three-dimensional finite element  
The three-dimensional finite element, at which  

interpolation polynomial is linear, has 4 nodes (p=4), so 
4,1=i . In the coordinate system Cartesian energy functional 

(2.3), for linear environments without permanent 
magnetization, domain does not contain current density 
surface and Dirichlet conditions on the boundary becomes, 

zyx FFFF ++=                     (4) 
where 

Numerical calculation of the magnetic field 
produced by a multi-conductor power cable 
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The mathematical expression of the vector magnetic potential 
A , for finite element “e” becomes, 
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Where [M] – square matrix of linear system, [C] – column 
matrix of current density induced coefficients, [ iF ] – column 

matrix of imposed current density, [ iA ] – column matrix of 
vector magnetic potential.  The equation (5) allows the 
calculation of the vector magnetic potential in all nodes. 
 

III. ELECTROMAGNETIC FIELD CALCULATION USING VECTOR 
FIELDS OPERA 

In order to calculate the electromagnetic field was used the 
software package Opera Vector Field based on the finite 
element method [10]. It includes programs for solving and 
analyzing the electromagnetic field in plane (2D) and space 
(3D).  

The calculation of the magnetic field created by current 
passing through a multi wire helical turn conductor (Fig.1), 
used in overhead lines [21], with cross section 35 mm2 and 
length h=500mm is done using finite element method 
implemented in the program Vector Fields Opera. 

 

Figure. 1 The 6 wire conductor with iron core 
 The magnetic field created by currents passing 
through a multi wire helical turn conductor (Fig.1), 
used in overhead lines [21], with the crose section 

35 mm2 and length h = 500 mm is calculated using 
the finite element method implemented in the 
program Vector Field Opera. 
 The domain where is calculated the magnetic field is 
cylindrical with length h1 + h + h2 and radius b (Fig.2), 
where h1 = h2 = 10h. In figure 2 were not represented the 
helical turns, being of µ0 permeability as the surrounding 
air. 

 

Figure 2. The domain for magnetic field analysis 
 
 The software package, using the finite element method, 
Vector Field Opera  allows the calculation of the magnetic 
field in both, linear and nonlinear, environments (Fig.3). For 
nonlinear environment it is possible to use magnetization 
curves B(H) (Fig.4) from the library or the curves can be 
introduced by the user [10],  [17]-[20]. 

 
Figure 3. Set material properties 

 
Figure 4. Magnetization curve 
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IV. NUMERICAL RESULTS 
The 6 wire conductor, with iron core (Fig.1) produces the 

magnetic field and has the following geometric characteristics 
[22]-[24]: a = a1 = 1.35 mm, h = 500mm and the 
magnetization curve B(H) from figure 4. In the following 
calculations were considered effective values of the current 
such as 150A, 100A, 75A, 50A and 30A. The radius “a” of 
the steel core (cylinder)  was divided into 10 segments of 
length a/10. The magnetic flux density was calculated only 
inside the steel cylinder, because we were interested only in 
the magnetic flux. The results are presented in Table 1. 

   I[A] 

r[mm 

150A 100A 75A 50A 30A 

0 0.737 0.409 0.180 0.047 0.021 

0.135 0.896 0.479 0.217 0.068 0.032 

0.27 0.862 0.451 0.196 0.060 0.030 

0.405 0.869 0.453 0.196 0.061 0.030 

0.54 0.873 0.454 0.196 0.061 0.030 

0.675 0.876 0.455 0.196 0.061 0.030 

0.81 0.879 0.455 0.197 0.061 0.030 

0.945 0.883 0.456 0.197 0.061 0.030 

1.08 0.887 0.457 0.197 0.061 0.030 

1.215 0.892 0.458 0.197 0.061 0.030 

1.35 0.873 0.448 0.192 0.058 0.029 
 

For the calculation of the magnetic flux in the cylinder of 
steel, the expression is 
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The results are presented in Table 2.  
 
Table 2. Magnetic flux (calculated) 

I[A] 150A 100A 75A 50A 30A 

Φ[μWb] 5.011 2.601 1.121 0.352 0.172 
 

V. EXPERIMENTS 
Wiring connections scheme used for experimental 

determinations is presented in Fig.5. 

 From the measurements was determined the current 
through the conductor and the induced voltage into coil with 
2700 turns [24], [25]. 

 

Figure 5. Measurement scheme 

 
Figure 6. Measurements results  

For a current of 150 A, rms value, as shown in figure 
7, the voltage induced is shown in figure 8, and the 
corresponding magnetic flux variation is shown in figure 
9. The magnetic flux was obtained by integration of the 
induced voltage. The results obtained for magnetic flux 
at different values (rms) of the current in the conductor 
are presented in Table 3 

 
Figure 7 The current flowing in the conductor 
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Figure 8. Momentary values of induced voltage 
 

 
Figure 9. Momentary values of magnetic flux 

 
Table 3. Magnetic flux (measured) 

I[A] 150A 100A 75A 50A 30A 

Φ[μWb] 5.011 2.601 1.121 0.352 0.172 
 

It was made a comparative calculation of the values for 
magnetic field strength along the cylinder radius and in the 
middle of the turn (rotation angle τ  and h/2), using the 
two modeling programs available in Vector Fields Opera 
(Geometric Modeler and Pre-Processor) [29]. The Geometric 
Modeler works with tetraedric finite elements, and the Pre-
Procesor uses paralelipipedic finite elements. 

The outside domain was extended, successively to a 
cylindrical border placed at b = 10a, b = 20a, b = 40a, b=80a. 

The results show that the radial dimension of the boundary 
it is not necessary to be extended to more than 10 times the 
cylinder radius. 

Next it was considered the field calculation extended up to 
10 times the cylinder radius and it was analyzed how the mesh 
step influences the magnetic field intensity values  

For different combinations of mesh steps and length of the 
domain analyzed the results are shown in figure 10. 

 
Figure 10. Magnetic field strength 

 
It is noticed that using finite elements of different shapes 

result differences between magnetic field intensity values 
obtained in the two types of modeling. It can be concluded 
that variant g is the best because Geometric Modeler uses the 
tetrahedral-type finite elements, so modifying the finite 
element size it changes the three spatial variables (r, z, τ) 
simultaneously. The variant g is based on the size of finite 
element (introduced in Geometric Modeler) for the outer 
domain being twice the radius of the one  used inside the steel 
cylinder. 

Further it is analyzed how the length of the cable, h, taken 
in the modelization, affects the magnetic field intensity values, 
computed in the mediator plane. In figure 11 are represented 
the values computed for the length of the cable corresponding 
to 1 turn, 3 turns and 5 turns, where the notations. 

 

Figure 11. 
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have the following meanings: 1M, 3M and 5M represent 1 
turn, 3 turns and 5 turns obtained with modeling program 
Geometric Modeler respectively 1P, 3P and 5P represent  1 
turn, 3 turns and 5 turns obtained with  modeling program 
Pre-processor. 

From Fig. 11 results that for lengths corresponding to 
more than 3 turns, the computed magnetic field values in the 
mid-plane, do not change significantly. The analysis of a long 
conductor, with a large number of turns, it can be made 
considering a minimum length corresponding to at least 3 
turns. In our calculations the length h, in the modelization, 
was taken of about 5 times the average pitch of the helix. The 
cables which were analyzed have the width of one complete 
helix turn (pitch length) of the following values: 81mm, 
97.2mm and 113.4mm. 
 

VI. CONCLUSIONS  
From the study results the following conclusions:  

-Numerical model that uses finite elements form a 
tetrahedron leads to the best results but require the longest 
calculation time (about two hours and variant a only 1 minute 
and the 24 seconds); 

 - A finer mesh step along the radius (a/20 - variant b and 
e, compared to a/10 - variant c and d) leads to results close to 
those obtained for variant g; 

-The numerically analyzed and implemented in the 
software package Vector Field Opera allows precise 
calculation of the magnetic field, but this requires appropriate 
choice of field sizes considered, the mesh step, namely the 
finite element size and border conditions. 
  - Numerical model based on finite element software package 
and implement in the Vector Field Opera can be used with 
good results in calculating the magnetic field in both linear 
and nonlinear environments, if properly chosen finite element 
size and domain. 
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Quasi-conformal Harmonic Mappings Related To
The Janowski Starlike Functions

Melike Aydoğan1, Yaşar Polatoğlu2, H. Esra Özkan Uçar3, Arzu Yemişçi4 and Yasemin Kahramaner5

Abstract—Let f(z) = h(z)+g(z) be a univalent sense-preserving
harmonic mapping in the open unit disc D = {z||z| < 1}. If f(z)

satisfies the condition |w(z)| = | g
′(z)

h′(z) | < k, (0 ≤ k < 1), then f(z)

is called k−quasiconformal harmonic mapping in D [6]. The class
of such mappings is denoted by SH(k).
The aim of this paper is to give some properties of the solution of
non-linear partial differential equation fz = w(z)f(z) under the
condition |w(z)| < k, w(z) ≺ k2(b1−z)

k2−b1z
, h(z) ∈ S∗(A,B), where

S∗(A,B) is the class of Janowski starlike functions. The proofs of
this paper are based on the idea Robinson [7].

Keywords—k−quasiconformal harmonic mapping, distortion the-
orem, growth theorem.

I. INTRODUCTION

LET Ω be the family of functions φ(z) regular in the disc
D and satisfying the conditions φ(0) = 0, |φ(z)| < 1 for

all z ∈ D.
Next, for arbitrary fixed real numbers A, B, −1 ≤ B < A ≤
1, we denote by P (A,B) the family of functions p(z) = 1 +
p1z+ p2z

2 + p3z
3 + . . . regular in D and such that p(z) is in

P (A,B) if and only if

p(z) =
1 +Aφ(z)

1 +Bφ(z)
(1)

for some φ(z) ∈ Ω and every z ∈ D.

Moreover, let S∗(A,B) denote the family of functions
s(z) = z + c2z

2 + c3z
3 + ... regular in D and such that s(z)

is in S∗(A,B) if and only if

z
s′(z)

s(z)
= p(z) (2)

for some p(z) is in P (A,B) and all z ∈ D [5]. Let
s1(z) = z + d2z

2 + ... and s2(z) = z + e2z
2 + ... be

analytic functions in the open unit disc in D. If there exists
a function φ(z) ∈ Ω such that s1(z) = s2(φ(z)) for all
z ∈ D, then we say that s1(z) is subordinate to s2(z) and
we write s1(z) ≺ s2(z) if and only if s1(D) ⊂ s2(D)
and s1(0) = s2(0) implies s1(Dr) ⊂ s2(Dr), where
Dr = {z||z| < r, 0 < r < 1}. (Subordination and Lindelof
principle [1], [3]).

Finally, a planar harmonic mapping in the open unit
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sity.

Y. Kahramaner is with Istanbul Commerce University.

disc D is a complex-valued harmonic function f , which
maps D onto the some planar domain f(D). Since D is a
simply-connected domain the mapping f has a canonical
decomposition f(z) = h(z) + g(z), where h(z) and g(z) are
analytic in D and have the following power series expansions

h(z) =
∞∑
n=0

anz
n, g(z) =

∞∑
n=0

bnz
n (3)

where an, bn ∈ C, n = 0, 1, 2, 3, ... as usual we call h(z)
the analytic part of f(z) and g(z) is co-analytic part of f(z).
An elegant and complete account of the theory of harmonic
mappings is given in Duren’s monograph [2] proved in 1936
that the harmonic function f(z) is locally univalent in D if
and only if its Jacobian

Jf = |h′(z)|2 − |g′(z)|2 (4)

is different from zero in D. In view of this result, locally
univalent harmonic mappings in the open unit disc D are
either sense-reserving if |g′(z)| > |h′(z)| in D or sense-
preserving if |g′(z)| < |h′(z)| in D.

Throughout this paper we will restrict ourselves to the
study of sense-preserving harmonic mappings. We will also
note that f(z) = h(z) + g(z) is sense-preserving in D
if and only if h′(z) doesn’t vanish in D and the second

dilatation w(z) =
g′(z)

h′(z)
has the property |w(z)| < 1 for all

z ∈ D. Therefore, the class of all sense-preserving harmonic
mappings in the open unit disc with a0 = b0 = 0 and a1 = 1
will be denoted by SH . Thus SH contains standard class S
of univalent functions. The family of all mappings f ∈ SH
with the additional property g′(0) = 0, i.e, b1 = 0 is denoted
by S0

H . Hence it is clear that S ⊂ S0
H ⊂ SH . For the aim of

this paper we need the following lemma and theorem.

Lemma 1.1 ([4]) Let φ(z) be a non-constant and analytic
function in the unit disc D with φ(0) = 0. If |φ(z)| attains
its maximum value on the circle |z| = r at the point z0, then
z0φ
′(z0) = mφ(z0), m ≥ 1.

Theorem 1.2 ([5]) If s(z) ∈ S∗(A,B), then for |z| = r,
0 < r < 1

F (r,−A,−B) ≤ |s(z)| ≤ F (r,A,B) (5)

F (r,A,B) =


r(1 +Br)

A−B
B for B 6= 0,

reAr for B = 0.

(6)
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These bounds are sharp, being attained at the point z = reiθ,
0 ≤ θ ≤ 2π by

s(z) =

{
z(1 +Be−iθz)

A−B
B for B 6= 0,

zeAe
−iθz for B = 0.

(7)

II. MAIN RESULTS

Theorem 2.1 Let f(z) = h(z) + g(z) be an element
of SH and h(z) be an element of S∗(A,B), then the
solution of the differential equation fz = w(z)fz under the

conditions |w(z)| < k, 0 ≤ k < 1 and w(z) ≺ k2(b1 − z)
k2 − b1z

is

g(z)

h(z)
=
k2(b1 − φ(z))

k2 − b1φ(z)
, where φ(z) ∈ Ω.

Proof. We consider the linear transformation

w(z) =
k2(b1 − z)
k2 − b1z

this transformation maps |z| < k

onto itself, i.e.

∆ = {w||w| < k} = w(D) = {z||z| < k} (8)

On the other hand

w(z) =
g′(z)

h′(z)
=

(b1z + b2z
2 + ...)′

(z + a2z2 + ...)′
=
b1 + 2b2 + ...

1 + 2a2z + ...

⇒ w(0) = b1

Therefore the function

φ(z) =
k2(b1 − w(z))

k2 − b1w(z)

satisfies the conditions of Schwarz lemma then we have

w(z) =
g′(z)

h′(z)
≺ k2(b1 − z)

k2 − b1z
(9)

and the transformation w(z) =
k2(b1 − z)
k2 − b1z

maps |z| = r onto

the disc with the centre

C(r) =

(
k2(1− r2)Reb1
k2 − |b1|2r2

,
k2(1− r2)Imb1
k2 − |b1|2r2

)
and the radius ρ(r) =

k(k2 − |b1|2)

k2 − |b1|2r2
. Using the subordination

principle, then we can write

w(Dr) = { g
′(z)

h′(z)
||w(z)− k2(1− r2)b1

k2 − |b1|2r2
| ≤ k(k2 − |b1|2)r

k2 − |b1|2r2
}

(10)
Now we define the function φ(z) by

g(z)

h(z)
=
k2(b1 − φ(z))

k2 − b1φ(z)
, (11)

then φ(z) is analytic and φ(0) = 0. If we take the derivative
from the (10) and after brief calculations we get

w(z) =
g′(z)

h′(z)
=
k2(b1 − φ(z))

k2 − b1φ(z)

+
k2(|b1|2 + k2 − 2b1φ(z))zφ′(z)

(k2 − b1φ(z))2
1− φ(z)

1 + φ(z)
(12)

Now it is easy to realize that the subordination

g(z)

h(z)
=
k2(b1 − φ(z))

k2 − b1φ(z)
⇔ g(z)

h(z)
≺ k2(b1 − z)

k2 − b1z
(13)

is equivalent to |φ(z)| < 1 for all z ∈ D. Indeed we assume
the contrary; then there is a z0 ∈ Dr such that |φ(z0)| = 1. So
by I.S.Jack’s lemma (Lemma 1.1)z0φ′(z0) = mφ(z0), m ≥ 1
and for such z0 we have

w(z0) =
g′(z0)

h′(z0)
=
k2(b1 − φ(z0))

k2 − b1φ(z0)

+
k2(|b1|2 + k2 − 2b1φ(z0))mφ(z0)

(k2 − b1φ(z0))2
1− φ(z0)

1 + φ(z0)
/∈ w(Dr)

but this contradicts with (9). So our assumption is wrong,
i.e., |φ(z)| < 1 for every z ∈ D.

Corollary 2.2 Let
g(z)

h(z)
=

k2(b1 − φ(z))

k2 − b1φ(z)
be the solution

of the non-linear partial differential equation fz = w(z)fz

under the condition |w(z)| = | g
′(z)

h′(z)
| < k (0 ≤ k < 1),

w(z) ≺ k2(b1 − z)
k2 − b1z

and h(z) ∈ S∗(A,B), then
rG(A,B, k, |b1|,−r) ≤ |g(z)| ≤ rG(A,B, k, |b1|, r),

rH(A, k, |b1|,−r) ≤ |g(z)| ≤ rG(A,B, k, |b1|, r)
(14)

where

G(A,B, k, |b1|, r) =
k(|b1|+ kr)

k + |b1|r
(1 +Br)

A−B
B

H(A,B, k, |b1|, r) =
k(|b1|+ kr)

k + |b1|r
eAr

Proof. Using Theorem 2.1 we can write

F (k, |b1|,−r) ≤ |
g(z)

h(z)
| ≤ F (k, |b1|, r)

F (k, |b1|, r) =
k(|b1|+ kr)

k + |b1|r
(15)

then we have

F (k, |b1|,−r)|h(z)| ≤ |g(z)| ≤ F (k, |b1|, r)|h(z)| (16)

Using Theorem 1.2 in the inequality (15) we get (13).

Corollary 2.3 Let f(z) = h(z) + g(z) be an element
of SH . If f(z) satisfies the non-linear partial differential

equation fz = w(z)fz under the condition |w(z)| = |fz
fz
| < k,

(0 ≤ k < 1), w(z) ≺ k2(b1 − z)
k2 − b1z

and h(z) ∈ S∗(A,B) then
G1(A,B, k, |b1|,−r) ≤ |g′(z)| ≤ G1(A,B, k, |b1|, r), B 6= 0

G2(A, k, |b1|,−r) ≤ |g′(z)| ≤ G2(A, k, |b1|, r), B = 0
(17)
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where

G1(A,B, k, |b1|, r) =
k(|b1|+ kr)

k + |b1|r
(1 +Ar)(1 +Br)

A−2B
B

G2(A, k, |b1|, r) =
k(|b1|+ kr)

k + |b1|r
(1 +Ar)eAr

Proof. Since h(z) ∈ S∗(A,B), then we have

|z h
′(z)

h(z)
− 1−ABr2

1−Br2
| ≤ (A−B)r

1−B2r2

⇒ 1−Ar
1−Br

≤ |z h
′(z)

h(z)
| ≤ 1 +Ar

1 +Br

⇒


F1(A,B,−r) ≤ |h′(z)| ≤ F1(A,B, r), B 6= 0

F2(A,−r) ≤ |h′(z)| ≤ F2(A, r), B = 0

(18)

where

F1(A,B, r) = (1 +Ar)(1 +Br)
A−2B
B , B 6= 0

F2(A, r) = (1 +Ar)eAr, B = 0

On the other hand since
g′(z)

h′(z)
≺ k2(b1 − z)

k2 − b1z
then we have

(using subordination principle)

F (k, b1,−r)F1(A,B,−r) ≤ |g′(z)|
≤ F (k, b1, r)F1(A,B, r), B 6= 0

F (k, b1,−r)F2(A,−r) ≤ |g′(z)|
≤ F (k, b1, r)F2(A, r), B = 0

(19)

where F (k, |b1| , r) is given in (15). Therefore we have (16).

Corollary 2.4 Let f(z) = h(z) + g(z) be an element
of SH . If f(z) satisfies the non-linear partial differential

equation fz = w(z)fz under the condition |w(z)| = |fz
fz
| < k,

(0 ≤ k < 1), w(z) ≺ k2(b1 − z)
k2 − b1z

and h(z) ∈ S∗(A,B) then

(1−Ar)(1−Br)
2(A−2B)

B F2(k, |b1|, r) ≤ Jf
≤ (1 +Ar)2(1 +Br)

2(A−2B)
B F1(k, |b1|, r), B 6= 0

(1−Ar)2e−2ArF2(k, |b1|, r) ≤ Jf
≤ (1 +Ar)2e2ArF1(k, |b1|, r), B = 0

(20)

Proof. Using Theorem 2.1 we can write

F2(k, |b1|, r) ≤ (1− |w(z)|2) ≤ F1(k, |b1|, r),

where
F1(k, |b1|, r) = [(k+k|b1|)−(|b1|+k2)r][(k−k|b1|)−(|b1|−k2)r]

(k−|b1|r)2

F2(k, |b1|, r) = [(k+k|b1|)+(|b1|+k2)r][(k−k|b1|)−(|b1|−k2)r]
(k+|b1|r)2

(21)

On the other hand we have

Jf = |h′(z)|2 − |g′(z)|2 = |h′(z)|2(1− |w(z)|2)⇒

|h′(z)|2(1− |w(z)|2)Jf ≤ |h′(z)|2F (k, |b1|, r) (22)

If we use Theorem 1.2 in the inequality (21) we get (19).

Corollary 2.5 Let
g(z)

h(z)
= k2(b1−φ(z))

k2+b1φ(z)
, φ(z) ∈ Ω be

the solution of the non-linear partial differential equation
fz = w(z)fz under the condition f(z) = h(z) + g(z) ∈ SH ,

|w(z)| < k, w(z) <
k2(b1 − z)
k2 + b1z

, 0 ≤ k < 1, h(z) ∈ S∗(A,B)

then,

r∫
0

F (A,B,−ρ)
(k − k|b1|) + (|b1| − k2)ρ

k + |b1|ρ
dρ ≤ |f |

≤
r∫

0

F (A,B, ρ)
(k + k|b1|) + (|b1|+ k2)ρ

k + |b1|ρ
dρ, B 6= 0

r∫
0

(1−Aρ)e−Aρ
(k − k|b1|) + (|b1| − k2)ρ

k + |b1|ρ
dρ ≤ |f |

≤
r∫

0

(1 +Aρ)eAρ
(k + k|b1|) + (|b1|+ k2)ρ

k + |b1|ρ
dρ, B = 0

(23)

Proof. Using Theorem 2.1 we obtain

(k|b1|+ k)− (|b1|+ k2)r

k − |b1|r
≤ (1 + |w(z)|)

≤ (k|b1|+ k) + (|b1|+ k2)r

k + |b1|r
(24)

(k − k|b1|) + (|b1| − k2)r

k + |b1|r
≤ (1− |w(z)|)

≤ (k − k|b1|)− (|b1| − k2)r

k − |b1|r
(25)

On the other hand we have

(|h′(z)| − |g′(z)|)|dz| ≤ d|f | ≤ (|h′(z)|+ |g′(z)|)|dz| ⇒

|h′(z)|(1− |w(z)|2)|dz| ≤ d|f | ≤ |h′(z)|(1− |w(z)|)|dz|
(26)

Using (23), (24) and (25) and integrating we get (22).
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Abstract—Nowadays, networked wireless sensors can 
outnumber traditional electronic appliances. They will enable a 
plethora of new applications in industrial automation, asset 
management, environmental monitoring, medical and 
transportation business, and in a variety of safety and security 
scenarios. Wireless sensor networks have got a wide range of 
important and vital applications. Performance of wireless 
sensor becomes one of the most important issues. The goal of 
this work is to provide an approach for the efficient estimation 
of network throughput. The node performance model is 
offered and discussed. Next, a wireless sensor network is 
modeled as undirected probabilistic graph. We consider the 
networks which carry on work acceptably even if some amount 
of nodes fails. We define the throughput of network as the 
probability that sink nodes are connected and can collect data 
from other nodes. The corresponding calculating method is 
obtained.  

Keywords- wireless sensor networks, network reliability, 
random graph connectivity 

I.  INTRODUCTION  
The applications of wireless sensor networks (WSNs) 

have evolved over the last years from a stage where these 
networks were designed in a technology-dependent manner 
to a stage where some broad conceptual understanding 
results now exist. An essential progress in electro-
mechanical and digital electronics technologies leads to 
development of low-power, low-cost, multifunctional 
sensors, which are attractive for customers. 

Small sensors, which consist of sensing, data processing, 
and communicating modules, are combined by wireless 
channels into wireless sensor networks [1]. These networks 
are intended to be context aware, self-governing, flexible and 
reliable. WSNs have a wide range of potential applications, 
including industrial process monitoring, health care [2], 
military surveillance, agricultural monitoring [3], fire 
detection [4], smart home [5] etc. 

Nowadays, low-power sensor network performance 
increasing is an important issue. However, this theme had 
not been considered in previous works. Thus, it needs to 
offer the corresponding mathematical and simulation models. 
It helps us to develop practical Energy Harvesting WSNs 
(EH-WSNs). 

Probabilistic graph models have been used extensively in 
the literature for studying network reliability problems, 

especially in the case of unreliable edges [6,7]. In this paper 
we offer a novel concept of ad hoc network reliability, which 
has not been discussed in the previous works. We consider 
ad hoc networks with imperfect nodes and perfectly reliable 
links. Nodes unavailability can be caused by scuffing or 
intrusions. An operational probability is associated with 
every node. It is assumed that the node failures are 
statistically independent. At the same time, if any two 
operable nodes are within a communication range then the 
nodes communicate with each other without any losses. 

The rest of this short report is organized as follows. In 
section 2 the basic notations are presented. Sections 3  
describes the approach of reliability calculation. In Section 3 
the mathematical models for estimating of WSNs node 
performance are considered as well. Finally, we conclude the 
paper in Section 4. 

II. SYSTEM MODEL 
We model the ad hoc network by an undirected 

probabilistic graph G = (V;E) whose vertices represent the 
nodes and whose edges represent the links. We assume that 
each node succeeds or fails independently with an associated 
probability. Further on we refer to this probability as node 
reliability. We suppose that the links are perfectly reliable. 
We use following notations for the number of network 
elements: |V | = N, |E| = M. 

Let us define EH-WSNs reliability as the probability of 
EH-WSNs structure connectivity. For structural 
optimization of a network the reliability polynomials are 
used. This polynomial shows dependency of a reliability 
index on reliabilities of a graph components.. 

A sensor node randomly comes to a restoration mode and 
returns to a working mode. Therefore, a node is randomly 
available. Let p be the probability of the node reliability 
(availability). In the considered case, if p increases  then the 
transmission range is reduced and the number of links 
between sensor nodes decreases. And vice-versa, if the 
sensors transmission rage is reduced then the energy 
harvesting period can be reduced and p is in  

Assume, that an asynchronous MAC protocol is used in 
the system. Our motivation is as follows. The synchronous 
protocols require time synchronization, which causes 
control message overhead and makes sensor nodes more 
complex and expensive. Hence, the system reliability is 
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degraded. In asynchronous duty cycle MAC protocols, each 
sensor node wakes up and sleeps independently. Thus, time 
synchronization is not necessary. 

Most asynchronous duty cycle MAC protocols adopt a 
random wake-up interval in order to avoid repeated 
collisions. Given that sensor nodes wake up at different 
times with random wakeup intervals, it is necessary to 
ensure that a sender and its intended receiver are active at 
the same time period to transmit data. To do this, preamble-
based protocols were proposed as B-MAC, Wise-MAC, 
Wise-MAC and X-MAC. PW-MAC and TA-MAC are 
asynchronous MAC protocol based on asynchronous duty 
cycling. Ones minimize sensor energy consumption by 
enabling senders to predict receiver wakeup times.  

We describe EH-WSNs topology by random graph 
(random vertices). Let us make the following designations.  

G(n; m; p1,..., pn ) is a non-oriented graph with m edges 
(all links in WSNs) and n nodes (the number of sensors in 
WSNs); 

V and E are the set of nodes and edges of graph G 
correspondingly;    

pi is the reliability of the vertex vi; if all nodes are 
homogeneous then the designation p is used.  

R(G) is the reliability polynomial for the graph G, in 
other words it is the connectivity probability for G.  

For R(G) calculation the factoring method can be used. It 
is descibed in the paper [8]. 

Let us designate the sensor working time as T and the 
total sensor restoration time as S. Thus, the duration of 
sensor active state is T - S. Assume that a sensor is randomly 
switched from the active state to the restoration state and 
inversely. 

III. RESULTS 
The Generally, a model of the sensor’s behavior is based 

on Continuous Time Discrete States Markov process with an 
absorbing state. It is assumed that all nodes of WSNs are 
unreliable. In this paper we do not consider any effects 
related to the sensor repairing. A node of WSNs can get the 
stages as follows. Attack stage (A) – a sensor is active and 
transmits packets. Next, the stage (D) – a battery exhausting 
is detected and a energy harvesting mechanism is activated. 
The detection technique is generally based on change-point 
detection methods. OFF stage – the sensor is failed. For 
example, in this case the sensor battery is fully exhausted, 
the node buffer is overfilled etc. If a sensor is in energy 
harvesting mode then an intensive traffic can lead to sensor 
failure. The corresponding state diagram is shown on Fig.1. 

The states diagram is described below. Let the intensity 
of the traffic be λ. The intensity of battery exhausting is d. 
The intensity of battery restoration is µ. Let us make the 
following designation: pA , pD , pOFF are the probabilities of 
active state, energy harvesting state and failure state 
correspondingly. The index of probability corresponds to the 
state designation. 

 

 
Fig. 1. The states diagram. 

Using probabilities formulas, we get 
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Therefore, the probabilities of the sensor states are described by 
the following system of independent differential equations:  
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Using the normalization condition we get, 

 
.1 ADOFF ppp −−=   

 
The system of homogeneous linear differential equations 
can be solved by using the standard methods. poff (t) is the 
probability that a sensor has failed at or before time t. Thus, 
reliability of a sensor is given as,  

 
).(1)( tptS OFF−=  

 
Hence, the average sensor lifetime LT is given by, 

∫
∞

0

)( dttS . 

 
It is reasonable to input the following boundary conditions,  

.0)0(,0)0(,1)0( D === OFFA ppp   

Using the obtained solutions, we can control node 
throughput and get a reasonable performance of EH-WSNs. 
From the normalization condition we get,  
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So, we get 
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Using the differential equation from the previous section, 
we receive  
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Now, the probabilities of other states can be derived and 
average sensor lifetime is calculated. Let us remark that the 
sensor transmit traffic in the stage A. Thus, the function pA 
gives as an estimation of sensor throughput.   

Thus, we get the method to estimate node reliability. 

If we focus on energy consumption then the choice of 
transmission range is equivalent to determination of energy 
harvesting  schedule (network operating strategy).  

Our goal is network reliability optimizing. The 
corresponding mathematical statement is as follows 

.max))(),(,((
S

SppmnGR →  

Taking into account the arguments above, The 
optimization problem for EH-WSNs operation strategy is 
reduced to the following statement 

)1()).(),(,((maxargr
r

rprmnGR
rΩ∈

=  

Here, Ωr is a set of admissible distances. 

In some practical cases it is reasonable to constrain the 
number of neighboring sensors owing to MAC protocols 
specificity or interference problems. Hence, the problem (1) 
has to be reformulated as follows      

.,)deg(v

,max))(),(,((

i Via

SppmnGR
S

∈∀≤

→
 

Here, a +1 is a maximal admissible number of neighbors.  
Let us make a few propositions. The transmission range 

takes a value from a set of admissible distances, 
.rr Ω∈  

Remark, the growth of r is not necessary leads the growth 
of m, i.e. it is possible  

.)()(, 2121 rmrmrr =>  
And, 

.)()( 21 rprp <  
Hence, for a fixed m  

),,((),,(( 21 rmnGRrmnGR < , 

if  

.21 rr <  

Therefore,  

.,,,maxsup
r

Vvvvvr jiji
r

∈≤
Ω∈

 

We can limit our consideration by a finite discrete set of 
admissible distances (Ωr).  

Remark, the calculation of R(G) can be hard computational 
problem. However, in some practical cases (tree-topology, 
cycles etc.) a polynomial time algorithm can be applied. In 
general case, proper approximation technique has to be 
used. 

ACKNOWLEDGMENT 
This research was supported by the Basic Research 

Program of the Presidium of the Russian Academy of 
Sciences. 

 
 

[1] Akyildiz I. A survey on sensor networks. IEEE Communications 
Magazine, vol. 40, no 8, 102 – 114 (2002). 

[2] Jovanov E., Lords A., Raskovic D., Cox P., Adhami R., Andrasik F. 
Stress monitoring us-ing a distributed wireless intelligent sensor 
system. IEEE Engineering in Medicine and Biolo-gy Magazine, 22 
(3) (2003), pp. 49–55. 

[3] Zhu Y., Song J., Dong F.Applications of wireless sensor network in 
the agriculture envi-ronment monitoring. Procedia Engineering, 16 
(2011), 608-614.. 

[4] A. Bayo, D. Antolín, N. Medrano, B. Calvo, S. Celma. Early 
detection and monitoring of forest fire with a wireless sensor network 
system. Procedia Engineering, 5 (2010), 248-251. 

[5]  Byun J., Jeon B., Noh J., Kim Y., Park S. An intelligent self-
adjusting sensor for smart home services based on ZigBee 
communications. IEEE Trans. Consum. Electr., 58 (2012), 591-596.  

[6] Rodionov, A.S., Migov, D.A., Rodionova, O.K.: Improvements in the 
Efficiency of Cumulative Updating of All-Terminal Network 
Reliability. IEEE Trans. on Reliability. 61(2), 460–465 (2012). 

[7] Petingi L.: Introduction of a New Network Reliability Model to 
Evaluate the Performance of Sensor Networks. International Journal 
of Mathematical Models and Methods in Applied Sciences. 5(3), 
577–585 (2011).  

[8] Moore, E., Shannon, C. Reliable Circuits Using Less Reliable Relays. 
J. Franclin Inst., 262, n. 4b (1956) 191-208. 

 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 141



 

 

 

Abstract—The paper proposes a multivariate comparison among 

different financial markets, using risk/variability measures consistent 

with investors’ preferences. First of all, we recall a recent 

classification of multivariate stochastic orderings and properly define 

the selection problem among different financial markets. Then, we 

propose an empirical financial application, using multivariate 

stochastic orderings consistent with the non-satiable and risk averse 

investors’ preferences. For the empirical analysis we examine two 

different approaches; first, we assume that the return are normally 

distributed; second, we deal with the more general assumption that 

the returns’ distribution follow a stable sub-Gaussian law. 

 

Keywords—Financial Market comparison, Multivariate 

preferences, Stochastic Dominance. 

I. INTRODUCTION 

his paper focuses on the investors’ preferences related to 

the portfolio selection problem. Thus we introduce 

multivariate stochastic orderings consistent with investors' 

preferences and show how we can use multivariate risk 

measures and orders (in terms of probability functionals) to 

determine dominant sectors/markets in different financial 

contexts. 

We define the dominance among financial markets 

generalizing the concept of univariate FORS orderings, risk 

and reward measures in the multivariate framework (see 

Ortobelli et al. in [2], [3] and [4]). FORS probability 

functionals and orderings generalize those found in the 

literature (see [1] and [9]) and are strictly related to the theory 

of choice under uncertainty and to the theory of probability 

functionals and metrics (see [6] and [10]). While the new 

orderings can be used to further characterize and specify the 
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investors’ choices and preferences, the new risk measures 

should be used either to minimize the risk or to minimize its 

distance from a given benchmark.  

The main contribution of this paper is to use multivariate 

ordering consistent with investors’ preferences to define the 

dominance among financial markets/sectors. Thus we propose 

two different approaches: the first one is based on a 

generalization, of the mean-variance approach. The second 

one takes into account the possibility of heavy tailed 

distributions. In this last case, the conditions for the 

multivariate dominance are based on a comparison between: i) 

means; ii) dispersion indices and iii) stability indices. Therefor 

we propose an ex-ante empirical application of multivariate 

orderings, to evaluate the possible dominance among different 

financial stock markets (USA, China, Japan and Germany).  

The paper is organized as follows. In Section 2 we 

introduce multivariate FORS orderings and the definition of 

orderings among markets. Section 3 introduces a preliminary 

empirical analysis. 

II. MULTIVARIATE DOMINANCE 

We recall that the most important property that 

characterizes any probability functional associated with a 

choice problem is the consistency with a stochastic order.  

We says that a functional           is consistent 

with a preferences orderings   anytime that   dominates   

(with respect to a given order of preferences   ), implies that 

   (   )   (   ) for a fixed arbitrary benchmark    (where 

       , that is a non-empty space of real valued random 

variables defined on (     )). A univariate FORS measure 

induced by a given order of preferences   can be any 

probability functional          which is consistent 

with  . Hence we can similarly define multivariate FORS 

measures. 

Definition 1 We call FORS measure induced by a 

preference order  , any probability functional         

   (where   a non-empty set of real-valued n-dimensional 

random vectors defined on the probability space (     )) 

that is consistent with a given order of preferences   (that is, 

if     dominates    with respect to a given order of preferences 

   implies  (   )   (   )  for a fixed arbitrary benchmark 

  where the vectorial inequality is considered for each 

component i.e.,   (   )    (   )   for any        .  

As for the FORS measures we can easily extend the 

definition of multivariate FORS ordering developed in [2] and 

[3]. 

Definition 2 Let        ̅  (with compact and convex  

On the Financial Applications of Multivariate 
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     ̅ ) be a bounded variation function, for every n-

dimensional random vector   belonging to a given class   . 

Assume that         , a.e. on   iff       
 . If, for any fixed   

   ,   ( ) is a FORS measure induced by an ordering   , 

then we call FORS orderings induced by   the following new 

class of orderings defined            {    

 |∫ ∏ |  |
     

      (       ) 
|   } for every (       ) 

with        we say that    dominates   in the sense   -FORS 

ordering induced by    , in symbols: 

 
          

   
                     ( )        ( )       

(1) 

where 

 

    (       )

 {

 

∏  (  )
 
   

 ∫  
  

  

∫ ∏(     )
    

 

   

   (       )
  

  

  (       )                    

 

(2) 

and the integral is a vector applied for each component of the 

vector       [  ( )      ( ) ], whose components are the 

differential of components of vector     [ ( )     ( ) ] . 

This expression generalizes the one proposed in [5]. 

Besides, we call    FORS measure associated with the FORS 

ordering of random vectors belonging to  . We say that 

   generates the FORS ordering. Multivariate orderings can 

have several applications in economics and finance. In this 

paper we discuss a possible application in ordering financial 

markets by the point of view of investors. With this aim we 

need to give some possible alternative definitions of orderings 

among financial markets/sectors.  

Let us assume there are two markets: market A with n 

assets, and market B with s assets. Assume that the vector of 

the positions taken by an investor in the n risky assets of 

market A is denoted by    [       ]  and similarly the 

vector of the positions taken by an investor in the m risky 

assets of market B is denoted by    [       ]
 . We assume 

that no short sales are allowed. 

Definition 3 We say that a market/sector A with n assets 

strongly dominates another market/sector B with s assets with 

respect to a multivariate FORS ordering if for any vector of 

returns    of         (   ) assets of market/sector B 

there exists a vector     of market/sector A such that  

   FORS    . Similarly we say that a market/sector A with n 

assets weakly dominates another market/sector B with s assets 

with respect to the FORS ordering if for any given portfolio of 

gross returns      of market/sector B there exists a portfolio 

    of the market/sector A such that      FORS      . 

Example 1. Suppose that the return distributions of markets 

A and B are jointly elliptically distributed. Suppose the 

markets have the same number of assets n, vectors of averages 

    is negative semidefinite. Then market A strongly 

dominates market B with respect to the increasing concave 

multivariate order (see [1]). Moreover market A weakly 

dominates market B with respect to the concave order since 

portfolio           and              for any 

vector     . Observe that the weak dominance between the 

markets is also knows in ordering as the increasing positive 

linear concave multivariate order (see [1]). 

Example 1 can be used in financial applications. In 

particular, if we assume that the returns of different markets 

are jointly elliptically distributed and they are uniquely 

determined by a risk measure and a reward measure, we can 

order the markets in a reward-risk framework. On the other 

hand, if we assume that the distribution does not have finite 

variance, the mean-variance approach is not appropriate. In 

this paper we propose a sub-Gaussian distributional 

assumption, which is quite more suitable for dealing with 

financial problems (see [7] and the references therein). In 

particular, we denote the univariate Pareto-Lévy stable 

distribution by   (     ), where    (   ) is the so-called 

stability index, which specifies the asymptotic behavior of the 

tails,     is the dispersion parameter,   [    ] is the 

skewness parameter and     is the location parameter. We 

consider the same notion used in [8]. 

A quite easy way to deal with stable distributions is to 

assume that the vector of returns follows a sub-Gaussian 

distribution. All components of a sub-Gaussian distribution 

are  -stable distributions, obtained by setting the skewness 

parameter     , i.e. they are symmetric  -stable 

distributions. Thus, we propose to base the comparison 

between markets on: i) the vectors of averages; ii) the matrices 

of dispersion and iii) the stability indices. The motivation is 

that empirical evidence leads us to strongly suspect that, in the 

univariate case, a distribution with heavier tails cannot 

dominate, at the second order (SSD), a distribution with higher 

expectation, inferior dispersion but heavier tails. Figure 1 and 

Figure 2 actually show that, on fixed values of     , the 

distribution with heavier tails is dominated by the distribution 

with lighter tails. 

This concept can be applied in a multivariate context, 

generalizing the multivariate mean-variance approach 

described in Example 1, by taking into account the asymptotic 

behavior of the tail distributions. This yields the following 

definition of asymptotic multivariate dominance among 

financial markets. 

Definition 4. Assume that the markets A and B have an 

equal number of assets n.  Assume that the markets A and B 

are stable sub-Gaussian distributed with stability indices  

     and       , vectors of averages      and       , and 

dispersion matrixes      and         We say that market/sector 

A dominates market/sector B with respect to the asymptotic 

increasing concave multivariate order if         ,    
    and  (     ) is negative semi-definite. We say that 

market/sector A weakly dominates market/sector B with 

respect to the asymptotic increasing concave multivariate 

order if         , and, for any vector                 

and              . 

 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 143



 

 

 
Fig.1. Distribution function of       (     )  and       (     )  

 

 
Fig.2. The integral values of the distribution functions of       (     ) 

and       (     ) ;  ∫   ( )  
 

  
 ∫   ( )  

 

  
 (SSD) 

 

In the following empirical analysis definition 4 to determine 

in practice if there exists the asymptotic increasing concave 

weak dominance among some equity markets. 

III. DOMINANCE COMPARISON AMONG THE US, CHINESE, 

JAPANESE AND GERMAN STOCK MARKETS 

In this section, we evaluate the weak asymptotic 

multivariate dominance among the US, Chinese, Japanese and 

German stock markets. In particular, we consider the stocks 

of: NYSE and NASDAQ (US); Shanghai, Shenzhen and Honk 

Kong stock exchanges (China); Tokyo, Nagoya and Osaka 

stock exchanges (Japan); Frankfurt and Berlin stock 

exchanges (Germany). 

First of all, we examine the statistical characteristics of the 

returns of each market. Then, we verify the dominance among 

stock markets during the decade 2004-2014. Since, in practical 

contexts, it is not easy to obtain the strong stochastic 

dominance among markets, then we verify if the conditions 

for the asymptotic weak dominance hold, under the implicit 

assumption the vector of returns of each market is i) normally 

distributed; ii) alpha stable sub-Gaussian distributed. 

i) We assume that the returns of each country 

follows a Gaussian distribution with vector of 

means     and variance-covariance matrix   . For 

each couple of countries, we determine the mean-

variance efficient frontier, as suggested in 

Example 1. 

ii) We assume that the returns of each country is in 

the domain of attraction of an     stable sub-

Gaussian distribution with vector of means 

    and dispersion matrix      For each couple of 

countries, we determine the so called alpha-mean-

dispersion efficient frontier, computing the 

portfolio with minimum dispersion       , for 

any fixed mean     , and finally we compare the 

efficient frontiers verifying if the conditions  

     ,             and              hold. 

The results of the two approaches are summarized in the 

Table 1. 

 
Tab. 1  Number of trimesters (January 2004- December 2014) 

 when dominance among markets holds. 

Mean-Variance comparison 

 USA Germany China Japan 

USA // 1 2 10 

Germany 0 // 0 3 

China 8 5 // 20 

Japan 0 0 0 // 

Alpha-Mean-Dispersion comparison 

 USA Germany China Japan 

USA // 0 0 0 

Germany 0 // 0 0 

China 2 1 // 0 

Japan 0 0 0 // 

 

Table 1 reports the number of times (trimesters) when a 

market dominates another, in terms of reward-risk analysis, 

during the decade January 2004–December 2014. First of all, 

we observe that there exists a strong difference between the 

comparison based on mean-variance efficiency and the alpha-

mean-dispersion efficiency. We observe that US and Chinese 

markets dominate the other two more frequently in the mean-

variance framework. On the other hand, using the alpha-mean-

dispersion criterion, only the Chinese market dominates few 

times the German and US markets. Moreover, we observe that 

the Japanese market never dominates the others and it is often 

dominated in terms of mean-variance. However, Japanese 

market is never dominated in terms of alpha-mean-dispersion 

efficient frontier, because it presents lower kurtosis and 

smaller tails, as also observed in Table 1. Therefore, from this 

analysis, the most performing market is the Chinese emerging 

market.  

IV. CONCLUSION 

We introduced a methodology aimed at comparing different 

financial markets/sectors from the point of view of a non-

satiable risk-averse investor, the method is applied to four 

stock markets (US, German, Japan and China). The method 

could be very useful for investors who want to optimize their 

international portfolio, in particular, this analysis can be 

generally applied to preselect the “best” markets to invest in. 

In section 2, we proposed a definition of multivariate 

dominance among different markets and evaluate it with 

empirical comparison between markets, assuming that the 

returns are in i) normally distributed; ii) sub-Gaussian 
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distributed. We observe that the mean-variance dominance 

(approach i) among different markets is verified several times, 

although we generally do not observe the asymptotic 

dominance (approach ii), except in few cases. In particular, 

while the Japanese stock market appears to be dominated in 

terms of mean-variance, it is never asymptotically dominated 

since it presents an index of stability generally higher 

compared to the other countries. This result suggests that the 

big losses observed during the crisis have a stronger impact in 

the US, China and German stock markets. 
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Abstract—In this paper the problem of modelling dynamics 
of a two link mechanism with discrete control system is 
discussed. The influence that discrete nature of different parts of 
the control system has on the controlled motion of the 
mechanism is analyzed. It is shown that using model of the 
control system with discrete components can produce 
qualitative different results when studying stability of the two 
link mechanism. 

 
Keywords—Discrete control system, two link mechanism, 

dynamics. 

I. INTRODUCTION 
Mathematical modeling of motion of a mobile robot is 

an inalienable step of its designing. It is necessary to 
consider the dynamics of nonlinear equations of the 
mechanism, and the discrete nature of the elements of its 
automatic control system (CS). 

A typical example is an exoskeleton that provides a 
controlled change in the orientation of its body. The 
dissimilarity of functioning of the real regulators which 
are realized on the basis of modern digital electronics 
against their linear models, can change the dynamic 
characteristics of the exoskeleton sufficiently to result in 
instability or incorrect behavior of the object. This is 
especially important to consider in design of control 
systems for rehabilitation apparatuses, based on 
exoskeletons, as in this case, significant errors in the CS 
may lead to injury of a patient. 

While there are many publications that discuss 
dynamic behavior of a multilink mechanical systems (for 
example see [1-5]), as well as publications and text books 
that deal with discrete control (for example see [6-7]), 
there are relatively few works dedicated to study of the 
dynamics of an electromechanical system taking into 
account discrete nature of elements that form the control 
system. 

In this paper we pose the problem of the development 
of a mathematical model of the automatic control system 
for the process of controlled changing of the exoskeleton 
body orientation. In this mode, the exoskeleton may be 
regarded as a two-linked mechanism with one fixed link 
(exoskeleton foot). It is important to ensure the 
immobility of the foot, because foot slipping, rotation or 

detachment from the surface are not part of the normal 
mode of operation. 

 
II. THE OBJECT OF THE RESEARCH 

In this paper, we consider the motion of two-linked 
mechanism shown in Figure 1. The first link relies on the 
surface at two points, and we assume that the friction 
force acts only in one of the reference points. In joint 
connecting the two link, there is a motor that generates 
torque M . The masses of the links are 21,mm , the 
lengths of the links are 21, ll .s 

  
1, 2 – first and second links 

Figure 1 The scheme of the investigated mechanism 
 
The figure 1 shows the fixed coordinate system Oxy , 

the normal reaction forces 21, NN , the friction force 

frictionF . The points 21,CC  are the mass centers of the first 
and second link. For the specified mechanism in the case 
when the first link is motionless we can write the 
equations of dynamics in the form: 

( ) gmlMJ 22 cos
2
1 ϕϕ −= , (1) 

where J  is the moment of inertia of the second section 
relative to point 2O , g  is the gravitational acceleration 
constant, M  is the torque between the first and the 
second links. 

To determine the value M  we use the fact that the 
electric motor torque is proportional to the current in the 
windings of its armature is eiCM =  [8]. To calculate 
current we can write the Kirchhoff equation for the 
armature circuit: 

0=−− ωϕCRiu  , (2) 
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where u  is the voltage, that supplies electrical drive, 
R  is the resistance of the armature winding, ωC  is the 
constant of electrical drive that connects its maximal 
angle velocity with the maximal value of voltage that is 
acceptable. We must note that this formula is simplified, 
so it does not take into account the effect of the 
inductance of the motor windings. Our assumption 
transforms the resulting equation into linear equation with 
respect to the angular velocity and the current in the 
armature circuit, which simplifies further calculations. 
After transformations, we obtain the following 
differential equation that describes the dynamics of 
electromechanical system: 

( ) ( ) gmlCu
R

CJ e
22 cos

2
1 ϕϕϕ ω −−=  ,  (3) 

The condition of the separation of the first section from 
the surface is the state when normal reactions 21, NN  
equal to zero. If only one reaction equals to zero it means 
that the body starts to rotate. The condition of the second 
link sliding is the state when the following equality holds:  

fNFтр 11 = . 
The objective of mechanism control is the changing of 

the second link orientation in such a way that gives the 
first section the ability to be motionless. One of the topics 
of this paper is how the discrete CS influences on the 
nature of the mechanism work during the execution of 
this task. 

 
III. THE DESCRIPTION OF THE AUTOMATIC 

CONTROL SYSTEM WITH CONSIDERING 
OF NON-LINEAR COMPONENTS 

We consider one of the most common schemes of CS 
design, in which the physical layer of CS is realized on a 
microcontroller (microcomputer, system-on-chip) that 
reads the sensor signals by using of analog-to-digital 
converters, and generates a control action via PWM 
generators and power amplifiers. A control action is 
supplied to the microcontroller via a digital 
communication channel. Scheme of CS is shown in 
Figure 2. 

 
Figure 2 Scheme of the automatic control system 

 
Figure 2 uses the following conventions: dϕ is the 

reference variable (desired law of change of the 
controlled value), dψ is the quantized and sampled 
control action value is supplied to the microcontroller, e
is the error (control process is executed by means of it), 
η is the on-off time ratio of the PWM signal, M  is the 

electrical drive torque, ϕ  is the drive shaft rotation angle, 

fψ is the angle of rotation, that is calculated by counter. 

The values dϕ  and dψ  are related as follows:  
( ) ( ) ( )[ ]ddddd TnTntforTnt ⋅+⋅∈⋅= 1,ϕψ ,(4) 

where dT  is the update time of the input signal dψ  
(the data transfer session period), N∈n  is the number of 
full periods dT  since the beginning operation of the 
device (number of data transfer session). To determine 
the value fψ we can use the following formula: 

( ) ( )[ ]ϕϕϕϕψ ∆⋅+∆⋅∈∆⋅= 1, mmformtf , (5) 
where ϕ∆  is the measuring step of an angle sensor, 
N∈m is the value obtained by integer dividing ϕ  by 

ϕ∆ .The error e is defined by the following equation: 
( ) ( )tte fd ψψ −= . The error e is used to determine the 

on-off time ratio of PWM signal η  that is supplied to the 
amplifier to amplify voltage for the electrical drive: 

ek p=η ,     (6) 
where pk is the proportional gain coefficient of the 

regulator. The voltage applied to the motor, can be 
determined by the following formula: 

( ) ( )[ ]


 +∈

=
otherwise

TkkTtifesignu
u PP

0
0 η

,  (7) 

where 0u  is the supply voltage of the power amplifier, 

PT  is PWM signal period, k  is the number of full periods 

PT  since the beginning operation of the device (the 
number obtained by integer dividing t by PT ). 

We consider parameters dT , ϕ∆  and PT  as values 
allowing to estimate the degree of discreteness of the 
system. In the simulation operation of the device, we can 
identify their influence on the performance of CS. 

 
IV. Simulation of automatic control system 

Here we consider the case where the system executes 
on the assumption of a control action defined by the 
following expression: 

( ) 01 sin atad +=ϕ , (8) 
where 10 ,aa  are constants. The constant values used in 

the simulation are: 

30
π

=a , 2.01 =a . 

 
Figure 3 shows the time dependence of the generalized 

coordinate ( )tϕ  in the case where there is no discreteness 
(voltage applied to the electric drive is a linear function of 
the control action ( )tdϕ  and the current value of the 
generalized coordinate ( )tϕ ). This dependence allows to 
estimate the influence of values dT , ϕ∆  and PT  on the 
dynamics of the system. 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 147



 
1, 2 – The time dependences ( )tϕ  and ( )tdϕ  

Figure 3 The movement of the system without discrete elements 
in ACS 

 
We consider the effect of the period of the PWM signal 

to the motion of the system. At values of PT  equal to or 
less than 10 msec, the obtained dependences visually 
identical to that shown in Figure 3. Since the period of the 
PWM signal is less than 10 msec (in practice), it can be 
stated that the effect of the nonlinearity is relatively small 
and can be neglected in the study of the dynamics of a 
controlled mechanical system. In cases where the period 
of the PWM signal is chosen much larger than 10 msec, it 
can make a significant distortion in the nature of the 
system movement. This distortion manifests in the 
appearance of high-frequency oscillations (see figure 4). 

 

 
1, 2 – The time dependences ( )tϕ  and ( )tdϕ  

Figure 4 Movement of the system at 1.0=PT  sec 
 

Time period of the control action update dT  begins to 
have a significant visual influence on the dynamics of the 
system at 50>dT msec. This manifests itself in the 
stepwise nature of the dependence ( )tϕ  and the presence 
of an overshoot at the transition between the “steps” of 
the graph. 

 
1, 2 – The time dependences ( )tϕ  and ( )tdψ  

Figure 5 Movement of the system at 05.0=dT  sec 
The form of the obtained dependence can be 

interpreted as follows. The abrupt change of control 
action value makes the system execute in transient 
conditions, which leads to oscillations associated with 
overshoot. After the end of the transitional process, the 
system executes the control action value that does not 
change during time dT . It leads to the appearance of 
horizontal sections of dependence. 

We consider the influence of the measuring device 
discreteness in the feedback loop on the CS work process. 
The influence of nonlinearity, produced by the angle 
sensor, begins to manifest itself visually at 3.0>∆ϕ  
degree (the example is shown in figure 6 (a)). 

а)  

b)  
1, 2, 3 – The time dependences ( )tϕ , ( )tdϕ  and ( )tfψ  

Figure 6 Movement of the system at 2.7=∆ϕ  degree 
 
The form of obtained dependence ( )tϕ  is similar one 

that is shown in the figure 5. In this case, the control 
action value changes continuously, i.e. nature of the 
horizontal sections appearance cannot be explained in the 
same way as for the dependences shown in the figure 5. 
To illustrate the horizontal sections occurrence on the 
graph ( )tϕ  we can construct the dependence graph ( )tfψ  

(figure 6 (b)). In horizontal sections ( )tϕ  the dependence 
( )tfψ  graph switches at a high frequency (switching 

period is comparable to the integration step of the 
selected numerical method) between two discrete values. 
Such behavior of the function ( )tfψ  does not reflect the 
behavior of real angle sensors. In order to eliminate the 
high-frequency switching process shown in the figure 6 
(b), we introduce a model of the sensor so-called “dead 
zone”: 

( ) ( ) ( )[ ]ϕϕϕ
ψ

ϕϕϕϕ
ψ ∆⋅+∆⋅∈







∆−

∆>∆⋅−∆⋅
= 1, mmfor

otherwisett
kmifm

t
f

z
f

,(9) 
 

where ( )ttf ∆−ψ  is the function value in the previous 

step of integration, zk  is the factor what determines the 
width of the “dead” band (as a measurement step part of 
angle sensor). 

The use of derived functions ( )tfψ  allows to obtain 
the dependences shown in the figure 7. 

 
1, 2 – The time dependences ( )tϕ , ( )tdϕ  
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Figure 7 Movement of the system at 2.7=∆ϕ  degree (the 

sensor model with “dead zone” ( %10=zk )) 
 

The figure 7 pays attention to the appearance of high-
frequency oscillations on the graph ( )tϕ . It is shown that 
the amplitude and frequency of these oscillations depends 
on the value zk . 

We note the described nonlinearities influence on the 
mechanical system performance. Let one of the system 
quality criteria be immobility of the first section during 
some period of time. The condition of the first link 
movement beginning is the state when one of the normal 
reactions applied at the points 1O  and 2O  equal to zero. 
We construct the normal reaction 2N  time dependence in 
the case where the discrete components is not included in 
CS (see figure 8 (a)), and in the case where the signal in 
the feedback loop formed by the formula (9) (see figure 8 
(b)). 

 

а)  

b)  
Figure 8 The time dependence of the normal reaction 2N  
 
We must take into account that the discrete elements of 

CS can give a significantly larger number of the normal 
reaction zeroing moments. We do not set the task to 
determine whether the device could be overturned. 

 
Conclusions 

As the result of the mathematical simulation of the 
dynamic behavior of the two link mechanism. It is shown 
that discrete nature of input signal, signal in the feedback 
loop and PWM signal that is used to control the motor 
each has different influence on the form of the trajectory 
of the system, as expressed in the change law of its 
generalized coordinate. In particular it is shown that high 
update time of the input signal ( dT ) can result in system 
behaving as in transition process, which results in 
overshoots. For models with discrete joint sensor models 
similar results were obtained, and additional high 
frequency oscillations were observed after introducing 
dead zone to the sensor model. In general, it was shown 
that models that take into account discrete nature of 
different components of the control system are likely to 

produce high frequency oscillations of the controlled 
parameter. Also as evidenced by the results shown on the 
figure 8, discrete model of a mechanical system can 
produce a very different results from its non-discrete 
analog when studying its stability. 
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1 Introduction

In this work we present final solving Millennium Prize
Problems formulated Clay Math. Inst., Cambridge in
[1] Before this work we already had first results in
[2]-[4]. The Navier-Stokes existence and smoothness
problem concerns the mathematical properties of so-
lutions to the Navier-Stokes equations. These equa-
tions describe the motion of a fluid in space. Solu-
tions to the Navier-Stokes equations are used in many
practical applications. However, theoretical under-
standing of the solutions to these equations is incom-
plete. In particular, solutions of the Navier-Stokes
equations often include turbulence, which remains
one of the greatest unsolved problems in physics.
Even much more basic properties of the solutions to
Navier-Stokes have never been proven. For the three-
dimensional system of equations, and given some ini-
tial conditions, mathematicians have not yet proved
that smooth solutions always exist, or that if they do
exist, they have bounded energy per unit mass. This
is called the Navier-Stokes existence and smooth-
ness problem. Since understanding the Navier-Stokes
equations is considered to be the first step to under-
standing the elusive phenomenon of turbulence, the
Clay Mathematics Institute in May 2000 made this
problem one of its seven Millennium Prize problems
in mathematics.

In this paper, we introduce important explana-
tions results presented in the previous studies in [2]-
[4]. We therefore reiterate the basic provisions of
the preceding articles to clarify understanding them.
First, we consider some ideas for the potential in the

inverse scattering problem,and this is then used to es-
timate of solutions of the Cauchy problem for the
Navier-Stokes equations.

A similar approach has been developed for one-
dimensional nonlinear equations [5]-[8], but to date,
there have been no results for the inverse scattering
problem for three-dimensional nonlinear equations.
This is primarily due to difficulties in solving the
three-dimensional inverse scattering problem.

This paper is organized as follows: first, we study
the inverse scattering problem, resulting in a formula
for the scattering potential. Furthermore, with the use
of this potential, we obtain uniform time estimates
in time of solutions of the Navier-Stokes equations,
which suggest the global solvability of the Cauchy
problem for the Navier–Stokes equations.

Essentially, the present study expands the results
for one-dimensional nonlinear equations with inverse
scattering methods to multi-dimensional cases. In
our opinion, the main achievement is a relatively un-
changed projection onto the space of the continu-
ous spectrum for the solution of nonlinear equations,
that allows to focus only on the behavior associated
with the decomposition of the solutions to the discrete
spectrum. In the absence of a discrete spectrum, we
obtain estimations for the maximum potential in the
weaker norms, compared with the norms for Sobolev’
spaces.

Consider the operators

H = −∆x + q(x), H0 = −∆x

defined in the dense set W 2
2 (R3) in the space L2(R3),

and let q be a bounded fast-decreasing function. The
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operator H is called Schrödinger’s operator.
We consider the three-dimensional inverse scat-

tering problem for Schrödinger’s operator: the scat-
tering potential must be reconstructed from the scat-
tering amplitude. This problem has been studied by
a number of researchers [9], [11], [12] and references
therein.

2 Results
Consider Schrödinger’s equation:

−∆xΨ + qΨ = |k|2Ψ, k ∈ C (1)

Let Ψ+(k, θ, x) be a solution of (1) with the following
asympotic behavior:

Ψ+(k, θ, x) = eikθx+

+
ei|k||x|

|x|
A(k, θ

′
, θ) + 0

(
1

|x|

)
, |x| → ∞, (2)

where A(k, θ
′
, θ) is the scattering amplitude and

θ
′

= x
|x| , θ ∈ S

2 for k ∈ C̄+ = {Imk ≥ 0}

A(k, θ
′
, θ) =

= − 1

4π

∫
R3
q(x)Ψ+(k, θ, x)e−ikθ

′
xdx. (3)

Let us also define the solution Ψ−(k, θ, x) for
k ∈ C̄− = {Imk ≤ 0} as

Ψ−(k, θ, x) = Ψ+(−k,−θ, x).

As is well known [9]:

Ψ+(k, θ, x)−Ψ−(k, θ, x) =

= − k

4π

∫
S2
A(k, θ

′
, θ)Ψ−(k, θ

′
, x)dθ

′
, k ∈ R. (4)

This equation is the key to solving the inverse scatter-
ing problem, and was first used by Newton [10], [11]
and Somersalo et al. [12].

Equation (4) is equivalent to the following:

Ψ+ = SΨ−, (5)

where S is a scattering operator with the kernel S(k, ł)
and

S(k, ł) =

∫
R3

Ψ+(k, x)Ψ∗−(ł, x)dx.

The following theorem was stated in [9]:

Theorem 1 (The energy and momentum conserva-
tion laws) Let q ∈ R. Then, SS∗ = I, S∗S = I,
where I is a unitary operator.

Definition 2 The set of measurable functions R with
the norm, defined by

||q||R =

∫
R6

q(x)q(y)

|x− y|2
dxdy <∞

is recognized as being of Rollnik class.

As shown in [13], Ψ±(k, x) is an orthonormal system
of H eigenfunctions for the continuous spectrum. In
addition to the continuous spectrum there are a finite
number N of H negative eigenvalues, designated as
−E2

j with corresponding normalized eigenfunctions
ψj(x,−E2

j )(j = 1, N), where

ψj(x,−E2
j ) ∈ L2(R3).

We present Povzner’s results [13] below:

Theorem 3 (Completeness) For both an arbitrary
f ∈ L2(R3) and for H eigenfunctions, Parseval’s
identity is valid.

|f |2L2
= (PDf, PDf) + (PAcf, PAcf).

PDf =
N∑
j=1

fjψj(x,−Ej).

PAcf =

∫ ∞
0

∫
S2
s2f̄(s)Ψ+(s, θ, x)dθds, (6)

where f̄ and fj are Fourier coefficients for the con-
tinuous and discrete cases.

Theorem 4 (Birmann–Schwinger estimation). Let
q ∈ R. Then, the number of discrete eigenvalues can
be estimated as:

N(q) ≤ 1

(4π)2

∫
R3

∫
R3

q(x)q(y)

|x− y|2
dxdy. (7)

This theorem was proved in [14].
Let us introduce the following notation:

NA =

∫
S2
A(k, θ

′
, θ)dθ, for f = f(k, θ

′
, x),

Df = k

∫
S2
A(k, θ

′
, θ)f(k, θ

′
, x)dθ

′
, (8)

φ0(
√
z, θ, x) = ei

√
zθx,

Phi(
√
z, θ

′
, x) = (Ψ+(

√
z, θ, x)− ei

√
zθx)∆, (9)

where ∆ =
N∏
j=1

(k + iEj)/(k − iEj). We define the

operators T±, T for f ∈W 1
2 (R) as follows:

T+f =
1

2πi
lim

Imz→0

∞∫
−∞

f(s)

s− z
ds, Im z > 0,
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T−f =
1

2πi
lim

Imz→0

∞∫
−∞

f(s)

s− z
ds, Im z < 0, (10)

Tf =
1

2
(T+ + T−)f. (11)

Consider the Riemann problem of finding a func-
tion Φ, that is analytic in the complex plane with a cut
along the real axis. Values of Φ on the sides of the cut
are denoted as Φ+, Φ−. The following presents the
results of [15]:

Lemma 5

TT =
1

4
I, TT+ =

1

2
T+, TT− = −1

2
T−,

T+ = T +
1

2
I, T− = T − 1

2
I. (12)

Theorem 6 Let q ∈ R, g = (Φ+ − Φ−). Then ,

Φ± = T±g. (13)

The proof of the above follows from the classic results
for the Riemann problem.

Lemma 7 Let q ∈ R, g+ = g(
√
z, θ, x), g− =

g(
√
z,−θ, x). Then,

Ψ+(
√
z, θ, x)∆ = (T+g+ + ei

√
zθx),

Ψ−(
√
z, θ, x)∆ = (T−g− + e−i

√
zθx). (14)

The proof of the above follows from the definitions of
g,Φ±,Ψ± .

Lemma 8 Let q ∈ R,

A+ = A(
√
z, θ, x), A− = A−(

√
z,−θ, x). (15)

Then

A(k, θ
′
, θ)∆ = T+(A+∆−A−∆).

The proof of the above again follows from the defini-
tions of the functionsg,Φ±,Ψ± .

Lemma 9 Let q ∈ R. Then,

NA+∆ = NT+(DA−∆). (16)

The proof of the above follows from the definitions of
g,Φ±,Ψ± and Theorem 1.

Lemma 10 Let q ∈ R. Then,

|NT (A+)| ≤ 2|NA+|. (17)

The proof of the above follows from the definitions of
g,Φ±,Ψ± and Lemma 9 and dispersions relations for
analytics functions.

Definition 11 Denote by TA the set of functions
f(k, θ, θ′) with the norm

||f ||TA = sup
θ,k,θ′

(|Tf |+ |f |) <∞.

Definition 12 Denote by R(I−T−D) the set of func-
tions g such that

g = (I − T−D)f

for any f ∈ TA.

Lemma 13 Suppose ||A||TA < α < 1. Then, the
operator (I − T−D), defined on the set TA has an
inverse defined on R(I−T−D).

The proof of the above follows from the definitions of
D,T− and the conditions of Lemma 13.

Lemma 14 Let q ∈ R, and assume that (I−T±D)−1

exists. Then,

g = T+g − T−g, T−g− = (I − T−D)−1T−Dφ0,

Ψ− =
1

∆
(I − T−D)−1T−Dφ0 + φ0. (18)

The proof of the above follows from the definitions of
g,Φ±,Ψ± and equation (4).

Lemma 15 Let q ∈ R, and assume that (I−T±D)−1

exists. Then ,

Ψ− =
∞∑
i=1

(− 1

∆
T−D)iφ0 + φ0.

1

∆
T−D +

1

∆
T−D =

=
1

∆
T−D

1

∆
T−D +

1

∆
T−D

1

∆
T−D +Q3, (19)

where Q3 represents terms of highest order of T−D.

Proof: Using∫
R3

Ψ−(x, k) ∗Ψ−(x, l)dx = δ( k − l),

∫
R3
φ0(x, k) ∗ φ0(x, l)dx = δ( k − l)

and (18) we get proof. ut
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Lemma 16 Let q ∈ R. Then,

q = lim
z→0

H0Ψ−/Ψ−. (20)

The lemma can be proved by substituting Ψ± into
equation (1).

Lemma 17 Let q ∈ R, and assume that (I−T−D)−1

exists. Then,

q = lim
z→0

1
∆N(I − T−D)−1T−DH0φ0

1
∆N(I − T−D)−1T−Dφ0 +Nφ0

. (21)

The proof of the above follows from the definitions of
N,Ψ± and Lemma 14.

Lemma 18 Let q ∈ R. Then ||D|| ≤ 2.

The proof of the above follows from the definition of
D and the unitary nature of S.

Lemma 19 Let q ∈ R ∩ L4(R3). Then,

E2
j ≤

∫
R3
|q(x)||ψj |2dx, (22)

max
x
|ψj(x)| ≤ 2||qψj ||L2(R3). (23)

The proof of the above follows from the definitions of
E2
j , ψj and (1).

Lemma 20 Let q ∈ R ∩ L2(R3), and

||A||TA < α < 1.

Then,

[Ψ±|q|]|x=0] ≤
∞∑
i=1

(C0|NA|||k|=0)i. (24)

To prove this result, one should calculate Ψ± using
(18)

Ψ±q = ∆Ψ±. (25)

Using the notation that:

q̃(k) =

∫
R3

q(x)ei(k,x)dx,

q̃(k − l)) =

∫
R3

q(x)ei(k−l,x)dx,

Qq =

∫
R3

q(x)ei(k−l,x)dx,

QEq =

∫
R3

q(x)ei(k−l,x)dx||k|=|l|,

NQq =

∫
S2
Qq(k, θ

′
, θ)dθ, for f = f(k, θ

′
, x),

Df = k

∫
S2
A(k, θ

′
, θ)f(k, θ

′
, x)dθ

′
. (26)

Lemma 21 Let q ∈ R ∩ L2(R3) and

||TA||TA < α < 1.

Then,
||TNA||L2 < C||TQq||L2 .

||NA||L2 < C||Qq||L2 . (27)

To prove this result, one should Ψ± using Lemma14

q = ∆Ψ±/Ψ±. (28)

Lemma 22 Let q ∈ R ∩ L2(R3), and

||A||TA < α < 1.

Then,

Ψ±|q||x=0] ≤
∞∑
i=1

(C0|TNA|||k|=0)i. (29)

Ψ±|q||x=0] ≤
∞∑
i=1

(C0|TQq|||k|=0)i. (30)

To prove this result, one should calculate A using
Lemma14.

Lemma 23 Let q ∈ R, max
k
|q̃| <∞. Then,

∫
R3

∫
R3

q(x)q(y)

|x− y|2
dxdy ≤ C(|q|L2 + max

k
|q̃|)2. (31)

A proof of this lemma can be obtained using
Plancherels theorem.

Lemma 24 Let q ∈ R ∩ L2(R3), and ||q||L2 +
max|q̃(k)| < α < 1. Then,

Ψ±|x=0 > 1− α/(1− α) (32)

|q||x=0] ≤
∞∑
i=1

(C0|TQq|||k|=0)i. (33)

To prove this result, one should calculate Ψ±|x=0.

3 Cauchy problem for the Navier–
Stokes equation

Numerous studies of the Navier-Stokes equations
have been devoted to the problem of the smoothness
of its solutions. A good overview of these studies
is given in [16]-[20]. The spatial differentiability of
the solutions is an important factor, this controls their
evolution. Obviously, differentiable solutions do not
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provide an effective description of turbulence. Never-
theless, the global solvability and differentiability of
the solutions has not been proven, and therefore the
problem of describing turbulence remains open. It is
interesting to study the properties of the Fourier trans-
form of solutions of the Navier-Stokes equations. Of
particular interest is how they can be used in the de-
scription of turbulence, and whether they are differen-
tiable. The differentiability of such Fourier transforms
appears to be related to the appearance or disappear-
ance of resonance, as this implies the absence of large
energy flows from small to large harmonics, which in
turn precludes the appearance of turbulence. Thus,
obtaining uniform global estimations of the Fourier
transform of solutions of the Navier-Stokes equations
means that the principle modeling of complex flows
and related calculations will be based on the Fourier
transform method. The authors are continuing to re-
search these issues in relation to a numerical weather
prediction model; this paper provides a theoretical
justification for this approach. Consider the Cauchy
problem for the Navier-Stokes equations:

qt − ν∆q + (q,∇q) = −∇p+ f(x, t), (34)

where
div q = 0,

q|t=0 = q0(x) (35)

in the domain QT = R3 × (0, T ), where :

div q0 = 0. (36)

The problem defined by (34), (35), (36) has at
least one weak solution (q, p) in the so-called Leray–
Hopf class [16].

The following results have been proved [17]:

Theorem 25 If

q0 ∈W 1
2 (R3), f ∈ L2(QT ), (37)

there is a single generalized solution of (34), (35), (36)
in the domain QT1 , T1 ∈ [0, T ], satisfying the follow-
ing conditions:

qt,∇2q, ∇p ∈ L2(QT ). (38)

Note that T1 depends on q0 and f .

Lemma 26 Let q0 ∈W 1
2 (R3), f ∈ L2(QT ).Then,

sup
0≤t≤T

||q||2L2(R3) +

t∫
0

||∇q||2L2(R3)dτ ≤

≤ ||q0||2L2(R3) + ||f ||L2(QT ). (39)

Our goal is to provide global estimations for the
Fourier transforms of derivatives of the Navier–Stokes
equations’ solutions (34), (35), (36) without the that
the smallness of the initial velocity and force are
small. We obtain the following uniform time estima-
tion.

Proposition 27 The solution of (34), (35), (36) ac-
cording to Theorem 25 satisfies:

q̃ = q̃0 +

t∫
0

e−ν|k|
2|(t−τ)( ˜[(q,∇)q] + F̃ )dτ, (40)

where F = −∇p+ f .

This follows from the definition of the Fourier trans-
form and the theory of linear differential equations.

Proposition 28 The solution of (34), (35), (36) satis-
fies:

p̃ =
∑
i,j

kikj
|k|2

˜qiqj + i
∑
i

ki
|k|2

f̃i (41)

and the following estimations:

||p||L2(R3) ≤ 3||∇q||
3
2

L2(R3)||q||
1
2

L2(R3), (42)

|∇p̃| ≤ |q̃
2|
|k|

+
|f̃ |
|k|2

+
1

|k|

∣∣∣∇f̃ ∣∣∣+ 3
∣∣∣∇q̃2

∣∣∣ . (43)

This expression for p is obtained using div and the
Fourier transformpresentation.

Lemma 29 Let

Qq0 ∈W 1
2 (R3), Qf ∈ L2(QT ).

Then, the solution of (34), (35), (36) in Theorem 25
satisfies the following inequalities:

sup
0≤t≤T

||NQq||2L2(R3) +

t∫
0

||k2NQq||2L2(R3)dτ ≤

≤ ||NQq0||2L2(R3) + ||Qf ||L2(QT ). (44)

Proof this follows from the a priori estimation of
Lemma 26 and conditions of Lemma 29.

Lemma 30 Let Qq0 ∈ W 1
2 (R3), f ∈ L2(QT ).Then,

the solution of (34), (35), (36) in Theorem 25 satisfies
2 the following inequalities:

sup
θ, sup

0≤t≤T

[||Qq||2L2(R3) +

t∫
0

||k2Qq||2L2(R3)dτ ] ≤

≤ sup
θ

[||Qq0||2L2(R3) + ||f ||L2(QT )]. (45)
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Proof this follows from the a priori estimation of
Lemma 26 and conditions of Lemma 30

Lemma 31 The solution of (34), (35), (36) in Theo-
rem 25 satisfies the following inequalities:

∫
R3

|x|2|q|2dx+

t∫
0

∫
R3

|x|2|∇q|2dxdτ ≤ const,

∫
R3

|x|4|q|2dx+

t∫
0

∫
R3

|x|4|∇q|2dxdτ ≤ const (46)

or

||∇q̃||L2(R3) +

t∫
0

∫
R3

|k|2|∇̃q|2dkdτ ≤ const,

∣∣∣∣∣∣∇2q̃
∣∣∣∣∣∣
L2(R3)

+

t∫
0

∫
R3

|k|2|∇̃2q|2dkdτ ≤ const.

(47)

Proof this follows from the a priori estimation of
Lemma 26, conditions of Lemma 31, the Navier–
Stokes equations.

Lemma 32 The solution of (34), (35), (36) satisfies
the following inequalities:

max
k
|q̃| ≤ max

k
|q̃0|+

+
T

2
sup

0≤t≤T
||q||2L2(R3) +

t∫
0

||∇q||2L2(R3)dτ, (48)

max
k
|∇q̃| ≤ max

k
|∇q̃0|+

T

2
sup

0≤t≤T
||∇q̃||L2(R3) +

+

t∫
0

∫
R3

|k|2|∇̃q|2dkdτ, (49)

max
k

∣∣∣∇2q̃
∣∣∣ ≤ max

k

∣∣∣∇2q̃0

∣∣∣+T

2
sup

0≤t≤T

∣∣∣∣∣∣∇2q̃
∣∣∣∣∣∣
L2(R3)

+

+

t∫
0

∫
R3

|k|2|∇2q̃|2dkdτ. (50)

Proof this follows from the a priori estimation of
Lemma 26, conditions of Lemma 32, the Navier–
Stokes equations.

Lemma 33 The solution of (34), (35), (36) according
to Theorem 25 satisfies Ci ≤ const, (i = 0, 2, 4),
where:

C0 =

t∫
0

|F̃1|2dτ, F1 = (q,∇)q + F,

C2 =

t∫
0

∣∣∣∇F̃1

∣∣∣2 dτ, C4 =

t∫
0

∣∣∣∇2F̃1

∣∣∣2 dτ. (51)

Proof this follows from the a priori estimation of
Lemma 26, the Navier–Stokes equations.

Lemma 34 Weak solution of problem (34), (35), (36)
from Theorem 25 satisfies the following inequalities

|NQq| ≤ zM1,

∣∣∣∣∂NQq∂z

∣∣∣∣ ≤ zM2,

∣∣∣∣∣∂2NQq

∂z2

∣∣∣∣∣ ≤ zM3,

where M1, M2, M3 are limited.

Let us prove the first estimate. These inequalities

|Qq(z, t)| ≤ z

2

π∫
0

2π∫
0

|q̃(z(ek − ep), t)|dep ≤

≤ 2πzmax
k
|q̃| ≤ zM1,

where M1 = const.
Proof now this follows from the a priori estimation
of Lemma 26, conditions of Lemma 34, the Navier–
Stokes equations.

The rest of estimates are proved similarly.

Lemma 35 Suppose that q ∈ R, max
k
|q̃| <∞, then

∫
R3

∫
R3

q(x)q(y)

|x− y|2
dxdy ≤ C(|q|L2 + max

k
|q̃|)2.

Proof: Using Plansherel’s theorem, we get the state-
ment of the lemma. This proves Lemma 35. ut

Lemma 36 Weak solution of problem (34), (35), (36)
from Theorem 25 satisfies the following inequalities

|Qq| ≤ |Qq0|+
(

1

2ν

) 1
2 C

1
2
0

z|ek − eλ|
, (52)

where C0 =
t∫

0
|F̃1|2dτ, F1 = (q,∇)q + F.
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Proof: From (40) we get

|Qq| ≤ |Qq0|+

+

∣∣∣∣∣∣
t∫

0

e−νz
2|ek−eλ|2(t−τ)F̃1(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ , (53)

where F1 = (q,∇)q + F. Using the denotation

I =

∣∣∣∣∣∣
t∫

0

e−νz
2|ek−eλ|2(t−τ)F̃1(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ ,
taking into account Holder’s inequality in I we obtain

I ≤

 t∫
0

|e−νz2|ek−eλ|2(t−τ)|pdτ


1
p
 t∫

0

|F1|qdτ


1
q

,

where p, q satisfies the equality 1
p + 1

q = 1. Suppose
p = q = 2. Then

I ≤
(

1

2ν

) 1
2

(
t∫

0
|F̃1|2dτ

) 1
2

z|ek − eλ|
.

Taking into consideration the estimate I in (53), we
obtain the statement of the lemma.
This proves Lemma 36. ut

Lemma 37 Weak solution of problem (34), (35),
(36), from Theorem 25 satisfies the following inequal-
ities ∣∣∣∣∂Qq∂z

∣∣∣∣ ≤ ∣∣∣∣∂Qq0

∂z

∣∣∣∣+
+4α

(
1

ν

) 1
2 C

1
2
0

z2|ek − eλ|
+

(
1

2ν

) 1
2 C

1
2
2

z|ek − eλ|
, (54)

where

C2 =

t∫
0

∣∣∣∣∣∂F̃1

∂z

∣∣∣∣∣
2

dτ.

Proof: The underwritten inequalities follows from
representation (40)∣∣∣∣∂Qq∂z

∣∣∣∣ ≤ ∣∣∣∣∂Qq0

∂z

∣∣∣∣+ 2νz|ek − eλ|2×

×

∣∣∣∣∣∣
t∫

0

(t− τ)e−νz
2|ek−eλ|2(t−τ)F̃1(z(ek − eλ), τ)dτ

∣∣∣∣∣∣+
+

∣∣∣∣∣∣
t∫

0

e−νz
2|ek−eλ|2(t−τ)∂F̃1

∂z
(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ .

Let us introduce the following denotation

I1 = 2νz|ek − eλ|2×

×

∣∣∣∣∣∣
t∫

0

(t− τ)e−νz
2|ek−eλ|2(t−τ)F̃1(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ ,
I2 =

∣∣∣∣∣∣
t∫

0

e−νz
2|ek−eλ|2(t−τ)∂F̃1

∂z
(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ ,
then ∣∣∣∣∂Qq∂z

∣∣∣∣ ≤ ∣∣∣∣∂Qq0

∂z

∣∣∣∣+ I1 + I2.

Estimate I1 by means of

sup
t
|tme−t| < α,

where m > 0 we obtain

I1 ≤
4α

z

∣∣∣∣∣∣
t∫

0

e−νz
2|ek−eλ|2 t−τ2 F̃1(z(ek − eλ), τ)dτ

∣∣∣∣∣∣ .
On applying Holder’s inequality, we get

I1 ≤
4α

z

 t∫
0

|e−νz2|ek−eλ|2
t−τ
2 |pdτ


1
p

×

×

 t∫
0

|F1|qdτ


1
q

,

where p, q satisfy the equality 1
p + 1

q = 1.
For p = q = 2 we have

I1 ≤ 4α

(
1

ν

) 1
2 C

1
2
0

z2|ek − eλ|
,

I2 ≤
(

1

2ν

) 1
2 C

1
2
2

z|ek − eλ|
, C2 =

t∫
0

∣∣∣∣∣∂F̃1

∂z

∣∣∣∣∣
2

dτ.

Inserting I1, I2 in to
∣∣∣∂q̃∂z ∣∣∣, we obtain the statement of

the lemma. This completes the proof of Lemma 37. ut

Lemma 38 Weak solution of problem (34), (35),
(36), from Theorem 25 satisfies the following inequal-
ities

|NQq| ≤ C, |TNQq| ≤ C, |Qq| ≤ C,

|TQq| ≤ C, |NQEq| ≤ C, |TNQEq| ≤ C,
|QEq| ≤ C, |TQEq| ≤ C. (55)
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Lemma 39 Let q ∈ R, max
k
|q̃| <∞. Then,

N(q) ≤
∫
R3

∫
R3

q(x)q(y)

|x− y|2
dxdy ≤

≤ C(|q|L2 + max
k
|q̃|)2. (56)

A proof of this lemma can be obtained using
Plancherels theorem.

We now obtain uniform time estimations for Roll-
nik’s norms of the solutions of (34), (35), (36). The
following (and main) goal is to obtain the same es-
timations for max

x
|q| – velocity components of the

Cauchy problem for the Navier–Stokes equations.
Let’s consider the influence of the following large

scale transformations in Navier-Stokes’ equation on

K =
ν

1
2

ν
1
2 − 4πCC

1
2
0

. t′ = tA, ν ′ =
ν

A
, F ′0 =

F0

A2
.

Proposition 40 Let

A =
4

ν
1
3 (CC0 + 1)

2
3

, then K ≤ 8

7
.

Proof: By the definitions C and C0, we have

K =

(
ν

A

) 1
2

((
ν

A

) 1
2

−4πCC0

A2

)−1

=

= ν
1
2

(
ν

1
2 − 4πCC0

A
3
2

)−1

<
8

7
.

This proves Proposition. ut

Theorem 41 Let

q0 ∈W 2
2 (R3), ∇2q̃0 ∈ L2(R3), f ∈ L2(QT ),

f̃ ∈ L1(QT ) ∩ L2(R3), ∇2f̃ ∈ L1(QT ) ∩ L2(R3)

and

max
k
||Qq0||L2 < const, max

k
||Qf ||L2 < const,

max
k
||QEq0||L2 < const, max

k
||QEf ||L2 < const.

Then, there ex satisfying the folloists a unique gen-
eralized solution of (34), (35), (36) wing inequality:

max
t

3∑
i=1

max
x
|qi| ≤ const, where the value of const

depends only on the conditions of the theorem.

Proof: It suffices to obtain uniform estimates of the
maximum velocity components qi, which obviously
follow from max

x
|qi|, because uniform estimates al-

low us to extend the local existence and uniqueness
theorem over the interval in which they are valid. To
estimate the velocity components, Lemma 30 can be
used:

vi = qi/(

∫ T

0
||qx||2L2(R3)dt+A0 + 1),

A0 = 4/(ν
1
3 (CC0 + 1)

2
3 ).

Using Lemmas (36)–(39) for

vi = qi/(

∫ T

0
||qx||2L2(R3)dt+A0 + 1),

we can obtain ||Ai||TA < α < 1, where Ai is the am-
plitude of potential qi andN(qi) < 1. That is, discrete
solutions are not significant in proving the theorem,
so its assertion follows the conditions of Theorem 41,
which defines uniform time estimations for the maxi-
mum values of velocity components.

||∇q||L2(R3) +

t∫
0

∫
R3

|∇q|2dkdτ ≤ const+

+max|q|
t∫

0

||∇q||L2(R3)

∣∣∣∣∣∣∇2q
∣∣∣∣∣∣
L2(R3)

dτ. (57)

ut
Theorem 41 asserts the global solvability and

uniqueness of the Cauchy problem for the Navier–
Stokes equations.

Theorem 42 Let

q0 ∈W 2
2 (R3), ∇2q̃0 ∈ L2(R3),

f ∈ L2(QT ), f̃ ∈ L1(QT ) ∩ L2(R3),

lim
t→t0
||∇q||L2(R3) =∞. (58)

Then, there exists i, j , x0

lim
t→t0

ψj(x0, t) =∞ or lim
t→t0

N(qi) =∞ (59)

Proof: A proof of this lemma can be obtained using
qi = PAcqi + PDqi and uniform estimates PAcqi. ut

Theorem 42 Describes the loss of smoothness of
classical solutions for the Navier–Stokes equations.
Theorem 42 describes the time blow up of the clas-
sical solutions for the Navier-Stokes equations arises,
and complements the results of Terence Tao [20].
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4 Conclusions
New uniform global estimations of solutions of the
Navier–Stokes equations indicate that the principle
modeling of complex flows and related calculations
can be based on the Fourier transform method.
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On a Subclass of p-valent Starlike Functions
Associated with a Generalized Hypergeometric

Differential operator
Entisar El-Yagubi1, Maslina Darus2 and Melike Aydoğan3

Abstract—The object of the present paper is to introduce a new
subclass of p-valent starlike functions with negative coefficients in
the open unit disc which is defined by a generalized derivative
operator Dm,b

λ1,λ2,p
(ai, bq). We obtain coefficient inequalities, growth

and distortion theorems, and extreme points for the subclass of p-
valent functions.

Keywords—p-valent functions, starlike functions, derivative oper-
ator.

I. INTRODUCTION

HYPERGEOMETRIC functions theory found to be of
common interests in the real case. However, it started

to be flourish among the complex analysts ever since de
Branges [?] used it to prove the Bieberbach conjecture.
Thereon, the theory of hypergeometric functions becomes
the favourite topics of discussion among the mathematicians.
Many interesting subclasses of analytic functions associated
with the generalized hypergeometric functions have been
investigated and studied by many researchers, for example,
Kumar et al. [?], Gangadharan et al. [?], Liu [?], El-Ashwah
[?] and of course many others. In this paper, we shall use
the generalized hypergeometric functions to define a new
derivative operator. Moreover, we investigate some interesting
properties on a subclass of p-valent starlike functions with
negative coefficients.

Let Ap denote the class of functions of the form

f(z) = zp +
∞∑

n=p+1

anz
n, (z ∈ U, p ∈ N), (1)

which are p-valent functions in the open unit disc U.

Also let Tp denote a subclass of Ap consisting of p-valent
functions which can be expressed in the form

f(z) = zp −
∞∑

n=p+1

|an|zn, (z ∈ U, p ∈ N). (2)

If f(z) and g(z) belong to Ap, then the Hadamard product
f ∗ g is defined by

f(z) ∗ g(z) = zp +
∞∑

n=p+1

anbnz
n, p ∈ N.

E. El-Yagubi and M. Darus are School of Mathematical Sciences, Fac-
ulty of Science and Technology, Universiti Kebangsaan Malaysia, e-mail:
maslina@ukm.edu.my .

M. Aydoğan is with Işık University.

Dziok and Srivastava [?] studied the following p-valent func-
tion, which defined by generalized hypergeometric functions

Hp(ai, bq) = zp+
∞∑

n=p+1

(a1)n−p · · · (ar)n−p
(b1)n−p · · · (bs)n−p

· zn

(n− p)!
, p ∈ N,

where ai ∈ C, bq ∈ C\{0,−1,−2, . . .}, (i = 1, . . . , r, q =
1, . . . , s), and r ≤ s + 1; r, s ∈ N0, and (x)n is the
Pochhammer symbol defined by

(x)n =
Γ(x+ n)

Γ(x)
=

{
1, n = 0,
x(x+ 1) · · · (x+ n− 1), n = {1, 2, 3, . . .}.

Let Lm,bλ1,λ2,p
∈ Ap is defined by

Lm,bλ1,λ2,p
= zp+

∞∑
n=p+1

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
zn, p ∈ N,

where m, b ∈ N0 = N ∪ {0}, λ2 ≥ λ1 ≥ 0. Corresponding

to Hp(ai, bq),Lm,bλ1,λ2,p
and using the Hadamard product, we

define a new generalized differential operator Dm,b
λ1,λ2,p

(ai, bq)
as follows:

Definition 1.1 Let f ∈ Ap, then a generalized differential
operator Dm,b

λ1,λ2,p
(ai, bq)f(z) : Ap → Ap is given as

Dm,b
λ1,λ2,p

(ai, bq)f(z) = (Hp(ai, bq) ∗ Lm,bλ1,λ2,p
) ∗ f(z)

= zp+
∞∑

n=p+1

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p
(b1)n−p · · · (bs)n−p

· anz
n

(n− p)!
. (3)

It follows from the above definition that

(p+ λ2(n− p) + b)Dm+1,b
λ1,λ2,p

(ai, bq)f(z)

= (p+ λ2(n− p)− pλ1 + b)Dm,b
λ1,λ2,p

(ai, bq)f(z)

+ λ1z(D
m,b
λ1,λ2,p

(ai, bq)f(z))′. (4)

Remark 1.1 It should be remarked that the linear operator
Dm,bλ1,λ2,p

(ai, bq)f(z) is a generalization of many operators
considered earlier. Let us see some of the examples:
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• For λ2 = b = 0, the operator Dm,bλ1,λ2,p
(ai, bq)f reduces

to the operator was given by Selvaraj and Karthikeyan
[?].

• For m = 0, the operator Dm,bλ1,λ2,p
(ai, bq)f reduces to the

operator was given by Dziok and Srivastava [?].

• For λ2 = b = 0 and p = 1, we get the operator studied
by Selvaraj and Karthikeyan [?].

• For m = 0, r = 2, s = 1 and p = 1, we obtain the
operator which was given by Hohlov [?].

• For r = 1, s = 0, a1 = 1, λ1 = 1, λ2 = b = 0 and p = 1,
we get the Sălăgean derivative operator [?].

• For r = 1, s = 0, a1 = 1, λ2 = b = 0 and p = 1, we get
the generalized Sălăgean derivative operator introduced
by Al-Oboudi [?].

• For m = 0, r = 1, s = 0, a1 = δ + 1 and p = 1, we
obtain the operator introduced by Ruscheweyh [?].

• For r = 1, s = 0, a1 = δ + 1 and p = 1, we obtain the
operator studied by El-Yagubi and Darus [?].

• For m = 0, r = 2 and s = 1, a2 = 1 and p = 1, we
obtain the operator studied by Carlson and Shaffer [?].

• For r = 1, s = 0, a1 = 1, λ2 = 0 and p = 1, we get the
operator introduced by Cátás [?].

By making use of the generalized derivative operator
Dm,bλ1,λ2,p

(ai, bq)f(z), we introduce a new subclass as follows:

Definition 1.2 For f defined by (1), 0 ≤ β <
1, λ2 ≥ λ1 ≥ 0, m, b ∈ N0 = {0, 1, 2, ...},
ai ∈ C, bq ∈ C\{0,−1,−2, . . .}, (i = 1, . . . , r, q = 1, . . . , s),

and r ≤ s + 1; r, s ∈ N0, let Sm,bλ1,λ2,p
(ai, bq, β) be the

subclass of Ap consisting of functions f which satisfy

<

(
z(Dm,bλ1,λ2,p

(ai, bq)f(z))′

Dm,bλ1,λ2,p
(ai, bq)f(z)

)
> β, (5)

where p ∈ N and Dm,bλ1,λ2,p
(ai, bq)f(z) 6= 0.

Note that if f given by (2), then we can see that

Dm,bλ1,λ2,p
(ai, bq)f(z) =

zp −
∞∑

n=p+1

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p
|an|zn

(n− p)!
, (6)

In addition, we define the class T Sm,bλ1,λ2,p
(ai, bq, β) by

T Sm,bλ1,λ2,p
(ai, bq, β) = Sm,bλ1,λ2,p

(ai, bq, β) ∩ Tp. (7)

Note that the subclass T Sm,bλ1,λ2,p
(ai, bq, β) has been studied

by many authors. For example:

when m = 0, r = 1, s = 0, a1 = 1, p = 1, then
T Sm,bλ1,λ2,p

(ai, bq, β) ≡ S∗T (β),
when m = 1, λ1 = b = 0, r = 1, s = 0, a1 = 1, p = 1, then
TMm,b

λ1,λ2,p
(ai, bq, β) ≡ CT (β), where the classes S∗T (β) and

CT (β) were studied by Silverman [?].

II. COEFFICIENT INEQUALITIES

We provide a sufficient condition for p-valent functions f
in U, to be in T Sm,bλ1,λ2,p

(ai, bq, β).

Theorem 2.1 Let f be defined by (2), then
f ∈ T Sm,bλ1,λ2,p

(ai, bq, β) if and only if

∞∑
n=p+1

(n− β)

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an| ≤ p− β, (8)

where 0 ≤ β < 1, λ2 ≥ λ1 ≥ 0, m, b ∈ N0, p ∈ N,ai ∈
C, bq ∈ C\{0,−1,−2, . . .}, (i = 1, . . . , r, q = 1, . . . , s), and
r ≤ s+ 1; r, s ∈ N0.

Proof. Suppose that (8) holds true. It suffices to show

that the values
z(Dm,bλ1,λ2,p

(ai, bq)f(z))′

Dm,bλ1,λ2,p
(ai, bq)f(z)

lie in a circle

centered at w = p with radius p− β, which is∣∣∣∣∣z(D
m,b
λ1,λ2,p

(ai, bq)f(z))′

Dm,bλ1,λ2,p
(ai, bq)f(z)

− p

∣∣∣∣∣ ≤ p− β. (9)

So, we can write∣∣∣∣∣z(D
m,b
λ1,λ2,p

(ai, bq)f(z))′

Dm,bλ1,λ2,p
(ai, bq)f(z)

− p

∣∣∣∣∣
=

∣∣∣∣∣z(D
m,b
λ1,λ2,p

(ai, bq)f(z))′ − pDm,bλ1,λ2,p
(ai, bq)f(z)

Dm,bλ1,λ2,p
(ai, bq)f(z)

∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣

∑∞
n=p+1(n− p)

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)!anz

n

zp −
∑∞
n=p+1

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)!anz

n

∣∣∣∣∣∣∣∣∣∣∣∣
, |z| < 1,

≤

∑∞
n=p+1(n− p)

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|

1−
∑∞
n=p+1

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|

. (10)
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This last expression (10) is bounded by (p−β) if the following
inequality which is equivalent to (9) holds.

∞∑
n=p+1

(n− p)
[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an|

≤ (p− β)

[
1−

∞∑
n=p+1

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an|

]
, (11)

which is equivalent to

∞∑
n=p+1

(n− β)

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an| ≤ (p− β),

by using (8). Thus f ∈ T Sm,bλ1,λ2,p
(ai, bq, β). In order to prove

the sufficiency, assume that f ∈ T Sm,bλ1,λ2,p
(ai, bq, β) and by

condition (5), we have

<

(
z(Dm,bλ1,λ2,p

(ai, bq)f(z))′

Dm,bλ1,λ2,p
(ai, bq)f(z)

)

= <



pzp −
∑∞
n=p+1 n

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|z

n

zp −
∑∞
n=p+1

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|z

n


> β.

(12)

Choose values of z on real axis so that
z(Dm,bλ1,λ2,p

(ai,bq)f(z))
′

Dm,bλ1,λ2,p
(ai,bq)f(z)

is real. Letting z → 1− through real axis, we have

p−
∑∞
n=p+1 n

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|

1−
∑∞
n=p+1

[
p+(λ1+λ2)(n−p)+b
p+λ2(n−p)+b

]m
· (a1)n−p···(ar)n−p
(b1)n−p···(bs)n−p(n−p)! |an|

> β. (13)

Thus we obtain

∞∑
n=p+1

(n− β)

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an| ≤ p− β,

which is (8). Hence the proof is complete.

Corollary 2.1 Let f be defined by (2) be in the class
T Sm,bλ1,λ2,p

(ai, bq, β), then we have

|an| ≤
p− β
n− β

[
p+ λ2(n− p) + b

p+ (λ1 + λ2)(n− p) + b

]m
· (b1)n−p · · · (bs)n−p (n− p)!

(a1)n−p · · · (ar)n−p
. (14)

The result (14) is sharp with f given by

f(z) = zp − p− β
n− β

[
p+ λ2(n− p) + b

p+ (λ1 + λ2)(n− p) + b

]m
· (b1)n−p · · · (bs)n−p (n− p)!

(a1)n−p · · · (ar)n−p
zn. (15)

III. GROWTH AND DISTORTION THEOREMS

We obtain growth and distortion bounds for
f ∈ T Sm,bλ1,λ2,p

(ai, bq, β) as follows:

Theorem 3.1 Let f defined by (2) be in the class
T Sm,bλ1,λ2,p

(ai, bq, β), then for 0 < |z| = r < 1, we
have

rp − p− β
p+ 1− β

·
[

p+ λ2 + b

p+ λ1 + λ2 + b

]m
· (b1) · · · (bs)

(a1) · · · (ar)
rp+1 ≤

|f(z)| ≤ rp+ p− β
p+ 1− β

·
[

p+ λ2 + b

p+ λ1 + λ2 + b

]m
· (b1) · · · (bs)
(a1) · · · (ar)

rp+1.

(16)
and

prp−1− (p+ 1)(p− β)

p+ 1− β
·
[

p+ λ2 + b

p+ λ1 + λ2 + b

]m
· (b1) · · · (bs)
(a1) · · · (ar)

rp

≤ |f ′(z)|

≤ prp−1+
(p+ 1)(p− β)

p+ 1− β
·
[

p+ λ2 + b

p+ λ1 + λ2 + b

]m
· (b1) · · · (bs)
(a1) · · · (ar)

rp.

(17)

where 0 ≤ β < 1, λ2 ≥ λ1 ≥ 0 and m, b ∈ N0,
ai ∈ C, bq ∈ C\{0,−1,−2, . . .},
(i = 1, . . . , r, q = 1, . . . , s), r ≤ s+ 1; r, s ∈ N0 and p ∈ N.

Proof. Since f ∈ TMm,b
λ1,λ2

(ai, bq, β) by Theorem 2.1,
we have

∞∑
n=p+1

(n− β)

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an| ≤ p− β.

Now

(p+1−β)

[
p+ λ1 + λ2 + b

p+ λ2 + b

]m
· (a1) · · · (ar)
(b1) · · · (bs)

( ∞∑
n=p+1

|an|

)
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=
∞∑

n=p+1

(p+1−β)

[
p+ λ1 + λ2 + b

p+ λ2 + b

]m
· (a1) · · · (ar)

(b1) · · · (bs)
|an|

≤
∞∑

n=p+1

(n− β)

[
p+ (λ1 + λ2)(n− p) + b

p+ λ2(n− p) + b

]m
· (a1)n−p · · · (ar)n−p

(b1)n−p · · · (bs)n−p(n− p)!
|an| ≤ p− β, p ∈ N.

Therefore,
∞∑

n=p+1

|an| ≤
p− β

p+ 1− β

[
p+ λ2 + b

p+ λ1 + λ2 + b

]m
· (b1) · · · (bs)

(a1) · · · (ar)
.

(18)
Since

f(z) = zp −
∞∑

n=p+1

|an|zn,

then we get

|f(z)| =

∣∣∣∣∣zp −
∞∑

n=p+1

|an|zn
∣∣∣∣∣ .

Next,

|z|p − |z|p+1
∞∑

n=p+1

|an| ≤ |f(z)|

≤ |z|p + |z|p+1
∞∑

n=p+1

|an|,

that is

rp − rp+1
∞∑

n=p+1

|an| ≤ |f(z)| ≤ rp + rp+1
∞∑

n=p+1

|an|.

By using the inequality (18), we get the result (16).
Furthermore, we observe that

prp−1 − (p+ 1)rp
∞∑

n=p+1

|an| ≤ |f ′(z)|

≤ prp−1 + (p+ 1)rp
∞∑

n=p+1

|an|.

By using (18), we easily arrive to the result (17).
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Abstract— In this paper, we propose a triangulation method for 

a set of points in the plane. The method is based on the idea of 
constructing convex layers by Graham’s scan. It allows to develop an 
algorithm with the optimal complexity of O(NlogN) and an easy 
implementation. First, convex hulls are constructed for the set S of N 
points, forming k layers. Then, each layer is triangulated in one scan 
of the adjacent convex hulls. Algorithm is easily parallelized: each 
layer can be triangulated independently. The main feature of the 
proposed algorithm is that it has a very simple implementation and 
the elements (triangles) of the resulting triangulation are presented in 
the form of simple and at the same time fast data structures: 
concatenable triangle queue or triangle tree. This makes the algorithm 
convenient for solving a wide range of applied problems of 
computational geometry and computer graphics, including simulation 
in science and engineering, rendering and morphing. 
 

Keywords—triangulation, convex hull, set of points, convex 
layers, Graham’s scan.  

I. INTRODUCTION 

HIS paper proposes an optimal triangulation algorithm 
for a set of points in the plane. The main advantage of 

triangulation is that from an object, which is potentially very 
complex, we can move on to more simple polygons (triangles) 
for their further study.  

Relevance. Today, there exist a number of efficient 
algorithms for solving the problem of triangulation of a set of 
points [1]. The following groups of triangulation algorithms 
are distinguished: iterative algorithms (least efficient and quite 
difficult to implement) [2], algorithms, based on the «divide-
and-conquer» strategy (the fastest and relatively easy to 
implement) [2-5], direct construction algorithms (have good 
(even linear) average construction time, easy to implement) [6] 
and two-pass algorithms (most difficult to implement, not very 
effective) [7]. 

In my opinion, most effective are triangulation methods, 
based on the «divide-and-conquer» strategy, that have time 
complexity O(NlogN) in worst and average cases [2-5]. 
Among them, algorithms that use concatenable queue data 
structure at the merge step can be singled out [4, 5]. These 
algorithms give optimal results in terms of computational 
complexity – θ(NlogN), but it is desirable to have a simpler 
implementation. So naturally, the question arises – is it 
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possible to develop an algorithm that would give high 
efficiency and at the same time would be simple to implement? 
Once again, we stress that this is important in terms of 
practical use of the algorithm. An example of such method is 
Graham’s algorithm for construction of convex hulls, that has 
optimal computation complexity and at the same time is very 
easy to implement [8]. This method has inspired to develop a 
triangulation algorithm as efficient and simple in 
implementation as the algorithm for convex hull construction.  

Goal. Develop a triangulation algorithm based on the 
Graham’s method, which would have optimal time complexity 
(θ(NlogN)) and at the same time would be easy to implement.  

Originality. A new algorithm for triangulation of a set of 
points is proposed in the paper. The new algorithm is based on 
the Graham’s method and has an optimal complexity of 
θ(NlogN). 

II. PROBLEM AND SOLUTION METHOD 
Problem formulation. Triangulate the set S of N points in 

the plane using Graham’s scan with the time complexity of 
θ(NlogN). 

 
A. Method of solving the problem 

 
Let S be the set of N points in the plane, Fig. 1. 
 

 
 

Fig.1. Example of an input set of points. 
 

1. According to the Graham’s method, we find centroid q (xq, 
yq) of the first three noncollinear points. For example, in fig. 
11 it is the centroid for points Р1, Р2, Р3, with coordinates xq, 
yq , accordingly Fig.2.: 

 xq = 
3

321 xxx ++
, yq = 

3
321 yyy ++

. 
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Fig.2. Definition of point q. 
 

2. We sort the given set S of N points by their polar angle 
(counterclockwise), getting an ordered list U. For our 
example from fig.1, we will get U= {P4, P5, P6, P7, P12, P8, 
P11, P3, P10, P9, P2, P1}. 

 
3. We use the Graham’s scan for the list U, as a result 

obtaining the convex hull for the set S with the boundary 
CH(S) = {P5, P12, P11, P10, P9, P2, P1}, Fig.3. 

 

 
Fig. 3. Convex hull for S. 

 
4. For the set of points S1, remaining inside the convex hull, we 

construct convex hull CH(S1) using Graham’s scan.  
Similarly, we construct convex hulls CH(S2), …, CH(Sk) for 
the following sets S2, …, Sk , until it is possible, Fig.4. 
 

 
Fig.4. 

5. Accordingly we triangulate layers, which are formed by the 
adjacent convex hull boundaries, Fig. 5. This can be done 
even during each subsequent scan, and in case of possibility 
of parallel processing, each layer can be triangulated 
independently. 

 
Fig.5. 

III. DATA STRUCTURE CONSTRUCTION 
The question arises, how to present the resulting 

triangulation in the form of a certain data structure that could 
be used for processing and solving the following problems: 
coloring, finding intersections, morphing, rendering, Boolean 
operations etc. In this case, the triangulation procedure 
provides a convenient way for its maintenance, namely:  

1) During the scan of construction of every new triangle, we 
assign it a name and add it to the created, cyclically ordered 
list of such triangles. Fig. 6 shows an appropriate example.  

 
 

Fig.6. Construction of the list of triangles:Т= { 1, 2, 3, 4, 5, 
6, 7, 8, 9, 10, 11, 12, 13, 14,15} 

 
2) The formed list can be presented in the form of a 

concatenable queue (Fig. 7), which maintains connectivity 
in each layer (blue and brown lines) and contains pointers to 
the links between the edges of the adjacent layers (green 
lines).  
 

 
 

Fig.7. Data structure in the form of a linked queue for fig. 6. First 
layer edges {1,2,3,4} are marked in red, second layer edges {5, 6, 7, 

8, 9, 10, 11, 12, 13, 14,15} are marked in blue. 
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This allows to carry out logarithmic search for the 
triangulation on any layer and in any direction.  

  
3)  The actual layered triangulation can be presented in the 

form of a binary edge tree (Fig. 8), which maintains 
connectivity. 

 

 
 

Fig. 8. Data structure in the form of a binary edge tree. 
 
Using this data structure, logarithmic search can be carried out 
from any triangle. 

IV. COMPLEXITY 
Theorem. The proposed algorithm has the same time 

complexity as Graham’s method for convex hull construction – 
O(NlogN) and uses linear space.  

Proof.  
1st, 2nd and 3rd steps are steps of the Graham’s  algorithm 

and they require O(N), O(NlogN), O(N) time  respectively. 4th 
step is the Graham’s scan and it requires O(N) time, but for the 
set of points, left after step 3. 5th step – layer triangulation, 
which is carried out (considering the ordering of points at the 
border of each convex hull by their polar angle) in one scan 
using O(N) time. 

V. CONCLUSION 
 
An optimal method for triangulation of a set of points with 

the complexity of O(NlogN) is proposed in the paper. This 
algorithm is based on the Graham’s scan for computing the 
convex hull. First, convex hulls are constructed for the set S of 
N points, forming k layers. Then, each layer is triangulated in 
one scan of the adjacent convex hulls. Algorithm is easily 
parallelized: each layer can be triangulated independently. The 
main feature of the proposed algorithm is that it has a very 
simple implementation. The algorithm has application  to 
solving a wide range of applied problems of simulation in 
science and engineering.  

The feature of the proposed method is not only simple 
process of triangulation constructing, but also convenient 
representation of its elements for the further use in the form of 
data structures. These data structures are concatenable queue 
or a binary faces tree. 
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Abstract— The proposal of prognostic algorithms able to 

identifying the precursors of incipient failures of primary flight 
command electromechanical actuators (EMA) is beneficial for the 
anticipation of the incoming failure: a correct interpretation of the 
failure degradation pattern, in fact, can trig an early alert of the 
maintenance crew, who can properly schedule the servomechanism 
replacement. In this paper the authors propose an innovative 
prognostic model-based approach, able to recognize symptoms of an 
EMA degradation before the actual exhibition of the anomalous 
behavior. The identification/evaluation of the considered incipient 
failures is performed analyzing proper critical system operational 
parameters, able to put in evidence the corresponding degradation 
path, by means of a numerical algorithm based on spectral analysis 
techniques. Subsequently, these operational parameters are correlated 
with the actual health condition of the considered system by means of 
failure maps created by a reference monitoring model-based 
algorithm. In the present work, the proposed method has been 
applied to the case of an actuator having brushless DC motor affected 
by a progressive increase of the static eccentricity of the rotor.  
In order to evaluate the performances of the aforesaid prognostic 
method, a test simulation environment, able to manage different 
failure modes, has been conceived. This numerical test case simulates 
the dynamic behaviors of the EMA taking into account nonlinear 
effects related to different kinds of progressive failures (such as 
transmission backlash, friction and rotor static eccentricity). Results 
show that the method exhibit adequate robustness and a high degree 
of confidence in the ability to early identify an eventual 
malfunctioning, minimizing the risk of fake alarms or unannounced 
failures. 
 

Keywords— BLDC Rotor Static Eccentricity, Electromechanical 
Actuator (EMA), Prognostics and Health Management (PHM), 
Prognostic Precursors, Progressive Failures, Spectral Analysis 
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I. INTRODUCTION 
CTUATORS provide mechanical power transforming 
electrical, pneumatic or hydraulic sources of power, and 

they are commonly utilized for driving slight control surfaces 
and utility aircraft subsystems. Flight control systems are 
critical for reliability indeed it must meet severe reliability 
requirements of less than one catastrophic failure per 105 
flight hours. The reliability of critical components such as 
actuators used for primary flight controls is designed by 
conservative safe-life approach which imposes programmed 
removal of related components after a specific interval of time 
or operating cycles. Historical records indicate that actual use 
is often very different from estimated one, because the 
aforesaid design criterion is not able to evaluate possible initial 
flaws (occurred during manufacturing) and other  impacting 
factors such as extreme or unanticipated operating scenarios, 
pilot and flying style in manned systems. Furthermore, 
statistical based preventive removals are also involved to 
remove components with significant useful life increasing 
costs and related inefficiencies. Prognostics is a discipline with 
the purpose to predict when a certain component loses its 
functionalities and is not further able to be operative or to meet 
desired performances. It is based on analysis and knowledge of 
possible failure modes and on capability to identify incoming 
faults, due to aging or wear, by monitoring specific operational 
parameters (called prognostic precursors). This discipline is 
used in other technological fields and could be very useful to 
condition based maintenance, since it lowers both costs and 
inspection time. To improve these advantages, a new 
discipline called Prognostics and Health Management 
(PHM) was born to provide real-time data on current health 
status of the system and to calculate Remaining Useful Life 
(RUL) before a fault or failure occurs, when a component 
becomes unable to perform its features at designed levels. The 
need for condition based maintenance is clearly recognized, 
but it is difficult to define robust PHM algorithms due to 
complex actuators phenomenology. It is necessary to develop a 
robust health management solution able to perform reliable 
and acceptable faults detection and failure prediction 
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analyzing multiple, competitive failures modes by monitoring 
physically meaningful parameters. Several aircraft use 
electrohydraulic (EHA) or simply hydraulic actuators for 
primary flight control system, but incoming Unmanned 
Autonomous Vehicles (UAVs) will utilize electromechanical 
actuators (EMA), and several research programs will introduce 
EMA in future military and civil flight control systems. 
Typically PHM strategies are easier to implement on EMA 
since additional sensors are usually not required providing to 
define the health status of the system. The same sensors 
framework used for control schemes and systems monitor is 
also used in many PHM algorithms in a model based approach 
for health system evaluation. This paper presents a study 
focused on the development a prognostic technique able to 
identify failure precursors alerting that degrading 
performances of a typical aeronautical electromechanical 
actuator exhibiting an anomalous behavior due to wear 
phenomena. In particular, three kinds of non-linear physical 
behaviors are considered: friction, backlash, rotor static 
eccentricity. To assess the robustness of the proposed 
techniques, based on a typical Spectral Analysis approach, an 
appropriate simulation test environment has been developed. 
Simulations have then been run with progressive Static Rotor 
Eccentricity while the EMA model is subjected to different 
parameters configuration; the algorithms correctly sort out the 
failure precursors and make a correlation between the actual 
Static Eccentricity percentage and the calculated operating 
maps to identify and evaluate incoming failure. Results show 
that an adequate robustness and confidence has been gained in 
the ability to early identify the EMA malfunctioning 
minimizing the risk of fake alarms or unannounced failures. 

II. AIMS OF WORK 
Aims of thiss work are: 

1) The proposal of a numerical algorithm, implemented in 
MATLAB-Simulink® simulation environment, able to 
perform the simulations of dynamical systems for EMA 
taking into account evaluation of rotor static eccentricity 
due to progressive wear. 

2) The proposal an innovative prognostic method 
introducing typical spectral signal analysis techniques able 
to detect, by specific failure precursors, an accurate health 
state of flight control systems.  

III. PRIMARY FLIGHT CONTROL EMAS 
Primary flight controls are typically proportional 

servomechanisms with continuous activation: they must return 
a force feedback related to command intensity and a high 
frequency response. Since their loss is a critical issue, their 
reliability must be very high. Their purpose is to control the 
dynamic of the aircraft by generating, by means of the rotation 
of the corresponding aerodynamic surfaces, unbalanced 
forces/couples acting on the aircraft itself. These controls are 
usually conceived to obtain the aircraft rotation around one of 
the three body axis when one control surface is activated. 

This kind of actuator, because of its great accuracy, high 
specific power and very high reliability, is often equipped on 
current aircrafts, even if on more modern airliners electro-
hydrostatic actuators (EHA) or electro-mechanical actuators 
(EMA) are installed. In the last years the trend towards the all-
electric aircrafts brought to an extensive application of novel 
optimized electrical actuators, such as the electromechanical 
ones (EMA). To justify the fervent scientific activity in this 
field and the great interest shown by the aeronautical world, it 
must be noticed that, compared to the electrohydraulic 
actuations, the EMAs offer many advantages: overall weight is 
reduced, maintenance is simplified and hydraulic fluids, which 
is often contaminant, flammable or polluting, can be 
elimination. For these reasons, as reported in [1], the use of 
actuation systems based on EMAs is increasing in various 
fields of aerospace technology. 

 
As shown in Fig.1, a typical electromechanical actuator used 

in a primary flight control is composed by: 
1) An actuator control electronics (ACE) that closes the 

feedback loop, by comparing the commanded position 
(FBW) with the actual one, elaborates the corrective 
actions and generates the reference current Iref; 

2) A Power Drive Electronics (PDE) that regulates the three-
phase electrical power; 

3) An electrical motor, often BLDC type. 
4) A gear reducer having the function to decrease the motor 

angular speed (RPM) and increase its torque. 
5) A system that transforms rotary motion into linear motion: 

ball screws or roller screws are usually preferred to acme 
screws because, having a higher efficiency, they can 
perform the conversion with lower friction; 

6) A network of sensors used to close the feedback rings 
(current, angular speed and position) that control the 
whole actuation system (reported in Fig. 1, as RVDT). 

IV. PROPOSED ACTUATION SYSTEM NUMERICAL MODEL 
As previously mentioned, goal of this research is the 

proposal of a new a technique to identify precocious symptoms 
(usually defined failure precursors) of EMA degradations. 

In order to assess feasibility performance and robustness of 
the aforesaid technique, a suitable simulation test environment 
has been developed in the MATLAB/Simulink® environment. 
The proposed numerical model (Fig.2), widely described in 
[2], is consistent with the considered EMA architecture. 

 

 
Fig. 1 Electromechanica actuator (EMA) scheme. 
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As shown in Fig. 2, the propose EMA simulation model is 

composed by six different subsystems: 
1) Com: input block that generates the different position 

commands. 
2) ACE: subsystem simulating the actuator control 

electronics, closing the feedback loops and generating in 
output the reference current Iref. 

3) BLDC EM Model: subsystem simulating the power drive 
electronics and the trapezoidal BLDC electromagnetic 
model, that evaluates the torque developed by the 
electrical motor as a function of the voltages generated by 
three-phase electrical regulator. 

4) EMA Dynamic Model: subsystem simulating the EMA 
mechanical behavior by means of a 2 degree-of-freedom 
(d.o.f.) dynamic system. 

5) TR: input block simulating the aerodynamic torques 
acting on the moving surface controlled by the actuator . 

6) Monitor: block simulating the monitoring system. 
It must be noted that this numerical model is able simulate 

the dynamic behavior of the considered EMA servomechanism 
taking also into account the effects of BLDC motor non-
linearities [3-7], end-of-travels, compliance and backlashes 
acting on the mechanical transmission [8], analogic to digital 
conversion of the feedback signals, electrical noise acting on 
the signal lines and electrical offset of the position transducers 
[9] and dry friction (e.g. on bearings, gears, hinges and screw 
actuators) [10]. 

V. EMA FAILURES AND PERFORMANCE DEGRADATIONS 
Only recently EMAs have been employed in aeronautics for 

flight control systems, so the cumulate flight hours and the on-
board installation periods don’t permit reliable statistic data 
about recurring failures. Generally it is possible to classify 
among four main failures categories: 
1) Mechanical or structural failures. 
2) BLDC motor failures. 
3) Electronics failures. 
4) Sensor failures. 

The present work takes into account effects of mechanical 
failures due to progressive wear focused on progressive static 
rotor eccentricity related to bearing wear. Electrical and sensor 
failures have not a secondary importance, but their evolution is 
very fast, nearly instantaneous, so corresponding failure 
precursors are often hard to identify and evaluate; nevertheless 
it is intention of the authors to study these kind of failure in a 
next work. 

As is known, wear increases the dry friction phenomena that 
occur between two surfaces in relative motion, increasing both 
static and dynamic friction coefficients. The driven system 
requires higher torques to actuate the control surface with the 
same external load. Even if an increased dry friction does not 
cause seizure of the entire system, it reduces the corresponding 
servomechanism accuracy and sometimes it generates dynamic 
unexpected responses, as stick-slip or limit cycles due to the 
interaction between PID controller and friction forces 

The mechanical wear could also generate backlash in EMA 
moving parts such as gears, hinges, bearings and especially 
ball screw actuators; these backlashes, acting on the elements 
of the mechanical transmission, reduce the EMA accuracy and, 
as a function the mutual position with respect to the signal 
transducers, can lead to problems of dynamic stability and 
controllability of the whole actuator. 

The eccentricity fault of a stator and rotor is due mainly to 
mechanical reasons. In this kind of failures, the axes of 
symmetry of the stator and of the rotor and the rotational axis 
of rotor are displaced to each others. This displacement of 
symmetrical axes can be classified into static, dynamic and 
mixed eccentricities [11]; in this work, only the first type of 
eccentricity will be discussed. 

 
The static eccentricity (Fig. 3) consists in a misalignment 

between the rotor rotation axis and the stator axis of symmetry; 
the rotor is symmetric and rotates towards its rotation axis, this 
misalignment initially is mainly due to manufacturing 
tolerances and imperfections, but, during operational period, 
increases as a consequence of wear in bearings that support 
rotor shaft. When this failure occurs in multipolar motor, the 
rotor generates a magnetic flux that has not cyclic symmetry, 
since the air gap varies during its 360° degrees turn. Therefore, 
if a rotor has an evaluable static eccentricity, an additional 
radial force component arises and its magnitude varies like a 
sine wave. In condition of Static Eccentricity the air gap is not 
constant and symmetric along rotor turn (Fig. 3), so the 
clearance between the rotor and the stator can be 
mathematically represented by this function: 

 (1) 
 
 

 
Fig. 2 Proposed EMA block diagram. 
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Fig. 3 Reference system for the definition of rotor static eccentricity ζ. 
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where g0 is the initial clearance without misalignment and the 
second term added represents the sinusoidal air gap variation 
as a function of the misalignment x0. In terms of motor 
performances, in these conditions the provided torque is lower 
than in nominal conditions (because of a change in the 
electromagnetic characteristics of the engine): to simulate 
eccentricity effects avoiding more complex electromagnetic 
FEM models, a smart numerical algorithm has been released. 
Since static eccentricity modifies the magnetic coupling 
between the stator and the rotor, the proposed algorithm 
adjusts the angular modulation of the back-EMF coefficients 
and thereby the related torque constants. 

As reported in [1], this algorithm is implemented by means 
of the functions f (u) contained in the BLDC EM Model block 
of Fig. 2 and acts on the three back-EMF constants Cei (one 
for each of the three phases) modulating their trapezoidal 
reference values Kei as a function of coil short circuit 
percentage, static rotor eccentricity ζ and angular position ϑr .  

 (2) 

The obtained constants (ke_a, ke_b, ke_c) are then used to 
calculate the corresponding counter-electromotive forces (ea, 
eb, ec) to evaluate the mechanical couples (Cea, Ceb, Cec) 
generated by the three motor phases. 

The effects of the aforesaid failures will be briefly analyzed 
in the next section, in which the related EMA simulations will 
be examined. With respect to other EM models available in 
literature, the numerical model shown in the previous sections 
is able to calculate the instantaneous value of each current 
phase (Ia, Ib, Ic) also in case of unbalanced electromagnetic 
system (e.g. partial short circuit on a stator branch or rotor 
static eccentricity). Then, it is possible correlate the 
progressive static eccentricity with these currents (used as 
failure precursors) by means of an algorithm, based on the 
Fourier spectral analysis, that analyses the filtered phase 
currents; for this purpose, each phase current is filtered by 
three low pass signal filter, in order to attenuate noise and 
disturbances. The Fourier transform is a mathematical 
instrument that transforms the time domain representation into 
a frequency domain representation, which has many 
applications in physics and engineering. The Fourier 
Transform comes from a study of Fourier series that it 
represents complicated but periodic functions as infinite sum 
of sine and cosine functions with different amplitude and 
phase. It’s possible to represent sine and cosine formulas using 
Euler’s Formulas, then the Fourier Series is written by (3). 

 (3) 

where cn is the n-th Fourier coefficient. 
The Discrete Fourier Transform (DFT) is the equivalent of 

Continuous Fourier Transform for a signal known only at N 
samples time during a finite Time acquisition [12], so we have 
a finite sequence data considering the signal periodic as: 

 (4) 

The DFT approximates the Fourier Transform since it 
provides only for a finite set of frequencies during a limited 
acquisition time. It must be noted that there are two main types 
of DFT calculation errors: “Aliasing”1 and “Leakage”. 
According to the Nyquist-Shannon theorem, defined fM the 
upper limit of the frequency bandwidth of a signal, in order to 
avoid “Aliasing” phenomena during DFT calculation, the 
Sampling Frequency fS must be defined as: 

 (5) 

In the present work, in order to avoid Aliasing errors. the 
performed DFT uses a sampling frequency fS equal to the 
inverse of the integration time DT of EMA simulation model: 
this requisite allows to represent all high frequency 
components calculated by the model EMA.  

The continuous Fourier Transform of a waveform requires 
the integration to be performed over the interval -∞ to +∞ or 
over an integer number of cycles of the waveform. If we 
attempt to calculate the DFT over a non-periodic signal, we 
have a corrupted frequency transform due to “Leakage” errors. 
For most waveform of real data is not be possible to reduce 
“Leakage” without a specific data modification. This used 
solution is called “Windowing” [14]: a cosine function is 
applied over the entire signal to taper the samples towards zero 
at both endpoints without discontinuity with a hypothetical 
next period. Rather than performing a DFT calculation, a FFT 
calculation is often preferred to reduce the number of involved 
multiplications [15-16]. The proposed numerical module uses 
a FFT with a “Hanning” windows: this type of windowing, 
often used for general purpose applications in spectral analysis 
[13], is defined as: 

 (6) 

Windowing have a side effects because data are reduced and 
set to zero at the beginning and end of each time record to 
force the signal to be periodic; it must be noted that there is no 
loss in amplitude readout accuracy, but a loss in frequency 
resolution is present. 

A processing technique called “overlap” is able to enhance 
events occurring near the beginning and ending of time record. 
The entire simulation time is divided in several time section 
interval, but these intervals are not time sequential but 
overlapped of 67% from the first time section in order to 
improve spectral information. Energy information in signal 
must be preserved during transformation. That is, the energy 
measured on time signal must equal the energy measured on 
the frequency representation of that signal. 

All the aforesaid spectral techniques (and the related 
requisites) are merged together and implemented into the 
proposed numerical module called EMA Spectral Algorithm. 

 
1 We have “Aliasing” DFT calculation errors when the samples are not 

sufficiently closely spaced to represent high frequency spectral components. 
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This module processes all filtered phase currents deriving 
from each considered value of the rotor static eccentricity and 
correlates these failures with the corresponding failure 
precursors, generating a simulated “operating map”. 

Once defined, for each type of EMA examined, its own 
“operating maps” it is possible to conceive dedicated fault 
detection/evaluation systems (on-board systems or portable 
devices equipped with embedded versions of the proposed 
spectral analysis algorithms) able to evaluate static rotor 
eccentricity during preflight test. 

VI. EMA SPECTRAL ALGORITHM AND OPERATING MAPS 
Simulation EMA environment works with step command 

with a very high position value for driving surface to quickly 
saturate the electromechanical actuator, that after a short 
transient time, it reaches the max velocity without 
aerodynamic load. The entire simulation time test amounts to 
one second and, for each simulated actuation test, all filtered 
phase currents (IfA, IfB, IfC) are acquired. These filtered current 
signals, expressed as a function of simulated time, are divided 
in intervals called “time sections” of 25% of the simulation 
time and, sequentially, a FFT single sided spectral analysis 
(according to the Cooley Tukey algorithm [15]) is performed 
for each time section. To improve the frequency resolution of 
the algorithm, the time sections are extracted using overlap 
processing so, during one second of acquired signal, more time 
sections are post-processed [17]. 

Thus, a set of FFT spectral diagrams is calculated; the 
meaningful harmonics are identified by means of a peak hold 
function that, for each frequency line, finds the maximum 
magnitude peaks between all spectral diagrams that are 
extracted for each filtered phase current. 

The comparison among the sets of max magnitude peaks 
found in each filtered phase current reveals that from 0% to 
33% of static rotor eccentricity the first max magnitude peak 
has the same constant frequency value called Hz1 (Hz1= 
33.568 Hz). 

After this percentage of static rotor eccentricity, the first 
magnitude peak for each filtered phase current switches to 
another constant frequency value called Hz 2 ( Hz 2= 32.805 
Hz ); this means that, when the static eccentricity is equal to a 
given percentage of the clearance between rotor and stator, the 
frequency of the first maximum magnitude peak decreases 
(Hz1>Hz2). 

The Root Mean Square (RMS, also known as the quadratic 
mean) of a given signal time history is a measure of overall 
energy and it is often used to extract signal features for 
prognosis and trending data. In order to avoid numerical 
problems, the time history of the considered signal must be 
digitized at a particular sample rate (for a total of N samples), 
then RMS value can be estimated by: 

 
For each filtered phase current (IfA, IfB, IfC) a RMS value is 

calculated processing the rotor static eccentricity values from 
0% to 50% with 1% increasing step; the results are three 
signals, called IA_RMS, Ib_RMS and Ic_RMS, evolving as shown in 
Fig. 4. 

The progressive eccentricity causes progressive asymmetry 
of the magnetic field so the RMS filtered phase current values 
increase and, therefore, the torque needed to maintain the same 
actuator velocity increase. 

 
Fig. 4 Evolution of RMS currents as a function of rotor static eccentricity ζ 
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As shown in Fig. 5, evaluating the mean value of the RMS 
of filtered phase currents, calculated for each of the considered 
eccentricity percentage ζ, it is possible to perform an 
evaluation of the EMA health conditions, defining several 
operating intervals related to specific eccentricity percentages: 
1) Green Phase: from 0% to 10% of the rotor static 

eccentricity (with respect to the stator-rotor air gap); this 
operating interval corresponds to Normal Mode with 
acceptable actuator performances; it is related to a 
negligible static eccentricity, mainly due to tolerances of 
manufacturing and beginnings of mechanical wear. It must 
be noted that, with respect to reference value mean RMS 
on 0% static eccentricity, this green phase has a wide 
interval about 16 mA; 

2) Orange Phase: from 11% to 26% of the rotor static 
eccentricity percentage; this operating interval 
corresponds to Moderate Mode with actuator 
performances related to incoming evaluable command 
degradations. Respect to reference value mean RMS on 
11% static eccentricity this orange phase has a wide 
interval about 100 mA; 

3) Red Phase: from 27% to 33% of the rotor static 
eccentricity; this operating interval corresponds to 
Serious Mode where actuator performances are degraded 
and condition based maintenance operations need to be 
planned. With respect to reference value mean RMS on 
27% static eccentricity, the red phase has a wide interval 
about 60 mA; 

4) Violet Phase: from 34% to 50% of the rotor static 
eccentricity; this operating interval corresponds to 
Extreme Mode. In this case the actuator performances are 
very degraded and the based maintenance operations are 
needed as soon as possible. With respect to reference 
value mean RMS on 34% static eccentricity, this violet 
phase has a wide interval about 200 mA; 

VII. CONCLUSIONS 
The proposed model-based approach allows to calculate 

specific operating maps for many different EMA models: in 
fact, modifying defined sets of technical parameters, it is 
possible to adapt the performances of the numerical system to 
a given type of EMA and, so, define the corresponding 
operational map. 

Actual EMA failure precursors, directly acquired by on-
board maintenance systems, are compared with the 
corresponding calculated operating map in order to evaluate, 
during a preflight test, the percentage of static rotor 
eccentricity avoiding degraded flight command performances. 

Once defined the operational maps simulating EMA model, 
integrated with the authors spectral numerical module, it is 
possible to have an adequate accuracy to individuate the health 
state of the actual actuator by performing pre-test flight as 
indicated in previous paragraphs. 

Results are encouraging the extension of the proposed 
technique to investigate more challenging occurrences, such as 
the electrical and sensor failures, for which the evolutions are 
usually very fast, if not instantaneous, and the corresponding 
failure precursors are often difficult to identify and evaluate.  

For this purpose the actuator model should be further 
detailed and new element should be modelled. Combined 
failures should also be investigated. 

 
 
 
 
 
 
 
 
 

 
Fig. 5 Evolution of mean value of RMS currents as a function of rotor static eccentricity ζ 
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Abstract— A multi-sector model of regional economy based on 

balances for economic agents is considered. The model can be used 
for the forecast of development for a regional economy if its 
numerous parameters are identified according to historical data of 
economic development. A convolution of Theil indexes for time 
series of statistical and calculated data is used as criterion function. 
The problem of identification is written in the form of a problem of 
optimum control with restrictions of a general form. A two-stage 
method for solution of optimal problems with non-regular control-
state constraints is offered. At the first stage the discrete problem on 
the basis of methods of the factor analysis is solved. This discrete 
problem consists of subtasks for systems of linear algebraic equations 
and improper problems of (non)linear programming. Then a 
hypothesis on geometry of an optimum trajectory is formulated, that 
is periods of constancy for a set of active restrictions are allocated. At 
the second stage the formulated hypothesis is checked analytically 
with use of the Pontryagin Maximum Principle and Dubovitsky-
Milyutin's formalism. The offered scheme is applied to a problem of 
parameter identification for the considered model of regional 
economy. Methods of distributed computing and GRID-technologies 
are used in solution of computationally complex problems. 
 

Keywords—Factor analysis, regional economy model, optimal 
control, parameter identification.  

I. INTRODUCTION 
Solution of the problem of economy model identification 

on a uniform mesh of parameters does not require intensive 
data exchange. So to solve this problem you can use instead of 
expensive supercomputers the distributed computing and 
GRID-technologies built on the basis of pooling resources of 
personal computers. Using mathematical methods, such as 
numerical methods for optimal control, methods for parameter 
continuation, and factor analysis, reduces the required time of 
calculations [1-3].  

This paper presents a normative economic model of 
regional economy [4-6] to demonstrate new mathematical 
methods to solve the parameter identification problem. This 
work presents also criteria of closeness for time series of 
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economic parameters. They use these criteria for indirect 
estimation of unknown economic model parameters by 
comparison of calculated macroindexes with their statistical 
analogues. The simulation model has a lot of unknown 
parameters so the identification problem is very complicated. 
The identified model of regional economy enables to receive a 
quantitative estimation of future dynamics of macroindexes for 
regional economy.  

The presented here normative balance dynamic regional 
economy model consists of three production sectors. The 
parameters are identified by statistical data for the Nizhni 
Novgorod Region economy [5-6]. The model considers state 
taxation and a shadow turnover. This regional model has eight 
economic agents: three Production sectors (X. Y, Z), 
Households (H); Regional bank system (B), Trade 
intermediary (T), Government (G), and Outside world (O).  

Production sectors in the model are presented by three 
sectors: (X) mining and infrastructure industries, (Y) the 
manufacturing sector, (Z) services sector, including financial 
services [5].  

The model gives description of formal and informal 
financial flows. The official stock of money for each 
production sector grows by new credits, sales of its goods on 
domestic and foreign markets, by budget transfers, and by flow 
of shadow money. It decreases by flow of salaries to 
households, by consumption of intermediate products, and by 
tax transfers to the consolidated regional budget. 

As result the model contains of about hundred equations 
and more than eighty parameters which cannot be defined 
directly from the economic statistical data. Moreover, even if 
all of the necessary statistical data are available, their quality is 
not very good.  

For the model parameter estimation time series of regional 
economic macroindexes calculated by the model are compared 
with time series of corresponding statistical data. As criteria of 
fitting of the time series the Theil index of inequality is used. 

The problem of the model identification is formulated as 
an optimal problem with control-state constraints and can be 
resolved as this problem. Dubovitskii and Milyutin [1] were 
the first who formulate and study optimal problems with 
nonregular control-state constraints. The basic notions and 
concepts in optimal control theory are related to the maximal 
principle. The presence of state constraints and control-state 
constraints of complex nature complicates the maximal 
principle and its properties. Classical technique does not 
provide a comprehensive study of such problems. Another 
approach to the study of an optimal control problem is to 

Optimal problems with control-state constraints 
in a regional economy model identification 
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single out a specific class of problems and study it 
qualitatively and quantitatively. 

II. REGIONAL ECONOMY MODEL 
Regional economy production sectors X, Y, and Z use 

labor, capital and intermediate products of adjacent production 
sectors. Production sectors deliver product on domestic and 
foreign market, and on the market of intermediate product. It is 
considered that prices are formed in each market of each 
product and change of the prices is in inverse proportion to 
change of stocks of corresponding products. Households L 
offer labor and consume final product. Trade intermediary T 
redistributes material and financial flows. Regional bank 
system B emits money resources, gives out credits to 
production sectors. Regional government G accumulates taxes 
from production sectors and adjusts charges of the budget. The 
model uses profit tax n1, value-added tax n2 and excises n3, 
uniform social tax n4, customs duties on export n5 and 
households - the customs duties on import n6, the surtax n7. 

The formal and informal products of each sector differ 
only that informal one is not taxed. As a result each production 
sector has two kinds of money – "white" and "black". "Black" 
money can be washed, and the stock of not washed money is 
exposed to penal sanctions. All moneys of the consumer are 
considered "white", and the consumer divides the income by 
norms of consumption of formal and informal products of all 
sectors.  

In this paper we use the following standard designations 
for macroindexes and parameters of the model [4]. 
Superscripts are used to point agents, and subscripts are used 
to point goods. It is assumed that distribution of a stock of 
each good is made by norm: ai

nm - a share of a stock of the 
good i going from economic agent n to economic agent m.  It 
is assumed that distribution of money is made also under a 
norm: bi

mn - a share of money stock going from agent m to 
agent n for a product i. It is assumed that capital intensities 
also are set by some norms: ci

m - agent m norm of expenses on 
product i for creation of one unit of capital product. 
Parameters of production functions of sectors X, Y, and Z are 
set by constants. For example, sector X output YX(t) of 
product X produced by economic agent X (mining and 
infrastructure industries complex of the Nizhni Novgorod 
Region) is described by Cobb-Douglas production function of 
used production factors (stocks Q): labour L, capital K and 
intermediate products from sectors Y and Z. 
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where 1=+++ X
Z

X
Y

X
K

X
L δδδδ . Hereinafter, all parameters 

YX(t), YX(t), QL
X(t), QK

X(t), QY
X(t), QZ

X(t), are considered as 
functions of time t, therefore this argument falls in formulas. 
All parameters, as a rule, are considered as constants, as here 
aL

X, aK
X, aY

X, aZ
X, δL

X, δK
X, δY

X, δZ
X ∈ (0, 1). Agent X produces 

formal product X and informal product V by the common 
capital, the common labour and the common stocks of 
intermediate products, and made product (output) YX(t) shares 
in fix proportion (1 – qX) : qX  on open ("white") output X and 

informal ("black") output V, where qX is a share of the 
informal product in the common output of the product YX(t). 
The informal product is used for sale to population and other 
sectors. It is assumed in the model that investments can be 
official only. The stock of open product QX

X(t) increases due 
to production and decreases due to shipment to agents Y, Z, L 
and for investments IX(t). It is considered that charges on 
investments from the own product coincide with incomes of 
them. There is a fix share of own product stock that goes on 
foreign market XX

XO(t). 
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The stock of intermediate product Y of agent X grows by 

purchase of formal product Y of agent Y on price pY
X(t) and of 

informal product W of agent Y on price pW
X(t) and decreases 

by use it in production and investment. The stock of 
intermediate product Z of agent X grows by purchase of formal 
product Z on price pZ

X(t) and of informal product U of agent Z 
on price pU

X(t) and decreases by use it in production and 
investment. 
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The stock of labor in sector X grows by purchase from 

regional households L of formal labor L on official wage sL
X(t) 

and informal labor B on unofficial wage sB
X(t) and decreases 

by demand of labor of agent X. 
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The stock of capital in sector X grows by investment 

bK
XWX(t), and decreases by decreasing of capital of agent X 

with tempo μK
X and by use of capital in production of sector X. 
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A value of credit CBX(t) from regional bank system B to 
agent X is limited by residual value of productive assets, which 
is assumed to be proportional to the capital stock. 

 
X
K

XBX QC σ= , σX > 0.       (6) 
 
Debt ZX(t) of agent X to the bank system B grows by new 

loans CBX(t) and by current interest rate r(t) on debt, and 
decreases by repayments HXB(t). 

 

XBXBX
X

HrZC
dt

dZ
−+= ,  XXB

H
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The stock of open ("white") money WX(t) of economic 

agent X grows when agent X takes bank credits, sales the 
goods on foreign market, sales the goods on domestic markets, 
takes transfers from regional consolidated budget TGX(t) and 
receipts of the "washed" money from a shadow turnover 
bB

XBX(t). It decreases due to payments of wages to households 
L, due to consumption of intermediate products of adjacent 
sectors Y and Z, due to payments on credits and transfers of 
taxes to the consolidated budget.  
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Here w(t) is Ruble /USD exchange rate, TXG(t) is transfer 
payments of taxes to the consolidated regional budget, TGX(t) 
is transfer from the budget to sector.  

Transfers of agent X to the consolidated budget TXG(t) 
develop from the profit tax T1

XG(t), the added value tax T2
XG(t), 

the excises T3
XG(t), the uniform social tax T4

XG(t), the customs 
duties on export T5

XG(t).  
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The informal share in total output qX defines a gain of 

stocks both opened QX
X(t) and shadow QV

X(t) products. The 
stock of shadow product V in sector X decreases due to 
deliveries to households and allied sectors. 
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The stock of shadow money of informal share of 

production grows by sale of informal product as final product 
to households L and, as intermediate product, to adjacent 
sectors Y and Z, a part bB

X of shadow money stock has time to 
wash, a part bB

XG gets as penal sanctions in a profitable part of 
the regional government consolidated budget, and a part bB

XL 
goes to the households as shadow incomes. 
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The equations for sectors Y and Z can be write by analogy 

to equations (1) - (11) for sector X.  
Change of stock for final product X intended to agent L 

(households), QX
L(t) defines change of a consumer price index 

pX
L on product X.  
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Changes of stocks of all other products in all markets and 

change of the corresponding prices are similarly defined. Thus 
we assume, that the product of the same sectors acts in other 
quality in the different markets and has the other price, that it 
is, as a matter of fact, other product. 

It is considered that increase of the open and shadow 
wages can occur both at shortage of the labour, and due to 
increase of consumer prices on production of the sector. For 
example, the open wage at sector X is determined by equation 
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Here the following designation is used: A+ = A, if A > 0 

and A+ = 0, if A ≤ 0. It is supposed that the gain of wages at 
surplus of a manpower does not exceed a gain of the price, 

L
X

X
L αβ ≤ . 

The stock of money on the regional consolidated budget 
accounts increases by tax revenues and decreases by transfers 
to production sectors and households.  
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The regional bank system is not closed, and the branches 

of the Russian banks from other regions play greater role in 
investment decisions. Therefore it was assumed that a part 
gold and exchange currency reserves of the Russian Federation 
provide reservation for actives of the region. 

The description of the model terminates here because of 
restrictions on volume. 

III. IDENTIFICATION PROBLEM 
In this work a method for macroeconomic model 

parameter estimation based on parallel processing by 
distributed computing and GRID-technologies is proposed. 
For an application of this method some measure of similarity 
between two time-series is required. Complicated economic 
models with a lot of parameters can be accurately estimated by 
the proposed method.  

A macroeconomic model usually contains a lot of 
unspecified parameters. Some variables of the macroeconomic 
model have initial values that are sometimes unknown and 
should be considered as parameters as well. In most cases 
mentioned parameters can't be defined on the basis of 
economic statistics. Moreover, even if all necessary statistics is 
available the quality of the data isn't always good. That's why 
only confidence intervals for the unknown parameters can be 
computed from the data. 

For estimation of the unknown parameters time-series for 
some macro-indexes (calculated by the model) and statistical 
time-series for these macro-indexes should be compared by 
means of some measure of similarity. The unknown parameters 
can be determined implicitly as those parameters, which 
provide minimum value of the used measure of similarity. 
Parallel processing on a cluster of workstations or on a 
supercomputer enables to perform exhaustive search of the 
parameters within their confidence intervals (determined either 
from economic sense or from the available statistical data) and 
estimate their values for reasonable time.  

Estimated values of the parameters give new knowledge 
about the macroeconomic system under investigation and this 
knowledge can force a researcher to modify the model. Thus 
macroeconomic model parameter estimation based on parallel 
processing becomes a powerful tool for mathematical 
modelling of economic systems. 

It was mentioned that calculated and statistical time-series 
for some macro-indexes should be compared on the basis of 
some measure of similarity. As used here, two time-series are 
considered to be similar if they are close as functions of time 
(in other words, if there is a strong, possibly nonlinear 
dependence between two time-series). Convolution of the 
Theil's index and specially designed wavelet based measure of 
similarity was used as a characteristic of closeness between 
two time-series. 

With linear trend appropriate rescaling with respect to 
ordinate axe two completely different time-series can become 

quite similar and the value of Euclidian distance between these 
time-series can decreases significantly. Such effect frequently 
occurs in many real situations.  

The Theil index of inequality measures discrepancy of 
time series Xt and Yt and the more close it to zero, the more 
close compared numbers. For convenience of calculations, 
instead of Theil index we shall use an affinity index. 
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Decomposition of model on separate blocks enables 

define independent parameters for reasonable time due to 
parallel calculations for model parameter estimation on the 
fixed intervals of their changes.  

For choice for optimal point it is possible to use some 
convolution of affinity indexes for time series of 
macroeconomic indexes. For example, if for all macro 
parameters the adjustment of estimated by model and 
statistical data has about equal importance, it is possible to 
maximize compound value of all indexes.  

Recording formal  
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Here m is a total number of macroeconomic indexes that 

are compared with statistical ones, j = 1,…,m. It is necessary 
to touch only those variants of values of parameters, at which 
affinity indexes are above some fix positive values, for 
example, 085>jU  ( 1,...,=j m ). 

Now full search on all unknown parameters, set on an 
interval, even on the most powerful supercomputers is 
impossible, as search on a grid from 10 points on each interval 
on 80 parameters gives 1080 variants, that approximately is 
equal to number of nucleons in the Metagalaxy. Means it is 
necessary to use the directed search, to reduce number of 
independent parameters due to additional assumptions by 
mathematical methods set out in the next section.  

IV. OPTIMAL PROBLEMS WITH CONTROL-STATE CONSTRAINTS 
Here we consider the optimal control problems from 

applications in economics. Especially those problems are 
considered which include control-state variable constraints [7-
8]. An optimal control problem can be solved completely or at 
least qualitatively with the help of the maximum principle 
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(MP). Difficulties in the numeric solving the optimal control 
problems with control-state constraints (CSC) might derive 
from insufficient analysis of model problems and inadequate 
progress in the MP theory in the case. The MP itself could be a 
base of the numeric methods. Availability of state variable and 
CSC of a complex nature leads to a complication of the 
formulation and properties of the MP.  

New objects appear: measure and functional Lagrange 
multipliers. It becomes necessary to examine the properties of 
these objects and analyze the interconnections of the various 
parts of the MP. Otherwise it would be impossible to use the 
MP. It is known that the MP reduces the initial control 
problem to the solution of the two-point (multi-point boundary 
value problems). They include: initial value problem (IVP); 
the problem of linear (LP) or nonlinear (NP) programming; 
root finding of transcendental functions. The IVP consists of 
the two groups of nonlinear differential equations (direct and 
adjoin).  

A number of investigators have tried and rejected shooting 
methods for certain classes of two-point problems which are 
particularly sensitive to the initial conditions and are thereby 
troublesome numerically. On the other hand there are 
successful examples of shooting methods at the expense of a 
special parametrisation and continuation (homotory chains) the 
solution (R. Bulirsch, H.J. Pesch, J. Stoer, J. Bett, H. Maurer, 
A. Afanasjev, E. Smoljakov and others).  

One of the most effective numerical techniques for the 
solution of optimal control problems is discretizing the 
differential equations. This approach combines a nonlinear 
programming problems with discretization. The resulting 
problem is characterized by matrices which are large and 
sparse. The iteration routine requires an good initial quess for 
the adjoint variables. Such treatment of the problem has been 
succesfully utilized for applications.  

This paper extends the continuation methods for ill-posed 
problems. Our approach utilized the system dynamics and 
adjoint differential equations defined by the maximum 
principle. The resulting boundary value problem is 
characterized by Jacobi or Hesse matrices which are small 
(dimension) and ill-conditioned. 

Method of introduction the parameter helps to overcome the 
difficulties associated with adjoint initial values. 

Among the topics covered are: 
• Investigation of the degeneracy phenomenon of the 

maximum principle for optimal control problems with state 
constraints and CSC. 

• Stiff ordinary differential equations. 
• Ill-posed linear and nonlinear programming problems. 
• Continuation method in ill-posed boundary valued 

problems. 
• Reentry body problem. 
• Optimal control problems in economics. 
• Banking activity problems. 
• Determination of geometry for optimal trajectory with 

inequality constraints. 

• Parallel calculations. 

V. SOME RESULTS OF THE MODEL IDENTIFICATION 
Numerical experiments with model were spent to find the 

efficient variant qualitatively truly reflecting processes, 
occurring in economy of the Nizhni Novgorod Region. 
Numerical experiments have shown working effectiveness of 
full model and its separate parts (Figure 1). It means that the 
model can be used in the further work. External parameters of 
this variant can be taken for a basis for more exact 
identification of parameters of model in the future, and to use 
the variant as base of numerical qualitative scenario 
calculations with model. 
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Figure 1 Outputs in production sectors of Nizhni Novgorod 
Region, where Y_X – output of sector X, Y_Y – output of 

sector Y, Y_Z – output of sector Z 
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Figure 2 Variation of transfers from regional consolidated 
budget to production sectors of Nizhni Novgorod Region, 

where TGX– transfer to sector X, TGY – transfer to sector Y, 
TGZ – transfer to sector Z 

 
Changes in scenario calculation in comparison with the base 

variant can be represented by a variation of change of the 
macroindexes expressed in percentage. If F(t)  is a value of 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 177



 

 

some macroindex at moment of time t in the base variant, and 
S(t) is a value of the same macropindex in the current scenario, 
variation V(t) for macroindex changes is defined as 

( )( ) 100% ( ) ( ) 1V t S t F t= ⋅ − . 
Here results of scenario 1 are presented. In this scenario 

transfers from consolidated budget to manufacturing sector Y 
grow up from 2008 they came to stimulate innovation in this 
sector. But all the cost structure of the sector (including in this 
case, science, scientific services and education) is not changed. 
Namely, let budget transfers in the sector Y will increase from 
2% to 22% of the money stock of the consolidated budget of 
the Nizhni Novgorod region.  

Real transfers to manufactory sector Y in scenario 1 grow 
up slightly more than 8 times then in base scenario. 
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Figure 3 Variations for outputs of regional production sectors 
(Y_X – output of sector X, Y_Y - output of sector Y, Y_Z - 

output of sector Z) 
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Figure 4 Variations for capitals of regional production sectors 
(QK_X – capital of sector X, QK_Y - capital of sector Y, 

QK_Z - capital of sector Z) 
 

Figure 4 show the increase of capital in production sector Y.  
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Figure 5 Variations for price indexes on product X on 
intermediate and consumption markets (pX_Y – price index on 
X for sector Y, pX_Z – price index on X for sector Z, pX_L – 

price index on X for households L) 
 

In Figure 5 one can see that the price indexes vary on a 
miscellaneous in the different domestic markets. Price index of 
intermediate product for sector Y are increased.  
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Figure 6 Variations for wage indexes at production sectors 
(sL_X – wage index for formal labor force at sector X, sL_V – 
wage index for informal labor force at sector X, sL_Y – wage 
index for formal labor force at sector Y, sL_W – wage index 
for informal labor force at sector Y, sL_Z – wage index for 

formal labor force at sector Z, sL_U – wage index for informal 
labor force at sector Z) 

 
The change of consumer price indexes conducts to decrease 

in all wage indexes on all channels of realization: both on 
official and on shadow ones (Figure 6). From Figure 6 one can 
see that the wage indexes for shadow channels decrease not so 
much as them do for official channels, and differently by 
sector: the more big decrease is for export sector X (official 
wage for official product X and shadow wage for informal 
product V), more for innovative sector Y (official wage for 
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official product Y and shadow wage for informal product W), 
and less for sector Z (official wage for official product Z and 
shadow wage for informal product U). 
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Figure 7 Variations for money of regional production sector X 
(WX – white money of sector X, BX – black money of sector 

X) 
 

As you can see from Figure 7 the white money stock in 
sector X is increased and its black money stock is decreased. 
The same is true for other sectors. 
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Figure 8 Variations for regional government budget income 
from production sectors (TXG – regional government budget 
income from sector X, TYG – regional government budget 
income from sector Y, TZG – regional government budget 

income from sector Z) 
 

Let now consider the optimistic scenario, when as a result of 
upport innovation processes of technology transfer in 2010 
there was an increase returns on all factors of production, 
namely, all the degrees in the production function, increased 
by 5%. Then the gross output at constant 2000 prices increased 
in all sectors (Figure 9), with the output X industry doubled in 

4 times, and for sector Y and Z in 15 times. At the same time, 
despite the growth in labor productivity, employment increases 
slightly in the sectors of the economy (Figure 10). 
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Figure 9 Variations of outputs for optimistic scenario in 

production sectors of Nizhni Novgorod Region, where Y_X – 
output of sector X, Y_Y – output of sector Y, Y_Z – output of 

sector Z 
 

0.00%

0.05%

0.10%

0.15%

0.20%

0.25%

0.30%

2000 2010 2020 2030 2040 2050

QL_X QL_Y QL_Z

 
Figure 10 Variations of employments for optimistic scenario 

in production sectors of Nizhni Novgorod Region, where 
QL_X – employment in sector X, QL_Y – employment in 

sector Y, QL_Z – employment in sector Z 
 

All wages are growing, with the exception of legal wage rate 
sector X of mining and infrastructure industries (Figure 11). 

Investments of all sectors are grow up (Figure 12).  
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Figure 11 Variations of wages in all production sectors in 
Nizhni Novgorod Region for optimistic scenario (formal – 

solid lines, informal – dashed lines) 
 

0%

20%

40%

60%

80%

100%

120%

140%

160%

180%

2000 2010 2020 2030 2040 2050

IX IY IZ

 
Figure 12 Variations of investments in all production sectors 

in Nizhni Novgorod Region for optimistic scenario  
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Abstract—Based on Kansei Engineering, this sequential study 

proposes strategies and decision-makings to determine product 
features and design specification. Then, we mainly probe into users’ 
needs inside a vehicle and propose draft resolution to car interior 
design, space utilization and function variation for Crossover B-car 
developers’ references. The ideas of product design were verified 
through experts. Then, the AHP is applied as the strategies to 
determine product features in this study. In this study, the proposed 
system could make the process of product design and planning more 
practical and efficient. Finally, the results of the study could be 
referred to the designers, managers and researchers for the 
development of car interior. 
 

Keywords—decision making, design practice, design process(es), 
production strategy, Kansei Engineering, Analytic Hierarchy Process 
(AHP) 
 

I. INTRODUCTION 
he activity of product design involves with the interaction 
among human experience, creative thinking and 

domain-specific knowledge. Hence, a product designer has to 
put his effort and creativity into a design depending on the type 
of design problem. In addition, a system can be used to solve 
problem. For example, the system proposed by Rouse (1986) is 
important to consider support for the designer’s creativity [1]. 
In this study, the system can be viewed as a decision-making 
tool for facilitating the process of practical product design and 
development. In addition, designers’ creativity can be inspired 
in the system. Based on this previous study “The design 
evaluation process in product design and planning based on 
consumer appeal”, design evaluation plays a critical role in the 
process of product design and planning because design 
evaluation is the foundation of strategies and decision-makings 
in the process of product design and planning. Furthermore, 
design specifications, principle solutions, and design selection 
from various initial design alternatives should be determined 
with full considerations through the assistance of design 
evaluations during the design conceptualization [2]. In this 
study, the system performs the decision-making activities 
according to experienced user and expert evaluation with a clear 

 
 

 

procedure in the process of product design and planning. In this 
system, a strategic way to decide which ideas and design 
characteristics as criteria have the most advantages can be 
applied according to Kansei Engineering. Then, after critical 
criteria were extracted, designers or manager could figure out 
possible alternatives and chose the best alternative with the 
assistance of AHP. 

The prototype of the proposed system has been developed for 
the integration of design and product planning. In this study 
based on Kansei Engineering, as a preference-based design 
methodology, customers’ feedbacks and experts’ opinions also 
are integrated in to this system to assure critical original product 
ideas to be approved. Hence, this system can assist designers in 
making a persuasive choice.  

Then, marketing strategies can be put forward with the 
assistance of AHP for product design from integral 
consideration such as market. The achievements in this study, 
which have been validated by costumers, experienced users, and 
experts, are promising and contribute to the efficiency, 
credibility, practicability and creativity of product design and 
planning,  

II. DESIGN TARGET & DESIGN CASE 
In the current market, consumers have more and more needs 

to B Car and put more and more emphasis on Crossover 
functions. Many experts believe that crossover style has led the 
fashion trend of international automobile industries and will get 
popular around the world. Mercedes-Benz has always been 
well-known for its luxurious and pragmatic design. However, 
after Benz has successfully developed A-Class and C-Class, it 
created a new segment B-Class, between the two classes. The 
orientation of B-Class, as the concept of “sports tour”, caters for 
consumers’ need of “specious room”, “outstanding comfort”, 
and “eminent pragmatic” and conquers worldwide young 
owners with traditional design and driving fun. Benz B-class 
can make passengers satisfied not merely because of 
comfortable seats. Furthermore, it integrates elegant design and 
pragmatic style to create the ideal interior surrounding. The 
B-class provides extensive interior space even if the body of it is 
smaller than many other larger cars (Fig 1).  

 
 
 

The decision making process in the system of 
product design and planning based on Kansei 
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III. REVIEW OF LITERATURE 

A. The process of product design and planning 
Product design integrated into the activities of product 

developing through agent-based system has become a new trend 
and necessity for product designers and developers. Sun et al 
(2010) attempted to integrate product design and manufacturing 
planning through an agent-based concurrent engineering system 
and presented its fundamental framework and functions [3]. In 
addition, Chen (2001) proposed a concurrent design evaluation 
system (CONDENSE) developed to help product designers in 
evaluating possible design solutions and design alternatives 
during the early stage of design.  

During the process of product design and planning, the 
determination of design specification is critical and necessary. 
The design specification is derived from the brief or initial 
market specification, which is usually a statement of the general 
objectives and requirements of the product to be developed [4]. 
The design specification, also called solution principle, 
performs the best combination of physical effects and 
preliminary embodiment features to meet the design 
requirements under the design constraints. For the example of 
designing a CROSSOVER B-CAR interior, “comfortable 
position of armrests” can be one of the design specifications to 
fulfil the design requirement “conforming to ergonomics” under 
the design constraint “comfortable and convenient”.  

Problem encountered in developing design specifications 
originates from uncertainty in the determination of the design 
specifications. Then, design specifications must be determined 
so that the product design process can proceed to the conceptual 
design stage [5] [6]. In addition, the conceptual design is 
generally considered to be the highest level of design, involving 
the most senior product designers working in consultation with 
management, marketing, and production staff [4]. 

B. The strategies and decision-makings of product design 
The newness of new product development results from of the 

chosen design strategy and is represented by different new 
product developments [7]. This argument implies that design 
strategy plays a critical role in the process of product 
development. Furthermore, a principal aim of design strategy is 
to offer variety to consumers using different product features, 
styles, qualities, sizes, and so on [8]. In this study, design 
strategy was performed through picking out appealing product 
features and deciding styles through expert meeting. Therefore, 
product design strategy in fact reflects a policymaker’s 
motivation. Furthermore, Baxter (1995) determined that such 

motivation can be transformed into a goal [9]. In this study, in 
order to reach the goal styles of Crossover B-Car interior, 
designers’ motivations were materialized with the assistances 
objective statistical analysis and subjective expert decisions and 
strategies.  

Design strategies can be viewed as the policies to achieve a 
goal. Compared to design strategy, decision-makings of design 
are applied to execute these policies. Furthermore, effective 
decision-making can make the process of product design and 
planning more efficient and can prevent from making mistakes. 
In this study, decision-making mainly relied on the information 
based on the results of user and expert evaluations. In addition, 
the decision-making of design could be more objective due to 
the assistance of statistical analysis. 

C. Kansei Engineering 
Kansei Engineering is a design method based on semantic 

evaluation. The term “Kansei Engineering” comes from director 
of Japan Mazda Car Company in 1986, whose address it in a 
conference of world automobile technology, managers’ 
conference of U.S.A automobile industrial and class speech in 
Michigan University.  He stressed on that car have to contribute 
to creation of culture for extending the theory of car culture. 
Japanese scholar Nagamachi brought out a new 
consumer-oriented technology of product development-Kansei 
Engineering. He defined Kansei Engineering as the technology 
of transforming consumers’ feeling, demands, and impressions 
to product into the elements of design and production function 
[10].  More specifically, Kansei engineering is used to grasp 
vague demands of the consumer, and develop the car based on 
the user’s word. This was based upon the analysis data showing 
a relationship between human impressions and interior design 
[11]. 

There are four main aspects which Kansei Engineering 
explores: (1) how to grasp the consumer's feeling (Kansei) 
about the product in terms of ergonomic and psychological 
estimation, (2) how to identify the design characteristics of the 
product from the consumer's Kansei, (3) how to build Kansei 
Engineering as an ergonomic technology, and (4) how to adjust 
product design to the current societal change or people's 
preferences trend [12].  

 “Kansei” is similar to a semiotic system, which is designed 
to determine human’s affection and preferences. Hence, from 
the aspect of Kansei Engineering which can leads a 
user-centered design study, what kind of feeling a product can 
brings to users is a very import issue to designers. For example, 
Nagamachi (2008) used the method of Kansei Engineering to 
find a hierarchy of the values in a customer’s life [13]. In 
addition, subjective evaluations were carried out by semantic 
differential methods, and then analysed by using multivariate 
analyses [11].  

Kansei Engineering is utilized in the automotive, electrical 
appliance, construction, clothing and other industries [12]. For 
example, Nissan, Mazda and Mitsubishi were eager to 
implement Kansei Engineering and they began to produce many 
kinds of newly designed passenger cars [12]. In addition, 
Kansei Engineering can also be used for studying car interior 
style and design detail such as how the design of a meter or a 

 
Fig. 1 Benz B170 1.7 exterior and interior design 
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steering wheel can affect humans’ feeling while using them. 
Jindo (1997) attempted to explore styling or design 
specification of car interiors by Kansei engineering, especially 
regarding the speedometer and steering wheel of a passenger car 
[11]. 

D. AHP (Analytic Hierarchy Process) 
Saaty proposed Analytic Hierarchy Process (AHP) in 1971 in 

order to solve the decision-making and multi-aspect problem 
which cannot be solely settled through the measurement of 
quantities [14]. AHP can make complicated question 
systematized and hierarchically decompose different aspects. In 
addition, after sequences of ideas are sought out through the 
judgment of quantification, they can be synthetically evaluated 
for providing policymaker with adequate information of 
selecting appropriate proposals. A policymaker can 
simultaneously diminish the risk of wrong decision-making by 
sharing risk for individual element of each factor. Hence, ss far 
as a policymaker is concerned, hierarchical structure of is 
helpful to the understanding to things. In addition, while a 
policymaker faces the situation of selecting appropriate 
proposals, it is necessary to proceed to the evaluation of every 
alternative one according to certain criteria [14].  

Thomas L. Saaty, the author of the well-known AHP 
method, has recently been gaining popularity. AHP analyses 
and incorporates comparisons of importance between the 
elements of the system (criteria and alternatives) as perceived 
by the decision maker. In this paper a new approach, which 
integrated Kansei Engineering into AHP, was applied for 
selecting design alternatives for Crossover B-Car interior. 
Comparing to traditional multi-criteria decision analysis, this 
approach can help decision makers to sieve out critical criteria 
and their corresponding factors and to select the best 
alternatives with a more professional and strict procedure.  

E. Quantification Type I  
This study also adopted the Quantification Type I method 

as a tool to analyse the importance of the appeal factor of 
Crossover B-Car interior. Quantification I method was used to 
analysed the relationships between the subjective evaluation 
scores and design elements [11]. This technique is also 
generally used in Japan to examine the relationship between 
quantitative data (the scores in this work) and qualitative data 
(the design categories of the samples evaluated). By using the 
multiple linear regression methods, Hayashi’s Quantification 
Theory Type I (Hayashi, 1950) can statistically predict the 
relationship between a response value and categorical values. 
Moreover, in product design, Hayashi’s Quantification Theory 
Type I can also be used to evaluate the weights of the factors 
form users’ preferences [15] [16][17]. 

The statistical method can be widely applied to research 
analysis especially for Kansei Engineering. Nagamachi (2008) 
introduced that Quantification Theory Type I is an excellent 
technique which is feasible to construct the relationships 
between design elements and Kansei images. This study also 
adopted the Quantification Type I method as an analysis tool of 
the appeal of a CROSSOVER B-CAR interior. In addition, 
upper-level and lower-level items were measured and quantified 

using the importance-level of the original evaluation. Using this 
method, we were able to analyse the importance of appeal. In 
addition, the importance of upper-level and lower-level items to 
the original evaluation were measured and quantified. In 
particular, the partial correlation coefficients indicate the extent 
to which each design element contributes to an explanation of 
the evaluation adjective concerned (Jindo, 1997). In this study, 
the technique of Quantification Theory Type I was transferred 
to a type of mathematic formula and was executed through 
Excel Macro for statistical analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. RESEARCH OBJECTIVES 
This study aims to explore the process of product design and 

planning based on Kansei Engineering-based AHP. In 
particular, the application of strategies and the determination of 
decision-makings are two critical issues to be probed in this 
study. Therefore, the selections of design criteria and the most 
proper alternative through careful evaluation in the Kansei 
Engineering-based system are explored in this study. In 
addition, expert and consumer opinions could be integrated 
through the assistance of the system to adopt design decision 
and strategies. More specifically, design specification was 
mainly determined according to the results of design evaluation. 
Then, designers or managers could decide the best alternatives 
among potential ones. 

V. METHODS & RESEARCH PROCEDURES 
In this paper, Kansei Enginering was used for extracting 

critical criteria and factors for the Analytic Hierarchy Process 
(AHP). In addition, AHP is applied to decide the best 
alternative for the design of Crossover B-Car Taiwan. Decision 

 
Fig. 2 The system based on Kansei Engineering for the process of 
product design and planning 
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of the appropriate alternatives can be viewed as a complex 
multi-criteria decision-making problem that requires an 
extensive evaluation process of the possible alternatives and 
factors as diverse as design issues. The decision-making process 
includes the identification of three alternatives of Crossover 
B-Car interior and 23 criteria grouped into eight critical factors. 
Five professional editors of auto magazines, six experienced 
consumers acted as decision makers (DMs). The comparisons 
between the elements were identified and analyzed using the 
AHP multi-criteria decision method. The strengths and 
weaknesses of AHP as a multi-criteria decision analysis tool are 
also described in the paper. The main findings of this research 
have proved that Kansei Engineering-based AHP is a useful and 
efficient tool to help managers to make their decision process 
traceable and reliable. 

This study can be divided into 2 main stages according to 
general process of product planning (Fig 2). The study reveals 
the following two stages according to the previous study with 
the first two stages. 

A. Product Approved 
          Potential alternatives- 

In the stage of “product approved”, potential alternatives 
could be proposed by designers according to the critical appeal 
factors and design characteristics of Crossover B-Car interior, 
which were refined through the evaluation process of the 
previous study. In addition, expert meeting could approve these 
alternatives by leaving practical ones for the next stage.  

In addition, attractive design specifications were determined 
according to the results of the evaluation conducted through the 
previous study and were further sifted by experts. Hence, design 
characteristics with higher “category scores” and appeal factors 
with higher “partial correlation coefficient” were listed as the 
priorities for design specification. Furthermore, designers 
would propose 6 alternatives according to the 8 appeal factors. 
Each alternative would integrate 3 critical appeal factors with 
higher “partial correlation coefficient” from the 8 ones and 
several corresponding design characteristics with higher 
“category scores”. Hence, designers could apply their creativity 
to figure out car features for each practical alternative. 

Expert verification- 
Experts’ decisions can be performed through the assistance of 

AHP to determine the weights on desired factors in each 
alternative of Crossover B-Car Interior. 

A. Market Requirements Refined 
In the stage of “market requirements refined” in the process 

of product design and development, after specialists’ 
verification for the potential alternatives, they had to hold a 
meeting to decide the best alternative from these ones by 
considering market requirements.  

VI. PRACTICES & RESULTS 

A. Product Approved 
          Potential alternatives- 

According to the results of my previous study “The 
evaluation process in product design and planning based on 
consumer appeal”, the 8 critical appeal factors have being 
already formed according to EGM.  Then, 6 alternatives were 
disclosed from designer brainstorming and each of them has its 
own distinctive styles. Furthermore, designers had to select the 
3 appeal factors from the 8 ones to present the unique features of 
each alternative. In addition, the design specifications 
corresponding to the three factors were mainly determined by 
the weights of importance based on the result QTTI, including 
partial correlation coefficients and category scores. Hence, 
design items or categories with higher scores or partial 
correlation coefficients were first considered to be left in the list 
of design specifications. Table I, II, III, IV, V, VI,VII, VIII 
shows the order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in the 8 
factors. Then, 6 alternatives based on the different consumers’ 
needs and their critical reasons were proposed. 3 alternatives are 
listed for examples as the following: 

The first one, “Warm and Joyful Family”, is designed for 
family members by the following aspects. 
•  Economical and Useful- artificial dark leather and 

water-proof weave cloth for easy clearance, simple mechanism 
for durable and stable needs, simple and readable instrument 
cluster for easy reading, big module and simple mechanics for 
the purpose of durable and stable needs  
•  Customized for Consumer needs- pure air for family 

members’ heath 
•  Flexible and Innovative Space Usage- the variation of 

door opening and seat folding for family members, utilization of 
invisible space such as dashboard surrounding and 
air-conditioning outlets for the needs of various ingenious 
collection and storage, hooks on the back of seats, the door used 
as the slope for the convenience of disable passenger getting 
in/out of the car 
•  Others- multimedia for family enjoyments, an integrated 

module of knobs and buttons for easy control, a comfortable 
steering wheel and gear stick , GPS, audio/video digital 
entertainment system, referable colors, such as dark, gray or 
brown. 
•  Innovative and Extraordinary- other equipment such as 

power supply and water storage 
•  Flexible and Innovative Space Usage- various and 

flexible interior room setting for adapting different activities 
•  Others- vivid and brilliant color for presenting sporty 

style, a digital GPS (Global Positioning System) providing the 
information of a height above sea level and instant road 
situation, water-proof or dirty-proof texture such as artificial 
leather or clothing, sporty colors such as orange, yellow, and 
green,  sufficient power supply, the equipment of water storage. 
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Table.V The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in “Technical” 
 

 
Table.VI The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in 
“Extraordinarily Experienced” 
 

 
Table.VII The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in “Innovative 
and Extraordinary” 

 
Table.VIII The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in “Flexible and 
Innovative Space Usage” 

 
Table. I  The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in 
“Fashionably-designed” 
 

 
Table. II  The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in 
“Comfortable and convenient” 
 

 
Table. III  The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in 
“Economical and useful” 
 

 
Table.IV The order of items by partial correlation coefficients 
corresponding to their categories with the highest scores in 
“Customized for consumer needs” 
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The third one, “Technical and Pleasurable E Generation” 
style, mainly appeals to the application of technological 
multi-function to achieve the goal of integrating humans’ 
behavior and thinking with it and focuses on the following three 
aspects. Then, the sense of technical metallic, fashion, modern 
and future can be performed through metal elements, quality 
soft plastic, lively patterns, and grains and dots.  
•  Technological- a digital system, supply for connecting 

with popular and fashionable PDA (Person Digital Assistant) or 
minicomputer for building a multimedia entertainment center, 
technological metal texture for presenting cool, tough, young 
and dynamic motion sense , digital technological system of 
application and multimedia system , a digitized multi-functional 
instrument cluster integrating road seating, the application of 
mobile communication 

•  Customized for Consumer needs- touch panel used for 
facilitating users ‘operating and shrinking users’ controlling 
interface to accommodate personal digital devices, such as a 
laptop or mobile phone, cool color or two-color series 
•  Flexible and Innovative Space Usage- collection and 

storage for personal digital equipment, 
•  Others- illumination used for lighting and making cool 

atmosphere such as LED and blue light, integrated controllers 
for easy control 
Expert Verification- 

Three chief editors of auto publication and two experienced 

designers are invited for evaluating the six alternatives based on 
their specialized fields. Experts had to decide the weights of 
factors for each alternative by AHP. After getting the weights, 
radar charts (Fig 3) which showed unique features with the 
advantages of each alternative were made. Furthermore, the best 
three alternatives plus their corresponding factors with weights 

which were determined by experts would further proceed to 
“market requirement refined” in this study. As a result, 
“recreational and Lohas Explorer”, “technical and Pleasurable 
E Generation”, and “warm and joyful family” were selected as 
the final alternatives as following: 
  First, “Warm and Joyful Family” was recommended because 
many consumers with family have the need of not only of large 
interior capacity but also small car exterior body. Hence, 
although more passengers can be accommodated for family 
member, it would not be at the cost of the good flexibility of car 
body for driving or parking. Hence, “warm and Joyful Family”, 
is designed for family members. The weights of the 8 critical 
types, based on the result of AHP (Table IX), are showed in the 
radar chart (Fig 4).  
•  Economical and Useful (20%)- Design specifications 

were mainly determined according to the analytical  results of 
QTTI. Determined design specifications included artificial dark 
leather and water-proof weave cloth for easy clearance, simple 
mechanism for durable and stable needs, simple and readable 
instrument cluster for easy reading, big module and simple 
mechanics for the purpose of durable and stable needs 
•  Customized for Consumer needs (20%)- Design 

specifications were mainly determined according to the 
analytical  results of QTTI. Determined design specifications 
included pure air for family members’ heath 
•  Flexible and Innovative Space Usage (20%)- Design 

specifications were mainly determined according to the 
analytical  results of QTTI. Determined design specifications 
included the variation of door opening and seat folding for 
family members, utilization of invisible space such as 
dashboard surrounding and air-conditioning outlets for the 

 
Table.IX the radar figure of “warm and joyful family” 

 
Fig. 4 The radar figure of “warm and joyful family” 
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needs of various ingenious collection and storage, hooks on the 
back of seats, the door used as the slope for the convenience of 
disable passenger getting in/out of the car 
•  Others (40%)- Design specifications were mainly 

determined according to the analytical results of QTTI. 
Determined design specifications included multimedia for 
family enjoyments, an integrated module of knobs and buttons 
for easy control, a comfortable steering wheel and gear stick, 
GPS, audio/video digital entertainment system, referable colors, 
such as dark, gray or brown. 

Secondarily, “Recreational and Lohas Explorer” was 
recommended because many consumers with open mind desire 
to do outdoor activities so they need large as well as dirty and 

scratch proof interior space with enough power supply and 
manageable storage. Hence, “Recreational and Lohas Explorer”  

style, mainly appeals to the styles which satisfies people who 
are engaged in outdoor recreational activities considers three 
aspects from consumers’ needs, including the three following.  
The weights of the 8 critical types are showed in the radar chart 
(Fig 5) and  (Table X). 
•  Comfortable and Convenient (22%)- Design 

specifications were mainly determined according to the 
analytical  results of QTTI. Determined design specifications 
included enough illumination convenient for outdoor activities, 
a convenient and ergonomic gear, artificial leather or 
water-proof weave cloth, comfortable and controllable steering 
wheel and gear stick, simple and readable instrument cluster. 
 
•  Innovative and Extraordinary (22%)- Design 

specifications were mainly determined according to the 
analytical  results of QTTI. Determined design specifications 
included equipment such as power supply and water storage. 
•  Flexible and Innovative Space Usage (22%)- Design 

specifications were determined according to the analytical  
results of QTTI. Determined design specifications included 
various and flexible interior room setting for adapting different 
activities. 
•  Others (34%)-  Design specifications were mainly 

determined according to the analytical results of QTTI. 
Determined design specifications included vivid and brilliant 
color for presenting sporty style, a digital GPS (Global 
Positioning System) providing the information of a height above 
sea level and instant road situation, water-proof or dirty-proof 
texture such as artificial leather or clothing, sporty color such as 
orange, yellow, and green,  sufficient power supply, the 
equipment of water storage. 

Thirdly, “technical and pleasurable E Generation” was 
recommended because E generation welcome new electronic 
product such as PDA, tablet PC, and mobile phone. Hence, car 
interior with the capability of supporting the new products and 
mobile communication is a potentially orientation for 
development. Hence, “Technical and Pleasurable E 
Generation” style, mainly appeals to the application of 
technological multi-functions to achieve the goal of integrating 
humans’ behavior and thinking with it and focuses on the 
following three aspects. Then, the sense of technical metallic, 
fashion, modern and future can be performed through metal 
elements, quality soft plastic, and lively patterns, grains and 
dots. The weights of the 8 critical types can be showed in the 
radar chart (Fig 6) and table (Table XI). 

 

 
Fig. 4 the radar figure of “warm and joyful family” 

 
Table. X The weights of 8 critical factors in “recreational and 

Lohas explorer” by AHP 

 
Fig. 5 The radar figure of “recreational and Lohas explorer” 
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•  Technological (22%)- Design specifications were mainly 
determined according to the analytical  results of QTTI.  
Determined design specifications included a digital system, 
supply for connecting with popular and fashionable PDA 
(Person Digital Assistant) or minicomputer for building a 
multimedia entertainment center, technological metal texture 
for presenting cool, tough, young and dynamic motion sense, 
digital technological system of application and multimedia 
system, a digitized multi-functional instrument cluster 
integrating road seating, the application of mobile 
communication 
•  Customized for Consumer needs (22%)-Design 

specifications were mainly determined according to the 
analytical results of QTTI. Determined design specifications 
included touch panel used for facilitating users ‘operating and 
shrinking users’ controlling interface to accommodate personal 
digital devices, such as a laptop or mobile phone, cool color or 

two-color series. 
•  Flexible and Innovative Space Usage (22%)- Design 

specifications were mainly determined according to the 
analytical  results of QTTI. Determined design specifications 
included collection and storage for personal digital equipment. 

 
•  Others (34%)- Design specifications were mainly 

determined according to the analytical results of QTTI. 
Determined design specifications included illumination used for 
lighting and making cool atmosphere such as LED and blue 
light, integrated controllers for easy control. 

In addition, the radar charts showing the 3 alternatives (Fig 7) 
reveals common and different points among them based on the 
variable weights of 8 critical types. Then, according to the 
market analysis and experts’ opinions, the strategies for car size 
adopt the principle of longer wheelbase and exterior width, as 
well as shorter exterior length to create larger interior space and 
smaller exterior volume. Hence, a comfortable interior space 
and nimble exterior volume are created for the characteristics of 
CROSSOVER B-CAR. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
          

 
Fig. 6 the radar figure of “Technical and Pleasurable E 

Generation” 

 
Fig. 6 The radar figure of “Technical and Pleasurable E 
Generation” 

 
Fig. 7 The radar figure of the three target population 

 
Table. XV The scores of the 3 alternatives by calculating the 

weights of the 8 factors of AHP 
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VII. MARKET REQUIREMENTS REFINED 

In the stage of “Market Requirement Refined”, experts have 
to select the best alternative among the three one based on the 
results of AHP strategically. Hence, experts would be asked to 
make the best decision by considering the all 8 critical factors. 
In the beginning, I had to calculate the weights of the eight 
critical factors by asking the experts to compare the importance 
of them in pairs. The results showed “Flexible and Innovative 
Space Usage” and “Economical and Useful” were the most 
important factors of Crossover B-Car interior with the highest 
geometric mean 0.24 (Table XII). In addition, The Consistency 
Index was lower than 0.1 and indicated a better result in this 
study (Table XIII). Furthermore, this study could determine the 
best alternative according to the experts’ evaluation by AHP. 
Hence, the calculated weights of the eight factors were used for 
determining the weights of the three alternatives (Table XIV). 
Then, after I got the weights of the three alternatives, the 
alternative with the highest scores was determined. The results 
showed that the best alternative is “Recreational and Lohas 
Explorer”, which had the highest scores (Table XV). 

VIII. CONCLUSIONS 

A. Findings and managerial implications 
The design system provides a conscientious and carful design 

procedure which is evaluated by users, experts, and experienced 
designers in order to make the process of product design and 
development more efficient, credible, and practical. Then, the 
methodology, based on the integration of Kansei Engineering 

and AHP, performs a preference-based methodology to 
facilitate decision making and strategy adoption for design. In 
addition, the procedure were used for determining the design 
specifications and for searching solution principles in order to 
develop an innovative and popular product successfully. 

B. Future Research 
We attempt to evaluate the products developed through the 

Kensei Engineering-based system by comparing with other ones 
produced through normal procedures. In addition, we try to 
integrate the way that Jindo (1997) accumulate impression data 
of important units constituting car interiors into the system in 
the study. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table. XII The weights of 8 critical factors by AHP 

 
Table. XI The weights of 8 critical factors in “technical and 

pleasurable E Generation” by AHP 
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Abstract— Paper deals with sensitivity analysis of the outputs 

from a numerical model MIKE 11 (one dimensional model) related to 
values of the longitudinal dispersion coefficients, used as model 
input data. These coefficients are one of the most important 
characteristics, which impact the pollution dispersion modelling in 
rivers. Determination of their correct values was a subject of previous 
research studies, now the results and experience from these studies 
are used in this contribution. A large set of numerical simulations 
were performed with various values of the longitudinal dispersion 
coefficient (D= 5 – 50 m2.s-1). Simulations were performed at the 
Hron River in the part from Slovenská Ľupča to the river estuary. To 
separate the flow velocity contribution on the total pollutant 
dispersion process, two series of numerical simulations were 
performed: with the dispersion coefficients values depending on the 
flow velocity and dispersion coefficient values, which are 
independent on the river flow velocity. All mentioned simulations 
were performed at two hydrologic conditions: annual discharge (Qa) 
along the modelled river part and with the nearby minimum flow 
situation (Q355). Results, achieved till today, confirm relatively high 
model sensitivity on input values of dispersion coefficients. The 
influence rate is discussed in the contribution and documented by 
figures. 
 

Keywords—dispersion, numerical simulation, sensitivity 
analysis, surface water.  

I. INTRODUCTION 
he present legislation evaluating quality of water bodies 
(WF) in Slovakia is based on implementation of the Water 

Framework Directive (2000/60/ES). Concerning the Directive 
it is required eco-morphological monitoring of WF, which is 
based on evaluation of the rate of anthropogenic impact. It 
does not refer only to river bed, but also the state of 
environment nearly to stream is taking into consideration. 

Dispersion coefficients are the crucial input parameters of 
transport processes models [2], [5], [6]. Aim of this 
contribution is description of fact how the values of 
longitudinal dispersion coefficients, used as a one-
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dimensional model input data, affect the results of water 
quality numerical simulation.  

II. THEORETICAL BASIS 
In this chapter we are going to discuss the basic theoretical 

terms and relationships related to dispersion in open streams 
only to the extent important in relation to the scope of the 
article. 

One-dimensional advection-diffusion equation is the 
simplest mathematical formulation of dispersion: 
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where C is a concentration of relevant substance (mg.l-1 ), D 

is  a dispersion coefficient (m2.s-1), A is a flow area (m2), Q is 
a discharge in a stream (m3s-1 ), K is a coefficient expressing 
the effect of chemical and biological processes on dissolved 
substance (s-1), CS  is a concentration of pollutant source, q is 
a discharge of source, x is a length (m) and t is time (s).  

This equation includes two basic transport mechanisms: 
1. advective (or convective) transport caused by fluid flow  
2. dispersion transport caused by concentration gradient  
Advection- diffusion equation is based on the assumptions, 

that 
- a substance under consideration is homogenously 

distributed over the cross section and an ideal mixing 
(immediate homogenisation in cross section) is taken into 
account even for resource/abstraction of substance, 

- a substance is conservative (is not subject to chemical and 
biological processes) or its interaction with environment can 
be described using the first order differential equation: 

 

C.K
dt
dC

=  (2) 

 
- Fick’s law of diffusion is applied, i.e. dispersion 

transport is proportional to the concentration gradient. 
The first assumption, namely ideal mixing and homogenous 

distribution of substances in cross section, is a result of one-
dimensional description of model area using the MIKE 11 
model [3]. Such description is applicable where one 
dimension predominates over other (for example the river 
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where the length is a determining dimension and the phase of 
cross-sectional mixing can be neglected). However, this 
assumption cannot be applied to water reservoirs in any case 
where distribution of hydraulic parameters over the depth and 
width of flow cross section plays a significant role (this 
situation requires at least two or three-dimensional 
simulation).  

However, one-dimensional models for simulation mixing in 
streams need the values of longitudinal dispersion coefficient. 
As it follows from references [1-8], this coefficient derivation 
is achieved by several ways: from the own experience or that 
from the references, over the qualified estimates, up the 
special calculations application. As dispersion coefficient 
value is determined by the turbulence intensity in the given 
stream section, its magnitude depends upon its main hydraulic 
characteristics: form and magnitude of its cross section 
profile, its flow velocity and its longitudinal slope.  

III. MODEL MIKE  
MIKE 11, developed by the Danish Hydraulic Institute, is a 

set of modules for simulation of flow, water quality and 
sediment transport in rivers, channels, river mouths, irrigation 
systems and other surface water resources. 

It is a dynamic one-dimensional model tool for detailed 
proposal and management of simple and complex river and 
channel systems. Simulation results can be used in 
engineering, water management, water quality management 
and planning applications.  

MIKE 11 consists of several modules for: hydrodynamics 
(basic module), hydrology, cohesive sediment transport, water 
quality and non-cohesive sediment transport. In this study 
only the basic hydrodynamic and advection-dispersion 
transport modules are used for simulation. Generally, a 
module structure of the model offers great flexibility: each of 
modules can be processed separately; data transfer among 
modules is automated; coupling of physical processes is 
easier; quick and simple application and development of new 
modules is possible.  

The type of database technology used in the model provides 
efficient data storage and retrieval. Data organization and 
handling is unified within the whole model system. MIKE 11 
is operated through the interactive control menu system.   

Hydrodynamic module is a basic computational module 
required to run other computational modules. The module 
simulates unsteady flow in streams through the finite 
difference method by using implicit computational scheme. 
The computational scheme is applicable to vertically 
homogenous stream in conditions of subcritical and 
supercritical flows. The hydrodynamic module requires the 
most data from all modules that are used. The data are stored 
in several datasets and in some cases it is possible to import 
data from other formats (e.q. text files). The data can be 
categorized into two large groups:  

1. geometric data (describing stream channel geometry, 
dimensions and topology) and  

2. hydraulic parameters (hydraulic roughness of stream 
channel, etc.) 

Advection-dispersion module is based on the one-
dimensional equation of mass conservation of dissolved and 
suspended solids (e.g. salts or cohesive sediments). This 
module requires the outputs of hydrodynamic module in time 
and space (discharges, water levels, hydraulic radius and flow 
areas). Advection-dispersion equation (1) is solved 
numerically using implicit scheme with the finite differences. 
Suddenly changed concentrations can be simulated in this 
way. For advection-dispersion module, it is important to 
specify the substances considered in simulation and the value 
of dispersion coefficient. This value can be specified 
according to the equation: 

 
bv.aD=  (3) 

 
where a is a dispersion factor and v is a flow velocity (m/s). 

The resulting value of dispersion coefficient can be defined by 
setting the minimum and maximum values. 

IV. SIMULATION OF POLLUTION TRANSPORT IN HRON RIVER  
Simulations for the study of the effect of dispersion 

coefficient and pollutant concentrations along the river were 
carried out using the numerical model of the Hron River in the 
section from Slovenská Ľupča (river km 183.84) up to the 
river mouth (river km 0.0). Numerical simulations were 
performed using the above-mentioned MIKE 11 model. For 
all alternatives of simulation we took into consideration a 
uniform load of receiving body (the same concentration of 
pollutant). The ammonia pollution was taken into account in 
simulation and it was specified as a concentration of ammonia 
nitrogen N-NH4 in the model. The model way of getting the 
pollution into the river is similar to accidental pollution of 
river, i.e. discharge (release) of larger wastewater volumes 
with relatively high concentrations of ammonia nitrogen (800 
mg/l) during two hours. It is clear that these inputs to the 
numerical model represent extreme emergency situation. 
However, our objective is to analyse the sensitivity of 
simulation results to data used as model inputs regardless of 
the impacts of accident on water quality in a stream. To clarify 
this issue it is important to note that the decrease in 
concentrations (see charts in Fig.4) is caused not only by the 
dispersion but also by mixing the water in the Hron River with 
its tributaries (dilution) and by biological oxidation processes 
that are included in the MIKE 11 model (water quality module 
– WQ). The objective of this article is to determine the 
sensitivity of numerical models to input values of the 
longitudinal dispersion coefficient while maintaining other 
processes having an effect on changes in quality of water in 
stream (physical, chemical and biological processes of water 
self-purification).  

The value of dispersion coefficient D was selected through 
the dispersion factor a and exponent b according to (3). The 
values in the range from 5 to 50 were used for dispersion 
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factor a. Two series of numerical simulations were performed 
in order to eliminate the effect of flow velocity on pollution 
dispersion from the results of simulation. One series was done 
using the exponent value in (3) b =0, and thus the value of 
dispersion coefficient did not depend on flow velocity. The 
value of exponent in the second series of trials was b = 1 and 
the dispersion coefficient was a function of flow velocity 
according to (3).  

All the mentioned simulations were carried out in two 
alternatives – hydrological conditions: average annual 
discharge Qa in particular cross sections along the whole 
length of river, and the discharge close to the minimum value 
- Q355. 

V. OUTCOMES AND DISCUSSION  
We have obtained a number of curves showing the 

distribution of concentration along the whole length of the 
monitored section of river. Then the curves were analyzed. 
The analysis was aimed at the change in distribution of 
concentrations at different values of the dispersion coefficient 
while eliminating the effect of flow velocity (b=0). One of 
such cases is shown in Figure 1 (for Qa and Q355). It is 
apparent that the time-concentration curves in considered 
cross section differ in dispersion coefficient value from each 
other. The model responds to the changed value of dispersion 
characteristics. The values of maximum concentrations also 
differ from each other regarding the value D and definitely the 
discharge condition applied to particular model situation. 

Other two figures - figures 2 and 3 – show the comparison 
of simulation results proving the effect of dispersion 
coefficient, whether it is the function of flow velocity in 
a given river section or not. According to (3), when b equals 
0, than the value of dispersion coefficient D taken into 
account in simulation is not affected by the flow velocity. On 
the contrary, if b ≠ 0, than the value of dispersion coefficient 
becomes the function of flow velocity and thus it is influenced 
by this parameter. The results of the simulations show (see 
figure) that such method of setting the values has an effect on 
distribution of pollutant concentration in stream – maximum 
concentration values and concentration distribution curve 
shape are changed. These differences are less significant for 
Qa (Qa > Q355) than for Q355. That is due to the fact that flow 
velocity in stream at Qa is higher and close to the value of 1 
m/s compared to Q355 where the velocities are considerably 
lower. However, it is important to take into account the effect 
of dispersion factor a of (3) on the value of dispersion 
coefficient D.  
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Fig. 1. Concentration curves at river kilometer 140.0 and Qa and Q355 

(b=0) 
 
 
Another output of the series of simulations was the 

distribution of maximum concentrations along the simulated 
section of the Hron River. This graphical output has a great 
significance in the assessment of the change in water quality 
due to potential accidental pollution. 

The Figure 4 indicates the distribution of concentrations for 
both simulated discharges (Qa and Q355) as well as for 
different values of dispersion coefficient D (5; 20; 50). As 
shown in the figure, the effect of selected value for dispersion 
coefficient is evident. Despite the fact that this case is a 
theoretical simulation of accidental pollutant discharge into 
a stream and the concentrations indicated in the charts are also 
only theoretical (illustrative), it is important to be aware of the 
differences in maximum concentrations at particular river 
kilometer for different dispersion coefficient values. Such 
differences could be of crucial importance to river biota in a 
real situation.  
 

VI. CONCLUSION 
The article deals with the sensitivity of MIKE numerical 
model outputs to used values of dispersion coefficients. These 
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Fig. 2 Concentration curve at river kilometer 101.3 for different 

values of coefficient a (equation 3) (considering the effect of flow 
velocity b=1 or without the effect of flow velocity b=0) - discharge 

Qa 
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Fig. 3 Concentration curve at river kilometer 101.3 for different 

values of coefficient a (equation 3) (considering the effect of flow 
velocity b=1 or without the effect of flow velocity b=0) – discharge 

Q355  
 
coefficients are one of the main characteristics affecting the 
dispersion phenomenon in a stream. 

Figure 1 clearly shows how this phenomenon affects 
pollution transport – when the value of dispersion coefficient 
is low, the dispersion phenomenon is minimal and 
concentrations of transported substance are higher than in case 
when the dispersion is applied in a larger extent.  
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Fig. 4 Maximum concentration curve along the simulated section of 

the Hron River 
 
As it was stated previously, if the real situation in stream is 

assessed, the differences in the values of maximum 
concentrations at particular river kilometers for different 
values of dispersion could be of crucial importance to river 
biota. Therefore, it is important to select the value of 
dispersion coefficients in simulation model very precisely 
which is also confirmed by the results of this study.  

We expected more explicit result when we firstly intended 
to find out the sensitivity of water quality numerical model to 
used values of dispersion coefficients. As the outcomes of 
simulations indicate, it is necessary to continue with the 
analysis because there are still many factors entering the 
assessment and affecting the explicitness of effects.  
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Abstract—The Multi-Depot Vehicle Routing Problem is a famous 

problem formulated more than 50 years ago. Since that time, a lot of 

exact, heuristic and metaheuristic methods have been proposed in 

order to find a feasible solution for this NP-hard problem. The first part 

of this paper presents the original algorithm of the authors based on the 

Ant Colony Optimization theory. This part introduces pivotal 

principles of the algorithm, along with conducted experiments and 

acquired results on benchmark instances in comparison with rival state 

of the art methods. The primary part of the article deals with the tactical 

model based on our problem solution: optimal supply distribution. The 

model has become a part of our tactical information system which 

serves as a tool for commanders to support them in their decision 

making process. The model is introduced in terms of problem 

formulation, implementation, and application in practical situations in 

the domain of the military.  

 

Keywords—Ant colony optimization, multi-depot vehicle routing 

problem, tactical modeling 

I. INTRODUCTION 

HE Multi-Depot Vehicle Routing Problem (MDVRP) is a 

well-known problem with many real applications in the 

areas of transportation, distribution and logistics [1]. In many 

businesses (e.g. parcel delivery, appliance repair), it is vital  to 

find the optimal solution to this problem as it saves resources 

for a company, reduces its expenses, shortens time needed to 

distribute services, and thus makes the company more 

competitive. 

The MDVRP problem consists in computing optimal routes 

for a fleet of vehicles to drop off goods or services at multiple 

destinations (customers); each customer should be served only 

once. The vehicles might start from multiple depots, each 

located in a different place. The important characteristic is the 

limited capacity of each vehicle which cannot be exceeded. 

After visiting the selected customers, each vehicle returns to its 

depot and might start a new journey to other (so far unvisited) 

customers with a new load. 

MDVRP is an NP-hard problem as it is a generalization of 

the travelling salesman problem [2], therefore polynomial-time 

algorithms are unlikely to exist [3]. In this article, we present 

our original solution approach based on the Ant Colony 

Optimization (ACO) theory as a new approach to this topical  

issue. In fact, there have already been some attempts to use this 
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theory for this problem, but nevertheless, the results of these 

solutions are not of the quality as when using other 

contemporary methods (see Table 2). We managed to develop 

and design the fundamental details and parameters of this 

approach so that the results are comparable to other state of the 

art algorithms. 

The primary part of this article comprises a tactical model 

based on our problem solution which has a practical application 

in the specific domain of the military. It is a model of optimal 

supply distribution on the battlefield. 

This tactical model has been implemented into an actual 

tactical information system designed to support commanders in 

their decision making process [4]. A key goal of the model is to 

provide a tool to support commanders in their decision making 

as this system include both fundamental and advanced models 

of military tactics. 

II. LITERATURE REVIEW 

The solution methods for VRPs can be categorized as exact, 

heuristic, and metaheuristic. A broad overview of various 

methods is offered e.g. in [5]. For examples of exact methods, 

see e.g. [6], or [7], to name a few. Similar to the exact methods, 

many of heuristics have been developed, see e.g. [8], or [9]. 

Very popular metaheuristic methods have emerged in the last 

few years. These can be classified as state space search or 

evolutionary algorithms. For instance, simulated annealing [10] 

or genetic algorithms [11], [12] belong to the main evolutionary 

principles. 

The remainder of this section focuses on the ACO methods. 

The potential of the ACO algorithm has been discovered very 

soon since it was published [13]. It was successfully applied for 

various problems [14], [15], [16]. 

Recently, there have been publications using the ACO theory 

for MDVRP problems [17], [18], [19]. The solution published 

in [17] is compared with our algorithm as it uses the standard 

Cordeau’s test instances for evaluation. 

III. ANT COLONY OPTIMIZATION ALGORITHM 

ACO algorithm is a probabilistic technique for developing 

good solutions of computational problems. The principle is 

adopted from the natural world where ants explore their 

environment to find food; the idea is based on the behavior of 

ants seeking a path between their colony and a source of food. 

The Tactical Model based on a Multi-Depot 

Vehicle Routing Problem 

P. Stodola, and J. Mazal 
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A. Principle of the Algorithm 

Fig. 1 presents the ACO algorithm we proposed for MDVRP. 

The solution found by the algorithm is improved in successive 

generations (iterations). In point 1, the termination condition is 

tested, points 2 to 15 cover an individual generation. Each depot 

employs a colony with the specific number of ants. 

 

 

Fig. 1 ACO algorithm in pseudo code 

 

In each generation, all ants in all colonies move between 

individual customers (referred to as nodes in Fig. 1). At first, 

the state of all nodes is set as unvisited in point 3. The algorithm 

continues until all nodes are visited (just once). In point 5, the 

depot (colony) is selected according to the given method; points 

6 to 11 apply only to the ant from the selected colony. The ant’s 

probability is computed in point 6; it determines the chance of 

the ant to go to every remaining unvisited nodes. In point 7, a 

node to be visited is chosen according to this probability. 

Point 8 checks whether the ant can visit the selected node (i.e. 

whether its current load allows taking the load in the node and 

thus not exceeding ant’s maximum capacity). If not, the ant 

returns to its colony (emptying its load) and the algorithm 

continues in point 5. If yes, the ant visits the selected node 

(delivering node’s load and marking it as visited). 

In point 12, after visiting all nodes, each ant returns to its 

colony. Then, if the best solution found in the generation is 

better than the best solution found in previous ones, it is saved 

(see point 13). Point 14 ensures evaporating the pheromone 

trails and in point 15, pheromone trails are updated according 

to the given method. Then, the next generation begins until the 

termination condition is met. The best solution found is 

returned at the end of the algorithm in point 16. 

B. Parameters of the Algorithm 

The ACO algorithm requires setting a number of parameters 

influencing the problem solution. Some parameters are adopted 

from related problems; others are new (see below). The list of 

all parameters is in Fig. 3. 

A crucial parameter (proposed by authors) influences how 

depots are selected (see point 5 in Fig. 1). We propose five 

possibilities as follows: 

 Random selection: depot (i.e. its vehicle) is selected 

randomly. 

 Selection of an idle depot: depot with the shortest 

distance travelled so far is selected (i.e. vehicles take 

turns according to their distance they travelled at the 

moment of selection). 

 Selection of an idle depot (probability model): selection 

probabilities for all depots are computed based on the 

distance travelled so far (i.e. depots with shorter routes 

are more likely to be selected).  

 Selection of a depot with the greatest potential: depot 

with the greatest potential is selected. The potential is 

computed as the sum of all pheromone trails which lead 

to unvisited customers (at the time of selection) – see 

formula (1). 

 Selection of a depot with the greatest potential 

(probability model): selection probabilities for all depots 

are computed based on the sum of pheromone trails to 

unvisited customers (i.e. depots with the bigger sum are 

more likely to be selected). 

 

𝜀𝑘 = ∑ 𝜏𝑖𝑗
𝑘

𝑗𝜖𝑆𝑢

  𝑓𝑜𝑟 𝑎𝑙𝑙  𝑗 ∈ 𝑆𝑢 , (1)  

 

where 𝜀𝑘 is a potential for the colony (depot) 𝑘, 

 𝜏𝑖𝑗
𝑘  is strength of a pheromone trail from the colony 𝑘 

between nodes 𝑖 and 𝑗, 

 𝑖  is an index for the node with the current position of the 

ant from colony 𝑘, 

 𝑆 is a set of all nodes, 

 𝑆𝑢 is a set of so far unvisited nodes (𝑆𝑢 ⊂ 𝑆). 

 

In point 6 in Fig. 1, after a depot (colony) is chosen according 

to the methods mentioned above, the probabilities of choosing 

ant’s path to the one of so far unvisited nodes are computed 

according to formula (2).  

 

𝑝𝑖𝑗
𝑘 =

𝜏𝑖𝑗
𝑘 𝛼

∙ 𝜂𝑖𝑗
𝛽 ∙ 𝜇𝑖𝑗

𝑘 𝛾
∙ 𝜅𝑖𝑗

𝑘 𝛿

∑ 𝜏𝑖𝑙
𝑘 𝛼

∙ 𝜂𝑖𝑙
𝛽 ∙ 𝜇𝑖𝑙

𝑘 𝛾
∙ 𝜅𝑖𝑙

𝑘 𝛿
𝑙∈𝑆𝑢

  for all  𝑗 ∈ 𝑆𝑢 , (2)  

 

where 𝑝𝑖𝑗
𝑘  is a probability for an ant from the colony 𝑘 in a 

node 𝑖 to visit a node 𝑗, 

 𝜏𝑖𝑗
𝑘  is strength of a pheromone trail from the colony 𝑘 

between nodes 𝑖 and 𝑗, 

 𝜂𝑖𝑗 is a multiplicative inverse of the distance between 

nodes 𝑖 and 𝑗, 

1.  while not terminated 

2.    for each ant in a colony 

3.      set all nodes as unvisited 

4.      while number of unvisited nodes > 0 do 

5.        select a depot 

6.          compute ant’s probability of going to 

            unvisited nodes 

7.          select a node according to the 

            probability 

8.          if ant.load + node.load > ant.capacity 

            then 

9.            return to the depot 

10.         else 

11.           visit the selected node 

12.     return to the depot 

13.   save the best solution if found 

14.   evaporate pheromone trails 

15.   update pheromone trails 

16. return the best solution 
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𝜇𝑖𝑗
𝑘  is a so-called savings measure [8], 

 𝜅𝑖𝑗
𝑘  is a measure for including the influence of ant’s 

current load [20], 

 𝛼, 𝛽, 𝛾, 𝛿 are coefficients controlling the influence of 

𝜏𝑖𝑗
𝑘 , 𝜂𝑖𝑗 , 𝜇𝑖𝑗

𝑘 , 𝜅𝑖𝑗
𝑘  – see formula (2), 

 𝑆 is a set of all nodes, 

 𝑆𝑢 is a set of so far unvisited nodes (𝑆𝑢 ⊂ 𝑆). 

 

Number of ants in colonies 𝑛𝑎 (see point 2 in Figure 1) is a 

parameter determining the number of different solutions to be 

created and evaluated within a generation. Pheromone trails are 

then updated according to these solutions (based on the given 

method mentioned above). 

Pheromone evaporation coefficient 𝜌 determines the speed 

of evaporating pheromone trails at the end of each generation 

(point 14 in Figure 1) – see Formula (3). 

 

𝜏𝑖𝑗
𝑘 = (1 − 𝜌) ∙ 𝜏𝑖𝑗

𝑘   for all  𝑖, 𝑗 ∈ 𝑉, (3)  

 

where 𝜏𝑖𝑗
𝑘  is strength of a pheromone trail from the colony 𝑘 

between nodes 𝑖 and 𝑗, 

 𝜌 is the pheromone evaporation coefficient. 

 

C. Experiments and Results 

As benchmark problems, we chose Cordeau’s MDVRP 

instances taken from [21], namely p01, p02, p03, p04, p05, p06, 

p07, p08, p09, p10, p11, p12, p15, p18, and p21 (instances p13, 

p14, p16, p17, p19, and p20 were not included in the 

experiments as they incorporate the constraint on the maximum 

length of a single route, which the algorithm does not support).  

Table 1 presents the results. We conducted 100 tests on each 

instance and registered the best solution found, the mean and 

standard deviation. The last column shows the difference 

between our results and the best solutions known so far which 

were received from [21]. The best known solutions were 

achieved by various algorithms during the history of benchmark 

instances. 

 
Table 1 Results for MDVRP benchmark problems 

Inst. NoC NoD BKS OBS Mean Stdev Error 

p01 50 4 576.87 576.87 583.15 6.50 0.00% 

p02 50 4 473.53 475.86 482.86 3.44 0.49% 

p03 75 5 641.19 644.46 650.04 4.12 0.51% 

p04 100 2 1001.59 1018.49 1035.39 5.69 1.69% 

p05 100 2 750.03 755.71 763.09 3.68 0.76% 

p06 100 3 876.50 885.84 899.51 4.89 1.07% 

p07 100 4 885.80 895.53 912.48 5.62 1.10% 

p08 249 2 4420.95 4445.51 4572.23 66.75 0.56% 

p09 249 3 3900.22 3990.19 4145.33 96.89 2.31% 

p10 249 4 3663.02 3751.50 3864.92 50.21 2.42% 

p11 249 5 3554.18 3657.16 3760.60 38.94 2.90% 

p12 80 2 1318.95 1318.95 1320.48 1.90 0.00% 

p15 160 4 2505.42 2510.11 2576.27 18.46 0.19% 

p18 240 6 3702.85 3741.80 3812.25 37.22 1.05% 

p21 360 9 5474.84 5631.12 5788.19 46.64 2.85% 

NoC – number of customers, NoD – number of depots 

BKS – best known solution, OBS – our best solution 

 

Table 2 compares results obtained via our algorithm with 

other results published. Algorithms called GA1 [12], GA2 [22], 

and GA3 [11] are based on genetic algorithm principles. GJ 

stands for Gillett and Johnson’s algorithm [23]; CGW stands 

for Chao, Golden and Wasil’s algorithm [24]. FIND (Fast 

improvement, INtensification, and Diversification) is a tabu 

search based algorithm [9], and finally ACO is another version 

of an algorithm based on the ACO theory [17]. Best solution 

values in Table 2 are indicated by bold numbers. 

 
Table 2 Best solutions values obtained by various algorithms 

Inst. Our GA1 GA2 GA3 GJ CGW FIND ACO 

p01 576.9 591.7 622.2 598.5 593.2 576.9 576.9 620.5 

p02 475.9 483.1 480.0 478.7 486.2 474.6 473.5 - 

p03 644.5 694.5 706.9 699.2 652.4 641.2 641.2 - 

p04 1018.5 1062.4 1024.8 1011.4 1066.7 1012.0 1003.9 1585.9 

p05 755.7 754.8 785.2 - 778.9 756.5 750.3 - 

p06 885.8 976.0 908.9 882.5 912.2 879.1 876.5 - 

p07 895.5 976.5 918.1 - 939.5 893.8 892.6 1257.9 

p08 4445.5 4812.5 4690.2 - 4832.0 4511.6 4485.1 - 

p09 3990.2 4284.6 4240.1 - 4219.7 3950.9 3937.8 9633.2 

p10 3751.5 4291.5 3984.8 - 3822.0 3727.1 3669.4 - 

p11 3657.2 4092.7 3880.7 - 3754.1 3670.2 3649.0 - 

p12 1319.0 1421.9 1319.0 - - 1327.3 1319.0 - 

p15 2510.1 3059.2 2579.3 - - 2610.3 2551.5 - 

p18 3741.8 5462.9 3903.9 - - 3877.4 3781.0 - 

p21 5631.1 6872.1 5926.5 - - 5791.5 5656.5 - 

 

We can see that our algorithm managed to find better 

solutions in all cases when compared with the genetic principle 

based algorithms (GA1, GA2, GA3) and also in case of Gillett 

and Johnson’s algorithm (GJ). The results are also better in 7 

cases (and in 1 case the same) in comparison with the CGW 

algorithm and in 4 cases (and in 2 cases the same) in comparison 

with the algorithm FIND. 

The last column of Table 2 shows the results for another 

version of the algorithm based on the ant colony optimization 

theory. As we can see, the results for this algorithm do not 

compare well with any other algorithm presented; in case of the 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 198



 

 

instance p09, the error is more than 140% compared to the best 

known solution. 

IV. OPTIMAL SUPPLY DISTRIBUTION MODEL 

The ACO algorithm has been integrated into our tactical 

information system designed to support command decision-

making. 

This subsystem seeks distribution patterns to provide 

supplies to friendly elements operating in the area of interest as 

efficiently as possible. Efficiency is based on the nature of the 

task at hand; the objective might be to minimize the sum of 

distances travelled by all vehicles, or minimize the time of the 

whole operation, or minimize the total fuel consumed by all 

vehicles. 

The system provides a user friendly interface enabling to add, 

edit and delete nodes (depots and customers). Fig. 2 shows the 

main dialog for this model. As an example, 4 depots (labelled 

A to D) and 18 customers were included. 

When all nodes are added (including their maximum 

load/capacity in kilograms), the MDVRP algorithm is executed. 

Values of algorithm’s parameters are set and used to select the 

best options for the task at hand (see Fig. 3). Note the parameter 

called number of cores used; this parameter represents the 

number of cores of a multi-core processor used for the 

execution since the ACO algorithm can be parallelized. 

 

 

Fig. 2 Dialog for the optimal supply distribution model 

 

 

 

 

Fig. 3 Parameters for the ACO algorithm 

 

Final routes for all vehicles are displayed both textually and 

graphically – see Fig. 4. Depots are shown as blue hexagons, 

customers as blue circles, and the red lines present the optimal 

routes for individual vehicles. Although the example is rather 

simple, the same system can be used for tasks with many depots 

and hundreds of customers. 
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Fig. 4 Solution to the example situation 

 

V. CONCLUSION 

The paper presents the approach proposed by authors to the 

capacitated MDVRP problems based on the ant colony 

optimization theory. We have developed same new parameters 

and options not published yet (e.g. methods of selecting depots, 

method of updating pheromone trails according to the best 

solution found in a generation), thus contributing to the ACO 

theory. The new parameters we designed and verified 

participate on the very good results which the algorithm was 

able to achieve. 

 

The strengths of the proposed algorithm are as follows: 

 Fast convergence close to the optimal solution. 

 High quality of solutions (comparable to the state of 

the art methods). 

 Universal applicability (to metric, non-metric, and 

asymmetric problems). 

 Possibility of distributed parallel processing. 

 Application of the algorithm without any modification 

to solve classic VRP or capacitated VRP problems. 

 

The proposed algorithm is of considerable significance in 

practical application in the domain of the military. It has been 

implemented into our tactical information system designed to 

support commanders’ decision-making in order to provide the 

interface to solve the tactical task. 

 

There are also a lot of ways of improving the current version 

of the algorithm and the system in the future. 

 

Some future perspectives are as follows: 

 Distribution of some computation to a GPU processor. 

 Distribution of processing not only to the cores of a 

multi-core processor but also among more computers 

(to the GRID networks for instance). 

 Development of other methods than empirical 

approach how to find the best parameter setting for 

various tasks. 

 Extension of the algorithm for solving other problems 

(for instance MDVRP with Time Windows or with 

Pick-up and Delivering). 
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Abstract—This paper is concerned with robust mean square
stability of uncertain stochastic switched discrete time-delay
systems. The system to be considered is subject to interval time-
varying delays, which allows the delay to be a fast time-varying
function and the lower bound is not restricted to zero. Based on
the discrete Lyapunov functional, a switching rule for the robust
mean square stability for the uncertain stochastic discrete time-
delay system is designed via linear matrix inequalities. Finally,
some examples are exploited to illustrate the effectiveness of the
proposed schemes.

I. INTRODUCTION

Stochastic modelling has come to play an important role in
many branches of science and industry. An area of particular
interest has been the automatic control of stochastic systems,
with consequent emphasis being placed on the analysis of
stability in stochastic models. One of the most useful stochas-
tic models which appear frequently in applications is the
stochastic differential delay equations. In practice, we need
estimate the parameters of systems. If the parameters are
estimated using point estimations, the systems are described
precisely and hence the study of the systems become relatively
easier. On the other hand, if the parameters are estimated using
confidence intervals, the systems become stochastic interval
equations and the study of such systems are much more
complicated.

Switched systems constitute an important class of hybrid
systems. Such systems can be described by a family of
continuous-time subsystems (or discrete-time subsystems) and
a rule that orchestrates the switching between them. It is
well known that a wide class of physical systems in power
systems, chemical process control systems, navigation sys-
tems, auto-mobile speed change system, and so forth may be
appropriately described by the switched model [1-4]. In the
study of switched systems, most works have been centralized
on the problem of stability. In the last two decades, there
has been increasing interest in the stability analysis for such
switched systems; see, for example, [5–7] and the references
cited therein. Two important methods are used to construct
the switching law for the stability analysis of the switched
systems. One is the state-driven switching strategy [8–10];
the other is the time-driven switching strategy [11–13]. A
switched system is a hybrid dynamical system consisting of a
finite number of subsystems and a logical rule that manages

switching between these subsystems (see, e.g., [13–15] and
the references therein).

The main approach for stability analysis relies on the use
of Lyapunov-Krasovskii functional and linear matrix inequal-
ity (LMI) approach for constructing a common Lyapunov
function [3–10]. Although many important results have been
obtained for switched linear continuous-time systems, there
are few results concerning the stability of switched linear
discrete systems with time-varying delays. In [7–15], a class
of switching signals has been identified for the considered
switched discrete-time delay systems to be stable under the
average dwell time scheme.

This paper studies robust mean square stability problem
for uncertain stochastic switched linear discrete-time delay
with interval time-varying delays. Specifically, our goal is to
develop a constructive way to design switching rule to robustly
mean square stable the uncertain stochastic linear discrete-time
delay systems. By using improved Lyapunov-Krasovskii func-
tional combined with LMIs technique, we propose new criteria
for the robust mean square stability of the uncertain stochastic
linear discrete-time delay system. Compared to the existing
results, our result has its own advantages. First, the time delay
is assumed to be a time-varying function belonging to a given
interval, which means that the lower and upper bounds for the
time-varying delay are available, the delay function is bounded
but not restricted to zero. Second, the approach allows us
to design the switching rule for robust mean square stability
in terms of LMIs. Finally, some examples are exploited to
illustrate the effectiveness of the proposed schemes.

The paper is organized as follows: Section II presents def-
initions and some well-known technical propositions needed
for the proof of the main results. Switching rule for the robust
mean square stability is presented in Section III. Numerical
examples are provided to illustrate the theoretical results in
Section IV, and the conclusions are drawn in Section V.

II. PRELIMINARIES

The following notations will be used throughout this paper.
R+ denotes the set of all real non-negative numbers; Rn

denotes the n-dimensional space with the scalar product of
two vectors 〈x, y〉 or xT y; Rn×r denotes the space of all
matrices of (n × r)− dimension. N+ denotes the set of all
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non-negative integers; AT denotes the transpose of A; a matrix
A is symmetric if A = AT .
Matrix A is semi-positive definite (A ≥ 0) if 〈Ax, x〉 ≥ 0, for
all x ∈ Rn;A is positive definite (A > 0) if 〈Ax, x〉 > 0 for
all x 6= 0; A ≥ B means A−B ≥ 0. λ(A) denotes the set of
all eigenvalues of A; λmin(A) = min{Reλ : λ ∈ λ(A)}.

Consider a uncertain stochastic discrete systems with inter-
val time-varying delay of the form

x(k + 1) = (Aγ + ∆Aγ(k))x(k) + (Bγ + ∆Bγ(k))x(k − d(k))

+ σγ(x(k), x(k − d(k)), k)ω(k),

k ∈ N+, x(k) = vk, k = −d2,−d2 + 1, ..., 0,
(1)

where x(k) ∈ Rn is the state, γ(.) : Rn → N :=
{1, 2, . . . , N} is the switching rule, which is a function
depending on the state at each time and will be designed.
A switching function is a rule which determines a switching
sequence for a given switching system. Moreover, γ(x(k)) = i
implies that the system realization is chosen as the ith system,
i = 1, 2, ..., N. It is seen that the system (1) can be viewed as
an autonomous switched system in which the effective subsys-
tem changes when the state x(k) hits predefined boundaries.
Ai, Bi, i = 1, 2, ..., N are given constant matrices and the
time-varying uncertain matrices ∆Ai(k) and ∆Bi(k) are de-
fined by: ∆Ai(k) = EiaFia(k)Hia,∆Bi(k) = EibFib(k)Hib,
where Eia, Eib, Hia, Hib are known constant real matrices
with appropriate dimensions. Fia(k), Fib(k) are unknown un-
certain matrices satisfying

FTia(k)Fia(k) ≤ I, FTib (k)Fib(k) ≤ I, k = 0, 1, 2, ...,
(2)

where I is the identity matrix of appropriate dimension, ω(k)
is a scalar Wiener process (Brownian Motion) on (Ω,F ,P)
with

E[ω(k)] = 0, E[ω2(k)] = 1, E[ω(i)ω(j)] = 0(i 6= j),
(3)

and σi: Rn×Rn×R→ Rn, i = 1, 2, ..., N is the continuous
function, and is assumed to satisfy that

σTi (x(k), x(k − d(k)), k)σi(x(k), x(k − d(k)), k) ≤
ρi1x

T (k)x(k) + ρi2x
T (k − d(k))x(k − d(k),

x(k), x(k − d(k) ∈ Rn,
(4)

where ρi1 > 0 and ρi2 > 0, i = 1, 2, ..., N are known constant
scalars. The time-varying function d(k) : N+ → N+ satisfies
the following condition:

0 < d1 ≤ d(k) ≤ d2, ∀k ∈ N+

Remark 2.1. It is worth noting that the time delay is a
time-varying function belonging to a given interval, in which
the lower bound of delay is not restricted to zero.

Definition 2.1. The uncertain stochastic switched system (1)
is robustly stable if there exists a switching function γ(.) such
that the zero solution of the uncertain stochastic switched

system is robustly stable.

Definition 2.2. The system of matrices {Ji}, i = 1, 2, . . . , N,
is said to be strictly complete if for every x ∈ Rn\{0} there
is i ∈ {1, 2, . . . , N} such that xTJix < 0.

It is easy to see that the system {Ji} is strictly complete if
and only if

N⋃
i=1

αi = Rn\{0},

where

αi = {x ∈ Rn : xTJix < 0}, i = 1, 2, ..., N.

Definition 2.3. The discrete-time system (1) is robustly stable
in the mean square if there exists a positive definite scalar
function V (k, x(k) : Rn ×Rn → R such that

E[∆V (k, x(k))] = E[V (k + 1, x(k + 1))− V (k, x(k))] < 0,

along any trajectory of solution of the system (1).

Proposition 2.1. [16] The system {Ji}, i = 1, 2, . . . , N,
is strictly complete if there exist δi ≥ 0, i =
1, 2, . . . , N,

∑N
i=1 δi > 0 such that

N∑
i=1

δiJi < 0.

If N = 2 then the above condition is also necessary for the
strict completeness.

Proposition 2.2. (Cauchy inequality) For any symmetric
positive definite marix N ∈Mn×n and a, b ∈ Rn we have

+aT b ≤ aTNa+ bTN−1b.

Proposition 2.3. [31] Let E,H and F be any constant
matrices of appropriate dimensions and FTF ≤ I. For any
ε > 0, we have

EFH +HTFTET ≤ εEET + ε−1HTH.

III. MAIN RESULTS
Let us set

Wi =

Wi11 Wi12 Wi13

∗ Wi22 Wi23

∗ ∗ Wi33

 ,
where

Wi11 = Q− P,
Wi12 = S1 − S1Ai,

Wi13 = −S1Bi,

Wi22 = P + S1 + ST1 +HT
iaHia + S1EibE

T
ibS

T
1 ,

Wi23 = −S1Bi,

Wi33 = −Q+ 2HT
ibHib + 2ρi2I,
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Ji = (d2 − d1)Q− S1Ai −ATi ST1 + 2S1EiaE
T
iaS

T
1

+ S1EibE
T
ibS

T
1 +HT

iaHia + 2ρi1I,

αi = {x ∈ Rn : xTJix < 0}, i = 1, 2, ..., N,

ᾱ1 = α1, ᾱi = αi \
i−1⋃
j=1

ᾱj , i = 2, 3, . . . , N.

(5)

The main result of this paper is summarized in the following
theorem.

Theorem 1. The uncertain stochastic switched system
(1) is robustly stable in the mean square if there exist
symmetric positive definite matrices P > 0, Q > 0 and matrix
S1 satisfying the following conditions

(i) ∃δi ≥ 0, i = 1, 2, . . . , N,
∑N
i=1 δi > 0 :

∑N
i=1 δiJi < 0.

(ii) Wi < 0, i = 1, 2, ..., N.

The switching rule is chosen as γ(x(k)) = i, whenever
x(k) ∈ ᾱi.

Proof. Consider the following Lyapunov-Krasovskii functional
for any ith system (1)

V (k) = V1(k) + V2(k) + V3(k),

where

V1(k) = xT (k)Px(k), V2(k) =
k−1∑

i=k−d(k)

xT (i)Qx(i),

V3(k) =

−d1+1∑
j=−d2+2

k−1∑
l=k+j+1

xT (l)Qx(l),

We can verify that

λ1‖x(k)‖2 ≤ V (k). (6)

Let us set ξ(k) = [x(k)x(k + 1)x(k − d(k))ω(k)]T , and

H =


0 0 0 0

0 P 0 0

0 0 0 0

0 0 0 0

 , G =


P 0 0 0

I I 0 0

0 0 I 0

0 0 0 I

 .

Then, the difference of V1(k) along the solution of the system
(1) and taking the mathematical expectation, we obtained

E[∆V1(k)] = E[xT (k + 1)Px(k + 1)− xT (k)Px(k)]

= E[ξT (k)Hξ(k)− 2ξT (k)GT


0.5x(k)

0

0

0

].

(7)

because of

ξT (k)Hξ(k) = x(k + 1)Px(k + 1),

2ξT (k)GT


0.5x(k)

0

0

0

 = xT (k)Px(k).

Using the expression of system (1)

0 = −S1x(k + 1) + S1(Ai + EiaFia(k)Hia)x(k)

+S1(Bi + EibFib(k)Hib)x(k − d(k)) + S1σiω(k),

0 = −σTi x(k + 1) + σTi (Ai + EiaFia(k)Hia)x(k)

+σTi (Bi + EibFib(k)Hib)x(k − d(k)) + σTi σiω(k),

we have

E[−2ξT (k)GT

×



0.5x(k)

[−S1x(k + 1) + S1(Ai + EiaFia(k)Hia)x(k)

+S1(Bi + EibFib(k)Hib)x(k − d(k)) + S1σiω(k)]

0

[−σTi x(k + 1) + σTi (Ai + EiaFia(k)Hia)x(k)

+σTi (Bi + EibFib(k)Hib)x(k − d(k)) + σTi σiω(k)]


]

Therefore, from (7) it follows that

E[∆V1(k)] = E[xT (k)[−P − S1Ai − S1EiaFia(k)Hia

−ATi ST1 −HT
iaF

T
ia(k)EiaS

T
1 ]x(k)

+ 2xT (k)[S1 − S1Ai − S1EiaFia(k)Hia]x(k + 1)

+ 2xT (k)[−S1Bi − S1EibFib(k)Hib]x(k − d(k))

+ 2xT (k)[−S1σi − σTi Ai − σTi EiaFia(k)Hia]ω(k)

+ x(k + 1)[S1 + ST1 ]x(k + 1)

+ 2x(k + 1)[−S1Bi − S1(EibFib(k)Hib)]x(k − d(k))

+ 2x(k + 1)[σTi − S1σi]ω(k)

+ xT (k − d(k))[−σTi Bi − σTi EibFib(k)Hib]ω(k)

+ ωT (k)[−2σTi σi]ω(k)],

By asumption (3), we have

E[∆V1(k)] = E[xT (k)[−P − S1Ai − S1EiaFia(k)Hia

−ATi ST1 −HT
iaF

T
ia(k)EiaS

T
1 ]x(k)

+ 2xT (k)[S1 − S1Ai − S1EiaFia(k)Hia]x(k + 1)

+ 2xT (k)[−S1Bi − S1EibFib(k)Hib]x(k − d(k))

+ x(k + 1)[S1 + ST1 ]x(k + 1)

+ 2x(k + 1)[−S1Bi − S1EibFib(k)Hib]x(k − d(k))

− 2σTi σi],

Applying Proposition 2.2, Proposition 2.3, condition (2) and
assumption (4), the following estimations hold

−S1EiaFia(k)Hia−HT
iaF

T
ia(k)ETiaS

T
1 ≤ S1EiaE

T
iaS

T
1 +HT

iaHia,

−2xT (k)S1EiaFia(k)Hiax(k + 1) ≤
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xT (k)S1EiaE
T
iaS

T
1 x(k) + x(k + 1)THT

iaHiax(k + 1),

−2xT (k)S1EibFib(k)Hibx(k − d(k)) ≤

xT (k)S1EibE
T
ibS

T
1 x(k) + x(k − d(k))THT

ibHibx(k − d(k)),

−2xT (k + 1)S1EibFib(k)Hibx(k − d(k)) ≤

xT (k+1)S1EibE
T
ibS

T
1 x(k+1)+x(k−d(k))THT

ibHibx(k−d(k)),

−σTi (x(k), x(k − d(k)), k)σi(x(k), x(k − d(k)), k) ≤

ρi1x
T (k)x(k) + ρi2x

T (k − d(k))x(k − d(k).

Therefore, we have

E[∆V1(k)] = E[xT (k)[−P − S1Ai −ATi ST1
+ 2S1EiaE

T
iaS

T
1

+ S1EibE
T
ibS

T
1 + S2EiaE

T
iaS

T
2

+HT
iaHia + 2ρi1I]x(k)

+ 2xT (k)[S1 − S1Ai]x(k + 1)

+ 2xT (k)[−S1Bi − S2Ai]x(k − d(k))

+ x(k + 1)[S1 + ST1 +HT
iaHia

+ S1EibE
T
ibS

T
1 ]x(k + 1)

+ 2x(k + 1)[S2 − S1Bi]x(k − d(k))

+ xT (k − d(k))[2HT
ibHib

+ 2ρi2I]x(k − d(k))],

(8)

The difference of V2(k) is given by

E[∆V2(k)] = E[
k∑

i=k+1−d(k+1)

xT (i)Qx(i)

−
k−1∑

i=k−d(k)

xT (i)Qx(i)]

= E[

k−d1∑
i=k+1−d(k+1)

xT (i)Qx(i)

+ xT (k)Qx(k)− xT (k − d(k))Qx(k − d(k))

+
k−1∑

i=k+1−d1

xT (i)Qx(i)

−
k−1∑

i=k+1−d(k)

xT (i)Qx(i)].

(9)

Since d(k) ≥ d1 we have
k−1∑

i=k+1−d1

xT (i)Qx(i)−
k−1∑

i=k+1−d(k)

xT (i)Qx(i) ≤ 0,

and hence from (9) we have

E[∆V2(k)] ≤ E[

k−d1∑
i=k+1−d(k+1)

xT (i)Qx(i)

+ xT (k)Qx(k)− xT (k − d(k))Qx(k − d(k))].
(10)

The difference of V3(k) is given by

E[∆V3(k)] = E[

−d1+1∑
j=−d2+2

k∑
l=k+j

xT (l)Qx(l)

−
−d1+1∑
j=−d2+2

k−1∑
l=k+j+1

xT (l)Qx(l)]

= E[

−d1+1∑
j=−d2+2

[
k−1∑
l=k+j

xT (l)Qx(l) + xT (k)Q(ξ)x(k)

−
k−1∑
l=k+j

xT (l)Qx(l)

− xT (k + j − 1)Qx(k + j − 1)]]

= E[

−d1+1∑
j=−d2+2

[xT (k)Qx(k)

− xT (k + j − 1)Qx(k + j − 1)]]

= E[(d2 − d1)xT (k)Qx(k)

−
k−d1∑

j=k+1−d2

xT (j)Qx(j)].

(11)

Since d(k) ≤ d2, and

k−d1∑
i=k=1−d(k+1)

xT (i)Qx(i)−
k−d1∑

i=k+1−d2

xT (i)Qx(i) ≤ 0,

we obtain from (10) and (11) that

E[∆V2(k) + ∆V3(k)] ≤ E[(d2 − d1 + 1)xT (k)Qx(k)

− xT (k − d(k))Qx(k − d(k))].
(12)

Therefore, combining the inequalities (8), (12) gives

E[∆V (k)] ≤ E[xT (k)Jix(k) + ψT (k)Wiψ(k)], (13)

where

ψ(k) = [x(k)x(k + 1)x(k − d(k))]T ,

Wi =

Wi11 Wi12 Wi13

∗ Wi22 Wi23

∗ ∗ Wi33

 ,
Wi11 = Q− P,
Wi12 = S1 − S1Ai,

Wi13 = −S1Bi,

Wi22 = P + S1 + ST1 +HT
iaHia + S1EibE

T
ibS

T
1 ,

Wi23 = −S1Bi,

Wi33 = −Q+ 2HT
ibHib + 2ρi2I,

Ji = (d2 − d1)Q− S1Ai −ATi ST1 + 2S1EiaE
T
iaS

T
1

+ S1EibE
T
ibS

T
1 +HT

iaHia + 2ρi1I.
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Therefore, we finally obtain from (13) and the condition (ii)
that

E[∆V (k)] < E[xT (k)Jix(k)],

∀i = 1, 2, ...., N, k = 0, 1, 2, ....

We now apply the condition (i) and Proposition 2.1., the
system Ji is strictly complete, and the sets αi and ᾱi by (5)
are well defined such that

N⋃
i=1

αi = Rn\{0},

N⋃
i=1

ᾱi = Rn\{0}, ᾱi ∩ ᾱj = ∅, i 6= j.

Therefore, for any x(k) ∈ Rn, k = 1, 2, ..., there exists i ∈
{1, 2, . . . , N} such that x(k) ∈ ᾱi. By choosing switching
rule as γ(x(k)) = i whenever x(k) ∈ ᾱi, from the condition
(13) we have

E[∆V (k)] ≤ E[xT (k)Jix(k)] < 0, k = 1, 2, ...,

which, combining the condition (6), Definition 2.3 and the
Lyapunov stability theorem [16], concludes the proof of the
theorem in the mean square.

Remark 1. Note that the result proposed in [2–10, 13–
15] for switching systems to be asymptotically stable under
an arbitrary switching rule. The asymptotic stability for
switching linear discrete time-delay systems studied in [4–9]
was limited to constant delays. In [7–12], a class of switching
signals has been identified for the considered switched
discrete-time delay systems to be stable under the averaged
well time scheme.

IV. NUMERICAL EXAMPLES

Example 1. (Stability) Consider the uncertain switched
discrete-time system (1), where the delay function d(k) is
given by

d(k) = 1 + 4sin2
kπ

2
, k = 0, 1, 2, . . . .

and

(A1, B1) =

([
−0.1 0.01

0.02 −0.2

]
,

[
−0.7 0.01

0.02 0.3

])
,

(A2, B2) =

([
−0.2 0.02

0.03 −0.3

]
,

[
−0.5 0.02

0.04 0.12

])
,

(H1a, H1b) =

([
0.1 0

0 0.2

]
,

[
0.2 0

0 0.3

])
,

(H2a, H2b) =

([
0.4 0

0 0.5

]
,

[
0.1 0

0 0.2

])
,

(E1a, E1b) =

([
5.3 0

0 3.4

]
,

[
3.2 0

0 5.5

])
,

(E2a, E2b) =

([
3.5 0

0 3.3

]
,

[
2.2 0

0 4.3

])
,

(F1a, F1b) =

([
0.1 0

0 0.2

]
,

[
0.2 0

0 0.3

])
,

(F2a, F2b) =

([
0.2 0

0 0.5

]
,

[
0.1 0

0 0.2

])
.

By LMI toolbox of Matlab, we find that the conditions (i), (ii)
of Theorem 1 are satisfied with d1 = 1, d2 = 5, δ1 = 1, δ2 = 1
and

P =

[
1.1329 −0.0010

−0.0010 1.7289

]
, Q =

[
0.0506 −0.0011

−0.0011 0.4454

]
,

S1 =

[
−0.0169 0.0002

0 −0.0798

]
.

In this case, we have

(J1(S1, Q), J2(S1, Q)) =([
−0.2170 −0.0026

−0.0026 −1.8633

]
,

[
−0.3591 −0.0016

−0.0016 −2.0531

])
.

Moreover, the sum

δ1J1(R,Q) + δ2J2(R,Q) =

[
−0.5761 −0.0042

−0.0042 −3.9164

]

is negative definite; i.e. the first entry in the first row and the
first column −0.5761 < 0 is negative and the determinant of
the matrix is positive. The sets α1 and α2 are given as

α1 = {(x1, x2) : −0.2170x21 − 0.0052x1x2 − 1.8633x22 < 0},
α2 = {(x1, x2) : 0.3591x21 + 0.0032x1x2 + 2.0531x22 > 0}.

Obviously, the union of these sets is equal to R2 \ {0}. The
switching regions are defined as

α1 = {(x1, x2) : −0.2170x21 − 0.0052x1x2 − 1.8633x22 < 0},
α2 = α2 \ α1.

By Theorem 1 the uncertain system is robustly stable and the
switching rule is chosen as γ(x(k)) = i whenever x(k) ∈ ᾱi.
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V. CONCLUSION
This paper has proposed a switching design for the ro-

bust stability of uncertain stochastic switched discrete time-
delay systems with interval time-varying delays. Based on
the discrete Lyapunov functional, a switching rule for the
robust stability for the uncertain stochastic switched discrete
time-delay system is designed via linear matrix inequalities.
Numerical examples are provided to illustrate the theoretical
results.
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 

Abstract—In this study, a nonlinear mathematical model for an 

unmanned underwater survey vehicle is obtained. The Navigation 

problem is solved using the inertial navigation system and vision-

based measurements. These are integrated to obtain vehicle’s 

navigation data more accurately. In addition, the magnetic compass, 

depth sensor and Pitot tube are used in order to support vehicle’s 

attitude, velocity and depth information. Performance of the resultant 

navigation system can be analyzed by creating suitable system state, 

measurement and noise models. The navigational data of the vehicle 

can be obtained improved using the extended Kalman filter. The 

mathematical model of the vehicle includes some unknown 

parameters such as added mass and drag parameters. They are 

obtained based on a system identification study of the vehicle using 

this estimated navigation data. All of this study is performed in 

Matlab/Simulink environment. 

 

Keywords — inertial navigation, integration navigation system, 

mathematical modelling, unmanned underwater vehicle, vision-based 

navigation, system identification. 

I. INTRODUCTION 

NMANNED underwater vehicles are used both in 

civilian and military areas frequently. They are most 

important tools to observe underwater. The unmanned 

underwater survey vehicle (SAGA) used in this study, is a 

remotely operated underwater survey vehicle specifically 

developed for the purpose of investigation of underwater and 

equipped with a camera and a two dimensional sonar (see 

Figure1) [1]. It is very easy to obtain navigational data and 

high resolution video, underwater observation, using this 

vehicle. 
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The determination of the vehicle position is important in 

almost all the applications of these kind of vehicles. There are 

different navigation systems for determination of vehicle 

position. In this study, the inertial navigation system (INS) and 

vision-based data collection system are integrated to determine 

the position of the vehicle. INS measures the angular rate and 

acceleration. This measurement data is used to obtain vehicle 

position, velocity and attitude by integration. There are some 

errors involved with this procedure and they quickly increases 

with time in such a way that they are almost useless after a 

very short time if no correction is performed. On the other 

hand, the data collection rate is very fast (above 50 Hz). In the 

vision-based measurement system, the camera is located 

above in the pool of dimensions 5 𝑚 × 5 𝑚. Its position is 

known (The distance of the camera to the pool surface is 

measured). While the vehicle moves in the pool, the camera 

records the video of the moving vehicle continuously. The 

position of the vehicle at a given instant is obtained using the 

known position of the camera and the distance between the 

vehicle and camera (the details are given in Section IV). The 

accuracy of this system is higher than the INS only case (since 

the vision based measurements acts like GPS data), but the 

data collection rate from the vision based measurement system 

is relatively small than the INS. These two navigation systems 

are integrated to obtain a navigation system which is more 

accurate. In addition, the depth data, the attitude data, and the 

velocity of the vehicle, are measured, respectively, with the 

depth sensor, the magnetic compass and Pitot tube. 

 

In general mathematical models of unmanned underwater 

vehicles are nonlinear but linear models can be preferred 
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sometimes [2]. It is focused on a nonlinear mathematical model 

in this study (since it is more accurate). Usually, mathematical 

models of unmanned underwater vehicles (UUV) have some 

unknown parameters such as added mass and damping 

coefficients. The added mass parameters and damping 

coefficients can be obtained from some hydrodynamic software 

programs such as WAMIT, VERES and SEAWAY and, for 

example, SOLIDWORKS. If the structure of the vehicle has 

some symmetry with respect to pitch and yaw planes, added 

mass parameters can be obtained approximately using the strip 

theory [2]. For more accuracy, values of these parameters can 

be improved by a system identification study based on the 

navigational data from pool experiment. In this study, the 

initial approximate values of these parameters are used in the 

original mathematical model (especially, in the design of the 

autopilots). Then, these parameters are improved with a system 

identification study using the data of coming from the 

navigation system. 

II. MATHEMATICAL MODEL 

The mathematical model of an unmanned underwater 

vehicle is obtained as shown in the equations below [2].  

M(v̇) + C(v)v + D(v)v + g(η) = τ = u (1) 

η̇ = J(η)v (2) 

M: The mass of the vehicle,  

C: Centrifugal and Coriolis forces matrix, 

D: Damping matrix,  

g: Gravitational and Buoyancy forces matrix, 

τ: Input vector,  

v: The linear and angular velocity vector of the vehicle,  

η: The position and attitude vector of the vehicle,  

J: Transformation matrix.  
 

𝜂 = [ 𝜂1 ,
𝑇  𝜂2

𝑇 ]𝑇 𝜂1
𝑇 = [𝑥, 𝑦, 𝑧]𝑇 𝜂2

𝑇 = [Ø, 𝜃,𝜓]𝑇 (3) 

𝑣⃗ = [ 𝑣1
𝑇 , 𝑣2

𝑇 ]𝑇 𝑣1⃗⃗⃗⃗⃗ =  [𝑢, 𝑣, 𝑤]𝑇 𝑣2⃗⃗⃗⃗⃗ =  [𝑝, 𝑞, 𝑟]𝑇 (4) 

𝜏 = 𝑢
=  [𝜏1

𝑇 , 𝜏2
𝑇 ]𝑇 

𝜏1⃗⃗⃗⃗ =  [𝑋, 𝑌, 𝑍]𝑇 𝜏2 =⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗ [𝐾,𝑀,𝑁]𝑇 (5) 

 

𝑢 is the column matrix consists of moments and forces 

produced from thrusters. The vehicle has three thrusters. Two 

of them are located horizontally, at right and left sides. The 

last one is located in vertically. The motion in the x-axis 

(surge motion) and the rotation around the z-axis (yaw angle) 

are accomplished by horizontal thrusters. The motion in the z-

axis (heave motion) and the rotation around the y-axis (pitch 

angle) are managed from the vertical thruster. In this study, 

the 3D motion is realized by a suitable combination of right, 

left and vertical thrusters. 

III. INERTIAL NAVIGATION SYSTEM 

The inertial measurement unit (IMU) is the main part of the 

inertial navigation system. The IMU is constructed by 

accelerometers and gyroscopes in three orthogonal axes. 

Accelerometers measure the force vector, fib
b . Gyroscopes 

measure the angular rate vector, wib
b . The position, velocity 

and attitude information of the vehicle are obtained from these 

measured angular rate and force (acceleration) data by 

integration. The position of the vehicle is obtained by twice 

integration of measured force. And the attitude of the vehicle 

is obtained by integration of measured angular rate. These data 

have error since integration error [3]. 

A. Kinematic 

In navigation studies, the linear and angular motions are 

measured in different coordinate systems. The kinematic units 

such as position, velocity, acceleration and angular rates are 

usually expressed in three different frames [3].  

 Object frame, α; 

 Reference frame, β; 

 Resolving frame, ϒ. 

The notation xβα
γ

 is means that the vector 𝑥 is determined in 

the frame α with respect to frame β, and the result is expressed 

in the resolving frame γ. 

B. IMU Modelling and Inertial Navigation Process 

The output information of the accelerometer and gyroscope 

are modelled by the following equations [3].  

 

f̃ib
b = ba + (I3 + Ma)fib

b + wa 

 

(6) 

w̃ib
b = bg + (I3 + Mg)wib

b + Ggfib
b + wg 

 

(7) 

f̃ib
b : The output data of accelerometer; force (acceleration) 

information,  

w̃ib
b : The output data of gyroscope; angular rate 

information,  

fib
b : The actual force (acceleration),  

wib
b : The actual angular rate,  

ba and bg: The bias errors of accelerometer and gyroscope,  

Ma and Mg: The scale-factor and cross-coupling errors of 

accelerometer and gyroscope,  

wa and wg: The random noise in accelerometer and 

gyroscope measurements,  

Gg: The further error source of gyroscope, gyro dependent 

bias,  

I3: 3 × 3 Unit matrix. 

 

The inertial navigation process integrates the output of the 

IMU to produce position, velocity and attitude information. 

The navigation equations are constructed in four stages. These 

stages are attitude update, specific-force frame transformation, 

velocity update and position update. The reference frame is 

chosen as the Earth-Centered Earth-Fixed frame (ECEFF). 

C. Attitude Update 

The attitude update of Earth-frame navigation equations is 

obtained as shown below, using the angular rate, wib
b  

information [3]. 

 

Cb
e(+) ≈ Cb

e(−)(I3 + Ωib
b τi) − Ωie

e Cb
e(−)τi (8) 
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The matrix Cb
e, is the attitude matrix of the vehicle and Ωib

b  

is the measured angular rate of the IMU. It is the angular rate 

of the body coordinate frame related to the inertial coordinate 

frame and it is a skew-symmetric matrix. The matrix Ωie
e , is 

the earth angular rate with respect to the inertial coordinate 

frame and it is a skew-symmetric matrix. The constant τi, is 

the integration time range. 

D. Specific-Force Frame Transformation 

The vehicle force information of the body-fixed coordinate 

frame related to inertial coordinate frame fib
b  is updated and 

resolved in the earth coordinate frame. This force is updated 

using the updating attitude vector, Cb
e [3]. 

 

𝑓𝑖𝑏
𝑒 (𝑡) ≅

1

2
(𝐶𝑏

𝑒(+) + 𝐶𝑏
𝑒(−))𝑓𝑖𝑏

𝑏  (9) 

E. Velocity Update 

The vehicle’s velocity related to the earth frame is updated 

as follows, using the earth centered force and gravity [3]. 

 

𝑣𝑒𝑏
𝑒 (+) ≈ 𝑣𝑒𝑏

𝑒 (−) + (𝑓𝑖𝑏
𝑒 + 𝑔𝑏

𝑒(𝑟𝑒𝑏
𝑒 (−)) − 2𝛺𝑖𝑒

𝑒 𝑣𝑒𝑏
𝑒 (−))𝜏𝑖 

 

(10) 

F. Position Update 

The vehicle’s position related to the earth frame is updated 

as follow, using the updating velocity data [3]. 

 

𝑟𝑒𝑏
𝑒 (+) = 𝑟𝑒𝑏

𝑒 (−) + (𝑣𝑒𝑏
𝑒 (−) + 𝑣𝑒𝑏

𝑒 (+))
𝜏𝑖

2
 (11) 

IV. VISION-BASED NAVIGATION SYSTEMS 

The vision-based navigation system as seen in figure 2 

consists of the camera which is located above the pool 

(5𝑚 × 5𝑚). This camera is positioned at a known height from 

the pool. The angle (𝑎), or the distance d, can be obtained 

using the captured vision. In particular, the distance d is 

proportional to the number of pixels between the center of the 

image and the vehicle’s center in the captured image. The 

depth data is taken from depth sensor in the vehicle. While the 

vehicle moves in the pool, the camera whose position is 

known records visions of the vehicle. The vertical distance 

between camera and vehicle, ℎ is obtained from known 

vehicle’s depth and height of the camera.  

V. INTEGRATION NAVIGATION SYSTEM 

The vision-based measurement system and INS are 

integrated to produce the navigation solution which is more 

accurate. The position and attitude data of the vehicle 

originally comes from IMU. Also, the attitude data of the 

vehicle is obtained from the magnetic compass mounted on 

the vehicle. The depth data of the vehicle is obtained from the 

depth sensor mounted on the vehicle. The velocity data of the 

vehicle is taken from Pitot tube. The vision-based 

measurement system acts as a kind of GPS data to improve the 

position information produced by IMU [4]. The Loosely 

Coupled integration architecture is chosen as the basic 

navigation fusion algorithm. In this study, the data collection 

rate of the camera is 1Hz, INS is 50 Hz, magnetic compass is 

10 Hz and the other sensors are 1 Hz. The synchronization of 

the different data collection rates is achieved by holding the 

lower rates at their previous values until new data comes in. In 

this way, the system works as if all the data is collected at the 

highest data collection rate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. STATE SELECTION and SYSTEM MODEL  

In this study, the error states are estimated. The extended 

Kalman filter is used as the estimation algorithm [5]. 

Error states are chosen as the attitude, velocity and position 

of the vehicle related to earth frame and the bias errors of 

accelerometer and gyroscope. These are shown as follows.  

 

𝑥𝑒𝑏
𝑒 = [𝜕𝜑𝑒𝑏

𝑒 𝜕𝑣𝑒𝑏
𝑒 𝜕𝑟𝑒𝑏

𝑒 𝑏𝑎 𝑏𝑔]𝑇 (12) 

 

𝜕𝜑𝑒𝑏
𝑒 : The attitude error vector of the vehicle, 

𝜕𝑣𝑒𝑏
𝑒 : The velocity error vector of the vehicle,  

𝜕𝑟𝑒𝑏
𝑒 : The position error vector of the vehicle. 

The attitude variation of the vehicle with respect to time is 

𝜕𝜑̇𝑒𝑏
𝑒 = 𝐶̂𝑏

𝑒𝑏𝑔 − 𝛺𝑖𝑒
𝑒 𝜕𝜑𝑒𝑏

𝑒 . (13) 

 

The gravity error changes with respect to the position error. 

In this application, the gravity variation related to position 

variation is small and neglected. So, the variation of the 

velocity error is shown below. 

 

𝜕𝑣̇𝑒𝑏
𝑒 = 𝐶̂𝑏

𝑒𝑏𝑎 − (𝐶̂𝑏
𝑒𝑓𝑖𝑏

𝑏)˄𝜕𝜑𝑒𝑏
𝑒 − 2𝛺𝑖𝑒

𝑒 𝜕𝑣𝑒𝑏
𝑒  (14) 

 

The variation of the position error is then as follows. 

 

𝜕𝑟̇𝑒𝑏
𝑒 = 𝜕𝑣𝑒𝑏

𝑒   

(15) 

The state space representation of the system is: 

 
Fig. 2 the schematic illsutration of integrated navigation 

system 
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𝑥̇ = 𝐹𝑥 + 𝑄𝑤 (16) 

[
 
 
 
 
 
𝛿𝜑̇𝑒𝑏

𝑒

𝛿𝑣̇𝑒𝑏
𝑒

𝛿𝑟̇𝑒𝑏
𝑒

𝑏̇𝑎

𝑏̇𝑔 ]
 
 
 
 
 

=

[
 
 
 
 
 

−𝛺𝑖𝑒
𝑒 03 03 03 𝐶̂𝑏

𝑒

−𝐶̂𝑏
𝑒𝑓𝑖𝑏

𝑏˄ −2𝛺𝑖𝑒
𝑒 03 𝐶̂𝑏

𝑒 03

03 𝐼3 03 03 03

03 03 03 03 03

03 03 03 03 03]
 
 
 
 
 

[
 
 
 
 
 
𝛿𝜑𝑒𝑏

𝑒

𝛿𝑣𝑒𝑏
𝑒

𝛿𝑟𝑒𝑏
𝑒

𝑏𝑎

𝑏𝑔 ]
 
 
 
 
 

 

 

(17) 

𝛺𝑖𝑒
𝑒 = [

0 −𝑤𝑖𝑒
𝑒 0

𝑤𝑖𝑒
𝑒 0 0

0 0 0

] 

 

(18) 

The covariance matrix of the system noise is given by [3]. 

 

𝑄 =

(

 
 
 

𝑛𝑟𝑔
2 𝐼3 03 03 03 03

03 𝑛𝑟𝑎
2 𝐼3 03 03 03

03 03 03 03 03

03 03 03 𝑛𝑏𝑎𝑑
2 𝐼3 03

03 03 03 03 𝑛𝑏𝑔𝑑
2 𝐼3)

 
 
 

𝜏𝑠 

 

(19) 

The values of nrg
2 , nra

2 , nbad
2  ve nbgd

2  are the power density 

of random noise of gyroscope, accelerometer, the power 

density of bias error of the accelerometer and the gyroscope, 

respectively. The value of σra is the standard deviation of the 

measurement force noise in the accelerometer and the value of  

σrg is the standard deviation of the measurement angular rate 

noise in the gyroscope. Also, τi is the time range of the 

integration. The values of σbad, σbgd are bias deviation of the 

accelerometer and gyroscope and the time related to these 

deviations are τbad and τbgd. 

  

𝑛𝑟𝑎
2 = 𝜎𝑟𝑎

2 𝜏𝑖 

𝑛𝑟𝑔
2 = 𝜎𝑟𝑔

2 𝜏𝑖 

𝑛𝑏𝑎𝑑
2 = 𝜎𝑏𝑎𝑑

2 𝜏𝑏𝑎𝑑 

𝑛𝑏𝑔𝑑
2 = 𝜎𝑏𝑔𝑑

2 𝜏𝑏𝑔𝑑 

(20) 

 

The data from the IMU comes in discrete time. Hence, the 

equivalent representation of the Equation 16 in discrete time is 

used.  

 

𝑥𝑘+1 = 𝛷𝑘𝑥𝑘 + 𝑤𝑘  (21) 

 

The state transition matrix, Φk is derived from the system 

dynamics matrix F and time range ∆t = 𝑡𝑘+1 − 𝑡𝑘 [6]. This 

matrix is assumed to be constant during the sampling interval. 

The second and higher order terms in the expansion below are 

neglected. 

 

𝛷𝑘 = 𝑒𝐹∆𝑡 = 𝐼 + 𝐹∆𝑡 +
(𝐹∆𝑡)2

2!
+ ⋯ 

(22) 

VII. MEASUREMENT MODEL 

The measurement model is composed of the attitude, 

velocity and position errors. The attitude data comes from 

IMU and magnetic compass. The velocity data comes from 

IMU and Pitot tube. Also, the position data is comes from 

IMU and the vision-based measurement system. In addition, 

the depth information is provided from depth sensor [7]. The 

IMU data rate is taken as the reference data rate (i.e., the 

highest data collection rate among measurements). The error 

model of IMU is considered to be the static error model (i.e., a 

time invariant representation is assumed) [8]. The 

measurement noise is assumed as the zero mean Gaussian 

noise. The measurement matrix for the extended Kalman filter 

is given by [3]: 

 

𝑧 = 𝑚 − 𝑚𝑟𝑒𝑓 (23) 

The variation of the measurement vector related to the earth 

frame is obtained as follow. 

 

𝜕𝑧𝑘 = [

𝜕𝜑𝑒𝑏
𝑒

𝛿𝑣𝑒𝑏
𝑒

𝛿𝑥𝑒𝑏
𝑒

] = [

𝜑𝑚.𝑐 − 𝜑𝑖𝑚𝑢

𝑣𝑝𝑡𝑡 − 𝑣𝑖𝑚𝑢

𝑥𝑖𝑚𝑢 − 𝑥𝑘𝑎𝑚𝑒𝑟𝑎 − 𝑥𝑑𝑒𝑝𝑡ℎ

]  

(24) 

Hk, measurement matrix is obtained as: 

 

𝐻𝑘 = [

𝐼3 03 03 03 03

03 𝐼3 03 03 03

03 03 𝐼3 03 03

] (25) 

 

The measurement covariance matrix is chosen as: 

 

𝑅 = [

𝑅11 03 03

03 𝑅22 03

03 03 𝑅33

] (26) 

 

VIII. SIMULATION RESULTS 

The error states are estimated using the extended Kalman 

filter algorithm for the 3D motion. Results have been obtained 

in a Matlab/Simulink environment. 

The actual velocity, attitude and position data with respect 

to time is shown in figures 3, 4 and 5, respectively. The 

vehicle moves in 3D with surge (𝑢) and heave (𝑤) speeds and 

yaw (𝜑) and pitch (𝜃) angles. The estimated position error 

shown in figure 6 is obtained from the integrated navigation 

system. As seen in figure 6, estimated depth error is smaller 
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than the other position errors (𝑥 and 𝑦), since and additional 

sensor (i.e., depth sensor) is used to support the measurements 

in the z direction. Figures 7 and 8, show the estimated attitude 

error and estimated velocity error, for the integrated 

navigation system, respectively. As observed from the 

simulation results, the estimated error states are small in the 

integrated navigation system. Thus, the more accurate position 

of the vehicle is obtained by this navigation system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 the actual velocity of the vehicle 
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Fig. 4 the actual position of the vehicle 
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Fig. 5 the actual attitude of the vehicle 
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Fig. 6 the estimated position errors 
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Fig. 7 the estimated attitude errors 
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Fig. 8 the estimated velocity errors 
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IX. SYSTEM IDENTIFICATION 

The mathematical model of SAGA used in this study 

involves some unknown parameters such as added mass and 

damping coefficients. These parameters are originally 

obtained approximately. Their more accurate values are to be 

obtained by a system identification study. An uncoupled 

motion model is preferred in order to concentrate on certain 

parameters more accurately in the measurements. These 

motions and parameters are shown in the following table. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Since the vehicle cannot perform sway and roll motion, the 

parameters of 𝑌𝑣 , 𝑌𝑣̇, 𝐾𝑝 ve 𝐾𝑝̇ cannot be identified accurately. 

Other parameters are obtained by solving an optimization 

problem whose cost function, (𝐽) is determined as  

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐽 = ∑[𝑑𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑑𝑚𝑜𝑑𝑒𝑙]
2

𝑛

𝑖=1

 

 

𝑑𝑚𝑜𝑑𝑒𝑙  ≈ 𝑎𝑑𝑑𝑒𝑑 𝑚𝑎𝑠𝑠 𝑎𝑛𝑑 𝑑𝑎𝑚𝑝𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠  

 

(27)

 

 

This optimization problem is solved using “fminsearch” 

algorithm of Matlab optimization toolbox. 𝑑𝑚𝑜𝑑𝑒𝑙) in this 

optimization problem is generated from the simulation model 

by using the (recorded) inputs obtained from the physical 

system in experimentation [4]. 

 

A. Surge Motion Test 

The right and left thrusters are activated with equal force. 

The vehicle moves in the x-direction with surge speed (𝑢). 

This surge motion equation is as follows. 

 

∑ 𝑋 = (𝑚 − 𝑋𝑢̇)𝑢̇ − 𝑋𝑢𝑢 
(28) 

where, 

 

∑𝑋: The total force with direction 𝑥 direction,  

𝑚: The mass of the vehicle,  

𝑢: The surge speed of the vehicle.  

 

The parameters related to this surge motion,  𝑋𝑢̇ ve 𝑋𝑢 as 

shown in table 2, are obtained from the solution of the 

associated optimization problem.  

B. Yaw Motion Test 

The right and left thrusters are activated with different 

forces. The vehicle rotates about the z-axis with angular rate 

(𝑟) and yaw angle (𝜑) in the 𝑥𝑦 plane (i.e., yaw plane). This 

motion equation is as follows. 

 

∑𝑁 = (𝐼𝑧 − 𝑁𝑟̇)𝑟̇ − 𝑁𝑟𝑟 
(29) 

where, 

 

∑𝑁: The total moment in the yaw plane,  

𝐼𝑧: The inertia tensor of the vehicle in the z-axes, 

𝑟: The angular rate component in the z-axes. 

 

The parameters related to yaw plane motion, 𝑁𝑟̇ ve 𝑁𝑟 as 

shown in table 2, are obtained from the solution of the 

associated optimization problem. 

C. Pitch Motion Test 

The vertical thruster is activated. The vehicle moves in the 

𝑥𝑧 plane (i.e., pitch plane) with heave speed (𝑤) and pitch 

angle (𝜃). The pitch motion equation is as follows. 

 

[
∑𝑍

∑ 𝑀
]

= [
(𝑚 − 𝑍𝑤̇)𝑤̇ − 𝑍𝑤𝑤

(𝐼𝑦 − 𝑀𝑞̇)𝑞̇ − 𝑀𝑞𝑞 + (𝑧𝐺 − 𝑧𝐵)𝑊𝑠𝑖𝑛𝜃
] 

(30) 

 

where, 

 

∑𝑍: The total force in the 𝑥𝑧 plane,  

∑𝑁: The total moment in the 𝑥𝑧 plane,  

𝑧𝐺 , 𝑧𝐵: The gravity and buoyancy forces component along 

the 𝑧 axis, 

𝐼𝑦: The inertia tensor of the vehicle along the 𝑦 axis, 

𝑤, 𝑞: The heave speed in the 𝑧 direction and the angular rate 

component in the y-axis. 

The parameters are related to pitch motion 𝑍𝑤, 𝑀𝑞, 𝑍𝑤̇ ve 

𝑀𝑞̇ as shown in table 2, are obtained from the solution of the 

associated optimization problem. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Motion Parameter 

Surge 𝑋𝑢 and 𝑋𝑢̇ 

Sway 𝑌𝑣 and 𝑌𝑣̇ 

Heave 𝑍𝑤 and 𝑍𝑤̇ 

Roll 𝐾𝑝 and 𝐾𝑝̇ 

Pitch 𝑀𝑞 and 𝑀𝑞̇ 

Yaw 𝑁𝑟 and 𝑁𝑟̇ 

 

Table.1 the decoupled motion of the vehicle and 

related parameters 

 

 

Motion 
Damping 

Parameters 

Added Mass 

Parameters 

Surge 𝑋𝑢 =-11.7439 𝑋𝑢̇ =   -1.6300 

Yaw 𝑁𝑟 =-16.846 
𝑁𝑟̇ =   -0.0144 

 

Pitch 𝑍𝑤 =-18.4213 
𝑍𝑤̇ =   -1.1366 

 

Pitch 𝑀𝑞 =-0.6004 
𝑀𝑞̇ =   -0.1547 

 

 

Table. 2 added mass and damping parameters as the result of 

optimization 
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X. CONCLUSION 

The nonlinear mathematical model of SAGA is obtained 

from a combination of a system identification and a navigation 

study. The navigation problem is solved by integrating the 

IMU data with all the remaining sensor information, and in 

particular, the vision based measurement system. As usual, all 

the measurement data is noisy. The fusion is performed using 

an Extended Kalman Filter algorithm. It is seen that the 

estimated state error is much smaller in the integrated 

navigation system. The system identification of SAGA is 

achieved by using the estimated data from the integrated 

navigation system. The unknown parameters, added mass and 

damping coefficients are obtained more accurately as the 

result of the system identification study.  

In the future, the real physical world pool experiment will 

be performed for SAGA. During the system identification 

study, classical optimization algorithms in MATLAB 

(fminsearch algorithm) as well as evolutionary optimization 

techniques such as differential evolution, particle swarm 

optimization and genetic algorithms will be used and 

compared.  
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The Video Game As Practice For Developing 

Virtual Reality Sports Jumping Skills in Children 

5 Years. Case Study of Innovative Practices in 

Educational Institutions of Bogotá, Colombia 
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Abstract — The world of video games is a field of constant 

development. The possibility of applying video games to learning and 

developing of bodily skills has permitted deploying this experience; 

the object of this quasi-experimental research consisted in analyzing 

the effects of using video games where physical activity and sports 

practice are exerted, promoting development on locomotor skills like 

jumping in children 5 years of age, belonging to state educational 

institutions in Engativá in the city of Bogotá (Colombia) for which 30 

children were selected: 15 (control) and 15 (intervention). These 

children were subjected to the application of tests during continuous 

weekly sessions during three moments: warm up, interaction and 

application with the running virtual game, and stretching of the 

principal muscle groups of lower limbs. Before the applications, 

anthropometric data (weight, height, and BMI) were collected from 

the study population. The study found that the motivation induced by 

the sports practice, upon including the use of virtual reality video 

games with repetition exercises with bodily extension and elongation 

movements, influences the locomotor jump pattern in children 5 

years of age. These permit broadening the capacities of sports 

practices as part of the bodily and sports formation process in state 

educational institutions.  

Keywords: Virtual reality video games, locomotor patterns, 

sports skills, innovative strategies  

 

I. INTRODUCTION 

 

se of virtual reality games has extended to diverse human 

activities in populations of all ages. Besides the 

technological advances, among the reasons why the use 

of these games has increased are the family dynamics where 

parents spend their days in working activities and children 

spend their leisure time on video games, the internet, and 

television, given that the time to share with the family in 

outdoor activities has been reduced. This has contributed to 

the growth of the digital culture throughout the world. 

Information and Communication Technologies (ICTs), as well 

as virtual reality games have become strategic allies in 

learning processes, given that interactivity increases 

motivation, a process underlies learning. In this same sense, 

said games have been used as cognitive and physical 

rehabilitation methods [1], in neurological pathologies, like 

strokes and Alzheimer’s disease [2].  

 

Therein, the use of video games, by using and developing 

national standards as pedagogic strategy when employed with 

child population, may provide an exhaustive framework of 

interest and investigation and – in relation to quality standards 

– may be related to the integration of new technologies that, 

according to the Ministry of Information Technologies and 

Telecommunications (MINTIC, 2014), must be appropriated 

from the inclusion of educational strategies that support the 

teaching practice as of the institutional management and 

evaluation of their impact upon child populations.   

 

Another important aspect to keep in mind is how mental 

learning and motor learning are generated in human beings. 

Thus, mental learning is defined as the acquisition and 

improvement de knowledge and intellectual capacities and 

skills [3]; psychomotor learning is the process through which 

the child relates, is aware of and adapts to his/her 

surroundings, including aspects like expressive and 

comprehensive language, visual-motor coordination, gross 

motor skills, balance, and the social-affective aspect, which is 

related to self-esteem. Through the manipulation of objects 

and domain of space by walking, the child acquires sensory-

motor experiences that will allow him or her to construct 

concepts, which will translate into ideas and will develop their 

thinking and capacity to reason [4,5]. This association is 

evidenced during the children’s early stages when their 

cognitive processes are produced through their motor activity, 

by manipulating and moving objects around them, to create 

significance as a result of the construction of learning through 

their context, bringing the children to stimulate their motor 

processes and motor skills. This inter-relation must be 

reinforced through the combination of the teaching (mental 

learning) with motor activities like the use of virtual reality 

games (motor learning). 

Motor learning and, thus, significant learning can be 

influenced by virtual reality games through their influence on 

the pre-motor cortex. This cortex has direct connections with 

U 
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the primary motor area and contributes with 30% of the axons 

that make up the corticospinal and corticobulbar tracts. The 

pre-motor cortex is constituted by two components: lateral and 

medial. The lateral component facilitates development of 

conditional tasks with visual cues and the medial component 

participates in the selection and initiation of movements 

through more internal than external signals, motivation [5]; 

virtual reality games can influence directly on motor learning 

processes by providing visual cues and impacting directly on 

motivation. 

 

This contextualization seeks to apply, through a quasi-

experimental design, the development of sports jumping skills 

in children 5 years of age from the influence of the practice of 

virtual reality video games. This technology is seen as an 

innovative learning strategy within educational institutions, 

promoting, in the area of sports, development of skills 

appertaining to the human bodily formation that must be 

developed from early ages, through the stimulus of mental 

skills concerning processes like attention and memory, 

generating effects on the performance of coordinated 

locomotor patterns that must be developed between 5 and 7 

years of age and which are fundamental to start the practice of 

a sports discipline. 

 

Besides the study’s principal objective, it sought to highlight 

that the use of this technology is useful as an innovative 

pedagogical strategy in the physical education formation field 

in state institutions as a support tool for the teacher and a 

complement in conducting outdoor activities. Given the need 

for surveillance and control by government entities on the 

prevention of disease related to lack of physical activity or 

sedentary lifestyles, this type of technology is suggested as a 

way of staying active at home, propitiating family union and 

healthy lifestyles. 

 

 

II. CONCEPTUAL FRAMEWORK 

 

It is important to introduce the basic element of study, the 

evolution of video games and their transition onto the world of 

sports education. With this concept, it may be stated that it is 

an ubiquitous tool in the activities of professors interested in 

innovating as part of the formation process; concretely, it could 

be defined as a document containing the organized records of 

all the data and knowledge that refer to physical education and 

video games and which serve as foundation for the diagnosis of 

a useful educational application in this area. 

 

Games have been broadly addressed by different academic 

disciplines like math, history, philosophy, sociology, motor 

praxeology, etc. [6]. The importance of games for human 

beings and for culture is more than a universal consensus; in 

the end, it fulfills the ludic and socialization needs of all 

animals, including humans, according to that indicated by 

Caillois 1958 cited by Bortoleto 2006 [6]. This is why ludic 

activities in general and the game motor constitute a 

fundamental content for the educational and/or recreational 

environment, with this being largely the responsibility of 

physical education teacher.  

 

Virtual reality games have also been used to maintain active 

lifestyles [7], [8], [9]. Some authors establish the relationship 

between the practice of physical activity and motor 

development [10]. Due to these findings, it may be inferred 

that a relationship exists between using virtual reality games 

and the maturity of basic locomotor patterns. 

  

In spite of the benefits derived from using virtual reality 

games, some studies have observed negative effects from their 

practice, mainly for the visual system [11] and the 

musculoskeletal system [12]. 

 

Studies recommend increasing research on attention processes 

and their relationship with the maturity of locomotor patterns 

implied in the use of these types of video games. Due to this, 

the objective of this study was to identify the influence of the 

practice of virtual reality games on attention processes related 

with the jump motor pattern in children 5 years of age.  

 

A. Virtual Reality Video Games 

 

A videogame is an interactive information technology 

program destined for entertainment and which can operate in 

diverse devices: computers, game consoles, mobile phones, 

etc. It integrates audio and video and permits enjoying 

experiences that, in many cases, would be difficult to 

experience in reality. 

 

The characteristics of video games include: the quality of 

graphics (at the beginning in two dimensions, and currently in 

3D), game control must be easy to use and intuitive, and sound 

(from the speaker to surround sound) [13]. 

 

Diverse types of video games exist, among them we could 

name adventure games (intelligence tests or puzzle solving to 

advance), arcade (skills activities), sports, strategy (coordinate 

actions), role playing (players manage a personality and it 

evolves during the game according to the user’s decisions), 

and simulation (some type of action is simulated like, for 

example piloting an airplane) [13]. 

 

Virtual reality games enter an exclusive range of tools in 

which users can venture creatively to where the limit of their 

imagination permits. Therein lays, quite possibly, the biggest 

attraction, given that imagination and creativity have an 

opportunity to be executed in an unlimited and artificial 

"world". The origin of these games is the Department of 

Defense of the United States, where they were created as 

material for an aviation class during the 1970s for flight 

simulations by practicing and not risking lives [14]. 
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B. Locomotor Patterns 

 

Children progressively develop skills in movements, from the 

first involuntary reflex movements to highly complex abilities. 

The early childhood period (2 to 7 years of age) is critical for 

the development of elemental motor patterns. Children who do 

not mature motor patterns during this period frequently exhibit 

difficulties in carrying out more complex motor skills like 

sports movements.  

 

Locomotor patterns are those movements that allow children 

to explore space; these include: walking, running, high and 

long jumping, hopping, galloping, and climbing. These 

fundamental movements are observable behavioral patterns 

that can be divided into three stages [15]: 

 

Initial Stage: This stage represents the first guided goal the 

child tries to execute; its movements are characterized by 

an inappropriate sequence, restricted use of the body, and 

poor rhythmic coordination. There is almost no spatial and 

temporal integration; the two-year-old child’s movements 

of locomotion, manipulation, and balance are typical of 

this stage. 

 

Elemental Stage: There is greater control and better 

rhythmic coordination of the fundamental movements. 

Temporal and spatial elements are more coordinated; 

however, the pattern is still exaggerated or restricted. 

Children between 3 and 4 years of age present a great 

variety of movements during the Elemental Stage. 

 

Mature Stage: It is characterized by mechanical efficiency, 

coordination, and controlled performance. Children 

between 5 and 7 years of age can and should be in this 

Mature Stage. 

 

C. Relationship between Video games and Physical 

education 

 

  Currently, the standards of creating and designing video 

games from Information and Communication Technologies 

serve to design learning materials, given that their construction 

employs cognitive modification elements.  

 

  Under this design conception of teaching – learning 

situations emerge: 1. Speed as greater experience to process 

information upon designing arcade video games; 2. 

connectivity, from synchronously and asynchronously 

operability, which is why it is supported on the capacity to 

solve problems; 3. constant action in which children and 

adolescents rarely need manuals to learn the operation of 

information technology elements; thereby, learning them 

intuitively [16]. 4. Guidance in solving problems, guided from 

the approach to the capacity to design in which constant 

revision of the action exists; 5. Immediate reward in which 

adolescents request usefulness of contextualized knowledge; 

6. Importance of fantasy, which is a primordial element of 

current video games; 7. Positive vision of technology; without 

the existence of fears associated to it, which permits its use.  

 

 

   With respect to sports video games reference model, these 

games reproduce known sports, like: football, basketball, or 

golf, which are available in 2D and 3D. These games require 

coordination and strategy, particularly if the player has to 

manage a team [17] [6]; according to this, age considerations 

exist, given that activities are associated to the level or age 

group to which the games are destined. Likewise, the language 

level used must be adequate for the age group.  

 

The video game’s action time must be optimal to complete the 

challenges, thus, ensuring [17] that students have the 

necessary time to end the levels of the match and benefit from 

the educational characteristics.   

 

D. Pedagogic Considerations of Using Video Games  

 

A pedagogic structure based on the structure of video game 

use within physical education and sports education that has 

been traditionally used by teachers, without other support than 

gymnastic artifacts or open spaces centered on rules can be 

used to emulate conditions of static locomotion. Because of 

this, which when implementing an evaluation from measuring 

with learning curves with the arcade game, it is considered 

necessary to have a simple curve adequate for the age of 

application – permitting players (boys, girls) to make mistakes 

and start again.  

 

Every activity designed for use in the educational context must 

consider using characteristics in said design that promote the 

pedagogical needs of the population in which these will be 

employed. These activities must be constructed under ludic 

concepts, facilitating conceptualization and manipulation by 

the students to whom they are aimed [6]. Experience in the 

implementation of video game standards and their use permits 

enhancement and sufficient maturity on the development of 

the individual’s own processes.  

 

According to the aforementioned, another pedagogic 

consideration is extracted from the video game’s own content, 

which should illustrate the subject taught, [17] although the 

content may not be strictly related with the study plan. As it 

regularly occurs, it may contribute a clear and simplified 

representation of any of the concepts taught.  

 

Clear objectives. According to this, professors should make 

sure that the objectives of the game are clearly defined for 

students to know exactly what is asked of them. Frustrating 

situations may arise if the instructions are not precise and 

students could feel blocked because they do not know how to 

advance in the game.  

 

Clear progress. Professors should check if the player’s 

progress is shown in markers or progress bars and will help 

students to have a positive attitude with respect to their 
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provision and will show them that their actions influence their 

progress, which should motivate players to become 

responsible for their learning activities.  

 

 

E. Follow up and Evaluation of Using Video Games and 

Physical Activity 

 

A standard in designing said activities and themes on virtual 

reality has opted for working from the evaluation and follow-

up systems that permit an adequate follow-up system of the 

student. For the thematic interest, the child’s progress can be 

measured from the performance and evaluations prior to its 

use. Said conditions and aspects can be analyzed. This was not 

included in most video games and simulators; however, some 

are compatible [17] [6]with sharable content object reference 

model (SCORM) and can be integrated onto a learning 

management system (LMS), which permits following the 

process of students and identifying the points that need more 

attention.  

 

III. METHODOLOGY 

 

This study was developed through a quasi-experimental design 

with pre-test, post-test, and a control group; the study was 

approved by the ethics committee at an educational institution 

in Bogotá, Colombia. The intervention group was exposed to 

the use of virtual reality video games from the Nintendo Wii 

console, during two sessions per week of virtual reality games 

for one month. Each session was carried out in three parts or 

moments: a first part for warm up; then, 15 minutes of 

interaction with the game, and – finally – stretching of the 

main muscle groups of the lower limbs. The control group was 

not exposed to any type of interaction with the video game. 

 

La study population fulfilled the following inclusion criteria: 

children 5 years of age who belonged to educational 

institutions located in the city of Bogotá, who had never 

practiced virtual reality sports games, and who had all their 

physical and mental capacities, whose locomotor jump pattern 

was at the Initial Stage, and whose parents or legal guardians 

had signed the informed consent. Informed consent was also 

obtained from the children. 

 

After signing the paperwork to participate in the study, the 

study population was evaluated pre- and post-intervention, 

which contained personal and anthropometric data, as well as 

data on the stages of their fundamental patterns.  

 

Upon ending the intervention and evaluation processes, the 

data were used comparatively among the groups and among 

the evaluations, thus, identifying if any influence existed of 

the video games on the locomotor jump pattern in 5-year-old 

children. 

 

 

IV. RESULTS AND DISCUSSION 

 

The total study population was 30 children of which 15 

belonged to the control group and 15 belonged to the 

intervention group. The anthropometric characteristics of the 

study population and of the intervention population are shown 

in Table 1. From these data (weight and height), the body 

mass index (BMI) was obtained. 

 
 

Table 1. Anthropometric characteristics of the study population 

 

From the table, it may be noted that the BMI in the population 

is normal, with the presence of low weight, overweight, or 

obesity conditions. 

 

Figure 1 describes changes in the locomotor jump pattern 

stage, in the control and intervention groups, that is, children 

who were in the Elemental Stage and moved on to the Initial 

Stage or who were in the Initial Stage and moved on to the 

Mature Stage.  

 
Figure 1. Percentage of change during the stage of the locomotor jump 

pattern in the control group and intervention group 

 

The start of these types of ludic-motor situations adapted 

and/or created based on motor skills –locomotor jump pattern 

– whose percentage was increased from the use of virtual 

reality video games, making use of the ludic and motivational 

potential interpreting the action that can be generated when 

using an arcade video game with educational characteristics 

for the area of primary physical education.   

 

Development of this measurement permits defining if the 

increased incursion into the new Information and 

Communication Technologies from improved strategies of 

using video games may differ on the motivation of the sports 

practice.   

 

Although references of studies on the effect of virtual reality 

games in developing locomotor patterns have been limited, 

this study agrees with investigations that have found positive 

 Weight Height BMI 

Control 19.8 + 2.39 108.8 + 7.14  16.7 + 1.90 

Intervention 18.0 + 2.86 107.8 + 6.41 15.5 + 1.88 
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effects of these types of games in learning motor activities in 

patients with neurological damage, such as: cerebrovascular 

disease, spinal cord injury, multiple sclerosis, Parkinson’s 

disease, and brain damage due to trauma [18]. Said effect can 

be attributed to three key elements: repetition, sensory 

feedback, and the motivation these games provide due to the 

interaction and immersion in the video game. 

 

 

Controversy exists about the quality of motor activities learnt. 

Prior studies consider that the movements are similar or 

equivalent, this is why they are recommended to learn motor 

tasks [19]; however, due to the difference in perception less 

precision has been observed in the movements [20], [21], [22].  

 

Another point of debate is the applicability of motor activities 

in reality; nevertheless, some investigations have found that 

virtual reality games provide motor learning in the three 

dimensions of space, corresponding to the movements made in 

the real world [16]. The relationship of motor learning with 

intellectual learning is such that virtual reality systems are 

used for training in non-medical practices, like aviation, 

nuclear and industrial systems, and in medical practices like 

training for endoscopic surgery, general surgery, vascular 

surgery, orthopedics, and neuro-rehabilitation. 

 

 

As a Project to include technology in the development of 

locomotor skills, using virtual reality video games under 

professional guidance, from teacher support and advice, it 

permits diminishing displacement to adequate scenarios for 

sports practices and using space in state educational 

institutions. Thus, body awareness [6], refers to open spaces as 

pedagogical elements in which bodily management is part of 

the expression represented by the game itself as element of 

formation and not as the sole formation element of the 

individual who interacts. 

 

Finally, state institutions, from the need to incorporate these 

types of innovative pedagogical strategies onto infant 

populations, must permit incorporating technologies in the 

generation of cognitive processes as in the development of 

physical skills in a forefront educational system; distancing 

boys, girls, and later future adolescents from useless activities 

and waste of time. Said development and design of 

motivational techniques under the conception of greater 

physical activity will make useful times of dedication to sports 

education, development of cognitive skills and, hence, 

physical skills, contributing to a holistic formation in 

adolescents in future societies. 

The execution of the influence of the use of video games as 

strategy permits exercising diverse psychomotor coordination 

skills, while delving into the knowledge of the regulations and 

strategies of sports. This, applied to the case study for Santa 

Fé in the city of Bogotá, Colombia will provide the education 

system a redefinition of its use improvement component in the 

system of sports education strategies. 

 

V. CONCLUSIONS 

 

This research starts a path where investigations may be 

conducted to include broader study samples, with more 

objective tests to evaluate the locomotor pattern, increased 

amount of video game sessions, and statistical tests to 

determine the effects of virtual reality games on the 

development of motor patterns on children. This research 

found a slight increase in the number of children who moved 

on to a higher stage in the jump pattern in the group 

conducting two weekly sessions of virtual reality games for 

one month (intervention group) with respect to the control 

group.  

 

Boys and girls five years of age may benefit from using virtual 

reality video games upon the development of skills and mental 

agility processes from attention and memory on problem 

solving processes upon identifying execution errors, 

verification and repetition as accomplishment process. Said 

causality is associated to the motor development of extension, 

flexion, and elongation of lower limbs in boys and girls 

measured by sports-type arcade video games in Colombian 

state educational institutions; likewise, they will benefit from 

their right to recreation and physical activity, which ensures 

them independent attention and proprioceptive promotion of 

motivation to sports activities, among them long jump, discus 

throw, running, and basic gymnastics recognized as having 

limited access for this population. 

 

 

The vision created upon using virtual reality video games as of 

the development of motor patterns through sports applications 

in education will allow rapid development and engagement to 

the current educational strategy in basic primary school, and 

the diagnoses applied to it by professionals in adolescents 

sports therapy. The theme of sports education has many parts 

that are quite difficult to address in a single investigation; 

however, these types of proposals and implementation are 

necessary from the innovative incorporation of new 

technologies onto education, which can contribute to the 

knowledge of this transcendental theme for our country on 

issues of education and sports health.  

 

Using video games in educational institutions is beginning to 

gain force in Colombia from the guiding policies by the 

Ministry of New Technologies (MINTIC); however, given 

that this research was conducted on state educational entities, 

the differences from the educational environment and from 

health prevention permit its implementation in curricular 

systems to be done gradually and, currently, few have adopted 

it through their own initiative because this emerges from the 

skills of the primary physical education teacher, his/her 

academic competency, and particular openness to using video 

games as support tools for the teaching tasks.  

 

 

The link between an adequate low-cost pedagogical strategy, 

like incorporating video games in the classroom, and 

integrating innovative non-conventional strategies aimed at 
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learning attention and memorization processes, make using 

virtual reality applications into versatile tools and of easy 

access to state educational institutions, which by developing 

inclusion processes in curricular plans in the area of sports 

sciences permit exerting control and improving the 

development of basic locomotor skills on adolescents 

population, specifically children between 5 and 7 years of age 

that enable their future involvement in sports practices. 

 

Given the increasing amount of virtual reality video games in 

existence or which can be developed, this research focuses an 

analysis sample of a sports video game on a study group, 

permitting the analysis of the capacity that can be generated 

by its use in physical and sports education. Designing arcade 

sports-type video games broadens the possibility of 

restructuring objectives on students’ performance and greater 

physical activity, but it is mainly a task of state institutions of 

primary basic education and professors from primary physical 

education to contribute to greater performance of locomotor 

skills by the population of application from the incorporation 

of pedagogical strategies that include their adequate use and 

under particular objectives.  
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Abstract- This paper proposes an efficient multi-objective 
procedure for selection of the best suitable linear fuzzy models 
that improve the performance of the reactive power problem 
at different operating conditions. The proposed linear fuzzy 
models are triangular and trapezoidal are investigated for the 
control and dependent variables. Added to that, the selection 
procedure is carried out incorporated with several control 
strategies which accomplished with the variant operating 
conditions. The choice of the best membership models for each 
variable of the control and dependent variables are applied 
for each operating condition followed by the sufficient control 
actions that able to eliminate the emergency effects. One or 
more objective functions are considered for each operating 
condition according to the specified control strategy to 
enhance the system performance. The proposed MFLP is 
applied to the West Delta region system as a part of the 
Egyptian Unified network. 
  
Keywords: reactive power control, multi-objective, 
emergency, emergency conditions, linear fuzzy modeling. 
 

I. Introduction 
 
The ability of fuzzy logic to represent the sorts of 

qualitative statements, employed by humans, has found 
favor among many engineers and it is effective in solving 
multi objective problems. The choice of shape depends on 
the individual application. Different fuzzy models have 
been presented in [1] to solve the fuzzy-based optimal 
power dispatch problem. Abou El Ela et al. [2] solved the 
optimal active power dispatch problem using MFLP 
technique involving preventive action constraints. In [3], a 
multi-objective fuzzy-based incorporated artificial bee 
algorithm to solve economical/environmental problem and 
discrete OPF problem respectively is presented. A dynamic 
fuzzy interactive approach is developed for distributed 
generation expansion planning in [4]. In [5] and [6] the 
multi-machine system is considered whereas in [6] fuzzy 
logic is interacted with differential evaluation algorithm for 
robust power system stabilizer with minimum rules. For 
automated distribution system, an optimal switch 
placement problem is formulated as multi-objective fuzzy 
model then solved via modified shuffled frog leaping 
algorithm [7] 

In [8], the optimal reactive power dispatch (ORPD)-
based comparison studies between two linear fuzzy models 
for control and dependent system constraints has been 
discussed. These linear fuzzy models namely triangular and 
trapezoidal fuzzy models were used to solve the ORPD 
problem. It is concluded from that paper, the triangular 
shapes of fuzzy models are the best for minimizing the 

power losses at normal operating condition for both control 
and dependent variables. Also, the use of triangular 
membership shape aims at minimizing the deviation of 
control and dependent variables from the permissible 
operational settings. An enhancing of reactive power 
management considering both technical and economic 
issues is proposed in [9]-[11].  

One of the major operating tasks of a power system is 
to maintain the bus load voltages within their limits for 
high quality consumer services. The electric power loads 
are not constant but vary from time to time. Any change in 
the power demand causes lower or higher voltages [12]. 
The loss minimization is one of the important objectives in 
operating the transmission networks [13]. Appropriate 
provision for reactive power is essential for power systems 
in order to ensure secure and reliable operation of power 
systems. Reactive power is strongly related to bus voltages 
throughout a power network, and hence reactive power 
services have a significant effect on system security. 
Insufficient reactive power supply can result in voltage 
collapse, which has been one of the reasons for some recent 
major blackouts [14]. Wu et al [15] described an optimal 
power flow (OPF) based approach for assessing the 
minimal reactive power support for generators in 
deregulated power systems. He et al. [16] presented a 
method to optimize reactive power flow with respects to 
multiple objectives while maintaining voltage security. The 
management of reactive power reserves in order to improve 
static voltage stability by using a modified particle swarm 
optimization algorithm was presented in [17].  

In this paper, the ORPD problem is solved using MFLP 
technique to determine the efficient fine fuzzy tuning 
model incorporated with the optimal settings of control 
variables with of power system variables. The specific 
objectives are to minimize the real power losses, maximize 
the reactive power reserve while satisfying limits on all the 
variables. 

Rest of this paper is organized as follows: formulation 
of the fuzzy based ORPD problem is introduced in Section 
2. The linear fuzzy modeling for the objectives and 
constraints of the ORPD problem is presented in Section3.  
The proposed procedure for maximal reactive power 
reserve is described in Section 4. Application results of 
case studies are presented in Section 5. The outcome of the 
current work is concluded in the last section. 
 

II. FUZZY BASED ORPD PROBLEM 
The optimal reactive power dispatch problem is 

formulated as a fuzzy constrained optimization problem to 
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minimize the real power losses. In this paper, the 
sensitivity parameters are used to represent the objectives 
and dependent variables in terms of the control variables 
[11].  

The problem can be presented as follows:                 
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Where ( F ) is the fuzzy real losses in the transmission 

network; ( vg,  vl  ) is the fuzzy bus voltage of generator and 

load buses respectively; ( QS ) is the fuzzy reactive output 
from the switchable bus; ( ijt ) is the fuzzy tap point of the 

transformer tap changer; ( QG ) is the fuzzy reactive output 
from generators and ( Qf ) is the fuzzy reactive flow 
through lines. Ng is the number of generators; Ns is the 
number of switchable buses; Nt is the number of 
transformer tap changer; Nb is the number of buses; Nl is 
the number of transmission lines. The symbols (min, max 
and ∆) refer to minimum, maximum and change of any 
variable value, respectively.  

The dependent variables (y) are represented in terms of 
control variables (x), as referred in equations (5)-(7), as:   

yx          y C .x=                                (8) 
where, Cyx is the sensitivity parameters of the 

dependent variables in terms of the control variables  
Reactive power reserve of the generators is the ability 

of the generators to support bus voltages under increased 
load or disturbance condition. The reactive power reserve 
of any generator can be represented as: 

Ng..........1,2,......i,        QG- QG QG imaxi,resi, ==         (9) 
Where, QGi,res is the reactive power reserve of 

generator i; QGi,max is the maximum limit of reactive power 
output of generator i which is the maximum limit of 
reactive power that the machine can supply; QGi is the 
reactive power output of generator i at a certain operating 
condition. 

The reactive power reserve of switchable devices can 
be represented as: 

Ns..........1,2,......i,        QS- QS QS jmaxj,resj, ==   (10) 
Where, QSj,res is the reactive power reserve of a 

switchable VAR source at bus j; QSj,max is the maximum 
limit of reactive power output of a switchable reactive 
power source at bus j; QSj is the reactive power output of a 
switchable reactive power source at bus j at a certain 
operating condition. 

Additional objective function, Fa, is to minimize the 
control variables’ adjustments to alleviate the load voltage 
and VAR violations with an overall minimal adjustment of 
the control variables as: 

1 1 1
min

Ng Ns Nt

a ij ij
g i

F Cvg vg Csi Qsi Ct t
= =

= ∆ + ∆ + ∆∑ ∑ ∑    (11) 

The values of Cvg, Csi, and Cti are chosen to reflect the 
relative positions of control variables. These factors are set 
equal 1.0, which means equal priority to all of the control 
variables.  

 
III. FUZZY ORPD MODELING 

 
There are various types of membership functions which 

are commonly used in fuzzy set theory to solve the optimal 
active power dispatch in power systems. One of the best 
membership functions to represent the control and 
dependent variables in power systems was the triangular 
shape [9] and [10]. In this paper, an effort is employed for 
identify the best fuzzy membership model for reactive 
power control problem. 

 
A)  Fuzzy modeling of constraints 

 
The triangle fuzzy modeling for the control variables 

(x) is shown in Figure 1.a. These control variables are the 
voltage at generators buses, reactive power output at 
switchable buses and transformer tap changer. It is seen 
that a membership function equal to 1 is assigned to xi

med.  
xi 

min and xi max are the minimum and maximum limits of a 
control variable (xi), respectively. xi med is a point between 
the minimum and maximum limits of the control variables.  
With the best tuning of the control variables especially the 
generators voltage to enforce it towards desired values to 
enhance voltage security and it is less than the maximum 
limit of each one.  
Similarly, a triangle fuzzy modeling for the dependent 
variables (yj) is shown in Figure 1.b. It is seen that a 
membership function equal to 1 is assigned to yj med. Each 
dependent variable is represented by two linear constraints 
for the upper and lower limits. yj min and   yj max are the 
minimum and maximum limits of each dependent variable 
(yj), respectively. yj med is a point between the minimum and 
maximum limits of each dependent variable and it is less 
than the maximum limit of each one.  
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Figure 1 Triangular membership model 

 
Similarly, the trapezoidal fuzzy modeling for the control 
variables (x) is shown in Figure 2.a. It is seen that a 
membership function equal to 1 is assigned to the interval 
[x1 x2]. xi 

min and xi max are the minimum and maximum 
limits of a control variable (xi), respectively. x1 and x2 are 
the two arbitrary points between the minimum and 
maximum limits of the control variables, with best tunning 
of the control variables especially the generators voltage to 
enforce it towards desired values to enhance voltage 
security. In a similar manner, the trapezoidal fuzzy 
modeling for the dependent variables (yj) is shown in 
Figure 2.b. y1 and y2 are two arbitrary points between the 
minimum and maximum limits of each dependent variable. 
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Figure 2 Trapezoidal membership model 
 

B)  Fuzzy Modeling of Objectives  
Different objective functions are introduced in the 

proposed procedure. These objectives are minimizing the 
total real power losses and maximizing the reactive power 
reserve for generators and switchable VAR sources.  

 

μ z5(F) 

 
F 
 

a) minimum model 

1 

F min               

 

 

F max               

 

 
 

 

μ z6(F) 

 
F 

b) maximum model 

1 

         Fmin                         Fmax 

 

 

 

Figure 3 Fuzzy membership modeling of objective 
functions 

 
The fuzzy modeling of the minimization model 

(minimizing the incremental of real power losses)  and 
maximization model (maximizing the reactive power 
reserve) are shown in  Figure 3.a and 3.b, respectively. F 
min  and F max  are the minimum and maximum limits of 
different objective functions   
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IV.  PROPOSED CONTROL STRATEGIES  

 
The choice of the on-line control actions is dependent 

on the nature of the system operating condition. The 
following sections show various control actions 
(preventive/ corrective control actions) based on the 
operating condition. The proposed control actions allow 
the operator to ramp the constraints that suitable to the 
operating condition. Also, the availability of different 
options for the same operating condition helps the power 
system operator to choose the most suitable corrective 
actions according the operation requirements. For example, 
in the predicted emergency, preparing certain reserve from 
different reactive power resources gives the operators the 
multiple options based on the system performances as: 

• The highest reduction in power losses 
• The lowest level of voltage deviation 
• The maximum of reactive power reserve level 
• The highest loadability level for transmission 

systems 
• In the power market environment, the highest 

reduction in reactive power sources.  
• The lowest reactive power costs 

The control settings are optimally calculated with 
satisfying the operating constraints in order to achieving 
the needed single or multiple objective functions. The 
considered operating conditions are: 

Case 1: normal operating condition 
Case 2: predicted emergency condition 
Case 3: combines both normal and predicted emergency 

condition: 
 

V. Multi-objective Fuzzy Linear Programming 
Technique 

For managing the reactive power control problem, the 
MFLP technique is performed by maximizing the minimum 
of the satisfaction parameters as:  

 maximize λ,      (12) 
where,  

{ }ziz2z1 μ.....,..........μ,μmin λ =       (13) 
where, μzi is the membership functions of the constraints 
for control and dependent variables as well as the 
objectives constraints of real power losses and reactive 
power reserves, within range of [0-1] for all constraints.  

 
VI. APPLICATIONS 

 
A)  Test Systems  
The test system is that of the West Delta region [11], 

which is as a part of the Unified Egyptian Network and 
consists of 52-bus and 8 generation buses. These buses are 
connected by 108 lines. Shunt compensation limits at buses 
18, 20 and 42 have been assumed between 0 p.u and 1 p.u 
(the base voltage is 66 kV, while the base MVA is 100). 
On Load Tap Changer (OLTC) limits between buses 4-25 
and 11-28 have been assumed between 0.9 and 1.1 p.u.  

 
B)  Procedure for Fuzzy Membership Modeling 
 

Table  shows the twelve fuzzy models with multiple 
objective functions are considered in order to choose the 
best fuzzy membership model which is suitable for each of 
control and dependent variables at variant operating 
conditions. The Newton Raphson load flow method is 
applied to obtain the initial operating conditions for both 
tested system. The operating voltage range for all load 
buses is 1±5%. Consequently, the minimum and maximum 
operational voltages at load buses are located in the range 
0.95 to 1.05.  

 
Table 1 Fuzzy membership models of control & dependent 

variables 
∆qf ∆Qg ∆vl ∆tij ∆Qs ∆vg Variables 
1 1 1 1 1 1 Model 1.  
2 1 1 1 1 1 Model 2.  
2 2 1 1 1 1 Model 3.  
2 2 2 1 1 1 Model 4.  
2 2 2 2 1 1 Model 5.  
2 2 2 2 2 1 Model 6.  
2 2 2 2 2 2 Model 7.  
1 2 2 2 2 2 Model 8.  
1 1 2 2 2 2 Model 9.  
1 1 1 2 2 2 Model 10.  
1 1 1 1 2 2 Model 11.  
1 1 1 1 1 2 Model 12.  

 
1)  refers to triangular membership function,    
2)  refers to trapezoidal membership function 

 
C)  Results & Discussions 

  
Table 2- Table 4 show the results of proposed ORPD using 
the twelve fuzzy modeling at different operating conditions 
(Cases 1-3), respectively. For case 1, the maximum 
reduction of the real power losses is obtained (13.52%) at 
models 1 and 11. While, the lowest real power losses 
(3.99%) is occurred at model 8. The ORPD using fuzzy 
modeling (models 1-12) has more real power losses 
reduction. While, the real power loss reduction is 
dependent on the selecting of the intermediate points of 
membership functions for the control and dependent 
variables. Figure 5 shows the voltage profile at load buses 
18, 20 and 21. These buses have a voltage levels below the 
minimum voltage limits (0.95 pu). All fuzzy models 
remove the violation in these voltages and preserve them 
within the permissible limits.  
Considering, Case 2, the maximum decreasing in the 
voltage deviation is obtained (0.0224) at model 6. The 
lowest reduction in voltage deviation (0.0252) is occurred 
at model 12. The maximum reactive power reserve is 
obtained (3.00), when the function F3 is considered as an 
objective function, at models 2, 4, 6, 9 and 12. While, the 
minimum reactive power reserve in F3 (2.9984) is occurred 
at model 7. With respect to Case 3, the proposed ORPD 
results for different fuzzy modeling for predicted 
emergency operation condition are reported. The maximum 
reduction of the real power losses is obtained (1.6684%) at 
model 9. While, the real power losses isn’t decreased at 
some cases. The maximum decreasing in the voltage 
deviation is obtained (0.0224), when the function F2 is 
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considered as an objective function, at model 6. While, the 
minimum decreasing in F2 (0.0259) is occurred at case 8. 
The maximum reactive power reserve is obtained (3.0), 
when the function F3 is considered as an objective function, 
at models 1, 2, 4 and 12. The voltage deviations are 
minimized, and the reactive power reserve is maximized 
for all different fuzzy modeling cases.  
 
Table 2 comparison between different fuzzy modeling for 

first operating condition (case 1) 
       Variables Case 1 

Ploss 
F1 

VD 
F2 

Qres 
F3 

Initial 
condition  0.1808 0.0395 2.9994 

Model 1.  0.1564 0.0411 1.9036 
Model 2.  0.1581 0.0559 1.5417 
Model 3.  0.1658 0.0292 1.8012 
Model 4.  0.1671 0.0194 1.6535 
Model 5.  0.1656 0.0187 1.6652 
Model 6.  0.1655 0.0197 1.604 
Model 7.  0.1658 0.0207 1.6041 
Model 8.  0.1736 0.0242 2.9998 
Model 9.  0.1695 0.0195 3 

Model 10.  0.1568 0.0403 1.9202 
Model 11.  0.1565 0.0409 1.9055 
Model 12.  0.1568 0.0403 1.9252 

 
Table 3 comparison between different fuzzy modeling for 

second operating condition (case 2) 
       Variables Case 2 

Ploss 
F1 

VD 
F2 

Qres 
F3 

Initial 
condition  0.1808 0.0395 2.9994 

Model 1.  0.1835 0.024 2.9998 
Model 2.  0.1874 0.0243 3 
Model 3.  0.1813 0.0232 2.9998 
Model 4.  0.1829 0.0236 3 
Model 5.  0.181 0.0233 2.9998 
Model 6.  0.1833 0.0224 4 
Model 7.  0.1811 0.0242 2.9994 
Model 8.  0.181 0.0233 2.9998 
Model 9.  0.1799 0.0251 3 
Model 10.  0.1809 0.0249 2.9998 
Model 11.  0.1813 0.0249 2.9996 
Model 12.  0.1814 0.0252 3 
 

Table 4 comparison between different fuzzy modeling for 
third operating condition (case 3) 

 
       Variables Case 3 

Ploss 
F1 

VD 
F2 

Qres 
F3 

Initial 
condition  0.1808 0.0395 2.9994 

Model 1.  0.1828 0.0238 3 
Model 2.  0.1817 0.0232 3 
Model 3.  0.1803 0.0236 2.9998 
Model 4.  0.1815 0.0237 3 
Model 5.  0.1806 0.0237 2.9996 
Model 6.  0.1839 0.0224 2.9996 
Model 7.  0.1848 0.0225 2.9998 
Model 8.  0.1781 0.0259 2.9996 
Model 9.  0.1778 0.0252 2.9994 
Model 10.  0.1787 0.0248 2.9996 
Model 11.  0.1838 0.0235 2.9996 
Model 12.  0.1805 0.0236 3 

 
Table 5 summarizes the best fuzzy models for each 
operating conditions. The following general remarks give 
the best fuzzy modeling for each of the control and 
dependent variables as:  
1) For normal operating condition, triangular fuzzy 

modeling for all of control and dependent variables 
leads to the lowest levels of power loss reduction. 
While, the lowest levels of power losses is achieved by 
model 8 at other operating condition. The reduction of 
power losses is achieved when the fuzzy modeling of 
transmission reactive power flow is triangular model. 

2) The second objective function has the lowest levels at 
models 2, 9, and 7 at normal, predicted emergency and 
normal & predicted emergency conditions, 
respectively. This objective is affected greatly by the 
fuzzy modeling of reactive power flow and reactive 
power at generation buses. 

3) For the third objective function, the fuzzy modeling of 
control variables should triangular while in other 
operating conditions, the control variables are modeled 
using triangular membership functions. In the other 
hand, trapezoidal membership model is preferred for 
dependent variable in all operating conditions expect 
at normal operating condition.     

 
Table 5 Summary of Best models for variant operating 

conditions 
Case F1 F2 F3 

Case 1: 
Normal Operating 

Model 1 Model 2 Model 5 

Case 2: 
Predicted Emergency 

Model 8 Model 9 Model 11 

Case 3: 
Normal & Predicted 

emergency 

Model 8 Model 7 Model 9 
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VII. CONCLUSION 
 
This paper presents an efficient MFLP procedure for the 
management of reactive power using different fuzzy 
models. The proposed technique in order to minimize the 
real power losses with enhancing the voltage security at all 
buses to overcome any emergency that may occur in power 
system. The MFLP technique has been successfully applied 
to achieve multi objective functions, which are required to 
obtain the optimal reactive power reserve for power 
systems. The optimal control actions are maximized the 
reactive power reserves to avoid any emergency condition 
and to restore the system to the normal state. With the use 
of the MFLP technique, the best tuning of power system 
variables is obtained by achieving the proposed objectives. 
Therefore, the proposed procedure allows the system 
operator to solve the emergency condition problem with 
minimum increase of power losses. For normal operating 
condition, triangular fuzzy modeling for all of control and 
dependent variables leads to the lowest levels of power loss 
reduction. While, the lowest levels of power losses is 
achieved by model 8 at other operating condition. The 
reduction of power losses is achieved when the fuzzy 
modeling of transmission reactive power flow is triangular 
model. The second objective function has the lowest levels 
at models 2, 9, and 7 at normal, predicted emergency and 
normal & predicted emergency conditions, respectively. 
This objective is affected greatly by the fuzzy modeling of 
reactive power flow and reactive power at generation 
buses. For the third objective function, the fuzzy modeling 
of control variables should triangular while in other 
operating conditions, the control variables are modeled 
using triangular membership functions. In the other hand, 
trapezoidal membership model is preferred for dependent 
variable in all operating conditions expect at normal 
operating condition.     
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Abstract – On the base of complete set of orthogonal invariants of 
operators which is built in our previously series of articles, the 
system of nonlinear differential equations (NDE) for orthogonal 
invariants of ideal gas (liquid) hydrodynamic velocity’s Jacobi 
matrix is obtained when the flow is barochronic. It is shown that only 
two regimes of barochronic flow are possible – a potential and /or a 
solenoidal one. Exact solutions of the NDE system are obtained; 
there are found polynomial relations between the Jacobi matrix‘s 
invariants and it is proved that these relations are integrals of motion. 
Using the obtained results the 3-dimensional hydrodynamic Euler 
equations are solved and hydrodynamic velocity’s and medium 
density‘s time and space dependence are found. It is shown that the 
hydrodynamic velocity of potential barochronic flow depends on 
radius-vector (for arbitrary choosing origin of coordinates frame) 
satisfies the nonrelativistic Hubble law. This result seems interesting 
taking into consideration that barochronic flow naturally describes long-
scale evolution of the Universe. The sufficient and necessary 
conditions are find for the solution of hydrodynamic Euler equations 
of solenoidal barochronic flow having form of the primitive wave or of 
the double wave.  
 

Keywords – Barochronic flow, exact solutions of hydro-
dynamic Euler equations, Hubble expansion law. 

 

I. INTRODUCTION 
In the series of articles [1-3] the classification problem of 

the operators in n-dimensional Euclidean space n  (and of their 
matrices) for orthogonal transformations by a complete set of 
their orthogonal polynomial invariants has been solved (in 
these studies the corresponding theorems for the unitary trans-
formations group in n-dimensional unitary vector space n  
have been proved too). 

The method developed can be successfully used in 
various physics problems. The results obtained in this way 
usually are more correct and detailed then obtained by other 
authors with methods differ from our ones. Our method allows 
to find some new solutions [4] that were not found by methods 
used previously [5-7]. 

In present paper, the orthogonal invariants of three-
dimensional matrix are used to solve three-dimensional 
nonlinear equation in partial derivatives, describing some 
hydro- and aero-dynamic problems. The similar method has 
been used in [5-7] where the differential equations (DE) 
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system was obtained for algebraic invariants of Jacoby matrix 
of hydrodynamic velocity field. In [5-7] authors investigate 
types of symmetries of general solutions of the DE system for 
some hydrodynamic models. But the set of algebraic invariants 
used in [5-7] is not complete. In [4] we have shown that the 
application of complete polynomial basis of orthogonal 
invariants gets all (smooth) solutions of corresponding physics 
problems in covariant form. The number of arbitrary 
parameters in obtained solutions can not be reduced in 
general.  

Below we use the following main results of studies [1-3]: 
I.  For arbitrary linear operator T in real three-dimensional 

Euclidean space 3  there exists orthonormal canonical 
basis (CB) determined uniquely up to the simultaneous 
reflection of all coordinate axis, such that the corresponding 
matrix T=[Tik] (generally non-symmetric) of this operator 
gets the form  

1 3 2 1 2 3

3 2 1 12 3

2 1 3 13 2

,
; 0,

0

(

)

s s s s
T s T

s T

ω −ω ≤ ≤ 
 = −ω ω ≡ ω ≥ 
 ω −ω ≡ − ω ≥ 

  (1) 

if         if 1 2 3s s s= <  (or if 1 2 3s s s< = ) then applying the corresponding 
rotation 1 2 3s s s= <  in the coordinate plane x1Ox2 (or in the 
plane x2Ox3) that does not change the significance 12 3T ≡ω  

23 1( ),T ≡ω  the entry T13  always may be reduced to 0; if 

1 2 3s s s= =  then the entries 13T  and 23T  may be reduced to 0. 
II. The complete set of algebraic (polynomial) orthogonal 

invariants of given operator T has been built, which is 
reciprocally connected with the entries of the matrix T of this 
operator in the CB. In three-dimensional real Euclidean 
space this set in general case consists from the following 
six polynomial invariants ( )tr :kkM M= ∑  

 2 2 2 2( )tr , ( 1,3) tr , tr( ), tr ,S A SA S AS Aλ λ =     (2) 
where 

( ) / 2, ( ) / 2.lk k l lk k l lk kl lk klS S T T A A T T= = + = − = −  

It is easy to show (see [1] and [4]), that in CB one has 

 

1 2 3
2 2 2 2 2

1 2 3
2 2 2 2 2

1 1 2 2 3 3

2 2 1
1 2 3 , 1,3

1 2 3 2 1 3 1 3 2

tr , 1,3;

tr 2( ) 2 ;

tr tr ;

tr det

( )( )( ).

( )
( ) l

k k l

S s s s
A
SA s s s S

SAS A s

s s s s s s

λ λ λ λ

−

=

= + + λ =

= − ω + ω + ω ≡ − ω

= ω + ω + ω − ω

 ω ω ω = 
= ω ω ω − − −

=



     (3) 

Application of the orthogonal invariants of three- 
dimensional operators in some hydrodynamic problems   

and Hubble expansion law 
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Hence two operators are orthogonally similar iff they 
have coincident set of invariants (2). The method developed 
we use to the problem of barochronic flow of ideal gas. 
 

II. EQUATIONS FOR BAROCHRONIC FLOW OF IDEAL GAS 

Definition. The flow of continued medium is called 
barochronic if its pressure P and the density ρ depend on time 
only but not on the coordinates in Euclidean space 3 [5]. 

It is clear that three dimensional barochronic flow 
physically can be fulfilled only in infinite uniform space. So, 
the investigation of such regime is rather interesting from the 
cosmological point of view because it gives us the possibility 
to separate effects caused by gravitation (curvature of space) 
from the purely kinematical effects in plane infinite uniform 
(homogeneous) space. 

It is also evident that while the gradient of pressure and 
density are zero the flow can happen only by inertia, and the 
nontrivial dependence of hydrodynamic velocity on 
coordinates and time is caused by the initial field of velocity, 
that is considered to be continuous and sufficiently smooth.    

For barochronic flow of ideal gas the continuity equation 
[8] and the Euler equations take the form of non-linear 
differential equations 
      0, 0, 1,3( )t j j t k j j ku u u u k∂ ρ + ρ∂ = ∂ + ∂ = =    (4) 
for the density ( )tρ= ρ  and for hydrodynamic velocity vector 

1 2 3( , , );u u u u=
  , 1,3 .( )/ /t j jt x j∂ ≡ ∂ ∂ ∂ ≡ ∂ ∂ =  As usually, 

the summarization is meant by repeated indices. 
Splitting the Jacoby matrix , 1,3( , ) [ ]l k k lJ t x u

=
= ∂

  on the 
symmetry and skew-symmetry parts 

, 1,3 , 1,3

1 1( , ) , [ ] , [ ] ,
2 2l k k l l k k lk l k lJ t x S A S u u A u u

= =
= + = ∂ + ∂ = ∂ − ∂



we have shown in [4] that the following statements are fulfilled: 

Proposition 1. The dependence of Jacoby matrix on time is 
determined by the equation  
             ( ) 1

3( , ) (0, ) (0, ) ,J t x J x E tJ x −= +
      (5) 

 where E3 denotes unit 3×3 matrix, and the matrix 
( )3 (0, )E t J x+

  is not singular.  

Theorem 1. All algebraic invariants of Jacoby matrix 
[ ]( , ) k lJ t x u= ∂

  are time dependent only and the next 
correlations are valid: 

  [ ] [ ]tr ( , ) ( 1) ( 1)...( 1) tr ( , ) ,l l mm m
t J t x l l l m J t x +∂ = − + + −

 
 (6) 

  
1 1

1 2 1 2

11

tr

( ) tr ( ) tr
tr tr

tr .tr

( )
( ) ( )

( ) ( )
( ) ( )

t S A S A
S A S A S A S A

S A S A S A S A
S A S A S AS A S AS A

λ ζ µ η

λ ζ µ η λ ζ µ η

λ ζ µ η λ ζ µ η

λ ζ µ ηλ ζ µ η

λ η µ ζ

λ µ
ηζ

+ +

− + − +

−−

∂ =

− + − +

− −

−−

  (7) 

( l, m, λ , µ, ζ , η ∈ N) 
Theorem 2. The elements of polynomial basis of invariants (2) 
satisfy the closed system of ordinary differential equations 

2 2
1 tr tr( ) div ( , ), tr (rot ) 2, ):( / tS S S A u t x A u f f′≡ = + = γ≡ − = ≡ ∂

  

  

2 2

2 2

2 3 2

tr tr tr ;
tr 4tr ;
tr 2tr 2tr ;

( )
( ) ( )
( ) ( )

S S A
A SA
S S SA

= − −

= −

= − −

′
′
′

   

22 2 2 2 2 2 2 2
1 1tr tr 4 tr tr tr tr / 2;( ) ( ) ( ) ( ) ( )SA S A S SA S S A A= − + − −′

2 2

2 2 2 2 2
1

23 2 2 2 2
1 1

tr( )
2 tr( ) (2tr tr ) tr( )

tr tr tr tr tr /5;( )

S A
S S A S A SA
S A S S A S A

′=

− − +

− + +

 

 2 2 2 2
1tr 3 tr .( ) ( )S AS A S SAS A= −′           (8) 

The seventh equation in (8) can be integrated directly: 
       2 2

7 1tr exp 3 ( ) ,( )S AS A C S t dt = − ∫   

whyle the first six equations after corresponding simplifications 
give us the equations: 

 2 2 4
1 1 1 1 1 1 14 3( ) 6 0,S S S S S S S′′′ ′′ ′ ′+ + + + =        (10) 

              
2

1 1 1

2 3 2
1 1 1 1

6 6 2

2 3( ) 4 4 /5 0.

( )

( )

S S S

S S S S

′′′′ ′′ ′γ + γ + γ +

′′ ′+ γ + + − γ =
    (11) 

III. SOLUTION OF THE EQUATIONS 

It is possible to find the general solutions of (10)-(11) by 
using the dependence (5). Indeed, taking into account that 

( ) 2 3
3 1 2 3det (0, ) 1 ( ) 0E t J x c t c t c t q t+ = + + + ≡ ≠

  (с1, с2, с3 being 
the coefficients of characteristic polynomial of matrix (0, )J x ), 
we can find time dependence of invariants  S1(t)  and ( ) :tγ  

 1 2
1 1 2 3( ) tr ( , ) ( )( 2 3 ) ( ) ( ),/S t S t x q t c c t c t q t q t− ′= = + + =

   (121) 
2 2 2

0 1 2( ) tr ( , ) ( )( ).t A t x q t b b t b t−γ = − = + +
                           (122) 

The formulas (121,2) give general solutions of equations 
(10)-(11) and contain six constants, presented in terms of 
space derivatives of the initial (smooth) field of hydrodynamic 
velocity. But the constants 1 2 3 0 1 2, , , , ,c c c b b b  can’t be chosen 
arbitrary, being constrained by the equations (10)-(11). 

Putting (121) in (11), after simplifications, we obtain the 
equation 

22 2 3( ) 4 ( ) / 5 0.q q q q−′′′ ′γ − γ =  
Using here the formula (122), we obtain that the two possibilities 
exist only  
 0 1 2( ) 0 0 rot ( , ) 0t b b b u t xγ = ⇔ = = = ⇔ =

    (131) 
and/or 
 1 2 3( ) 0 0 div ( , ) 0.q t c c c u t x′ = ⇔ = = = ⇔ =

   (132) 

Thus we have proved the following important 
Theorem 3. The smooth vector field describing the hydro-
dynamic velocity of barochronic flow of ideal gas is either 
potential either solenoid.  

Let us discuss each of these two possibilities separately. 
A.  If the barochronic flow is potential i.e. if 

         , ,

, ,

rot ( , ) 0, ( ) 2 0,/
; ( , ) grad ( , ),

lk l k k l

l k k l lk

u t x A u u
u u S u t x t x

= = − =

= = = ϕ

 

    
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 then the hydrodynamic velocity has the form ( t0 is an arbitrary 
constant): 
                   1

0( , ) ( ) ,u t x x t t −= +
    (14) 

and the time dependence of density is described by formulas 

  3
0 0( ) |1 | ,/t t t −ρ = ρ +   if  0 0 0| | 3 0,/t ′= − ρ ρ >  

                 3
1 1( ) , 0,t t −ρ = ρ ρ >     if 0 0.t =  

B. In the case of solenoid barochronic flow from the 
formulas (121,2) and (132) we get 
 2

1 2 3 0 1 20, ( ) 1, ( ) .c c c q t t b b t b t= = = = γ = + +  (15) 
Hence, the matrix (0, )J x  has the rank r ≤ 2. As it is shown in 
[4], there is fulfilled the following   

 Theorem 4. If the baroqronic flow of ideal gas is solenoid, 
then all three coefficients of characteristic polynomial of 
Jacoby matrix  are equal to zero for arbitrary moment of time 
and there are possible the following cases 

, , 1,3( rank[ ( , )] ):i j i jr u t x
=

=
  
2 21 . 0 tr tr 0 0;r S A S A° = ⇔ = − = ⇔ = =  
2 2 3 22 . 1 tr tr 0, tr tr 0( )r S A S SA° = ⇔ = − > = =  (solutions are 

simple waves) (then it is evident that 22 2 2tr( ) tr 2 0( ) /S A S= − < ,  
2 2tr( ) 0 ;)S AS A =  

 3 . 2r° =  in all other cases. 
The Theorem 4 involves the next corollaries: 
Corollary 1. If barochronic flow of ideal gas is solenoid, 

then the Jacoby matrix ,( , ) [ ( , )]j kJ t x u t x=
   is time dependent 

only and is completely determined up to the real orthogonal 
transformation by three independent invariants of Jacoby 
matrix (0, ),J x  which do not depend on the space coordinates: 

2 2 2 3 2 2
0 1tr tr , 3tr tr 3 / 4 , tr( );( )S A b SA S b S AS A= − = =− =  

 besides this, for the considering flow the invariant 
2 2 2

2 0tr ( ) ( ) / 2S A b b= −  is constrained by the invariants of 
basis (2) with the inequalities 2 3

1 00 (2 /3) .b b≤ ≤  So, we have: 

       ( )22 2 2 2 2 2 2 2 2 2

2 2 2 2 3

4tr( ) tr 2tr( ) tr tr 2tr( )

2 2tr( ) tr tr ;

[ ( ) ( ) ]

( )

S AS A S S A A S S A

S A A S

= − −

− −
 

        ( ) ( ) ( ) ( )22 3 33 2 2 20 6 tr 54 tr tr tr 0. (tr 0)( )S SA S A S≤ = ≤ = − ≥ =  

Corollary 2. Solution of the simple-wave-type exists iff 
3 2tr tr 0.( )S SA= =  The solutions of the simple-/or double-

wave-type can’t be merged if the flow remains barochronic, 
because the corresponding criteria can’t be fulfilled 
simultaneously and do not change in time. 

Corollary 3. The components of hydrodynamic velocity 
( , ), 1,3 ,( )ju t x j =
  of solenoid barochronic flow in the 

canonical basis of the matrix (0,0)jkJ


 are described by 
 formulas  
 2 0 0( , ) (0,0) (0,0) ( ) ,( )j jk jk k k ju t x J tJ x u t u= − − +

  1,3( )j =      (16) 

     2 0 0( , ) ( ) ,( )u t x t x u t u= − − +J J                            (16') 

where 0
,(0,0), | | (0,0) (0,0),j j j k jk j ku u e e J u= = =J

     , 1,3( );j k=    
the initial moment of time and the origin of coordinates are 
chosen arbitrary according to the condition of  barochronity. 

  Thus, the invariants (2) of Jacoby matrix allow to 
determine the regime of barochronic flow: 

 a) The flow is potential, if 2 2tr (rot ) 0;A u= =
  then the set of 

the invariants (2) contains only one independent invariant that 
is 1 tr ,S S=  and its initial value 1

1 0(0) 3S t −=  determines the  
initial values and the time dependence of all other invariants, 
as well as the time dependence of the hydrodynamic velocity 

( , )u t x   and the gas density ρ( );t  
b) The flow is solenoid, if tr div 0;S u= =

 then there are at most 
three independent values among invariants (2) (and in the set 
of their initial values), which completely determine the Jacoby 
matrix , (0, )[ ]j ku x  in its (orthonormal) CB [1-4] and together 

with constants 0 (0,0) 1,3( )j ju u j= =


(the initial values of velocity), 
allow to find the hydrodynamic velocity ( , ).u t x  The six real 
constants 0 0 0

0 1 2 1 2 3, , , , , ,b b b u u u  are usually independents i.e. in 
general case their number can’t be reduced. 

IV. HUBBLE EXPANSION LAW 

As the three-dimensional barochronic flow physically 
can be fulfilled only in the infinite homogeneous space that is 
considered in present paper to be three-dimensional Euclidean 
space 3,  we get the statement:  

There exists the nonstationary (potential) solution of 
Euler equation for hydrodynamic velocity of ideal gas, that 
satisfies (formally) the well known Hubble law in its non 
relativistic form  
                             1

0( , ) | | .u t r r t t H r−= + ≡
                          (17) 

It have to admit that “Hubble constant” H in the 
equation (17) is 1

0| | ,H t t −= +  and therefore the rate of 
expansion of such “barochronic Universe” has the character of 
uniform (potential) flow with constant expansion velocity 0:u  
                              0 0( ) .r t r u t= +

              (18) 
 Thereby, it looks like rather interesting to investigate the 
same problem in non Euclidean curved space, taking into 
account relastivistic effects. Such investigation is in progress. 
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Abstract – We performed numerical modeling of gas 

explosions in a cylindrical tube with a diameter of 200 mm and 
a length of 1500 mm, with closed ends and has 5 holes in the 
side. During explosion was opened only one of them, with 
passage sections of the openings diameters varied from 20 mm 
to 70 mm. Ignition is always carried out with the same end. It 
was found that when you open the 2nd hole (counting from the 
ignition device) and hole diameter from 50 mm to 61 mm 
inside the tube develop intense pressure oscillations with an 
amplitude of up to 15 kPai with a frequency close to the 
natural frequency of the internal volume (200 Hz). 

Modeling technique used of Large Particle Method (LPM) 
describes these fluctuations, including their excitation, 
although the system of equations is not explicitly visible in this 
mechanism. 
 

Keywords – large particles method, gas explosion, tube, hole, 
vibrations, singing flame Higgins. 

I. INTRODUCTION 
A method of self-excitation of pressure oscillations in the 

tube [1] is known as "singing" flame of Higgins, occurring 
during the combustion of a gaseous fuel in a long tube. In this 
case, the tube is vertical, the burner is located inside the tube 
in the bottom quarter, the position of the flame in the tube is 
steady. It is known a device Rijke, the main element of which 
is also a vertical tube. This device, named a simple generator 
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of self-oscillation, draws energy not from the flame, but from 
electric spiral. There is a Helmholtz resonator [3], in which the 
oscillation frequency can be calculated with confidence. 
According to studies, described in [4], the cause of excitation 
of such oscillations is the existence of zones of varying viscous 
friction along the tube. This statement gives reason to believe 
that the mechanism of excitation of oscillations has 
thermoacoustic character. 

In this article we consider the process of flame front 
propagation in a cylindrical tube with a gas explosion. Of 
course, in this case, there is a lot to do with the processes 
described, so quite naturally raised the question of the 
possibility of excitation of vibrations and explosions. 
However, there are serious differences in the conditions of 
processes that do not give a clear answer to this question. 
Firstly, the position of the flame front does not remain in the 
same place as in the above cases, but quickly moved along the 
tube. And secondly, the gas flows from the side surface of the 
hole, but not from the end of it. 

Since the processes of gas-dynamic and thermal processes 
are described in terms of computational fluid dynamics (CFD), 
then the appropriate formulation of mathematical models can 
answer the question of the possible existence of oscillations of 
the gas in the tube when a gas explosion. Furthermore, in order 
to determine the conditions under which the oscillation can 
occur. 

 
In this regard, it is unclear why the authors of [5], which 

used the FLACS in the CFD tool to describe a gas explosion in 
a cell measuring 4.6 meters x 4.6 meters x 3 meters, it was not 
possible to simulate the acoustic vibrations, arising in the 
process, although these fluctuations were mentioned in the 
article and it was stated on their impact on the explosion 
pressure. Note that the physical experiments on gas explosion 
in a referred chamber were conducted by other authors [6]. 

II. WORKING TOOLS 
In drawing up the mathematical model of the process we 

have made the following assumptions concerning the 
simulated environment: 

1. The initial mixture of propane-air is a homogeneous and 
stoichiometric; 

2. The difference between the thermodynamic 
characteristics of the original mixture and the combustion 
products is negligible; 

Features gas explosion in a cylindrical tube with 
a hole on the side 
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3. The gases in the physical process is inviscid and are 
ideal; 

4. The combustion reaction occurs at the boundary of the 
original mixture and the combustion products. 

Given the assumptions the problem is reduced to modeling 
the dynamics of the gas with uniform properties by using one 
of the methods for the unsteady multidimensional problems of 
fluid mechanics (CFD). The choice of a particular method is 
limited by arbitrary geometry of the computational domain, as 
well as the possibility of taking into account the availability of 
features in the simulated currents. As a basic system of 
equations to describe the dynamics of the medium was used 
known system of Euler equations in divergence form, closable 
equation of state.  

Given the assumptions the problem is reduced to modeling 
the dynamics of the gas with uniform properties by using one 
of the methods for the unsteady multidimensional problems of 
fluid mechanics (CFD). The choice of a particular method is 
limited by arbitrary geometry of the computational domain, as 
well as the possibility of taking into account the availability of 
features in the simulated currents. As a basic system of 
equations to describe the dynamics of the medium was used 
known system of Euler equations in divergence form, closable 
equation of state.  

On the domain of integration is superimposed Euler (fixed) 
grid of rectangular cells with sides ∆x, ∆y и ∆z. Numerical 
solution of the system is carried out by large particles method, 
LPM, [10], which is based on the idea of Harlow «n particles" 
in the cell, allowing "splitting" of physical processes. But in 
the LPM solids replaced by a single liquid, fill the entire 
volume of the cell. This explains the name of the method. 
Method of large particles as well as other modern methods 
such as Godunov method [5], FLACS [6] et al., Allow us to 
study the gasdynamic flow without a priori information about 
the structure of the solution. The calculation consists of 
repetitive time steps. In turn, each such step includes three 
steps: 

1. "Euler" stage, when neglected all effects associated with 
the movement of the fluid (mass flow through the faces of the 
cells is not); 

2. "Lagrangian" stage, where the calculated mass flow 
through the cell boundaries; 

3. The final stage, which determines the final flow 
parameters on the basis of conservation laws for each cell and 
the entire system as a whole. 

 

 The system includes equations that describe the process of 
heat and mass transfer with the environment and the process of 
propagation the flame. Cooling processes on the chamber 
walls are estimated on the basis of physical experiments 
carried out according to pressure drop in the explosion in a 
closed chamber. To calculate the flow through the open border 
to border pressure cell is assumed equal to the average 
between the pressure in the chamber and atmospheric. For the 
simulation of flame propagation introduced an additional 

parameter "mass fraction of combustion products in the cell." 
Inside the cell the combustion products and the starting 
mixture divided by the flame front, which moves relative to the 
moving direction of the original gas mixture with the velocity 
of the laminar combustion. Take into account the dependence 
of the rate of flame propagation on the temperature of the 
initial mixture. 

Ribs cells taken equal ∆x=∆y=∆z= 0,01 m, the time step 
∆t=5∙10-7 с with that by a wide margin meets the criterion of 
stability Courant - Friedrichs - Lewy. Stock of taken in view of 
the fact that the introduction of the mechanism of flame spread 
has a negative effect on the stability of the account.  
The calculated form the boundaries of repeated design a real 
camera, which is a cylinder d = 200 mm and L = 1500 mm, 
with muffled ends and is equipped with five holes, equally 
spaced along the length of the cylinder (Fig. 1). Starting 
positions of hole are closed, except one variable from №1 to 
№5. During the experiment, one hole is sealed with a piece of 
paper 0.1 mm thick. The diameter of the open hole varied from 
20 to 70 mm. Chamber was filled with a stoichiometric 
mixture of propane-air gas. Ignition of the gas was produced 
always at one and the same place at the left end of the tube.  
Pressure was measured at two points located on both ends of 
the tube. 

 

III.  THE ADEQUACY OF THE MODEL 

The adequacy of the numerical model is confirmed by 
comparing the results of calculations and data of physical 
experiments. 

 For this purpose, given the published data [7] for the 
physical gas explosion in the chamber of Fig. 1 at the position 
of the hole in the position 3 and 40 mm in diameter, and they 
are compared with calculations which are obtained for the 
same physical conditions of the experiment (Fig. 2). It can be 
seen that the physical and numerical experiments on 
approximately the same pressure stroke, despite the rather 
complicated dynamics of the process (Fig. 2a). Moreover, in 
both cases (Fig. 2B and 2C) were observed the pressure 
oscillations with amplitude about 1 kPa and a frequency of 
about 200 Hz, which coincides in time with the flame hit the 
hole. We can also note that the testimony of the first and 
second pressure sensors are out of phase, that is, we are 
dealing with a standing sound wave. 

We see the adequacy of the model. 

IV. 2. THE RESULTS OF THE EXPERIMENT 
The results of the experiment are shown in Fig. 3. 

Data are shown in their absolute values. In the graph on the 

 
Fig. 1 - Estimated area 
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ordinate postponed the value of excess pressure in the 
explosion, and on the horizontal axis - the number of  position 
the open hole. 

 
It is seen that these numerical experiments confirmed the 

known strong influence on the size of the hole of the explosion 
pressure:  in this case, by increasing the hole  size from 20 mm  

 

 
 

to 70 mm the pressure decreases from 5 to 30 times. They also 
indicate that the hole effectiveness as means the protection 
with explosions depends from the distance between the 
opening and the source of ignition. Fig. 4 shows the result of 
translation to experimental data where the ordinate postponed 
the ratio of the pressure of the explosion at each position of the 
hole to the pressure of the explosion at the near position (№1). 
The graph shows the anomaly that occurs when the diameters 
of the hole over at least 55 mm and 61 mm, and only in the 
position №2. 

 

 We have noticed that in these cases the camera develop 
intense pressure fluctuations (Fig. 5), the frequency of which 
varies from 150 to 210 Hz. The oscillation amplitude in this 
case reaches a value of 15 kPa. The maximum amplitude was 
at a frequency of 200 Hz. 

 

Fig. 6 shows the pattern of the flame front in the experiment. 
The initial section of the flame front takes a certain shape of a 
tulip. Due to expansion of the area of the combustion front at 
this stage (up to 0.05) dramatically increases the pressure in 
the chamber. Then, reaching the edge of the side wall of the 
chamber forms the shape of an octopus. After entering the 
combustion products through the open hole (0.05) and 

shortening the "tentacles" pressure begins to fall sharply. At 
this time, begin to develop pressure fluctuations, reaching a 
maximum when the cross-section of the hole is fully occupied 
flame. After 0.1 seconds the front area increases again, which 
explains the increase in pressure. At the time of 0.15 with 
flames completely detached from the hole and vibrations begin 
to fade.  At 0.35 with burning practically stops. 

 
 

We draw attention to two points: 
- Firstly, the vibrations begin when the flame enters the 

hole; 
- Secondly, the area of the flame front varies synchronously 

with the pressure variations, moreover the value of amplitude 
of the flame in relative units is not less than the pressure. 

This suggests that the pressure fluctuations is associated 
with fluctuations of the area of the flame front. Or is vice 
versa. 

In addition, we also note that the hole № 2 located at a 
distance from sources of ignition for about a quarter of the 
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Fig. 3 - Dependence of the pressure of the explosion on the size 
and position of the hole 
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Fig. 4 - dependence of pressure of the explosion on the size and 
position of the hole relative units 

 
2a              2b            2c 

Fig. 2 - Numerical and physical explosion at the end of the hole №3 with a diameter 40 mm 
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length of the chamber (a little more) "singing" flame Higgins. 
In this case the tube becomes similar to a device that produces 
an effect Higgins. However, in our case, according to the scale 
of oscillations, we are talking about the "very loud" flame. 

 
It was found that the range of parameters for which there are 

vibrations in the flame spread along the length of the tube, has 
clear boundaries. For example, if we consider the effect of the 
diameter of the holes, as shown in Fig. 7, with values less than 
the diameter of the hole 61 mm there are fluctuations, and with 
a diameter of 62 mm and more - there are no fluctuations. 

 

We observe oscillations, based on resonance effect, when 
the process in the hole  performs  the role of periodic external 
forces. The gas in the tube acts as an oscillation circuit with 
the natural frequencies. At vibrating combustion the explosion 
pressure increases three times as compared with pressure at 
ordinary combustion. 

 
Fluctuations occur at the coincidence of three factors: 
- Flame front is in the first half of the length of the chamber; 
- Tube is located near the quarter length of the chamber; 
- Tube have a certain size. 
The fact that we are dealing with the effect of close to 

"singing" flame Higgins agrees fact that in other cases, such 
intense vibrations no. 

Of course, this approval should be checked using a physical 
experiment. 

 

V. CONCLUSION 
- Tube with closed ends and an opening on the side in the 

case of the explosion of gas can be "tuned" to vibrating 
combustion. 

- Vibration combustion increases the explosion pressure in 
the tube. 

- Approval needs to be tested on a physical experiment.  
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Fig. 7. The border existence of a stable  "very loud" flame 

between the values of the hole with diameter 61 mm and 62 
mm 
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Fig. 5 - Dynamic pressure chamber. (Hole 2, d = 60 mm); 

1 - the pressure in the chamber; 2 - the area of the combustion 
front 
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0.075 s                  0.15 s 
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Fig. 6. The calculated position of the flame front at different times 
(see Fig. 5) 
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Abstract—The goal of optimization is to select the best elements 

(objects) with regard to some criteria from some set of available 

alternatives. The application of optimization methods in industry is of 

great importance nowadays. It contributes to the increasing of quality 

of product and the productivity as well as reduction of energy 

consumption, waste and operational costs. In the study the traditional 

designs of experiment (DOEs) based on statistical method (response 

surface design) was complimented with neural network (NN) 

mapping method which enables to get 2D image of studied 

technological process (as a 2 dimensional map of properties od 

product) and select multiple optima. The implementation of both 

methods supports the double check of optimization results and 

expands options for selection of multiple optima. The final solution 

can be taken on the basis of compromise decision. Implementation of 

neural network mapping technique together with parametric 

estimation models were demonstrated for improvement of 

technological process of pigment dying of high performance fibers. 

Proposed method is simple in use and not time consuming. It can be 

recommended for the use in different industries for improvement of 

existing (ongoing) process as well as at the stage of development of 

new product. 

 

Keywords—design of experiment, feed forward bottle neck neural 

network, neural network mapping, optimization, surface response design.  

I. INTRODUCTION 

The reason for the popularity of experimental design 

strategies and optimization methods is the competitive 

environment of today’s marketplace in many manufacturing 

and service industries.  

The goal of design of experiment (DOE) is to find desired 

factor settings so that a process average or a quality 

characteristic of key product properties are close to the target 

(on aim) and the variability is as small as possible. In chemical 

engineering optimization can be used to improve the 

production, economic and environmental performance or other 

criteria and simultaneously meet the specification 

requirements. Different algorithms can be used to solve the 

optimization problem. The type of relationship between input 

parameters and output response (linear or non-linear) 
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determines the choice of applied technique. A few examples of 

different approaches for optimization of different processes are 

represented in papers [1-4].  

Some of the tools for optimization of non-linear processes 

using regression methods are described in the book [5]. 

Besides the regression methods (especially for non-linear 

processes) the neural network methods can be applied for 

solving optimization problems. Many papers [6-11] discuss the 

application of  NNs for optimization with combination of other 

methods like genetic algorithm (GA).  

The statistical regression method, particularly, response 

surface design (RSD) [12] has been applied in the study 

because it is widely used in industry and science. A relatively 

new method, namely, feed forward bottle neck neural network 

(FFBN NN) mapping technique for optimization was applied 

in this work. The basic goal of the optimization method using a 

neural network (NN) is to replace the model equations by an 

equivalent NN using mapping technique that allows one to 

identify multiple optima easily. A 2D map of output 

parameters (responses) overlapped with locations 

corresponding to the combinations of input parameters (setting 

points) enables visualization of optimal setting parameters of 

technological processes in the 2D map. Implementation of the 

FFBN NN mapping technique enables improvement of the 

quality of industrial products as well as findings multiple 

optimal solutions in the development of the new products. The 

application of FFBN neural network mapping technique for 

pigment dying of aramid and arimid fibers was published in 

the paper [13].  In this study we considered FFBN NN method 

versus RSD and compare obtained results for aramid fibers. 

In our study, first, the FFBN NN was applied and several 

optimums were determined. Second, the RSD was performed 

and optimal setting parameters were found. Finally, the 

optimal setting parameters obtained using the FFBN NN 

method were checked in the regression model of RSD. The 

desirability of optimum parameter settings in both methods 

was compared and correlation between them was 

demonstrated. Implementation of both methods supports 

double check of process which is very important for reliability 

of settings.    

II. MATERIALS AND PROCESS   

A. Aramid fibers 

Poly-amide benzimidazole (PABI) fibers (in Russian 

literature known under the trade name SVM) [14] were used in 

the present study. These fibers relate to the group of aramid 

fibers based on aromatic para-aromatic polyamide with 
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heterochains. The PABI fibers have extremely high modulus 

and strength, are heat resistant at the temperatures of 200-

250°C and can be used at high operating temperature. 

Therefore, they are widely used in production of protective 

clothing (i.e. bulletproof vests) [15].  

PABI fibers are generally undyeable by using classical 

methods. In the study we used continuous pigment dyeing 

process at the stage of formation of PABI fibers combined 

with thermo-spinning.  

B. The pigment dyeing process 

Pigment dyeing bath used in the study contains the 

following components: X1-pigment- phthalocyanine blue 

(highly thermostable); X2- binder latex on the bases of 

butadiene and vinylidene chloride in ratio (30:70); X3- anti-

migration agent- manutex RS on the bases of sodium alginate; 

X4- dispersing agent- prevocell Wof. The process was 

performed at different temperatures X5. For the references see 

the patent [16]. The concentrations of components in dyeing 

bath used in the study and temperatures are represented in 

Table І. 
 

TABLE І. CODED AND UNCODED VALUES OF INDEPENDENT 

INPUT VARIABLES AT 5 LEVELS (-2, -1, 0, 1, 2) FOR PIGMENT 

DYEING PROCESS OF ARAMID FIBER 

 

 

  The operation scheme of module for the continuous pigment 

dyeing of PABI fibers combined with thermo-spinning is 

represented in Fig. 1. 

The distinctive feature of our 

proposed method is that first the 

fiber pass through the dyeing bath 

with pigment composition, 

thereafter the impregnated fibers 

go through the heat chamber with 

infrared radiation (heating) at the 

stage of thermo-spinning. The 

thermo-fixation of dye pigment 

composition here takes place at 

temperature of 350-500°C. 

Fig. 1. The operation scheme of pigment dyeing module. 

 
Note:1- let off roll with original arimid fiber; 2-pigment dye bath; 3- pigment dyeing 

suspension; 4- heat chamber with infrared radiation;  5-take up roller device for colored 

fiber. 

 

The following three response variables (represented the quality 

of dyed fibers) were considered: y1- color strength, y2- tensile 

strength, y3- elongation to break. 

III. METHODS   

A. The feed-forward bottleneck neural network  

The FFBN neural network was applied in the study (so 

called auto associative neural network). For the references 

about this technique and its application see articles [17-22]. 

Multidimensional data sets are difficult to interpret and 

visualize. The FFBN neural network was used for compression 

and visualization of the data in 2D maps. 

The input vector in the FFBN neural network can be 

represented as a vector of xi= {xi1 xi2 xi3... xim}, where “m” 

corresponds to the number of factors (m=5 in our model). In 

the FFBN each i-th object is projected onto a two dimensional 

map with coordinate hi1/hi2. In our model “i” corresponds to a 

number of run (from 1 to 32 in our case). See Fig. 2.   

The FFBN neural network is formed by means of mapping 

and de-mapping the hidden layer. The signals in the two 

hidden nodes are taken as two coordinates for each input 

object, enabling a 2D projection of experimental objects onto 

a 2D map. In other words, the two neurons in the hidden layer 

produce, for each input object xi, a corresponding pair of 

coordinates (H={h1, h2}). Thus, in our study we obtained the 

2D map with distribution of 32 experimental settings (like was 

determined in the plan of experiment). 

For each of the 32 experimental settings the corresponding 

value of Y (Y1, Y2, Y3) was determined in the course of the 

experiment. The projection of Y onto H1/H2 coordinate gave 

the contour plots of response Y (Y1, Y2, Y3). Overlapping the 

projection of 32 experimental objects (obtained from the 

FFBN neural network 2D map) with responses contour plots at 

the same coordinates (H1/H2) enables visualization and 

determining of optimal settings corresponding to the Y optimal 

values.  

 
Fig. 2. The FFBN neural network mapping of i-th object. 

B. The response surface methodology  

Response surface methods (RSM) are used to examine the 

relationship between response variables (yn) and a set of 

quantitative experimental factors (xm). A general form of this 
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type of response function can be represented as equation: 

y= f(x1, x2,..., xm),                                                                                                    

where y is the response and x1, x2,..., xm  are quantitative levels 

of factors of interest. Function f  here defines the response 

surface. 

Response Surface Methodology (RSM) is the general term 

for collection of statistical techniques that are useful for 

analysing problems influenced by several variables where the 

objective is to understand curvature for the purpose of 

optimizing the response or tolerancing the Xs. Among the 

techniques are: central composite designs, method of steepest 

ascent, evolutionary operation, simplex, and numerous others. 

The goal of the study was to determine the factor levels for 

which the response variables (y1- y3) are optimal (maximal in 

our case) or to find factors setting that simultaneously optimize 

several responses (so called generalized response Yn_gen). 

The generalized response Yn_ gen  as well as individual 

responses y 1, y 2, y 3 can be determined for five factors x1-x5 

using the equations 1-4 in the course of RSD. 

y 1= f(x1, x2,..., x5) + α                                             (1) 

y 2= f(x1, x2,..., x5) + β                                             (2) 

y 3= f(x1, x2,..., x5) + γ                                             (3)  

Y n_gen= f(x1, x2,..., x5) + ε                                       (4) 

where  x1, x2,..., x5  are quantitative levels of considered 

factors. 

The central composite design (CCD) [5, 12, 23] based on a 

quadratic model was used in the study.  

Experimental data were analyzed using the response surface 

regression procedure using Minitab 15 software and fitted to a 

second-order polynomial model. 

Minitab has a Response Optimizer that provides with an 

optimal solution for the input variable combinations and an 

optimization plot. This command in our study was based on 

the results of previously performed RSD. 

The MINITAB’s Response Optimizer identifies the 

combination of input variable settings that jointly optimize a 

set of responses. We examined Y1-Y3 as well as generalized 

response Y n_gen. Joint optimization satisfies the requirements 

for all the responses in the set. The desirability (D) is a 

measure of how well you have satisfied the goals for 

considered responses.   

The opportunity exists to check the desirability of any 

settings. Therefore, in the study we calculated the desirability 

of optimal settings obtained using FFBN neural network 

method. This was done to see how data obtained in both 

methods (RSD and FFBN) are correlated with each other. 

IV. RESULTS AND DISCUSSION  

A. Plan of experimental design  

Five independent variables (which affect the quality of 

pigment dyeing) namely concentration binder latex (x1, (%)), 

concentration of pigment (x2, (%)), concentration of anti-

migration agent (x3, (%)), concentration of dispersing agent 

(x4, (%)) and temperature (x5, (°C)) of thermo fixation were 

chosen.  

Each of the 5 independent variables were explored at 5 

levels: –2;– 1; 0; +1 and +2. The coded and uncoded values 

are given in Table 1. The design matrix with 32 runs (number 

of experiments) for Central Composite Design (CCD) was 

composed and represented in Table II. As the dependent 

variables we explored the following responses: y1- color 

strength; y2- tensile strength and y3-% elongation to break for 

PABI fiber.  

 

TABLE ІI. THE EXPERIMENTAL PLAN OF CCD WITH FIVE 

INDEPENDENT VARIABLES (X1-X5) IN CODED UNITS AND VALUES 

OF RESPONSES Y1-Y3 IN THE EXPERIMENT WITH 32 RUNS   

 

 

B. Analysis of FFBN neural network maps  

The architecture of FFBN neural network applied in our 

work is shown in Fig. 3.  

The neural networks use vectors for treatment of 

information. The input data in Fig. 3 (see left upper corner) is 

represented as 5 vectors. Each vector (X1-X5) represents an 

individual parameter (X1-X5) at different levels (-2, -1, 0, +1, 

+2) as determined by 32 experimental settings.  

For the 5 factors (X1-X5) with independent variables (5 

input parameters) a special architecture of error back-

propagation neural network (5, 2, 5) was used, in which the 

data are fed into the 5-nodes input layer and then transferred 

through the 2- nodes hidden layer (so called bottleneck) to the 

5-nodes output layer. The two hidden nodes of the hidden 

layer (bottle neck) produce two coordinates (H={h1, h2}) for 

each input object Xi like was explained in section Methods. 
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Fig. 3. The architecture of FFBN neural network applied in the 

study and projection of 32 objects (corresponding to the 32 

experimental settings) from two hidden layers H1/H2 into 2D map. 

 

The projection of 32 objects into the H1/H2 plot is shown on 

the right side in Fig. 3.  This way the five-dimensional 

representation space was transformed into a 2D space (H1/H2) 

as the 32 varied data-points (32 experimental settings in design 

of experiment). 

It should be highlighted that the distribution of the 32 

setting points in the 2D map is independent from values of 

responses Y1-Y3, which is the intrinsic property of the 

considered neural network. Values of responses Y1-Y3 for 32 

experimental settings were measured in the course of the 

experiment. Then the projection of Y values onto H1/H2 

coordinates was made and the contour plots of Y were 

obtained overlapped with a 2D map with the 32 setting points.  

See Fig. 4, where (a)-corresponds to contour plot of 

generalized response Yn_gen, (b) relates to individual response 

Yn1- color strenth, (c)- to individual response Yn2- tensile 

strenth and (d)- to individual response Yn3- elongation to 

break.  Overlapping the projection of 32 objects with 

responses contour plots enables the determination of multiple 

optima.   

A. Determination of optimums using FFBN NN mapping 

technique   

2D projection of setting points as well as responses related 

to the quality of studied product enables easy determination of 

several optima and understanding of the dynamic of the 

studied process. Take a look at Fig. 4. In the contour plots the 

dark grey area corresponds to maximum  and the more light 

grey relates to the minimal values. The following optimums 

were investigated in the study: the central point (setting at zero 

level 0,0,0,0,0) corresponding to setting points 27-32 and 

setting points № 19, 16, 15, 7 and 4 marked with circles in Fig. 

4 (a). The main goal of optimization in our study was to find 

the best color strength keeping in mind physical properties that 

should stay at the level that meets specification requirements 

for PABI fibers.  

Fig. 4 (b, c, d) demonstrates that setting points 16, 15, 7 and 

4 correspond to the best color strength while the elongation 

reduced sacrificing for increase of tensile strength. 

Thus, the point № 19 belongs to the highest value of 

response (most dark grey area). The combination 19 gave the 

best color strength without significant reduction of mechanical 

properties of fibers (neither of elongation nor tensile strength). 

The point №19 corresponds to the following levels of 

parameters: X1=0, X2=-2, X3=0, X4=0, X=0. Therefore, the 

optimum  was set for factors X1 and X3-X6 at zero level (0) 

and for factor X2 at minimal level (-2) that corresponds to the 

minimal concentration of pigment.  

A few optima exist. A final decision should be based upon a 

compromise, taking into account expert opinion based on 

understanding the nature of the studied polymers, their 

mechanical properties and the mechanism of action between 

binder, pigment and fiber during the coloring process.  
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Fig. 4. The map of 32 factor settings (experimental condition) 

overlapped with contour plots of (a)-generalized response Yn_gen 

and individual responses: (b)- Yn1- color strenth, (c)- Yn2- tensile 

strenth and (d)- Yn3- elongation to break. 

B. Analysis of response surface design (RSD)      

The central composite design (CCD) with 5 factors, 32 total runs, 

1 block, 16 cube runs and 6 total center points (replicates) was 

performed using the Minitab 15 software program. The simple and 

combined effects of five input variables (x1-x5) on the quality of dyed 

fiber (y1-y3) were determined. Minitab calculates regression 

coefficients for each Y (y1, y2, y3) and p-values. The p-values were 

used as a tool to check the significance of each coefficient. 

Reduced model equations (5-7) were obtained: 

y1= 4,648 - 0,733x2 - 1,091x1
2  

     (5)                                                    

y2=98,965 + 1,858x1 + 8,758x5      (6)                                                                                  

y3=4,097-0,358x5 -0,836x5
2
          (7)                                                       

The obtained results show that for color strength y1 of PABI 

fiber, only the concentration of pigment x2 and square of 

concentration of binder latex x1
2
 have significant influence; for 

tensile strength y2 the most significant parameters are 

concentration binder latex (x1) and temperature x5. Elongation 

to break y3 appeared to be significantly dependent only on 

temperature x5.   

C. Determination of optima using RSD      

Determination of optima using RSD was performed using 

the response optimizer option in Minitab 15. We are dealing 

with a predictive model here. The set of values for the 

independent variables (X1-X5) that correspond to the 

technological conditions of the product (for 32 setting points) 

are fed into the model while the response variables related to 

the product quality were determined in the course of 

experiment. The aim is to find a set of values for independent 

variables for which the predictive model yields the desired 

response. The program performs a search for response target 

in the independent variable space. For each selected set of 

independent values, the model prediction is evaluated and 

compared with the desired response.  

In the first part of our study the RSD was used to find factor 

regions (parameters settings- (X1-X5)) that produce the best 

combinations of each of individual responses Y1-Y3. The 

optimization plot layout is represented in Fig. 5a and shows 

how the factors X1-X5 affect the predicted responses Y1-Y3. 

Minitab calculates optimal settings for the input variables 

along with desirability values to indicate how well those 

settings achieve the response targets. In Fig. 5a the composite 

desirability (0.87420) is fairly close to 1, which indicates the 

settings appear to achieve favorable results for all responses as 
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a whole. The most important response is color strength y1 of 

PABI fiber – more important than tensile strength of PABI 

fiber y2 and elongation to break of PABI fiber y3. The highest 

individual desirability equal to 1 was obtained for color 

strength y1, the desirability for tensile strength y2 was equal to 

0.70212 and desirability for elongation to break y3 was equal 

to 0.83182. 
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Fig. 5a. The optimization plot layout for factors X1-X5 (coded 

unites) for responses Y1-Y3. 
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Fig. 5b. The optimization plot layout for factors X1-X5 (coded 

unites) for generalized response  Yn_gen. 

 

In the second part of our study, we examined the 

generalized value of response Y. At first we divided each of Y 

(y1-y3) on its maximal value and got y n1- y n3 in coded units in 

the range 0-1. The goal of optimization was to reach the 

maximum for each of Y, therefore to get generalized value of 

Y (Yn_gen) we multiply y n1* y n2* y n3= Yn_gen 

Fig. 5b represents the optimization plot layout for factors x1-

x5 (coded unites) for generalized response Yn_gen (coded units). 

The highest dezirability equal to 1 was obtained in this case. 

The optimization plot is interactive; we can adjust input 

variable settings on the plot to search for more desirable 

solutions. The possibility exists to explore the desirability of 

settings obtained using the neural network method. We used 

this property to find desirability of results obtained in neural 

network method which is described below. 

D. Comparison of optimal results in both methods (FFBN 

NN and RSD) 

The optimization plot enables the changing of settings. We 

entered the optimal setting points obtained using the FFBN 

NN mapping method into the Minitab response optimizer. We 

considered the following points: 19, 16, 15, 7, 4 which 

correspond to the following combination of factors in coded 

units:  19 (0,-2, 0, 0, 0); 16 (-1,-1,-1,-1,+1), 15(+1,-1,-1,-1,-1), 

7(+1,-1,-1,+1,+1), 4(-1,-1,+1,+1,+1). 

The desirability of different optimum settings is illustrated 

in Fig. 6. 
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Fig. 6. Composite desirability (D) and desirability of different setting 

points related to studied optimums. 

 

 
Fig. 7. The value of color strength Y1 at different optimal settings 

points for the following responses: Y1, Y2, Y3, Yn_gen 

                                                                                                  

The highest desirability belongs to point 19 (0,-2, 0, 0, 0) in 

the case of NN and to RSD Minitab setting (0,-1, 0, 0, 0). 

The result obtained using the neural network model shows 

slightly better color strength (5.04) than in the RSD model 

(5.00) reaching the highest possible desirability 1.000 in case 

of point 19 (0,-2,0,0,0) as well as for the result obtained using 

the RSD method (see Fig. 7).  
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V. CONCLUSION  

The goal of our study was to determine optimum operation 

conditions: factor levels of X1-X5 that produce the maximum 

responses Y1-Y3: color strength, tensile strength and 

elongation to break) in the process of pigment dyeing of high 

performance PABI fibers. 

The feed forward bottle neck neural network (FFBN NN) 

provided 2D map of whole technological process with all 

optimums while response surface methodology (RSM) was 

based on second order polynomial regression.  

We demonstrated the FFBN NN network method for finding 

optima in technological processes in comparison with the 

traditional RSD method. The visible projection of response in 

2D map (in the FFBN method) enables to determine more 

numbers of optimal solutions than RSD method.  

Both methods demonstrated closed results. Therefore, their 

integration provides double check and finding a more reliable 

solution.  

The colour strength obtained using the FFBN NN method 

appeared to be slightly better (5,04) than by using RSD (5,00).   

The FFBN NN algorithm was developed at the laboratory of 

chemometrics at the National Institute of Chemistry Ljubljana. 

This algorithm is easy to use, non-time consuming and 

provides the ability to obtain visualization of process 

parameters in a 2D map. Therefore, it can be recommended for 

finding optimum parameters in technological processes in 

different industry processes as well as in the Six Sigma 

(improvement phase). 
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Abstract— This paper discusses two different methods to 

estimate the conditional expectation. The kernel non-
parametric regression method allows to estimate the regression 
function, which is a realization of the conditional expectation 

. A recent alternative approach consists in estimating 
the conditional expectation (intended as a random variable), 
based on an appropriate approximation of the σ-algebra 
generated by X. In this paper, we propose a new procedure to 
estimate the distribution of the conditional expectation based 
on the kernel method, so that it is possible to compare the two 
approaches by verifying which one better estimates the true 
distribution of . In particular, if we assume that the 
two-dimensional variable  is normally distributed, then 
the true distribution of  can be computed quite easily, 
and the comparison can be performed in terms of goodness-of-
fit tests. 
 

Keywords—Conditional Expectation, Kernel, Non Parametric, 
Regression.  

I. INTRODUCTION 
ithin a bivariate probabilistic framework, this paper 

discusses different methods to estimate the conditional 
expected value. On the one hand, several well known 

methods are aimed at estimating the regression function  
, which represents a realization of the 

random variable . In particular, the kernel non-
parametric regression (see [1] and [2]) allows to estimate 

 as a locally weighted average, based on the 
choice of an appropriate kernel function: the method yields 
consistent estimators, provided that the kernel functions and 
the random variable  satisfy some conditions, described in 
Section II. On the other hand, an alternative methodology was 
recently introduced by [3] for estimating the random variable 

: this method has been proved to be consistent without 
requiring any regularity assumption. In this paper we stress the 
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difference between the two methods, that are actually aimed at 
different estimates (i.e. the mathematical function vs. the 
random variable ) and therefore are not comparable. In 
order to compare these two different methodologies, we 
propose a method to estimate the distribution of  based 
on the kernel non-parametric formula proposed by [1] and [2]. 
Then, if we know the real distribution of  (which, for 
instance, can be easily computed in case of normality), then 
we can perform a simulation analysis, drawing a bivariate 
random sample from , and finally investigate which 
estimated distribution better fits to the true one. 

The paper is organized as follows: in Section II we present 
the different methodologies and their properties; in Section III 
we examine a method to compare the two estimators, with 
assumption of normality; in Section IV we briefly illustrate the 
financial interpretation and possible application of the 
conditional expected value. 

II. METHODS 
In this section we describe two different procedures to 

evaluate the conditional expected value between two random 
variables. Let  and  be integrable random 
variables in the probability space . Let 

 be a random sample of 
independent observations from the bi-dimensional variable 

. The first procedure is aimed at estimating the 
conditional expectation of given , which is a 
mathematical function of ; the second method yields an 
unbiased and consistent estimator of the random variable 

. 
The kernel non-parametric regression 
It is well known that, if we know the form of the function 

 (e.g. polynomial, exponential, etc.), then 
we can estimate the unknown parameters of  with several 
methods (e.g. least squares). In particular, if we do not know 
the general form of , except that it is a continuous and 
smooth function, then we can approximate it with a non-
parametric method, as proposed by [1] and [2]. Thus,  
can be estimated by: 

,                        (1) 

where  is a density function such that i) ; 
ii) ; iii)  when . The 
function  is denoted by kernel, observe that kernel 
functions are generally used for estimating probability 
densities non-parametrically (see [4]). It was proved in [1] that 
if  is quadratically integrable then  is a consistent 
estimator for . In particular, observe that, if we denote by 
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 the joint density of , the denominator of (1) 
converges to the marginal density of  , while the 
numerator converges to the function 

 (note that, if  is continuous, the 

function  has to be 
intended as a regular conditional probability). 

 
The OLP method 
We now describe an alternative non-parametric approach  

[3] for approximating the conditional expectation, the method 
is denoted by “OLP”, which is an acronym of the authors’ 
names. Define by  the σ-algebra generated by X (that is, 

, where  is the 
Borel σ-algebra on ). Observe that the regression function is 
just a “pointwise” realization of the random variable , 
which can equivalently be denoted by . The following 
methodology is aimed at estimating  rather than .  

 can be approximated by a σ-algebra generated by a 
suitable partition of . In particular, for any , we 

consider the partition  of  in  
subsets, where b is an integer number greater than 1 and: 

• , 

• 

  

• . 

Starting with the trivial sigma algebra , we can 
obtain a sequence of sigma algebras generated by these 
partitions, for different values of k (k=1,…,m,…). For 
instance,  is the sigma algebra 
generated by , 

 s=1,...,b-1 and 
. Generally:  

                     (2) 

Hence, it is possible to estimate the random variable  
by 

 

,                      (3) 

where . Indeed, by definition of the 
conditional expectation, we can easily verify that is 
the unique -measurable function such that, for any set 

, (that can be seen as a union of disjoint sets, in 
particular  we obtain the equality 

               (4) 

It is proved in [3] that  is a consistent estimator of the 
random variable , that is,   
a.s. 

The method, as defined by (3), requires only that  is an 
integrable random variable. From a practical point of view, 
given n i.i.d. observations of , if we know the probability  
corresponding to the i-th outcome , we obtain: 

.                       (5) 
Otherwise, we can give uniform weight to each observation, 

which yields the following consistent estimator of : 
,                                  (6) 

where  is the number of elements of . Therefore, we are 
always able to estimate , which in turn is a consistent 
estimator of the conditional expected value . 

III. COMPARISON IN CASE OF NORMALITY 

If we assume that  and  are jointly normally distributed, 
i.e. , we can obtain the distribution 
of the random variable  quite easily. Indeed, we know 
that 

,           (7) 

therefore, as , we obtain that 

.          (8) 

Of course, if we simulate data from  and approximate 
 with the estimator  defined in (3), we can 

finally compare the true and the theoretical (estimated) 
distribution by performing a goodness-of-fit test. Differently, 
the kernel non-parametric regression method does not allow to 
estimate , but only yields a consistent estimator of 

. However, assume that the random variable  is 
independent from  and moreover  (that is, 

 and ): in this case we can estimate 
 with 

,                        (9) 

and thereby we can also estimate the distribution of , 
because . Obviously, the estimate depends 
on the choice of the kernel function . It is proved that 

 converges almost surely to  
( ). Moreover, note that also  
satisfies a weaker convergence property (convergence in 
distribution). Indeed, we have that 

,          (10) 
thus we obtain that . 

Finally, it is possible to compare the two methods by 
verifying which one better estimates the distribution of 

, future studies will be focused on this issue. 

IV. CONDITIONAL EXPECTATION AND FINANCIAL 
APPLICATIONS 

The conditional expectation of a random variable given 
another can be especially useful for financial applications. In 
particular, we can use conditional expectation estimators 
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either for ordering the investors choices as suggested by [3] or 
to evaluate and exercise those arbitrage opportunities when 
applies in the market.  
We recall the classical definitions of first and second-orders 
stochastic dominance.  
First order stochastic dominance: X FSD Y if and only if 

 
or, equivalently  X FSD Y if and only if  
for any increasing function . 
Second order stochastic dominance (increasing concave 
order): X SSD Y if and only if 

 or, equivalently X SSD Y if and only if 
 for any increasing and concave function . 

Obviously X FSD Y implies also X SSD Y.  
If we assume that X and Y are, for instance, two different 
gambles or investments, the financial interpretation of 
stochastic orders follows straightforward. Indeed, in this case 
X FSD Y means that X is stochastically “larger” than Y, while 
X SSD Y indicates a larger expectation of gain and generally 
an inferior “risk”. Those investors who prefer X to Y , 
provided that X SSD Y, are generally defined non-satiable risk 
averse investors. The following property characterizes the 
second order stochastic dominance in terms of conditional 
expectation. 

Super-martingale property. X SSD Y if and only if there exist 
two random variables X', Y' defined on the same probability 
space that have the same distribution of X and Y such that: 

 

The proof of this property arises from the analysis proposed 
by Strassen [5] and is a well-known result of ordering theory 
(see also [6]-[7] and the references therein). 

Thus, using the empirical evaluation of the conditional 
expected value, we can attempt to order the investors choices 
as suggested by [3]. On the other hand, using the fundamental 
theorem of arbitrage, we know that there exist no arbitrage 
opportunities in the market if there exists a risk neutral 
martingale measure under which the discounted  price process 
results a martingale. So, when we assume that the filtration 

 is the one generated by the price process {Xt}t>0 (assumed 
to be a Markov process) then we get that )= ). 
Therefore, this property the contidional expected value 
estimator and the fundamental theorem of arbitrage can be 
used to estimate the risk neutral measure and the presence of 
arbitrage opportunities in the market.  

V. CONCLUSION 
In this paper, we deal with two methodologies for 

estimating the conditional expectation, studying their 
properties and analyzing their differences. We also propose a 
procedure to estimate the distribution of  based on the 
kernel method. We observe that the OLP method proposed by 
[3] yields a consistent estimator of the random variable 

, while the generalized kernel method, proposed in eq. 

(9) yields a consistent estimator of  the distribution function of 
. In future work it will be possible to compare these 

two methodologies by verifying which one better estimates the 
distribution of , based on simulation analysis and 
goodness-of-fit tests. Moreover, we recall that these estimators 
may have several financial applications such as ordering 
investors’ opportunities or identifying arbitrage opportunities. 
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Abstract— This paper focuses on a quadrotor model, named as 

Qball-X4 developed by Quanser. The quadrotor simulation model 
includes both linear and nonlinear X, Y, and Z position, roll/pitch 
and yaw dynamics. The Linear Quadratic Regulator (LQR) control 
technique is used to control the height, X and Y position, yaw and 
roll/pitch angle. The results of position control are obtained through 
simulations to reach desired attitudes. Various simulation parameters 
have been tested to demonstrate the validity of the proposed control 
system design and the effectiveness of the reconfigurable controller 
design in LQR control. Simulation results are presented for the 
position controls along X, Y, and Z axis, roll/pitch and yaw angles of 
the Qball-X4. 
 

Keywords— Quadrotor, Qball-X4, LQR control, axis control, 
angle control, Matlab/Simulink 

I. INTRODUCTION 
Unmanned Aerial Vehicles (UAVs) has been the research 

subject of several recent applications. As an example of 
unmanned aerial vehicle systems, quadrotors are taken into 
account with the simple mechanical structure, being affordable 
and easy to fly. 

In this study, the quadrotor named as Qball-X4 which is 
developed by Quanser is used. The Qball-X4 is a test platform 
suitable for a wide variety of UAV research applications. The 
Qball-X4 is propelled by four motors fitted with 10-inch 
propellers. The quadrotor is covered within a protective 
carbon fiber cage. The Qball-X4 ensures safe operation as well 
as opens the possibilities for a variety of novel applications 
with this proprietary design.  

The Qball-X4 has onboard avionics data acquisition card 
(DAQ), named HiQ, and the embedded Gumstix computer to 
measure onboard sensors and drive the motors. Many research 
applications are enabled through the HiQ which has a high-
resolution inertial measurement unit (IMU) and avionics 
input/output (I/O) card. Besides, the Qball-X4 comes with 
real-time control software, QuaRC. By means of the QuaRC, 
developers and researchers can rapidly develop and test 
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controllers through a Matlab/Simulink interface. 
QuaRC is a rapid-prototyping and production system for 

real-time control that is so tightly integrated with Simulink that 
it is virtually transparent. QuaRC consists of a number of 
components that make this seamless integration possible [2]: 
 QuaRC Code Generation: QuaRC extends the code 

generation capabilities of Simulink Coder by adding a 
new set of targets, such as a Windows target and QNX 
x86 target. These targets appear in the system target 
file browser of Simulink Coder. These targets change 
the source code generated by Simulink Coder to suit 
the particular target platform. QuaRC automatically 
compiles the C source code generated from the model, 
links with the appropriate libraries for the target 
platform and downloads the code to the target. 

 QuaRC External Mode Communications: QuaRC 
provides an "external mode" communications module 
that allows the Simulink diagram to communicate with 
real-time code generated from the model. 

 QuaRC Target Management: Generated code is 
managed on the target by an application called the 
QuaRC Target Manager. It is the QuaRC Target 
Manager that allows generated code to be seamlessly 
downloaded and run on the target from Simulink. 

QuaRC’s open-architecture structure allows user to develop 
powerful controls. QuaRC can target the Gumstix embedded 
computer. The Gumstix computer automatically generates 
codes and executes controllers on-board the vehicle. With this 
structure, users can observe sensor measurements and tune 
parameters in realtime from a host computer while the 
controller is performing on the Gumstix [1]. 

 
 

Fig. 1 Communication hierarchy [1] 
The interface between the Qball-X4 and Matlab/Simulink is 

the QuaRC. The developed controller models in Simulink are 
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downloaded and compiled into executables on the Gumstix by 
the QuaRC. The configuration of the system is as shown in 
Fig. 1. 
 

The required hardware and software for Qball-X4 are as 
follows [1]: 
 Qball-X4: Qball-X4 as shown in Fig. 2, 
 HiQ: QuaRC aerial vehicle data acquisition card 

(DAQ), 
 Gumstix: The QuaRC target computer. An embedded, 

Linux-based system with QuaRC runtime software 
installed, 

 Batteries: Two 3-cell, 2500 mAh Lithium-Polymer 
batteries, 

 Real-Time Control Software: The QuaRC-Simulink 
configuration. 

In the literature, several research studies performed in both 
simulations and experiments with the Qball-X4. 

Some of these are as follows: 
Sadeghzadeh, Mehta, Chamseddine, and Zhang proposed a 

Gain-Scheduled PID controller for fault-tolerant control of the 
Qball-X4 system in the presence of actuator faults [3]. 

Abdolhosseini, Zhang and Rabbath developed an efficient 
Model Predictive Control (eMPC) strategy and tested it on the 
unmanned quadrotor helicopter testbed Qball-X4 to address 
the main drawback of standard MPC with high computational 
requirement [4]. 

Hafez, Iskandarani, Givigi, Yousefi and Beaulieu proposed 
a control strategy for tactic switching, going from line abreast 
formation to dynamic encirclement. Their results show that 
applying the MPC strategy solves the problem of tactic 
switching for a team of UAVs (Qball-X4) in simulation [5]. 

Abdolhosseini, Zhang, and Rabbath have tried to design an 
autopilot control system for the purpose of three-dimensional 
trajectory tracking of the Qball-X4. Besides, they successfully 
implemented a constrained MPC framework on the Qball-X4 
to demonstrate effectiveness and performance of the designed 
autopilot in addition to the simulation results [6]. 

Chamseddine, Zhang, Rabbath, Fulford and Apkarian 
worked on actuator fault-tolerant control (FTC) for Qball-X4. 
Their strategy is based on Model Reference Adaptive Control 
(MRAC). Three different MRAC techniques which are the 
MIT rule MRAC, the Conventional MRAC (C-MRAC) and 
the Modified MRAC (M-MRAC) have been implemented and 
compared with a Linear Quadratic Regulator (LQR) controller 
[7]. 

In this study, the LQR control technique has been used to 
control the three-dimensional motion of the Qball-X4 

II. THE QBALL-X4 MODEL 
In this section, the dynamic model of the Qball-X4 is 

decribed. Both nonlinear and linearized models are decsribed 
to develop controllers. 

The axes of the Qball-X4 are denoted (x, y, z) as shown in 
Fig. 2.The angles of the rotation about x, y, and z are 
roll/pitch, and yaw, respectively. The global workspace axes 
are denoted (X, Y, Z) and are defined with the same 
orientation as the Qball-X4 sitting upright on the ground. 

 

 
 

Fig. 2 Qball-X4 axes and sign convention [1] 
 

The Qball-X4 uses brushless motors. They are mounted to 
the frame along the X and Y axes and to the four speed 
controllers which are also mounted to the frame. The motors 
and propellers are configured so that the front and back motors 
spin clockwise and the left and right motors spin counter-
clockwise [1]. 

The relationship between the thrust (Fi) generated by i th 
motor and the i th PWM input (ui) is [1]: 

 
 

(1) 

where w is the actuator bandwidth and K is a positive gain.                                

The calculated and verified parameters through 
experimental studies by Quanser are stated in Table I. 

A state variable, , is defined to represent the actuator 
dynamics as follows: 

 
 

 
(2) 

A. Height Model 
The vertical motion of the Qball-X4 results from all thrusts 

generated by the four propellers. Therefore, the height 
dynamics can be written as [1]: 

 
  (3) 

   

where F is the thrust generated by each propeller  M is the 
mass of the quadrotor, Z is the height and r and p are the roll 
and pitch angles, respectively. With the assumption that the 
roll and pitch angles are close to zero, Eq. (3) is linearized and 
written in the following state space form as follows [1]: 
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(4) 

 

B. X-Y Position Model 
The motion along the X and Y axes are coupled to roll and 

pitch motions, respectively. The motions are caused by 
changing roll/pitch angles. With the assumption that the yaw 
angle is zero, the dynamics of motion along the X and Y axes 
can be written as [1]: 

  (5) 

  (6) 

 

By assuming the roll and pitch angles are close to zero, 
linearized equations gives the following state-space models 
[1]: 

 

 

  

 

(7) 

 

 

 

(8) 

 

C. Roll/Pitch Model 
The roll/pitch motion is modelled as shown in Fig. 3 with 

the assumption that the rotations about the x and y axes are 
decoupled. 

 
Fig. 3 The roll/pitch axis model [1] 

 
As shown in Fig. 3, two propellers causes the motion in 

each axis. The difference in the generated thrusts produces the 
rotation around the center of gravity. The roll/pitch angle, , 
can be formulated using the following dynamics [1]: 

  (9) 

where L is the distance between the propeller and the center of 
gravity, and  

  (10) 

are the rotational inertia of the device in roll and pitch axes. 

The difference between the forces generated by the motors 
are represented as follows [1]: 

  (11) 

The following state space representation can be derived 
from the dynamics of the motion and the actuator dynamics 
[1]: 

 
  

 

(12) 

A fourth state denoted as  can be defined to facilitate 
the use of integrator in the feedback structure and the 
augmented system dynamics can be rewritten as follows [1]: 

 

  

 

(13) 

D. Yaw Model 
Yaw motion is caused by the difference between torques 

exerted by the two clockwise and the two counter-clockwise 
rotating propellers. 

The relation between the torque, τ, generated by each 
propeller and the PWM input (u) is [1]: 

   (14) 

where  is a positive gain. Yaw motion is modeled by the 
following equation [1]: 

  (15) 

 

In this equation,  is the rotational inertia about the z axis, 
and the ψ is the yaw angle. 

 
Fig. 4 The yaw axis model with propeller direction of rotation [1] 
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The resultant torque of the motors, Δτ, can be calculated 
from 

  (16) 

The yaw dynamics can be written in state-space form as 
follows [1]: 

 
  

(17) 

 
Table I System parameters [1] 

Parameter Value 
K 120 N 
w 15 rad/s 

 0.03 kg.m2 

 0.03 kg.m2 
 1.4 kg 
 4 N.m 

 0.03 kg.m2 
L 0.2m 

III. LQR CONTROL 
Linear quadratic regulator (LQR) is one of the most 

commonly used optimal control tecniques for linear 
systems.This control method takes into account a cost function 
which depends on the states of the dynamical system and 
control input to make the optimal control decisions. 

A system can be expressed in state space form as 
   (18) 

   (19) 

and suppose we want to design state feedback control  
  (20) 

to stabilize the system.  

 
Fig. 5 LQR controller diagram 

 
The closed-loop system using this control becomes 
 

   (21) 

The design of K is a tradeoff between the transient response 
and the control effort. The optimal control approach to this 
tradeoff is to define a cost function and search for the control, 

, that minimizes this cost function. 
 

   (22) 

where Q is an   positive definite matrix and R is an   
positive definite matrix, both are symmetric. 

The LQR gain vector K is given by 
 

   (23) 

where, P is a positive definite symmetric constant matrix 
obtained from the solution of matrix algebraic reccatti 
equation 
  (24) 

The objective in optimal design is to select the K that 
minimizes the cost function as stated above. The cost function 
also known as performance index J can be interpreted as an 
energy function, so that making it small keeps small the total 
energy of the closed-loop system [8]. 

As seen from cost function, both the state x(t) and control 
input u(t) have weights on the total energy of the 
system.Therefore, if J is small, x(t) and u(t) can not be too 
large and as a control objective, if we minimize the cost 
function, the cost function will be an infinite integral x(t).This 
means that x(t) goes zero as t goes to infinity and guarantees 
the stability of the closed-loop system. 

A. Height Control 
For the height control model of the Qball-X4, the state 

matrices, A and B, obtained from the state-space form of the 
height model and the gain matrix K is calculated from the Q 
and R matrices which are chosen suitable for the system. 
Eventually, the height control model of the Qball-X4 is 
constructed through Matlab/Simulink as shown in Fig. 6. 

 

 
Fig. 6 Simulink model for the height control 

B. X-Y Position Control 
The Simulink model for X and Y position control is 

constructed by obtaining state matrices and the suitable weight 
matrices. The X and Y position control models are as shown in 
Fig. 7 and Fig. 8, relatively. 

 
Fig. 7 Simulink model for the X position control 
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Fig. 8 Simulink model for the Y position control 

C. Roll/Pitch Angle Control 
In like manner, the state matrices are obtained from the state 

space form of he roll/pitch model and the weight matrices (Q 
and R) are assigned and the gain matrix K is calculated to 
construct the control model.  

 
Fig. 9 Simulink model for the roll/pitch angle control 

 

D. Yaw Angle Control 
The yaw angle control of the Qball-X4 is contructed as 

shown in Fig. 10 by means of Simulink. 

 
Fig. 10 Simulink model for the yaw angle control 

 

IV. SIMULATION RESULTS 
The simulation results obtained from the models shown the 

previous section are shown as follows. 
If we examine the X and Y positions control to reach a 

desired value (2m), the results shown in Fig. 12 and Fig. 13 
which met our design criteria with no overshoot and a 
response time of approximately 6 seconds are obtained.  

 

 
 

Fig. 6 The X position response 
 

 
 

Fig. 7 The Y position response 
 

The vertical motion control of the device is performed via 
the Simulink model in Fig. 6 and the simulation results are 
shown in the Fig. 14 which reaches the desired height (2m) in 
approximately 6 seconds with no overshoot. 

 

 
 

Fig. 8 The height response 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 251



 
The simulation results for the roll/pitch control models are 

shown in Fig. 15 which includes a small overshoot (%1.2) and 
reaches the desired value of the roll/pitch angle in 
approximately 0.4 seconds. 
 

 
 

Fig. 9 The roll/pitch angle response 
 

The simulation results which belong to the yaw angle 
control of the device are shown in Fig. 16. The control 
objective is to keep the yaw angle 0.5 radian. The Fig. 16 
shows that the model reaches the desired yaw angle in 5 
seconds with no overshoot. 
 
 

 
 

Fig. 10 The yaw angle response 
 

The linear stability of the system is assured in simulation 
environment with the control gains which are designed with 
the weighting matrices, Q and R. 

V. RESULTS AND FUTURE WORKS 
In this study, the position controls along X, Y and Z axis, 

roll/pitch and yaw angle controls are performed in the 
Matlab/Simulink for the Qball-X4 quadrotor model.The LQR 
controllers are designed for each model. The suggested 
controllers are tested in simulation environment. The 
simulation results show that the performance specifications are 
met through choosing suitable weight matrices for each 
controller. Because of the LQR technique deals with balance 
between low control effort and faster response, the matrices 
are chosen to meet this two performance criteria. 

As a conclusion, to meet the control objective, the following 
directions should be assured: 

 Getting system dynamics as closely as possible the real 
system 

 Calculating the control gains with choosing appropriate 
weighting matrices. 

The future work is to test the proposed controllers 
experimentally on the Qball-X4 testbed with the positional 
data obtained from the external camera system (Optitrack 
camera system).Thus, the real-time performance of the 
proposed LQR controller would be examined. Then, 
performing the research applications suitable for the Qball-X4, 
including:  

 Path planning,  
 Obstacle avoidance, 
 Sensor fusion, 
 Fault-tolerant control, and more  

will be the key subjects of the next study. 
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 

Abstract — In the present work we shall study the 

topological and energetical conditions for the growing of 

perfect nanotubes and their Y-junctions. For this purpose 

Density Functional based Tight-Binding (DFTB) Molecular 

Dynamics (MD) simulations were performed for producing 

carbon nanotubes and their Y-junction from graphene 

nanoribbons. 

 

Keywords — molecular dynamics simulation, Density 

Functional Tight Binding method, graphene, carbon nanotube  

I. INTRODUCTION 

lthough the exceptional electric properties of carbon 

nanotubes has already been proved in several 

publications [1], until now only very few electric devises 

were presented or realized [2-4]. This fact can be explained by 

the lack of well controlled reliable technology for nanotube or 

nanotube network construction. Nanotube construction from 

nanoribbons is a promising possibility. Nanoribbons can be 

produced with the help of nanolithography [5] and various 

chemical compounds [6]. Various ribbon structures as the L 

[7], the T [8] and the Z [9] structures were suggested for 

various nano-electric building blocks. Experimental and 

simulational methods are used for the study of nano electric 

networks [10] and functional units [11].  

For the time being the accuracy of nanoribbon cutting from 

graphene is about few nm, and only one order of magnitude is 

missing to the atomic accuracy. There are studies for the 

instabilities at nanoribbon edges and nanotubes are obtained in 

molecular dynamics simulations from two nanoribbons [12]. It 

was demonstrated in molecular dynamics simulations that 

graphene patterns with atomic accuracy can develop in a self 

organizing way to the predetermined fullerenes or nanotubes 

[13-15]. 
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The importance of nanotube production from two nanoribbons 

comes from the fact, that in this way open ended carbon 

nanotubes are developed but the one pattern nanotubes are 

always closed at one end [13]. Nanotube growing from 

nanoribbons is not a trivial tusk although the idea has already 

been published [12, 16].  

In the present work we shall study the topological and 

energetical conditions for the growing of perfect nanotubes 

and their Y-junctions. For this purpose Density Functional 

based Tight-Binding (DFTB) Molecular Dynamics (MD) 

simulations were performed for producing carbon nanotubes 

and their Y-junction from graphene nanoribbons. The constant 

temperature simulations were controlled with the help of Nosé-

Hoover thermostat. In our systematic study we obtained 

critical curvature energies and determined topological 

conditions for nanotube productions from one over the other 

put two parallel graphene nanoribbons.  

II. THE METHOD 

The interatomic interaction was calculated with the help of 

Density Functional Tight Binding method [17]. The 

nanoribbons were cut out from a graphene sheet of interatomic 

distance r=1.42 Å. After putting the two nanoribbons one over 

the other with parallel position, the nanotube formation was 

simulated in a molecular dynamics calculation with constant 

environmental temperature [18-19]. The time step was ∆t = 

0.7fs and the Verlet algorithm [20] gave the velocity. The 

initial atomic displacements during the time step of ∆t = 0.7fs 

were sorted randomly and they gave the initial velocities by 

appropriate scaling. In this scaling we supposed an initial 

kinetic temperature Tinit. This initial temperature was chosen 

from the range of Tinit =1000K and 1100 K. We have found 

that the final structure was depending more strongly on the 

direction of the initial velocities than the actual value of Tinit. 

That is by scaling of the initial temperature in the above 

mentioned range the final structure was not strongly changing. 

As the formation of new bonds decreased the potential energy 

and increased the kinetic energy we had to keep the 

temperature constant. In a constant energy calculation the 

kinetic energy obtained by forming new bonds destroyed other 

bonds of the structure. We used Nosé-Hoover thermostat [18-

19, 21-22] for the constant temperature simulation. It is 

evident that in the Nosé-Hoover thermostat there is an 

oscillation of the temperature but it cannot destroy the 

Molecular dynamics simulations  for 

lithographic production of carbon nanotube 

structures from graphene 
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structure formation. In the following the temperature of the 

calculation will mean the temperature of the thermostat. If the 

constant temperature were realized with the help of random 

scaling of the kinetic energy we could not distinguish the 

temperature of the environment and the structure. This is why 

we can speak about the Tinit temperature and the temperature 

of the Nosé-Hoover thermostat (the environment temperature). 

III. RESULTS 

We were studying armchair and zigzag nanotubes. The initial 

structure contained two congruence graphene nanoribbons put 

one over the other at a distance of 3.4 Å (Figure 1). We 

calculated the interatomic forces between the carbon atoms 

and we were waiting new bond formations at the edges of the 

ribbons. We wanted to obtain the predefined nanotube in a self 

organizing process. According to our simulations the 

formation conditions were depending on the type of the 

nanotube. 

 

 

In the cases of straight nanotubes we found topological and 

energetic conditions for the perfect growing of the 

nanoribbons.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Simulation of armchair nanotubes. The initial (upper) and 

the final (lower) structures. The simulation parameters are the 

followings: 1000K simulation temperature, 22.13 Å of length and 

7.10 Å of width for the parallel nanoribbons. 

 

The basic problem of armchair nanotube formation can be 

seen on Figure 1. The simulation process of two congruence 

and parallel nanoribbons was performed at 1000 K 

temperature. We observed the initial growing together at both 

side of the ribbons but the process stopped at the established 

structure of the figure. At one side there is a tendency to form 

a graphene sheet. According to our computations there is a 

critical curvature energy over which the heat energy of the 

environment cannot produce the energy sufficient for overtake 

energy barrier of the bond formation. By increasing the 

temperature the structure could overtake this barrier but it 

could destroy the other bonds as well. The correct formation of 

nanotube can happen only if the corresponding curvature 

energy is less than a critical curvature energy of 0.18 eV. This 

critical curvature energy corresponds to the nanotube (5,5) of 

radius 3.3 Å which is obtained from the ribbons of widths 9.23 

Å as we can see in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Simulation of armchair nanotubes. The initial (upper) and 

the final (lower) structures. The simulation parameters are the 

followings: 1000K simulation temperature, 22.13 Å of length and 

9.23 Å of width for the parallel nanoribbons. 
 

In the case of zigzag nanotubes the critical curvature energy is 

less, the critical ribbon width is greater than the same value at 

the armchair nanotubes. In Figure 3 the width of the two 

parallel ribbons of the initial model is 9.23 Å. We can see the 

structures after the simulation times of 1.7 ps and 2.8 ps. There 

is a tendency of constructing a flat structure here, as well. 

 

 
Figure 3. Simulation of zigzag nanotubes. The initial (top) and the 

structures after a simulation time of 1.7 ps (central) and 2.8 ps f 

(bottom). The simulation parameters are the followings: 1000 K 

simulation temperature , 85.91 Å of length and 13.01 Å of width for 

the parallel nanoribbons. 
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The critical ribbon width of zigzag nanotubes is larger than it 

was in the case of the armchair nanotubes: The critical width 

of 15.99 Å corresponds to the nanotube (14,0) and the critical 

curvature energy of 0.1 eV. This case is shown in Figure 4: at 

0.4 ps we observed an initial nanotube formation and at 2.8 ps 

we obtained a perfect zigzag nanotube. 

 

 

 

 

 
Figure 4. Simulation of zigzag nanotubes. The initial (top) and the 

developed structures at 0.45ps, 0.77ps and 2.8ps. The simulation 

parameters are the followings: 1050 K simulation temperature, 85.91 

Å of length and 15.99 Å of width for the parallel nanoribbons. 

 

 

 

 

Building from parallel graphene nanoribbons can give chances 

for controlled reliable technology in the case of more 

complicated carbon nanostructures, according to molecular 

dynamics simulations. The most important unit of the 

nanoelectronic networks, the carbon nanotube Y-junction can 

grow from parallel ribbons by self-assembled way. The 

example of an armchair Y-junction is shown in the followings.  

 

In Figure 5 several initial models of the simulation can be 

seen: 

 In Figure 5.a. the width of the ribbons is less than the 

critical width. 

 In Figure 5.b. the width of the ribbons equals to the critical 

width. 

 In Figure 5.c. the width of the ribbons is larger than the 

critical width. 

 

The correct Y-junction structure cannot grow up from 

nanoribbons having width less than the critical width. During 

the simulation flat graphene parts appear in the structure even 

if some parts start to grow in tube form, as it can be seen in 

Figure 6. 

 

The correct Y-junction structure can grow up from 

nanoribbons having width same or larger than the critical 

width, as it can be seen in Figure 7-8. 

 

 

 

 

 

 

 

a                             b  

 

 

 

 

 

 

 

 

 

c 

 
Figure 5. Initial graphene nanoribbon models for the molecular 

dynamics simulation. 

a: The width of the ribbons is less than the critical width. 

b: The width of the ribbons equals to the critical width. 

c: The width of the ribbons is larger than the critical width. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. Results of the molecular dynamics simulation starting from 

the model of Figure 5.a.  
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Figure 7. Results of the molecular dynamics simulation starting from 

the model of Figure 5.b.  

 

 

 
 
Figure 8. Results of the molecular dynamics simulation starting from 

the model of Figure 5.c.  

 

IV. CONCLUSION 

From our molecular dynamics simulations we obtained the 

following conditions for straight nanotube formation from two 

parallel nanoribbons put one over the other: 

 For armchair nanotubes the critical ribbon width is 9.23 Å 

corresponding to the critical curvature energy of 0.18eV. 

 For zigzag nanotubes we obtained the critical ribbon width 

of 15.99 Å and the corresponding critical curvature energy of 

0.1eV. 

 

In the case of more complicated carbon nanostructures there is 

possibility for the self-assembly growing from graphene 

nanoribbons, which was shown on the example of an armchair 

carbon nanotube Y-junction.  
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 

Abstract—An approach for personalization of interactive 

systems based on particle swarm optimization (SOPA) is proposed. 

It restructures a hierarchical navigational menu to give the shortest 

path from one application functional interaction point (AFIP) to 

another. This allows adaptation to user preferences and minimizes 

the total selection time of menu options. SOPA is using a Particle 

Swarm Optimization (PSO) model to process the user interaction 

frequencies between one AFIP to another. Thus the discovering of 

usage patterns and the analysis of navigation behavior of interactive 

system user is supported. By SOPA the initial interaction tree 

structure of an interface is transformed into an optimized 

hierarchical menu structure. A case study simulating user interaction 

with a recruitment website illustrates SOPA. A comparison with 

Backpropagation algorithm shows lower training error for SOPA. 

Menu selection speed is improved, as the total number of clicks for 

user to get from one point of interaction to another is minimized. In 

this way, the personalized menu structure minimizes spanning time 

for frequently selected menu options and enhances the user 

efficiency of the interface. 

 

Keywords—Computational intelligence, interactive systems, 

personalization, simulation.  

I. INTRODUCTION 

ERSONALIZATION is a key factor to be considered 

when designing user interfaces. Personalized interfaces 

help make user experience satisfying, efficient, minimize 

frustration and have a major impact on a firm’s profitability 

[5], [19], [20], [22]. Interfaces can be personalized 

dynamically or customized. Customized personalization 

involves direct requests by the user [23]. There is a growing 

body of research however which indicates that dynamic, 

automatic or adaptive personalization allows users to achieve 

their goals faster, reduce navigational overhead, and increase 

satisfaction [4]. Many aspects of an interface can be 

personalized dynamically to improve usability [12]. Menu 

structures are a ubiquitous and mainstream channel of 

interface navigation. A myriad of experiments with various 

software mechanisms have been performed by researchers in 

order to create effective menu structures for all classes of 

 
A. Nikov is with The University of the West Indies, St. Augustine, Trinidad 

and Tobago (phone: 868-6622002 ext. 84127; e-mail: 

alexander.nikov@sta.uiw.edu).  

S. Stoeva is with the Bulgarian National Library, BG-1504 Sofia, Bulgaria 

(e-mail: greenaple_s2000@yahoo.com). 

T. Rambharose is with Medullan Trinidad, Eastern Main Road, Red Hill, 

D’Abadie, Trinidad and Tobago (e-mail: tricia.ramharose@gmail.com). 

devices and systems. 

Interactions with large menu structures pose a problem 

with menu design and structure. To increase the menu-item 

capacity the Hotbox widget [13] was developed which 

combines several GUI techniques. Menus are also static so 

even though many rows are used to present menu items, some 

menu options may still have a deep navigation path which 

has to be repeatedly traversed. This method, like many others 

[26], requires the user to learn a new way of interaction or 

navigation. This is both inconvenient and undesirable for 

users. 

A split menu [21] splits a menu into two sections. 

Adaptation to user behavior is done by moving high-

frequency menu selections to the top split and less frequent 

selections downward. Even though this menu structure was 

not static, it does not consider grouping similar submenus 

options together and does make the menu structure more 

efficient rather considers a menu as having only two sections.  

The technique jumping menus [3] is most similar to the 

work done in current paper. This menu design approach 

addressed issues faced with navigation using cascading pull-

down menus. The tactic used here is automatic horizontal 

‘jumping’ of the cursor to the right into open sub-menu levels 

when a mouse click is detected inside a parent item. However, 

vertical cursor steering also impacts menu selection time. 

Deep menu structures will become monotonous and tedious to 

users especially if the user has to continuously ‘jump to’ the 

same submenus to reach their desired tasks. Another model 

which addresses similar issues with cascading pull-down 

menus is the use of a force field algorithm [2]. 

The disadvantage of most of the research previously carried 

out is that the techniques attempted to improve user 

interaction with menu interfaces by use of additional 

hardware or software or required taxing users’ memory and 

defying taught habits to adjust to drastic changes in the GUI. 

Furthermore, menu structure techniques for all classes of 

devices and systems are very diverse and most do not apply to 

the specific application of the approach used in this paper. 

Even the techniques previously researched which are similar 

to the concept of this paper have the disadvantage of not 

adapting to user preferences. 

In this paper, emphasis is placed on cascading pull-down 

menus. A Swarm Optimization-based Personalization 

Approach (SOPA) is proposed to minimize spanning time for 

Swarm Optimization-Based  
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Alexander Nikov, Stefka Stoeva, and Tricia Rambharose 

P 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 257



 

 

frequently selected menu options. SOPA makes use of user 

logs, a web usage mining (WUM) technique, to calculate the 

frequencies of transition from one end point: application 

functional interaction point (AFIP) to another. WUM 

techniques have been used to discover web usage patterns and 

performs analysis of navigational behavior of web user [1]. 

One of the latest advancements in computational 

intelligence modelling [16], [18] the particle swarm 

optimization (PSO) algorithm is used to transform the initial 

interaction tree structure of an interface to an optimized 

hierarchical menu structure. Menu selection speed is 

improved, as the total number of clicks for users to get from 

one terminal point of interaction to another is minimized. 

The next part of this paper outlines detailed steps of the 

SOPA approach. This is followed with a simulation case 

study to which SOPA is applied. 

 

II. SWARM OPTIMIZATION-BASED 

PRESONALIZATION APPROACH (SOPA) 

In the following the main steps of SOPA approach are 

explained (cf. Fig. 1).  

At step 1 AFIPs of initial interaction structure (tree) are 

determined. The initial interaction structure of the interactive 

system is presented as a tree. In Fig. 2 IP1, IP2,…,IP13 are the 

interaction points of the interaction structure presented as a 

tree hierarchy. Dialogue functional interaction points (DFIP) 

are connected with functions responsible for manipulation of 

dialogue objects, e.g. windows, menus. They correspond to 

nonterminal nodes of interaction tree (cf. IP1, IP2, IP3, IP7). 

Application functional interaction points (AFIP) are 

connected with functions changing the properties of 

application objects, e.g. files, text documents, paragraphs, 

rows, fonts, printing, saving, etc. They correspond to terminal 

nodes of interaction tree (cf. IP4, IP5, IP6, IP8, IP9, IP10, IP11, 

IP12, IP13).
 

Determining AFIPs of initial Interaction structure (tree)

Determining transition matrices  for relevant training patterns

Determining training patterns for network weights learning 

Neural network weights learning

Determining maximum number of arcs 

 starting from a node in new interaction tree

Other 

interaction subtrees?

Determining minimum weighted path length 

(adapted) interaction subtree

No

Yes

12 s-optimal (adapted) interaction tree
8

7

6

5

4

Building neural network
3

2

1

 
Fig. 1 SOPA sequence of steps 

 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 258



 

 

IP5

IP1

IP2 IP3 IP4

IP6 IP7 IP8 IP9 IP10

IP11 IP12 IP13

Fig. 2 Interaction structure example 

 

 

For collection of training patterns with an interactive 

system at step 2 are taken the transitions between all N 

AFIPs. For this purpose are used logs of particular work 

sessions from the beginning to completing the selected tasks. 

To each pattern corresponds a transition matrix, which cells 

consist of the frequencies of transitions between the relevant 

AFIPs. To the pattern with number m, m=1,...,M, 

corresponds the transition matrix Um, where M is the number 

of all patterns. The cells of accumulation transition matrix K 

contain the sum of frequencies of relevant patterns.  
On the basis of accumulation transition matrix K at step 3 

a two-layered neural network (NN) structure is determined 

[10], [15]. The input neurons 
    ,, 00 NNN   of 

network layer 0 are relevant to AFIPs, which row sum 

transition frequencies are Nif
N

j

ij ,...,1,0
1




. The 

neurons 
    ,, 11 NNN   of network layer 1 are relevant to 

AFIPs, which column sum transition frequencies are 

Njf
N

i

ij ,...,1,0
1




. At this step the initial weights 

of network are determined using the maximal and minimal 

frequency respective element of accumulation transition 

matrix K.  

The following explanation of constructing and using this 

network can be given: The weights at first layer 
 1

ijw based 

on transition frequencies between AFIPs can be used for 

forecasting (prediction) of the next user action. The neural 

network weights 
 2

1 jw  at the second layer present the 

importance of AFIPs used for constructing the optimal 

interaction tree according to modified Huffman’s algorithm 

[9]. This tree ensures the minimal total number of clicks for 

user to get from one AFIP to another AFIP 

At step 4 the matrix T of the training patterns for network 

weights learning is determined. It includes the input values of 

the neural network for each training pattern and the target 

values.
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Fig. 3 Example of an interaction tree split into subtrees 

 

For network-weights learning at step 5 the computational 

intelligence technique Particle Swarm Optimization (PSO) 

algorithm [6], [11] is used. Here each input to the NN is 

viewed as a particle in multidimensional space. The particles 

are the input values for each row of the T matrix. They use 

information about their own best solution and the global best 

solution to minimize the error between the NN outputs and 

the targets. NN trained by PSO was found to have good 

accuracy in searching for the global best result [25]. The 

average of final weights after training all patterns are the new 

set of input weights for training the patterns again, if 

necessary. Training stops when a calculated average error 

after training one pass over all patterns satisfy a stated error 

goal 

At step 6 the maximum number of arcs r starting from a 

node in adapted interaction tree are determined. According to 

functional and ergonomic requirements and constraints [7] 

the maximal number of arcs r starting from a node in the 

interaction tree is determined. For this purpose the Miller’s 

number 7  2 [14] is used. The interaction tree is now split 

into subtrees. With menu interfaces there are groups of menu 

options which must be together under a particular heading. 

These groups form the subtrees in the menu structure. For an 

optimized menu tree it is desirable that the options in these 

groups remain fixed, however the ordering of items within 

the groups can be optimized according to user preferences. 

At step 7 s-optimal interaction tree is constructed. The 

sequential application of Huffman algorithm [9] to each 

subtree, using the derived weights after NN training, 

generates the s-optimal interaction tree (cf. Fig. 3). Here the 

path length vector  Llll ,...,, 21  is s-optimal for the 

weight vector  LwwwW ,...,, 21  iff the path length 

vector  
iLjjji lll ,...,,

21
  is minimal according to 

Huffman for the weight vector  
iLjjji wwwW ,...,,

21
  of 

each subtree iT  of the tree   considering semantic 

implications of grouping. 

During step 8 an interaction tree is generated, which is s-

optimal. This new tree structure should arrange the menu 

items in such a way that the path for a user to get from one 

option to another is the minimum path, therefore requiring 

minimum number of clicks. Depending on size of data 

collected from user interaction periodically the user will be 

offered a modification/personalization of interaction structure 

[16]. 

III. SIMULATION CASE STUDY 

SOPA was applied to a simulated real life example of a 

prototype of a job recruitment website. It was used to illustrate 

the feasibility of SOPA. A segment of the initial interaction 

tree is given in Fig. 4 with the weights for each AFIP after 

training. 

PSO-based SOPA was compared with the most popular 

neural networks approach the backpropagation (BP) 

algorithm. In this case study the adaptive learning rate 

backpropagation algorithm [24] was used. Both approaches 

were trained using very similar parameters for comparability. 

All networks for both approaches were trained for 2000 

iterations maximum, or till a specified error goal of 0.01 was 

reached. The initial layer weights for training all patterns for 

the first time were the values calculated at Step 3. A text file 

was randomly generated to simulate an input log file of M=4 

patterns of N=32 AFIPS each. Generated output included an 

error graph, a text file stating relevant training results, 

Huffman optimized subtrees structures and the s-optimal tree 

structure. The training with PSO was significantly longer 

than with BP but however resulted in a much smaller training 

error (cf. Fig. 5). 
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Fig. 4 Segment of initial interaction tree showing weights after training with PSO 
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r was set equal to 5 conforms according to Miller’s rule. 

The user is no longer presented with a longer list of options 

than they can mentally process at first glance. The highest 

valued weights are first presented to the user and the lower 

value weighted menu options are shown at a deeper submenu. 

On Fig. 6 is presented a segment of the resulting interaction 

structure assuming optimal (minimal path length) very fast 

access to all AFIPs 

Fig. 5 BP and PSO training results  

Fig. 6 Segment of s-optimal interaction tree using PSO weights 
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IV. CONCLUSIONS  

Personalized navigation in user interfaces poses a problem 

across the board for all devices and systems. Menu 

structures are the most ubiquitous navigation tool. The 

simplicity to this navigation technique however should not 

be taken for granted by haphazardly grouping menu options 

into too deep nor too narrow a hierarchical structure. The 

current structure of cascading pull-down menus does not 

cater for the frequency of user transitions between menu 

selections. These static menu structures make navigation 

monotonous, error prone and time consuming especially 

when users have to navigate to deep submenus. 

The SOPA approach provides adaptable navigation in 

cascading pull-down menu structures. This new technique 

takes the initial interaction tree and transition frequencies 

as input and creates an optimized interaction menu 

structure with minimized total number of clicks to terminal 

menu items. This novel approach can dramatically decrease 

menu selection time for both expert and novice users of an 

interface.  

Further research is planned with real data for testing the 

algorithm, for measuring user task performance and for 

collecting subjective user feedback by a questionnaire.  
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Abstract—This paper presents a method for controlling a wind 

system, - wind turbine (WT) + permanent magnet synchronous 
generator (PMSG) - so as to reach an optimal energetic operation at a 
time-variable wind speed. Wind speed and momentary mechanical 
angular speed of the PMSG impose the generator load value in the 
energetically optimal region. By energy balance measurements made 
with speed and power measurements, the generator load is 
determined so that the system has been brought into the energetic 
optimal region. It analyzes the maximum power operation in a WT by 
changing the load to the generator, while the wind speed significantly 
varies over time. The coordinates of the maximum power point 
(MPP) changes over time and they are determined by the values of 
the wind speed and mechanical inertia. Not always wind system can 
be lead in a timely manner in the MPP. The speed variation of the 
wind speed and the inertia value are two fundamental elements on 
which the MPP operation depends. By prescribing the amount of DC 
link current, Icc, the main circuit of the converter can achieve a 
simple and useful system tuning WT + PMSG. Operation control 
method in the optimal energy region of the WT is based on the 
knowledge of the Icc current value, which is determined by wind 
speed and momentary mechanical angular speed, MAS.  
 

Keywords—Permanent Magnet Synchronous Generator, 
mathematical model of Wind Turbine, maximum power point, wind 
system.  

I. INTRODUCTION 
N the literature [1-21] various mathematical models of wind 
turbines (MM-WT) offered by building companies and/or 

obtained under laboratory conditions are presented, far 
different from those in real conditions operation [7, 12, 19]. 
For this reason the final result, especially the obtained 
electrical energy has a value less than the maximum possible 
at the maximum power point (MPP) operating at optimal 
mechanical angular speed (MAS). In most works is treated the 
operation of the wind turbine (WT) at MPP. [3, 5, 11, 21]. In 
some cases, [7, 9, 15, 11, 21], there are used mathematical 
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models which are only partially valid, because of the 
continuous varying weather conditions. The laboratory 
conditions where they have obtained the turbine characteristics 
are different from those in real operation [11, 15, 17]. 

Recent works [1, 2, 3, 4] use control algorithms based on 
the measurement of wind speed and prescribing optimal speed 
of the mechanical angular speed in the MPP region. The 
estimation of the optimal MAS on the basis of the wind speed 
is a complex problem solved by mathematical calculations and 
with specialized simulation software [2, 3, 5]. 

Method of bringing the wind system operating point in the 
MPP region, by appropriately modifying the electric generator 
load requires the measurement of the wind speed and is quite 
powerful, [17,19,21], in certain circumstances. It can analyze 
these variations in time by knowing the wind speed and given 
the values of the moments of inertia. 

There are geographical areas where the wind speed changes 
its value in less time [8, 9, 17]. In Romania, the wind speed 
varies in time and therefore the method can be applied in 
certain areas only after a prior study. 

The method is based on the dependency of the power of WT 
on MAS, that means the function PWT(w) has, at a certain 
speed, a maximum value for MAS, ωOPTIM (Fig. 1). 

 
Fig.1.Power characteristic of the WT 

 
For wind speed which does not change his value over time, 

the operation in the MPP region can be performed quite 
simply. For wind speeds which significantly vary over time, 
the problem becomes complex and sometimes unsolvable (if 
the wind quickly changes the speed). 

Analysis of the MPP operation is done by simulation using 
specific mathematical models for WT and PMSG 

By changing the PMSG load, the system try to reach the 
MPP region and the transient phenomena can be visualized by 
solving the movement equation WT+PMSG system.  

PMSG wind system control for time-variable 
wind speed by imposing the DC Link current 

Ciprian Sorandaru, Sorin Musuroi, Gheza-Mihai Erdodi and Doru-Ionut Petrescu 
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II. THE MATHEMATICAL MODEL OF THE WIND TURBINE 
We will use a classical turbine model [14], which allows the 

estimation of the reference angular speed wref. The 
mathematical model of the WT allows also the calculation of 
the optimal speed, so as the captured energy will be a 
maximum one.  

The power given by the WT can be calculated using the 
following equation: 

   (1) 
where: r - is the air density, Rp – the pales radius, Cp(l) – 

power conversion coefficient, l = Rw/V, V- the wind speed, w 
– mechanical angular speed (MAS). 

The power conversion coefficient, Cp(l), could be calculated 
as follows: 

 , (2) 

  ,  (3) 
c1 – c4 are data-book constants. 
   
By replacing, we can obtain the the power conversion 

coefficient as follows: 

 =  

 (4) 
And the power given by the wind turbine can be calculated 

as follows: 

  (5) 
or 

  (6) 
Where k1 = 1.225π1.52, k2 = c2/1.5, k3 = c4/1.5. 
For the wind turbine WT, the producer gives the 

experimental power characteristics, PWT (ω, V), or torque 
characteristics TWT(ω, V), the last ones being known as 
mechanical experimental characteristics. 

.  (7) 
The maximum value of the function PWT (ω, V) is achieved 

for a reference MAS ωref, as follows: 

  (8) 

and it yields 

   (9) 
This result proves the direct link between reference speed 

and wind speed. 

By replacing this result, it yields: 
  (10) 
 
This result proves a cubic dependency of the WT power on 

the wind speed. 
If the wind speed has large variations, this result must be 

reanalyzed. 
The mathematical model of the PMSG 
To analyze the behavior of the system WT-PMSG for the 

the time-varying wind speeds, it uses orthogonal mathematical 
model for permanent magnet synchronous generator (PMSG) 
given by the following equations [5]: 

  (11) 

where: U – stator voltage 
Id, Iq – d-axis and q-axis stator currents 
θ – load angle 
R1 – phase resistance of the generator; 
Ld - synchronous reactance after d axis; 
Lq - synchronous reactance after q axis; 
YPM - flux permanent magnet; 
TPMSG - PMSG electromagnetic torque 

III. OPERATING CONTROL IN THE MPP REGION 
The study of operation in the MPP region will be performed 

by simulation using the following mathematical models. 
The mathematical model for the WT (MM-WT) 
For the wind turbine, the producer provides the 

experimental power characteristics [14], PWT(w,V) 
 

  (12) 
The reference MAS, ωref  
The maximum value of the function PWT(w,V) is obtained 

for the reference MAS, ωref, by differentiation: 

 

 (13) 

  (14) 
For this value of MAS, the maximum power is obtained: 

 
   (15) 
   (16) 
The mathematical model for the PMSG (MM-PMSG) 
From the nominal values of the PMSG [1], for the nominal 

power: PN = 5 [kW], it yields R1 = 1.6 [W], Ld = 0.07 [H], Lq 
= 0.08 [H], ΨPM = 1.3 [Wb]. 

From the equations of the PMSG, it obtains 

  (17) 
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  (18) 

  (19) 

 UCC = 500 [V] (20) 
 PPMSG = UCC·ICC  (21) 
 ICC = PG/UCC (22) 
 
3.1. Case study for time-variable wind speed 
 
For a sinusoidal time-variable wind speed, as presented in 

Fig. 2, with T = 35[s]: 
   (23) 

 
Fig.2. Time variation of the wind speed 

 
The wind speed is continuously monitored and the 

equivalent wind speed and the optimum DC link current are 
calculated at discrete time intervals ∆t=T. 

The value of the DC link current Icc is also continuously 
monitored, depending on the error: 

  (24) 
the load resistance R is consequently modified. 
The control of the wind system is realized based on the two 

measurements, presented above: 
1. Wind speed 
2. Current Icc 

Using [1], for the time interval ∆t = [a,a+T] we can define 
an equivalent wind speed, as follows: 

 
 

   (25) 

With a period of 35 [s], optimal MAS is calculated starting 
from t=40 [s] (i.e. 40, 75, 110 … [s]), using the dependency: 

  (26) 
The following results are obtained: 

- For the interval ∆t = 5+40 [s], VECH = 17.187 [m/s] 
and ωOPTIM = 546.84 [rad/s] 

- For the interval ∆t = 40+75 [s], VECH = 17.021 [m/s] 
and ωOPTIM = 541.56 [rad/s] 

- For the interval ∆t = 75+110 [s], VECH = 16.856 [m/s] 
and ωOPTIM = 536.31 [rad/s] 

 

3.1.1. The control system by imposing the current Icc 
The power acquired by the PMSG is found in the 

intermediate circuit power and, from this equation, the ICC 
current is obtained.(21) and (23) - (25) 

 

 

 (27) 
Time evolution of the process 
The simulations are based on the mechanical equation: 
  (28) 
where J is equivalent inertia moment, TPMSG is the torque of 

PMSG, TWT is the torque of WT. By imposing the conduction 
angle of the converter between PMSG and the network, 
different values for load resistance and thus for the current Icc 
are obtained. 

The system is lead in the optimal energy region by 
imposing a DC link current, as results from energy balance, 
presented below: 

To obtain the optimum MAS, ωOPTIM, the PMSG load must 
be adjusted based on: 

- kinetic energy variations of the moving parts 
- optimum MAS to be reached at the moment t=45[s] 

From the mechanical equation, it yields: 
 (29) 

  (30) 

The energy to be captured by the PMSG, during ∆t = tk – tk-

1time interval is: 

 (31) 
Where E(∆t) is the value of energy to be captured during Dt 

time interval. It has two components: 
1.  – energy captured by the wind turbine 

2.  – rotational kinetic energy  
 
The control process has two steps: 
Step 1: bringing the system in the optimum energetic region 
Step 2: keeping the system in the optimum energetic region 
Step 1: bringing the system in the optimum energetic region 
Could be done in two ways: 

a. By loading the generator at maximum power if the 
initial MAS is greater than the optimum value 

b. By no-load operation if the initial MAS is less than 
the optimum value 
 

a. PMSG loading at maximum admissible power: 
Starting from an initial speed ω(0)=555 m/s, from (a1) we 

can obtain min and max values for WT power: 
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Fig. 3. The power characteristics 

 
It is necessary to bring the WT at optimal speed and only 

after connect the generator to the grid. 
 

b. Generator operates at no-load 
- Measurement of wind speed and calculation of 

ωOPTIM; 
- Measurement of MAS and comparison with ωOPTIM; 
- When ω=ωOPTIM, the generator is connected to the 

grid. 
After calculations, the following values are obtained: 
ωOPTIM-40 = 546.84 [rad/s] 
PPMSG-40 = 7075.9 [W] 
R = 453.85 [W] 
 
Step 2: keeping the system in the optimum energetic region 
Load at t=75 [s] 
The energy captured by the PMSG, WG, in the interval Dt = 

40+75 [s] can be estimated by measuring the electrical energy 
during this interval or, by simulations, from the mechanical 
equation and using the PMSG power. 

During this interval, the variation of the kinetic energy is: 

  (32) 
The electric energy captured by the PMSG, during the same 

interval, is: 
  (33) 
The wind energy captured by the wind turbine is: 
  (34) 
It can prove the conservation of energy, with a very small 

error (≈10-2 %). 
Remark 1: Practically, based on the variations of kinetic 

energy and energy captured by the PMSG, the wind energy 
can be obtained. 

To reach optimum MAS  
 ωOPTIM-75 = 541.56 [rad/s]  (35) 
it would be necessary a load for the generator calculated 

from energy equation: 
Required kinetic energy:  

  (36) 
Wind energy captured in this time interval: 

 
  (37) 

The required energy for the PMSG is: 

  (38) 
By estimation a medium power during this interval, 
  (39) 
Using power equation and with w = 544.2, the required load 

to reach the optimal region is: 
  (40) 
In these conditions, the power to be prescribed to the PMSG 

(PPMSG-P-75) is: 
  (41) 
 
Remark 2: The captured wind energy is about two times 

greater than the variations of kinetic energy. So, for t=75[s] 
we have obtained the following values: (35), (40), (41). 

The process can be represented as in Fig. 4 

 
Fig.4. Time variation of MAS for R=311.64 [Ω] 

 
Remark 3: It can observe that at t=50 [s] the system reach 

ωOPTIM-50 = 541.56 [rad/s] and based on this remark we can 
prescribe the new value for the PMSG load and it isn’t 
necessary to wait until t=75 [s]. 

In the same way, for t=110 [s], the results are: 
ωOPTIM-110 = 536.31 [rad/s] 
  (42) 
  (43) 
The process is represented in Fig. 5 

 
 

Fig. 5. Time variation of MAS for R=238.61 [Ω] 
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Remark 4: The control of the PMSG load has a dead-time 

of 35 [s], because the optimal load can be done only after 
processing the data from interval ∆t = 75+110 [s]. The time 
variation of MAS with (REAL) and without (IDEAL) 
considering the dead-time is presented in Fig. 6. 

 
Fig.6. Time variation of MAS – ideal and real 

 
The control algorithm 
By measuring the wind speed, the optimal MAS can be 

calculated. Comparing the optimal MAS with the current 
MAS, the required power for the PMSG and, consequently the 
optimum DC link current are obtained. 

The algorithm is presented below: 
1. measure of wind speed and calculation of ωOPTIM-tk 
2. measure MAS of PMSG and calculation the real kinetic 

energy 
3. estimation of the captured wind energy 
4. estimation of the kinetic energy, necessary to lead the 

system at ωOPTIM-tk 
5. estimation of the energy from the PMSG to lead the 

system to MAS 
6. calculation of medium PMSG power, corresponding to 

the energy estimated at 5. 
7. calculation of the PMSG load from the power estimated 

at 6. 
8. calculation of the PMSG power. 
The value of the optimum DC link current is achieved by an 

appropriate control of the switchesof the power electronic 
converter (Fig.7.) 

The wind speed is measured using an anemometer. The 
optimum DC link current is calculated and, after that, the 
converter is controlled with the output value of the regulator 
R. 

 
3.2. The relationship between the wind speed and the 

DC link current  
The relationship is presented below: 
  (44) 
  (45) 
Where k1 = WT+PMSG constant and V = wind speed. 
The constant k1 is obtained from Icc-OPTIM for the values 

obtained at t=75[s]. 
The DC link current is obtained from the wind speed, using 

the relationship: 
  (46) 
 

 
Fig. 7. Block diagram of the wind system with imposed dc current [25] 

IV. CONCLUSIONS 
The simulations presented in this paper have described the 

time evolution of the significant variables of process: current, 
speed, power, imposing the PMSG load. The best results are 
obtained by imposing the optimal value of load current, Icc 

OPTIM. By knowing the optimal value of the load current, the 
PMSG load can be adjusted so that the PMSG operates at the 
maximum energy. The speed variation of wind speed in time 
and the inertia value are two fundamental elements upon 
which the MPP operation. By prescribing the optimal DC link 
current, Icc, from intermediate circuit of the converter, a 
simple and useful adjustment WT PMSG system can be 
achieved. Operation control method in the optimal energy of 
WT is based on the knowing of the Icc value, which is 
determined by wind speed and momentary mechanical angular 
speed, MAS. By analyzing several cases were able to establish 
basic parameters leading to an optimal operation. By 
measuring the wind speed, the MAS, and calculation of the 
optimal load current, the operation in the energetically optimal 
region can be performed. The control algorithm based on 
energy balance measurements made by MAS and electrical 
energy, has been validated by simulations.  
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Abstract - In this paper we present new, dual approach to 
analysis and simulation of a complex nonlinear ecological system 
of preys and predators, using classic nonlinear dynamic Lotka-
Volterra mathematical model (LVM) in parallel with an Agent 
Based model (ABM), using model attributes description of the 
system. We propose to implement this dual approach using 
"mathematical" approach together with an "agent based" 
approach using appropriate modeling environments, such as 
Matlab and NetLogo. As the system models become more 
complex we aim at using both LVM and AMB to reinforce each 
other and check each other findings. This way the validity of the 
model and its usefulness would be greatly increased, and some 
long standing ecological paradoxes may be explained and 
qualified. 
 
Keywords:  Mathematical Modeling; Agent Based Modeling; 
Lotka-Volterra Equation; Predator and  Prey; Complexity and  
Stability; Structure 
 

1. INTRODUCTION 
     In analysis and simulation of complex ecological 
systems, a researcher often starts with a nonlinear Lotka 
Volterra model (LVM) of predator prey dynamic system 
[1]. The problem with this approach is that the LVM is 
very simplified model and apart from a detailed stability 
analysis [1], there are no real life complex ecological 
dynamic system models which are flexible and useful 
enough. Some of the reasons are (i) Lack of any general 
model build up methodology, (ii) Lack of any structural 
analysis of complex dynamical ecological models, and (iii) 
Very few results explaining some well know ecological 
paradoxes. We aim to address some of these important 
issues. In this paper, examples of various Single Prey 
Single Predator (SPSP) as well as Multiple Prey Multiple 
Predator (MPMP) models are introduced in a gradual way, 
from simple to more complex ones. Our goal is to gain 
insight into (i) Predator-prey population, (ii) Structural 
properties of the models, (iii) Understanding of stability in 
multispecies communities, and (iv) Improve usability, 
robustness and adaptivity of LVM ecological models. With 
this approach we aim to go towards analytical description 
of the key classic problems in ecology, such as (i) Paradox 
of the Plankton,  (ii) Paradox of the Enrichment, (iii) 
Oksanen's description and tropic level numbers, and other 
general Complex Systems paradigms such as (iv) 
Adaptivity and (v) Emergence. We also compare LVM 
analytical stability results with simulated ABM results. We 
propose to take advantage of flexibility that ABM offers, 
and in doing so acquire key feedback to reinforce and 
improve nonlinear mathematics of the LVM as well.  This 
way we can build very complex but usable predator-prey 
ecological models which are also mathematically tractable.  

     2.  NONLINEAR  MODEL LINEARIZATION 
    As a starting point, we can assume the most general non 
linear ecological model described as:  
                               S:  dX/dt = f[X(t),t]                            (1) 

 
    Any well-behaved non liner system can be linearized 
around equilibrium  points X* of the function f[X(t)]. This 
approach works well close to equilibrium points. The other 
advantage is that there are well known theoretical stability 
results for linear complex systems [1,4,6,7].  
     Unfortunately, linearization may be very restrictive and 
limited in its usefulness, hence analysis of real nonlinear 
ecological predator-prey systems will produce more 
realistic results. But, nonlinear problems are not easy to 
deal with. We propose here a step-by-step build-up of 
nonlinear models which will allow us to better understand 
effects of nonlinearities and interconnections in multi 
species environments.  
    3.  GENERAL ECOLOGICAL NONLINEAR MODEL 

      General ecological nonlinear model in the context of 
our interest in this paper is described by [1]: 
 
                             S:  dX/dt = A(t,X) X                            (2) 
where X is vector of (for example aquatic) species. The 
model in (2) is obviously a nonlinear one, but has an 
appearance of a linear system. The vector X may be as 
simple as a two dimensional vector (one pray, one 
predator), or it could consist of 10s and 100s of species  
arranged in some logical conglomerate of prey and 
predator species, all collected into the species vector X. 
Matrix A(t,X) is a "community" matrix with its elements as 
nonlinear time-dependent functions aij=aij(t,X), where "ij" 
indicates position in the matrix, i for the rows, j for the 
columns. In the case of X of dimension 2,  matrix  A is 2 
by 2, and its elements are  a11, a12, a21, and a22, and they 
describe self and cross interactions among the two species.   
     One of our goals is to find a practical way how to model 
elements of community matrix for a specific ecological 
system of some aquatic species (small and big fish).  

4.  SINGLE PREY SINGLE PREDATOR MODELS 
     Next level of simplification of the ecological model is 
embodied in the well known nonlinear Lotka-Volterra 
Model (LVM), which is just a special case of the model 
(2).  Consult [1] for more details.  For our purposes in this 
paper, we will illustrate LVM at first using second order 
model, with Single Prey Single Predator (SPSP) model. 
Following that, more complex models will be also given.  
      A.   LVM Solution 
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      Let us assume X = [X1, X2]T , X1 is prey species, X2 is 
predator species. The classic LVM [1] is: 
 
       dX1/dt = X1 ( A1 + A12 X2) = A1X1 + A12X2X1 
       dX2/dt = X2 ( A2 + A21 X1) = A2X2 + A21X1X2

               (3) 
which can also be written in a compact form as: 

                   dXi/dt = Xi ( Ai + Aij Xj)                                (4) 
where i=1,2  and  j  is different than  i,  with  j=1,2.  Here 
A1 is the growth rate of the prey. Note that with A12 = 0 the 
prey population X1 continues to increase exponentially, 
which is equivalent to the absence of any predator X2. With 
A12 < 0, predator X2 will control prey population from 
growing exponentially. For the predator population, growth 
is dependent on A2 < 0, the rate of predator removal from 
the system (either by death or migration), and A21, the 
positive growth rate for predators. The solution to 
Equations 3 and 4 is periodic, with the predator population 
always following the prey. Fig. 1 gives an example from a 
typical SPSP LVM. We assumed constant values of 
positive A1 and A21, and negative growth rates A12 and A2. 
The other SPS models can be defined, such as positive A2 
and negative A21 for the predator, depending on the 
predator model. The key is to keep the basic model stable.  

Figure 1. SPSP LVM Population Levels   
(Prey Solid, Predator Dashed)  

 
      In terms of the general nonlinear model given in (2), 
and with no time dependency, the community matrix A is:  
                        A(t,X) = A =                                             (5) 

a11(t,X) a12(t,X) 
a21(t,X) a22(t,X) 

with: 
                                     a11 = A1 
                                     a12 = A12 X1 
                                     a21 = A21 X2                                  (6) 
                                     a22 = A2 
General LVM stability results are given in [1]. 

      

B.   ABM Solution 
     The original LVM Equations 3 and 4 are very simple 
ecological model. They assume, for example, unlimited 
food available to the prey, and so the prey (and predator) 
growth rates are limited by corresponding “growth” 

coefficients.  In these equations, the growth coefficient is 
A1 for the prey and A21 for the predators. As a comparison, 
in ABM model, the growth rate for both populations can be 
determined by how successful they are at finding food. 
This can be modeled as a stochastic process which 
averages out to a stable rate across each population, hence 
corresponding to large extent to LVM approach, in the 
limit. Other effects can be incorporated as well, per 
modeling flexibility of ABM approach.  Fig. 2 gives a 
typical agent based snapshot of simulation control window. 
Various model attributes are easily defined. For example, 
the predators are not consumed, but they disappear from 
the simulation at a constant rate by reaching the end of 
their programmed lifetime.  This is represented by negative 
A2.  Their population increases linearly based on the prey 
consumption. This is proportional to the number of both 
populations, and thus represented by A21X1X2.  
     In the ABM, when the food is increased initially, both 
growth values, A1 and A21, temporarily go out of 
equilibrium and they both increase initially.  In the steady 
state, the prey growth rate remains constant, because their 
population growth is offset by increased predation, due to 
an increase in the predator population.  The predator 
population, however, stays elevated, and so increased 
competition means that their growth rate returns to the 
original value, for initial food availability. Note that the 
coefficient A2, the rate of predator removal (death or 
migration) from the system model, is determined by the 
predator attribute age and a limited lifetime for each 
individual. The prey also has an attribute for age, but in 
practice,  very few fish die of old age.  This is particularly 
true at higher levels of resources, because their average age 
drops as a consequence of fish being born faster while their 
population remains stable. It is this last fact that seems to 
cause the system to eventually become unstable, at very 
high levels of resources. We will compare this with general 
stability results in [1], in our future paper. 
 
     There is a limit to how quickly fish can be consumed 
after being spawned.  As the limit is reached, endogenous 
spatial heterogeneities appear in time with increased 
volatility in both populations. Per Fig. 2, ABM gives lots 
of flexibility to model the system, but essentially gives no 
analytical insight and the solution such as the case with 
LVM. That is the essence of our dual approach here, i.e.  

(i)    Use ABM for its flexibility, and  
(ii)   LVM for its mathematical elegance  

This way we can learn about using ABM to improve or 
change LVM. One obvious idea is to make the LVM 
model in Equations 3 and 4 times varying to some extent 
(Section D). The next model illustrates adding a 
"crowding" term in LVM which corresponds to species 
dynamic when disconnected from the other specie(s).  
  
C.  Crowding Effect In LVM 
     The extended LVM with crowding effect is as follows:  
                      dXi/dt = Xi ( Ai + ∑Aij Xj)                           (7) 
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    Figure 2.  SPSP ABM simulation control window      

      
where  i = 1,2  and sum  ∑  is over  j = 1,2. This would be 
equivalent to prey self multiplication without predator in 
dX1/dt. In this case community matrix (Equation 5) 
elements are: 
                                 a11 = A1 + A11X1 
                                 a12 = A12 X1 

                                 a21 = A21 X2                                (8) 
                                 a22 = A2 + A22X2 
 
In this model,  A12  and  A21 are negative, with newly 
introduced A11 and A22 positive. Another option is to go 
back to our original ABM in Equations 3 and 4 and 
simulation of Section B. In that case the last two equations 
in (8) change to: 
                             a21 = A21 + A22 X2                                (9) 
                             a22 = A2   
with A21 and A22  positive and A2 negative. The key is not 
to allow either model to let the predator grow out of 
control (become unstable). When using ABM simulation, 
the "crowding" effects can be implemented according to 
options in Fig. 2, or by adding new options and additional 
model attributes. 
 
     Next step is to accommodate time varying community 
matrix. Again, the ABM model of Fig. 2 can accommodate 
this by simple addition of proper agent model attribute 
which translates easily in to LVM equation for A=A(t). We 
can also add dependency on populations themselves, i.e. 
A=A(t,X). That is discussed next. 

 
     D.  Time Varying LVM Community Matrix 

     The time varying LVM in general is: 
 

    dXi/dt = Xi [ Ai(t,X) + ∑Aij(t,X) Xj]             (10) 
 

where  i=1,2  and sum  ∑  is over  j=1,2. The Equation 10 
is an extension of Equation 7, where we added time 
varying and population dependencies in the model. This 
can be presented in the compact form as: 
 
                                  dX/dt = A(t,X) X                           (11) 
with: 
                        A = A(t,X) =                                            (12) 

a11(t,X) a12(t,X) 
a21(t,X) a22(t,X) 

 
and for example: 
                      a11(t,X) = A1(t,X) + A11(t,X) X1                (13) 
 
similarly for the rest of the coefficients in (8). Note that 
community matrix elements are functions  of both X1 and 
X2. This will give us lots of freedom in modeling dynamic 
of two interconnected species. The modeling should be 
done in individual steps (coefficient by coefficient) so we 
have full understanding of making even the simplest 
change. Both ABM and LVM approaches to compare and 
simulate accordingly, follow. 
 
Example 1.  Coefficients only functions of time,  not of X, 
i.e. in (13), we have: 
                                  aij(t,X) = aij(t), i,j=1,2                    (14)   
Example 2.   Coefficients only functions of X, not of time, 
i.e. from (8,13), we have:  
                                 aij(t,X) = aij(X), i,j=1,2                   (15) 
          
Example 3.  Coefficients functions of local populations X1 
or X2 only, but not of time, i.e.  
 
                                aij(t,X) = aij(Xj), i,j=1,2                   (16) 
 
where we assumed local dependencies only, for example 
a11(X1) is function of X1 and not of X2, etc. Obviously we 
can have more complicated case such as: 
 
Example 4.  Coefficients only functions of X1 and/or X2 
but not of time, i.e.  
 
      aij(t,X) = aij(Xj), i≠j, aii(t,X) = aii(Xj,Xj), i,j=1,2       (17) 
 
where we left the "crowding" coefficients functions of only 
their corresponding specie population. 
 
Finally, we introduce time and have the following time 
varying version of Example 4. 
 
Example 5.  Coefficients functions of time as well as of X1 
and/or X2, i.e.  
 
    aij(t,X) = aij(t,Xj), i≠j, aii(t,X) = aii(t,Xj,Xj), i,j=1,2     (18)  
    As we develop complex LVM and ABM, our approach  
here is to follow the above formulas in implementing LVM 
and ABM to model corresponding features into both 
models. This way we will be able to precisely interpret 
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every step of the two models. For example, in  Example 5 
earlier, we would agree on what does A12(t,X2) mean in 
terms of t and X2, similarly for other coefficients. That is 
then modeled in ABM via appropriate attributes of Fig. 2. 
As indicated bellow, Reference [1] has an extensive 
analysis of stability of LVM, which would be corroborated 
with carefully designed experiments in ABM simulations. 
 
5.  ABM SPSP SIMULATION     
     In this Section we summarize and discuss various 
details of ABM SPSP simulation, based on setup of Fig. 2, 
which can address and attempt to simulate various models 
and Examples of Section 4. 
 
     Simulation [9] was run for 1000 time step chunks which 
generate ‘counts’ for all the variables at each step, i.e.  (i) 
New prey or predators introduced, (ii) Food consumed by 
prey or prey consumed by predators, (iii) Predator deaths 
(due to end of lifetime), and (iv) Population sizes.  Without 
any changes during the 1000 time steps, the simulation 
(under certain settings) is stable, and each variable is 
averaged across the recorded time. Each food level had 
plenty of time to stabilize.  The data from 1001 thru 2000 
were used only for 0.20 food (20% chance of food growth 
per patch, per step); then changed to 0.30, ignored the next 
1000 steps and used 3001 thru 4000 for 0.30, etc., for 0.40.   
 
     In the simulation the predators are assumed of the same 
size, but the prey grows larger as they eat, starting at 0.  
Hence, the measurement below of “biomass” for the prey 
as indicated in Table 1.    

           TABLE 1. ABM SIMULATION SUMMARY 
Food 
Rate 

Fish  
Average 

Fish St. 
Deviation 

Predator 
Population 

Fish 
Consumption 

0.20 1154.73 33.56 158.97 4562 
0.30 1140.39 39.66 329.09 6841 
0.40 1140.45 36.27 462.10 9120 

 
Food 
Rate 

Predator 
Consumpt. 

New  
Fish 

New  
Predators 

Predator 
Death 

0.20 61.41 74.19 2.124 2.117 
0.30 125.88 144.2 4.392 4.391 
0.40 177.87 225.7 6.158 6.179 

 
     We can use the simpler fish model where, like the 
predators, each fish can be exactly the same size and would 
not change. The effects of fish size can be easily removed 
from the model. So, for example, to calculate A12 we don’t 
really need the size of the fish, only the population size. 
Various options such as “big fish are easier to catch” can 
be also implemented in ABM. This can be programmed 
into the model, for example under the option labeled 
“Predator Preferences” which can be added to Fig. 2.   
     In the ABM simulation, we get the following behaviors:  

a)  Completely stable 
b)  Oscillating-but-stable, and  
c)  Oscillating-but-unstable.    

In the stable settings neither the fish nor the predator 
population changes. Since dX1/dt = 0, we can (presumably) 
say that in terms of LVM, Equations 3 and 4:  

                                 A1X1 = A12X2X1                             (19) 
 

which corresponds to prey growth rate equal to predator 
consumption rate of the prey. Similarly dX2/dt = 0, hence:  
                                A2X2 = A21X1X2                              (20) 
 
which simply means that the predator growth rate equals 
the predator death rate.  Per Equation (19), A1, the growth 
rate of prey, irrespective of the number of prey, is equal to 
the consumption rate of predators times the number of 
predators. The death rate for the predators, in terms of the 
number of prey, irrespective of the number of predators, is 
equal to the consumption rate of preys times the number of 
preys, as in (20) above. In addition to that, in Table 1, we 
see that the last two columns, new predators and predator 
deaths (A2X2), are approximately equal, corresponding to 
the stable state, irrespective of the food rate.  
      
     Calculating the above during out-of-equilibrium periods 
(transients) is trickier, such as right after prey food is 
increased from 0.20 to 0.30.  It becomes trickier when 
other nonlinear effects emerge. For example, increasing the 
food produces spatial inhomogeneities, i.e. there are areas 
where food or prey becomes scarce for a time, and the 
consumption rates vary across the simulation space. This 
emerges from the ABM simulation itself. However, these 
can be modeled by a random “jump” to predator and prey 
movement. Hence each turn, fish in the simulation jumps 
to new, random spatial coordinates. This particularly 
affects the predator numbers, as they consume prey faster 
only while the system is out of equilibrium.  Once the 
system stabilizes (steady state) with a higher predator 
population, then each particular predator consumes roughly 
the same amount of fish as before the change.       
     This is the key dynamic of the ABM: the predators are 
more in number but have harder time finding prey, and the 
prey (more food) are more in number, making it easier for 
the predators to find prey. These two dynamics balance 
out, so that the equilibrium consumption rate per predator 
is the same. These numbers would grow in a kind of an S-
curve, right after the food for the prey is increased, so that 
the number of predators would start to grow, then grow 
faster, then grow slower, and then stabilize at a new, higher 
level. The way to measure this would be to divide the total 
predator consumption rate by the total number of new 
predators.  Per the assumptions of LVM, the fish growth is 
proportional to the amount of fish-food consumed, and the 
predator growth is proportional to the amount of fish (prey) 
consumed. See Table 2 bellow.  
       TABLE 2. PREDATOR CONSUMPTION / NEW PREDATORS 

Food 
Rate 

Predator 
Consumption 
(Fish Biomass) 

New  
Predators 

Quotient 

0.20 61.41 2.124 28.91 
0.30 125.88 4.392 28.66 
0.40 177.87 6.158 28.88 

 
     Here, A21, the predator growth rate, is a constant, even 
when the food available to the fish increases.  So each 
predator eats same amount before and after the prey food is 
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increased.  The prey growth rate, A1, increases with more 
food, but the prey population size does not, because prey is  
consumed faster by the predators. As expected, these are 
all about the same size.  The predator consumption rate is 
not the number of fish consumed, but the total biomass, 
which controls predator numbers.  Hence the predators eat 
more, but there are more predators, so one eats about the 
same, after the new equilibrium. The consumption growth 
is stable initially, Fig. 3,4. In Fig. 5 we see an S-curve 
which flattens out, when the new equilibrium is reached.   
6. MULTIPLE PREY MULTIPLE PREDATOR MODEL  
 
    We now extend the SPSP LVM (Section 3) to a general 
nonlinear model to include multiple species (MPMP):  
            dXi/dt = Xi [ Ai(t,X) + ∑Aij(t,X) Xj ]                  (20)   
where i = 1,2, ... ,n,  and sum  ∑  is over all  j = 1,2, ... , n.  

 
Figure 3. Total Predator Consumption Rates 

 
Figure 4.  Total New Predator Growth 

 
Figure 5.  Predator Consumption / New Predator Growth 

 
We can model 2 preys 1 predator, 4 preys 2 predators, 10 
preys 3 predators, etc., hence building up complexity of the 

LVM’s. Here are some specific examples, where we 
continued from Example 5 (Section 4D) and increased the 
number of species. This may be influenced by a specific 
multispecies situation, such as an aquatic fish environment 
with a variety of preys and predators involved. 
 
Example 6. Two preys one predator, coefficients time and 
functions of X1,  X2 ,and  X3  or the total vector X, i.e.:  
              aii(t,X) =  Ai(t,X) + Aii(t,Xi) Xi 
                           aij(t,Xj) =  Aij(t,Xj) Xi                           (21) 
 
where i,j=1,2,3, i≠j, and X3 is a predator.  In compact form, 
community matrix A(t,X) is now represented as 3x3 array: 
 
       A(t,X) =                                                                   (22) 

a11(t,X) a12(t,X2) a13(t,X3) 
a21(t,X1) a22(t,X) a23(t,X3) 
a31(t,X1) a32(t,X2) a33(t,X) 

Example 7.  Four preys (species 1,2,4,5) and two predators 
(3,6), for simplicity, and  coefficients functions of time as 
well as of Xi, or the total vector X:   
   aii(t,X) =  Ai(t,X) + Aii(t,Xi) Xi, i=1,2,3,4,5,6 
                 aij(t,Xj) =  Aij(t,Xj) Xi , i,j=1,2,3,4,5,6; i≠j          
   aij(t,X4) = 0, i=1,2,3; j=4,5,6 
                 aij(t,X4) = 0, j=1,2,3; i=4,5,6                          (23) 
 
The community matrix  A(t,X)  is now 6x6 array: 
 
       A(t,X) =                                                                   (24) 

a11 a12 a13 0 0 0 
a21 a22 a23 0 0 0 
a31 a32 a33 0 0 0 

0 0 0 a44 a45 a46 

0 0 0 a54 a55 a56 

0 0 0 a64 a65 a66  
and it consists of two decoupled predator prey systems. 
Any of the zero coefficients aij

  indicates lack of influence 
of j-th specie to i-th specie. Assuming that predators can 
prey on all of the species, but not on each other, we have:  
 
Example 8.  Community matrix  A(t,X)  is still 6x6, with 
less 0 elements (“*” are also 0 for this Example): 
 
       A(t,X)=                                                                    (26) 

a11 a12 a13 0 0 a16 

a21 a22 a23 0 0 a26 

a31 a32 a33 0 0 * 
0 0 a43 a44 a45 a46 

0 0 a53 a54 a55 a56 

0 0 * a64 a65 a66                
If predators prey on each other, then we have Example 9: 
 
Example 9.  Community matrix  A(t,X)  is still  6x6, with 
even less 0 elements,  “*” are a36 and a63 respectively.  
Example 10.  Here we have an overlapping model, where 
two almost decoupled specie communities share a 
common four (boldfaced) elements: 
       A(t,X) =                                                                  (27) 
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a11 a12 a13 0 0 0 

a21 a22 a23 0 0 0 

a31 a32 a33 a34 0 0 

0 0 a43 a44 a45 a46 

0 0 0 a54 a55 a56 

0 0 0 a64 a65 a66                      
This model  can  be  handled by an  approach  in  [5] where 
the model is “expanded” to decouple it effectively. Finally 
we add environmental effects [1] into LVM by: 
                   S:   dX/dt = A(t,X) X + B(t,X)                      (28) 
where  B(t,X)  models  external  effects  of  the environment 
(food, space,  temperature). Let  us look at Example 6, and 
add  environmental  vector  B(t,X).  We  obtain   community  
matrix A(t,X) in (22), with  species vector X=[X1,X2,X3 ]T 

and the corresponding environmental vector is: 
 
                B(t,X)  = [B1(t,X),  B2(t,X),  B3(t,X)]T           (29)  

Or even simpler case, where each environmental 
component depends only on individual specie, i.e.  
 
               B(t,X)  = [B1(t,X1), B2(t,X2), B3(t,X3)]T           (30) 
 
As it was discussed in Section 4B and 5, ABM introduced 
food supply into the model and the above environment 
vector is the right place to introduce the food supply, as a 
control input into the LVM (future work research subject). 
 
     As the community matrices become larger and more 
complex, we note that  there are certain structural properties 
in the way "0" elements are placed. This is calling for 
approaches described in [2,4,5,6] which take advantage of  
special structures to simplify calculations and expose key 
structural properties of the models. There are elements of 
"overlapping" components in community matrices, which 
can be "expanded and contracted" [5] in building effective  
controls in multispecies communities. As the number of 
species grow, smart shuffling of the position of species in 
the vector X may produce hierarchical structure of 
community matrix A(t,X) [4], producing much simpler 
controls and simpler stability analysis, as the overall 
community matrix is split into subsystems (agents) 
hierarchically interconnected.  
 
7.   STABILITY AND COMPLEXITY 
 
     There are some key existing mathematical results related 
to  LVM which can be used and which can accommodate 
multi-species modeling and stability in particular [1]. They 
give regions of stability estimates and point to specific 
reasons for instability and balance between stability and 
complexity.  These regions can be tested using both LVM 
and ABM approaches which will add a measure of 
confidence and practicality to the stability results. As 
several ecology researchers (not mathematicians) pointed 
out in literature, there seems to be a balance in competing 
multi-species environments between numbers of inter 
connections among the species versus interconnection 
strengths. Our (obvious) mathematical conjecture is:  
 

If we denote by N number of interconnections for a given 
species (in a multi species  environment)  and by I  their 
intensity, then:   

                 N  times  I  =  Constant                    (31)  
where equality sign is just a measure of closeness of two 
sides of the expression. We could rephrase this intuitive 
notion and add stochastic measure by using Expected 
Value E( ) as:  
                                E(N  times I)  = Constant                (32) 
 
where intensity I may be represented by some norm. In this 
context the LVM would need to be expressed in a 
stochastic form by adding certain stochastic processes 
either in random parameters in the community matrix 
elements, or as an additive colored or white noise process 
to the model itself. We will consider this in future work. 
 
 8.  CONCLUSION 
 
In this paper we set the scene for a robust and effective, 
dual model based approach (LVM, AMB) to build simple-
to-complex predator-prey ecological models and examples 
of Single Prey Single Predator (SPSP) as well as Multiple 
Prey Multiple Predator (MPMP) models. This approach 
aims to produce practical results which can be used in real 
life ecological problems, and to better understand classic 
notions in multi-species models, as (i) Paradox of the 
Plankton, (ii) Paradox of the Enrichment, (iii) Oksanen's 
description and tropic level numbers, and other general 
Complex Systems paradigms such as (iv) Adaptivity and 
(v) Emergence. Our dual approach relies on methodology 
of step-by-step model build-up and reinforcement using 
two very different approaches, i.e. “mathematical” LVM 
and “ad-hoc” ABM. Proposed approach adds to the overall 
rigorousness of the obtained results and their validation 
and interpretations, by meticulously checking and 
comparing results of ABM and LVM as more and more 
complex models are built. In the research which follows, 
we will (i) Explore specific examples from this paper using 
appropriate computing environments such as Matlab, 
Mathematica, NetLogo, and (ii) Compare theoretical LVM 
stability results [1] with ABM modeling.  
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Abstract— A fuel cell based system performance is basically 

determined by the amount of current density the stack is able to 
produce, given a well-defined quantity of reactants flowing through 
it. Starting from a Proton Exchange Membrane fuel cell (PEMFC) 
distributed parameters model, considering all the aspects influencing 
the cell behavior, a Multidisciplinary Design Optimization (MDO) 
process based on a surrogate model is presented. A Monte Carlo 
Simulation approach is chosen to perform a sensitivity analysis to 
estimate the effects of key parameters on performances. This analysis 
allows the definition of a ranking Pareto plot to operate design 
variables reduction, decreasing the problem complexity and 
increasing the orthogonality of the input design matrix. The main 
purpose is to find a suitable and validated method able to reduce the 
time expense for a complete simulation, so to originate useful input 
to a multi-disciplinary design optimization. 
 

Keywords—MDO, PEM fuel cell, Surrogate model.  

I. INTRODUCTION 
N a quite complex and always growing context, Proton 

Exchange Membrane Fuel Cell (PEMFC) technology is 
gaining increasing interest in the automotive and aerospace 
industry in the last decade, mainly due to its environmental 
sustainability. Many industrial and academic studies are 
carried out in this field, specifically implementing PEMFC 
Computational Fluid Dynamics (CFD) models and 
experimental characterization. Some CFD models gained 
interest and diffusion during the last decade thanks to the 
improvements in computer science technologies and the 
consequent reduction of computational time, enabling even 
more robust and complex models. The use of numerical 
modelling allows a great flexibility in the design and analysis 
of fuel cells [1].  
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An extensive bibliographical review has been carried out so 
to retrieve the most affordable solution, both on the side of 
PEMFC simulation [2 ,3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, 18, 19, 20, 21, 22, 23, 24] and on the side of MDO 
[25, 26,27, 28], so to understand the main needs of the two 
main involved topics. The fuel cell model used here is referred 
to [29] and validated with empirical values given in literature. 
The model here used considers all the most important physical 
aspects involved, and it is based on previous CFD PEM fuel 
cell models available in literature. The model is implemented 
in CD-adapco Star-CCM+ software environment, with an 
extensive use of user-defined functions. The main 
characteristics of this model are a 3D simulation domain 
comprising both fluid and solid regions, a steady-state 
solution, the adoption of a multi-component gas and non-
isothermal conditions. The flow considered is single-phase. 
The basic equations for the computation of the fluid flow, the 
diffusivity of the reactants and the ionic conductivity of the 
membrane are the same that can be found in [22]. 
The electrochemical model uses the standard electrochemical 
laws implemented in [18]. The main difference consists in 
using an arcsine function instead of a logarithmic one for the 
electrochemical activation losses. The presence of liquid water 
and its effects on the cell performance (occlusion of catalyst 
reaction sites and flooding phenomena) are considered despite 
the single-phase presence. This approach was based on Dawes 
et al. [18]. The liquid water presence and quantity is calculated 
from the value of relative and absolute humidity, and the 
electrochemical and fluid-dynamics performances are scaled 
(degraded) based on liquid water calculated in each cell of the 
computational domain. The level of liquid water presence is 
quantified with the saturation (s, dimensionless) value [18]. 
The phase-change of vapor into liquid water is considered 
(imposing gas sinks) and modelled as in the ANSYS FLUENT 
fuel cell modules manual [30]. The geometrical domain 
simulated comprised only a single channel of the cell to limit 
the computational cost. The presence of the other fuel cell 
channels can be also simulated varying the starting value of the 
saturation variable. In this model, the simulation comprises not 
only the membrane electrode assembly (membrane, catalyst 
layers and gas diffusion layers), but also the fluid channels, the 
solid bipolar plates (affecting the heat transfer) and the cooling 
water flowing on the opposite side of the plates.  
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Together with the indirect liquid water presence simulation, 
the other main aspect differentiating this model from others is 
the reduction in the porosity of the gas diffusion layers given 
by the clamping pressure of the stack, as discussed in [13]  

II. METHODOLOGY 
A design space evaluation was performed considering the 

performance of the fuel cell from a fluid dynamics and 
electrochemical point of view. A set of parameters was 
selected and then split into two main sets. 

The boundary conditions values (first set of design 
variables), also defined "uncontrollable input noises" or 
"noise factors" [31, 32], are reported below: 

Cathode exchange current density, i0c: the exchange 
current density is an important electrochemical parameter 
related to the kinetics of the chemical reactions. This variable 
depends upon many physical and electro-chemical factors, as 
the noble metal particles used, their shape and distribution 
over the catalytic surfaces and the micro-structure of the 
supporting surfaces. In the model, it is defined for both the 
cathode and the anode sides. This variable is usually measured 
in A/cm2. The higher its value, the faster the chemical 
reactions. A quicker chemical reaction has the direct effect of 
lowering the detrimental voltage losses, since it implies a 
lower amount of energy absorbed by the reaction itself (in the 
form of a voltage loss), improving the power output. The 
cathode exchange current density for a PEM fuel cell is usually 
in the range of 0.01 – 5 A/cm2, while the anodic reaction 
exhibits usually an exchange current density of about 1000 – 
3000 A/cm2 [3]. From an electrochemical point of view, the 
cathode exchange current density produces the well-
identifiable initial voltage drop at very low current densities. 
The initial voltage drop translates the whole fuel cell 
polarization curve into lower voltage values, i.e. it reduces the 
overall cell efficiency. Therefore, this control factor is 
expected to have a strong influence on the cell performance. 

Anode exchange current density, i0a. 
Condensation rate, rcond. The condensation rate is a gain 

factor (measured in 1/s) directly related to the kinetics of water 
vapour condensation into liquid form. This value is usually 
defined in the range of 100 – 200 1/s by commercial software, 
e.g. ANSYS Fluent [30] for the simulation of generic 
multiphase flows contemplating a transition from vapour to 
liquid form. Fluent PEMFC model sets this value to 100/s. 

Saturation coefficient, satrate: this parameter is another 
gain factor used in the definition of the saturation variable (s), 
implemented for simulating major or minor quantities of liquid 
water presence inside the porous media. It is defined as the 
ratio of volume occupied by liquid water divided by void 
volume available within the dry porous structure of the Gas 
Diffusion Layer (GDL). When simulating a portion of fuel 
cell, it allows the user to take into account the presence of the 
whole cell, i.e. the liquid water produced by the part of the cell 
that is not really considered in the simulation can be modelled 
by assuming a suitable value of the satrate.  

The effects of the presence of liquid water are here 
considered. On the other hand, the tuning parameters, also 
defined "control factors", are summarized below: 

Anode inlet gas temperature, Ta: the temperature of the 
gas mixture entering the cell at the hydrogen side.  

Anode inlet relative humidity, Rha: the relative humidity 
of the gas mixture entering the cell at the hydrogen side. In 
case of PEMFCs, the polymer membrane requires high level of 
humidity to operate properly as electrolytic element of the cell. 
Despite the cell produces liquid water as a chemical by-
product at the cathode side, it is often not sufficient to 
guarantee a proper membrane operation. For this reason, it is 
often required to inject hydrogen at a high level of 
humidification for medium-large fuel cell stack.  

Cathode inlet gas temperature, Tc: the temperature of the 
gas mixture (H2 and H2O) entering the cell at the oxygen side. 

Cathode inlet relative humidity, Rhc: the relative humidity 
of the gas mixture (O2, N2 and H2O) entering the cell at the 
oxygen side. 

Compression (of the GDL), compr: the effects of the 
torque applied to clamp the stack. The clamping force, 
required to prevent reactants leakage and a good contact 
between the electric conductive parts, has the counteracting 
effect of reducing the porosity of the gas diffusion layers, 
directly reducing the void volume available to the reactants. In 
the model, the gas permeability and diffusivity are reduced as 
function of the dry porosity of the GDL influenced by the stack 
clamping pressure. The reduction in electrical contact 
resistance between catalyst, GDL and electrodes given in case 
of stronger clamping forces are not considered in this model. 

Geometrical parameters (gas channel width, gas channel 
length, etc.) are defined as “controllable inputs" since their 
uncertainty level can be controlled during the manufacturing 
process [5, 31]. They are not involved in the presented 
sensitivity analysis, since this study is done for a fixed fuel cell 
geometry. The design space evaluation is often performed 
through the use of a Design of Experiments (DoE) technique.  

The advantage of using a DoE consists in a maximum 
amount of knowledge gained with a minimum expense of 
numerical trials. Due to the fact that analysis processes are 
often time consuming, an efficient exploration of the entire 
design space requires a systematic samples distribution. The 
objective is to get many representative details of the 
correlation between system response and design parameters, 
while at the same time minimizing the number of design 
evaluations [27, 31, 32, 33, 34, 35]. Several strategies can be 
used to generate appropriate samples [12, 33], namely Monte 
Carlo Simulation (MCS), Latin Hypercube Sampling (LHS),
 Optimal Latin Hypercube Sampling (OLHS) and Factorial 
Designs. 

According to literature references [35] and thanks to the low 
complexity of this model, the MCS approach is used here. For 
the purposes of this work, a Sample Random Sampling (SRS) 
technique is used [26, 28, 35], consisiting in generating 
random values according to a certain distribution. 
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This technique has been preferred by the authors because it 
gives an absolutely random distribution. As a result, this 
technique generates random sample points instead of dividing 
the distribution into N intervals of equal probability. The 
major drawback of this approach is that the design points may 
be clustered in some regions of the design space whereas other 
parts could be almost unexplored. To avoid this situation, (i.e., 
to achieve an almost even distribution of the design points), a 
significant number of simulations is required. As a 
consequence, this method should be used just in case of fast 
running analyses, while other algorithms should be considered 
for a complete covering of the design space. A uniform 
Probability Density Function (PDF), instead of a common 
Normal one, is adopted to model the random behavior, 
obtaining in this way a matrix containing the generated values 
of input parameters. The choice of a uniform PDF is motivated 
by the fact that a sensitivity analysis is performed evaluating 
all the values the parameters could assume, without having 
values with different likelihood, in a range included between 
upper and lower bounds. The PDF is also allowed thanks to 
the absence of geometrical parameters considered. Moreover, 
selected DoE techniques have to ensure the orthogonality of 
the generated matrix of design variables (i.e. its transpose is 
equal to its inverse) to ensure a good fit of meta-models [36]. 
An advantage of using orthogonal design variables as a basis 
for fitting data is that the inputs can be decoupled in the 
analysis of variance [25]. 

Orthogonality implies the estimates of the effects are 
uncorrelated, where any pair of independent variables is 
linearly independent. The most familiar measure of 
dependence between two quantities is the Pearson product-
moment correlation coefficient (ρX,Y) also called Pearson's 
correlation [37, 38]. It is obtained by dividing the covariance 
of the two variables by the product of their standard 
deviations. 
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The larger the correlation, the less independent the 
parameters and the less orthogonal the design matrix is. If the 
design matrix is not orthogonal, a coupling exists in the matrix, 
so that the interaction effects of independent variables are not 
distinguishable. 

As a second step, a sensitivity analysis was done to evaluate 
which parameters have the major weight on the system 
response. This was done thanks to the iSight software, 
providing some useful visual tools. After performing the DoE, 
a 2nd order polynomial was chosen as approximated function. 
The function fits the responses on a discrete set of samples 
after calculating the function coefficients thanks to the least 
square method. The unknown model function can be 
approximated by a 2nd order Taylor series. Moreover, it is 
possible to use one-dimensional cuts through the response 
surface to quantify the influence of the parameters separately. 
The influence of the design parameters is displayed in a classic 
Pareto plot, where positive effects on the responses are marked 
in blue, whereas negative effects are colored in red.  

The last presented representation is more direct than other 
graphic results, giving the designer a useful tool to better 
understand which design parameters could be neglected 
because of their poor effect on global performances [19]. 

According to common techniques of robust design [31], the 
two sets of parameters are kept separated and two different 
sensitivity analyses are done to evaluate the influence of each 
set on the outputs separately.  

Furthermore, an overall analysis considering all of the 
parameters at the same time would require a definitely higher 
number of trials, determining an unacceptable amount of time 
spent in simulating, as the noise and control factors could 
sensibly influence each other. Therefore, for the purposes of 
the present work, two different analyses gave a satisfactory 
result at a feasible computational cost. The reference output 
monitored is the current density: at a fixed user defined 
operating voltage, the higher its value, the higher the power 
output available from the fuel cell. 

Considering the number of trials to be simulated and the 
splitting of the sensitivity analysis into two different ones, an 
amount of 100 simulations has been chosen as a compromise 
between computational cost and sufficiently reliable 
preliminary results. The sensitivity analysis tool provides 
different graphs and post-processing features. During a 
preliminary analysis, the most meaningful charts are the scatter 
plots and the Pareto plots, presented later in the text. 

Considering the operating conditions at which the cell is 
investigated, the authors decided to start with the analysis of 
possible flooding (at low voltage and high current density), 
opting for 0.2 V. Only one single point of the polarization 
curve is analyzed, being anyway one of the most representative 
ones, where the cell is particularly sensible to change in 
performances. Also a validation of the approach based on the 
simulation of a single point could better test the goodness of 
the methodology. 

III. RESULTS AND DISCUSSIONS 
After the run completion, the first step of the design space 

evaluation consisted in determining the level of orthogonality 
of the input variables. Two different correlation matrices are 
presented for both noise and control factors (Table 1 and 2, 
respectively), obtained for the present case study. 

As it can be seen, both noise and control factors present a 
very low correlation. These results are important because, as 
stated before, this is a useful preliminary step to get a good 
fitting response of the meta-model, avoiding to get 
confounding behaviors. If the correlation factor is not close to 
a zero value, there is some level of confounding of the 
independent variables and this would affect the ability to 
estimate the source of variability in the system response and 
the associated model coefficients [39]. The ability of the 
surrogate model to approximate the reality in a better way is 
given by the lack of void spaces in the design space. If void 
spaces are present, the surrogate model would consider regions 
not covered by data, making the model error excessive.  

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 278



 

 

 
 

 
Figure 1 shows the scatter plots originating from the present 

analysis on control factors. Examining such plots, the most 
interesting result is the direct proportionality between the 
current density and anode relative humidity. The Pareto plot 
that is obtained (shown in Fugure 3, top part) clearly shows the 
relative weight of each of the selected control factors on the 
objective variable. The anode temperature and the anode 
relative humidity can be identified as the two main parameters 
affecting the current density. On the other hand, no clear 
correlation can be made for relative humidity and temperature 
at the cathode, neither for compression rate. The same 
procedure is adopted for the noise factors. Scatter plots for 
noise factors are provided in Figure 2. It is quite clear that the 
most leading parameter is the cathode exchange current 
density. Moreover, the anode exchange current has more 
effects than condensation and saturation, and it cannot be 
neglected. Such behavior is reflected by the Pareto plot shown 
in the bottom part of Figure 3. Saturation and condensation 
rate are instead not directly contributing.  

As a matter of fact, at the cathode side the membrane is 
continuously humidified thanks to the water produced by the 
electrochemical reaction. On the other hand, the anode usually 
experiences difficulty in keeping the right membrane 
humidification, since the presence of liquid water is strictly 
connected to its transport through the membrane itself and the 
hydrogen inlet humidification.  

Despite the membrane is thin, a good amount of membrane 
humidity must be guaranteed at its two sides, being 
humidification at only one side not enough. Therefore, the 
strong importance of humidity at the anode becomes clear. 

 
Being the membrane humidification directly proportional to 

the electric conductivity of the membrane, a higher value of 
humidification means a higher electric current.  

This is the reason why it is extremely important to monitor 
and correctly set the right value of anodic temperature and 
humidity. The reason for the importance of the anode 
temperature could be justified considering the operating point 
here simulated, equal to 0.2 V in output. At this low voltage 
value, the current production is high, meaning a high liquid 
water production at the cathode side. The back-diffusion of 
water through the membrane, given by the gradient of 
concentration at the two sides, is enhanced and can 
counterbalance the electro-osmotic drag. A lower relative 
humidity at the anode (i.e. a high inlet temperature) helps in 
removing the excess water, which could imply water flooding. 
This behavior, on the other hand, is opposed at low or medium 
current densities, where very high anode relative humidity is 
always required to prevent the membrane drying. 

 Ta Rha Tc Rhc Compr 

Ta 1 -0.082 0.238 0.102 0.0064 

Rha -0.082 1 0.026 -0.091 -0.062 

Tc 0.238 0.026 1 0.12 0.11 

Rhc 0.102 -0.091 0.12 1 0.0352 

Compr 0.0064 -0.062 0.11 0.0352 1 

 
Tab. 2 Control factors correlation matrix, showing the mutual 

influence of each variable on the others. 1 indicates a perfect match;  
0 indicates a complete non-correlation. 

 i0a i0c rcond satrate 

i0a 1 -0.127 -0.114 0.0725 

i0c -0.127 1 0.124 -0.029 

rcond -0.114 0.124 1 -0.066 

satrate 0.0725 -0.029 -0.066 1 

 
Tab. 1 Noise factors correlation matrix, showing the mutual influence 
of each variable on the others. 1 indicates a perfect match; 0 indicates 

a complete non-correlation. 

 
Fig. 1 Scatter plots obtained fort the sensitivity analysis of the 
control factors. Each red point represents a simulation point of the 
DoE. For each plot, its corresponding control factor is given in the 
x-axis, between its lower and upper limits. The objective function is 
given on the y-axis. 
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The cathode exchange current density shows a great 
influence on the polarization curve, being perfectly in-line with 
the physical explanation already given. 

 

 
 

 

IV. CONCLUSIONS 
The presented work individuates the key factors affecting 

the behavior of a PEM FC model. The provided sensitivity 
analysis is a pivotal input to any MDO process that could be 
applied to such models, with the aim to reduce computational 
effort without affecting significantly the representativeness, 
thus leading to an increase in the efficiency of the model itself. 

Further activities in this sense will be to realize a surrogate 
model based on the output of this work and to obtain a MDO 
able to provide and validate the best solution in terms of 
maximum current density produced at a given voltage. 
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control factors are temperature and relative humidity at the anode, 
while the main noise factor is exchange current density both at 
anode and cathode. 
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Abstract— In this paper, the effect of rotation and magnetic field 

on plane waves in transversely isotropic thermoelastic medium under 
the Green-Lindsay theory with two relaxation times of generalized 
thermoelasticity has been discussed. The governing equations of 
generalized magneto-thermoelasticity of rotating transversely 
isotropic medium are solved in plane and a cubic velocity equation is 
obtained to show the existence of three quasi plane waves in the 
medium. The reflection of quasi plane waves is considered from a 
thermally insulated and stress-free surface, where three relations 
between the reflection coefficients are obtained. The reflection 
coefficients are computed for Cobalt material and presented 
graphically.  

 
Keywords— Cobalt Material, Magneto-thermo-elastic coupling; 

Reflection coefficients; Rotation; Thermal relaxation times; 
Transversely isotropic materials. 

I. INTRODUCTION 
Two generalizations to the coupled theory were introduced. 
The first is due to Lord and Shulman [1] who obtained a wave-
type heat equation by postulating a new law of heat conduction 
to replace the classical Fourier’s law. Since the heat equation 
of this theory is of the wave-type. The second generalization to 
the coupled theory of elasticity is what is known as the theory 
of thermoelasticity with two relaxation times is obtained by 
Green and Lindsay [2] in an explicit version of the constitutive 
equations. These theories were extended by Sherief [3] and by 
Dhaliwal and Sherief [4] to include the effects of anisotropy. 
In this theory a modified law of heat conduction including both 
the heat flux and its time derivative replaces the conventional 
Fourier's law. The heat equation associated with this theory is 
a hyperbolic one and hence automatically eliminates the 
paradox of infinite speeds of propagation inherent in both the 
uncoupled and the coupled theories of thermoelasticity. For 
many problems involving steep heat gradients and when short 
time effects are sought this theory is indispensable.  
Increasing attention is being devoted to the interaction 
between magnetic fields and strain in a thermoelastic solid due 
to its many applications in the fields of geophysics, plasma 
physics and related topics. In the nuclear field, the extremely 
high temperatures and temperature gradients as well as the 
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magnetic fields originating inside nuclear reactors influence 
their design and operations [5].  
A comprehensive review of the earlier contributions to the 
subject can be found in [6], [7], [8] and [9]. Among the 
authors who considered the generalized magneto-thermoelastic 
equations are Nayfeh and Nemat-Nasser [10] who studied the 
propagation of plane waves in a solid under the influence of an 
electromagnetic field. They have obtained the governing 
equations in the general case and the solution for some 
particular cases. Choudhuri [11] extended these results to 
rotating media. 
Abd-alla and his coworkers [12], [13] and [14] studied the 
phenomenon of the reflection and/or transmission of plane 
waves from free surface of a magneto-thermo-elastic solid 
half-space with many assumption. Othman and Song  [15] 
investigated the reflection of magneto-thermo-elastic waves  
when the medium of reflected wave is homogeneous and 
isotropic. Singh et al. [16] applied Green-Naghdi’s theory of 
generalized thermoelasticity to study the reflection of P and 
SV waves from the free surface of a magneto-thermoelastic 
solid half-space. Singh and Yadav [17] studied the effect of 
rotation and magnetic field on plane wave in transversely 
isotropic thermoelastic medium with one relaxation time. 
Wave propagation phenomenon in solids is important due to 
its relevance in composite engineering, geology, seismology, 
seismic exploration, control system and acoustics [18]. In view 
of the fact that most large bodies, like the earth, the moon, and 
other planets, have angular velocity and their own magnetic 
field. The study of wave propagation in a generalized 
thermoelastic media with additional parameters like rotation, 
electric, magnetic, anisotropy, porosity, viscosity, 
microstructure, temperature and other parameters provide vital 
information about existence of new or modified waves. The 
reflection phenomenon of plane wave propagation in an 
anisotropic solid has been studied by many researchers. For 
example, Keith and Crampin [19] studied the reflection and 
refraction of seismic waves at a plane interface between two 
dissimilar anisotropic media. Singh and Khurana [20] 
investigated the reflection of propagation of plane waves at the 
free surface of a monoclinic elastic half-space. Sharma [21] 
discussed the reflection of thermoelastic waves from the stress-
free thermally insulated boundary of a transversely isotropic 
solid half-space. Kumar and Singh [22] illustrated the effects 
of rotation and imperfection on reflection and transmission of 
plane waves in anisotropic generalized thermoelastic media. 
Recently, Abd-alla and his co-workers [23]-[29] investigated 
many problems concerning the reflection or the reflection and 
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refraction phenomena in anisotropic piezoelectric or in 
thermo-piezoelectric materials with the existence of the initial 
stresses or not. 
The aim of this paper is to study the influence of  two thermal 
relaxation times according to the theory of Green-Lindsay, the 
rotation and the magnetic field on the reflection of plane waves 
in a transversely isotropic magneto-thermoelastic medium. 
Reflection of the plane waves from a stress-free thermally 
insulated surface studied to obtain the reflection coefficients of 
various reflected waves. The effects of anisotropy, rotation, 
thermal relaxation times and magnetic fields illustrated 
graphically on these coefficients.  

   
II. FORMULATION OF THE PROBLEM AND THE BASIC 

EQUATIONS 
 

We consider the elastic medium is rotating uniformly with an 
angular velocity nΩ=Ω , where n  is a unit vector 
representing the direction of the axis of rotation. The 
displacement equation of motion in the rotating frame of 
reference has two additional terms [11]: Centripetal 
acceleration, )( u×× ΩΩ  due to time varying motion only and 
the Corioli’s acceleration u&×Ω2 , where u  is the dynamic 
displacement vector. These terms do not appear in non-
rotating media. 
Therefore, the basic equation for a homogeneous and 
transversely isotropic magneto-thermoelastic half space in the 
context of Green-Lindsay theory  may be taken in a unified 
form without body forces, body couples and heat sources can 
be written as: 

(a) Equation of motion with Lorentz force f   is given as 

)]2(}({[ uuuf &&& ∧+∧∧+=+⋅ ΩΩΩσ∇ ρ  (1)                                                       

BJf ×=                                                                              (2)                                                                                             

(b) Maxwell equations: 
JHcurl = , BEcurl &−= ,  0=Bdiv ,  HB eµ=               (3)                         

(c) Generalized heat conduction equation according the (G-L) 
theory: 

)( 00
2 TtTCTT e

&&&& ++= ρuK γ∇∇                                        (4) 

(d) Strain-displacement relations: 
 )(2

1 Tuuε ∇∇ +=                                                                  (5)                                                      (5) 

(e) Constitutive relation between stress and kinematic, electric 
and thermal fields: 

( )TtT &
1+−= γεσ c                                                             (6)                                                      (6) 

 (f) Generalized Ohm’s law in deformable continua is 
)]([ BuEJ ×+= &oσ ,                                                           (7)     

The elastic part εσ c=el
 of the stress tensor σ  in equation 

(6), for the transversely  isotropic materials, may be 
expressed as [24]: 

)())((2

)(2
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NnInIc el
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T trtr

βµµ

αµλ
                     (8)           

If the direction of the symmetric axis n  is along the y -axis, 
for 0≤y  only the following material constants do not vanish: 

i) the elastic moduli 33131211 ,,, cccc  and 44c ; ii)  the 

thermal elastic coupling moduli 1γ  and 3γ ; So in Eq. (8) the 

elastic parameters, using elastic moduli in Voigt notation, 
become: 
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                    (9) 

The superimposed dot represents time derivative and the 
symbols appearing in the previous equations are listed in  table 
(1) in the end of this paper. The complete geometry of the 
problem is shown in Fig. 1  
We consider the problem of a magneto-thermoelastic half-
space ( 0≤y ) with the small effect of temperature gradient on 
the conduction current J  is neglected. We assume that 

hHH += o  where ),(0 oH,0=H . The perturbed magnetic 
field h  is so small that the product of uh,  and their 
derivatives can be neglected while  linearizing the field 
equations. Also, we consider the magnetic field constant 
intensity ),(0 oH,0=H  acts parallel to the bounding plane 
(take as the direction of the z-axis). Thus, all quantities 
considered will be functions of the time variable t and of the 
coordinates x and y [10].  

Substituting from Eqs. (3) and (7) into Eq. (1) , one may 
obtain 
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Furthermore, the heat conduction equation may be written in 
explicit form as: 

),()( ,2,1,2,1 yxooeyyxx vuTTtTCTKTK &&&&& γγρ +=+−+        (12)                                                          

where we have used  )(5.0 121166 ccc −=  and  the 
electromagnetic body force ( BJf ×= ), γ  and K   were 
written by their components. We should note that for G-L 
theory the thermal relaxation time must satisfy the relation  

01 >≥ ott . 
The solution of equations (10), (11) and (12) can be chosen  
for a harmonic wave propagated in the direction in the 
following form 

[ ],)cossin(exp),,(},,{ ctyxikCBATvu −−= θθ   (13)                                                                     
where the wave normal lies in the xy-plane, and makes an 
angle θ  with the y-axis. Substituting from Eq. (13) into Eqs. 
(10), (11) and (12), we can get a system of three homogeneous 
equations: 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 283



 

 3 
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ω
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where we have used 
θθµ 2
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066122 HccD e++−= , 
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14 cossin KKD += , 

with the help of the following of dimensionless quantities 
2cρζ = ,  Kc=ω ,  )/( 1

* kCC ωγ= ,  )/(1 22* ωΩ+=Ω ,  

1

2
γ
γγ = , ,

2
1

eCρ
γΤε ο=  

ω
λ i

nton += ,  

ω
λ i

t += 01 , 
eC

D
D

1

4
5 τ

= , 
10

)/(
)/(

)/(
λ

ω
ω

ωα i

it

i =
+

= . 

To get the non-trivial solution of the system of Eqs. (14), (15) 
and (16), the determination of the factor of matrix must vanish, 
Therefore,  

0
cossin

cos)/(2
sin)/(2

5

*
32

2
*

1
=

−−
−Ω−Ω−

Ω+Ω−

Dii

DiD

iDD

n

n

ζθεζγωαθωαεζ
θγλζωζ

θλωζζ
   (17) 

This  yields the following cubic equation in ς : 

032
2

1
3

0 =+++ AAAA ζζζ                                         (18) 
where,  

,)/(4 2*2
0 Ω−Ω= ωA  

*222
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31
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Here, the three roots ,2
jj cρζ =  (j=1,2,3) of equation (13) 

corresponding to the complex phase velocities jc , (j=1,2,3) of 

qP , qSV and qT waves, respectively. If we write 

,11
jjj qiVc ω−= −−  (j=1,2,3), then clearly jV  and jq  are the 

speeds of propagation and the attenuation coefficients of the 

qP, qSV and qT waves [17]. 

 

III. THE BOUNDARY CONDITIONS  

The required boundary conditions at the free surface 0=y  are 

vanishing of the normal stresses, tangential stresses and normal 

component of the heat flux vector, i.e.,   

0* =+ yyyy σσ , 0* =+ yxyx σσ  and  0, =yT on 0=y ,  (19)                                           
where 

)( 12,22,12 TtTvcuc yxyy
&+−+= βσ ,

)( ,,
2*

yxoeyy vuH +−= µσ , 

)( ,,44 xyyx vuc +=σ ,  0* =yxσ .          
IV. REFLECTION FROM FREE SURFACE 

In this section, we shall drive the relations between the 
reflection coefficients, when (qP or qT or qSV) wave becomes 
incident at a thermoelastic solid half-space )0( ≥y  with 
thermally insulated and stress-free surface 0=y . The positive 

−y axis is taken into the half-space. For the incident wave at 
free surface, there will be three reflected waves, i.e., reflected 
qP, reflected qT and reflected qSV. Accordingly, if the wave 
normal to the incident wave (qP or qT or qSV) makes angle 

oθ  with the positive direction of y-axis and those of reflected 
qP, qSV and qT waves make 1θ , 2θ  and 3θ with the same 
direction. The complete geometry showing the incident and 
reflected waves is depicted in figure (1). The appropriate 
displacement components and temperature field which must 
satisfy the boundary conditions (19) at y=0 are:   

321 321
ηηηη eAeAeAeAu o

o +++= ,                                 (20)                           
321 332211

ηηηη eAFeAFeAFeAFv o
oo +++= ,                 (21)     

321 332211
ηηηη eAGeAGeAGeAGT o

oo +++= ,               (22) 
with  

)cossin( tcyxik ooooo −−= θθη ,         
)cossin( tcyxik lllll −+= θθη     ,   3,2,1=l   

where oc  is the velocity of the incident qP or qT or qSV 

wave, lk , (l=0,1,2,3) are complex wave numbers, ρζ /llc =  
( =l 0,1,2,3).    
 Substituting from Eqs. (20-22) into Eq.(10) and Eq. (11), we 
get in the case of incident wave 

210 / NNF −= , )/)(/( 230 NNkG no ξλ=     (23)                                           
where 

),(cos])/(2[(sin *
120211 Ω−+Ω−= ooooo DiDN ζθγζωθγ

),(sin])/(2[(cos *
310222 Ω−+Ω+= ooooo DiDN ζθγζωθγ

],)())/(4[( 31
2
231

*22*2
3 ooooooo DDDDDN −++Ω+Ω−Ω= ζζω

Where 
 ooeo cHcD θθµ 2

66
22

0111 cossin)( ++= ,   

 oooeo HccD θθµ cossin)( 2
66122 ++−= ,       

oooeo cHcD θθµ 2
66

22
223 sincos)( ++= . 
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In the case of reflected waves, one may get the following 
displacement components and temperature field which are 
suitable to satisfy the boundary conditions (19) at y=0.  

leAu l
η= , leAFv ll

η=  and leAGT ll
η= , 3,2,1=l   (24)                                                         

with 
)/)(/(,/ 2321 llnlllll NNkGNNF ωλ−=−= ,      (25)                                           

where 
),(cos])/(2[(sin *

12211 Ω−−Ω−= lllllll DiDN ζθγζωθγ  

),(sin])/(2[(cos *
31222 Ω−−Ω+= lllllll DiDN ζθγζωθγ  

],

)())/(4[(

31

2
231

*22*2
3

ll

llllll

DD

DDDN −++Ω+Ω−Ω= ζζω
 

where 
 lloel cHcD θθµ 2

66
22

111 cossin)( ++= ,   

lloel HccD θθµ cossin)( 2
66122 ++= ,          

lloel cHcD θθµ 2
66

22
223 sincos)( ++= . 

Using Eqs. (20-22) which corresponding to incident and 

reflected waves in the boundary conditions (19) yield 

0))(1())sin(
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.0)cos(
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3333

222211110000
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θ

θθθ
AGik
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Since the phases of the waves should be the same for each 
value of x, then we obtain the following relations must be valid 

321 ηηηη ===o ,  
and so 

332211 sinsinsinsin θθθθ kkkk oo ===  
and 
 332211 ckckckck oo === .  
Therefore, the Snell's law may be deduced as 

3

3

2

2

1

1 sinsinsinsin
VVVVo

o θθθθ
=== ,                            (29) 

Multiplying  Eqs. (26-28) by the factor )/( oo Aki and  using 
 Snell's law  (29). 
putting 

  i
i X

A

A
=

0
,                                                                   (30) 

one may get the following system of three non-homogenous 
equations   

∑ =
=

3

1j
ijij bXa ,   3,2,1=i                                           (31) 

where  

,)/(sin)(

]sin)/)[((

2
2

12

2/1222
221

Lonooe

oLooeLL
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VVHcFa

γωλθµ

θµ

+−

+−−=
 

oLoLoL FVVa θθ sin]sin)/[( 2/122
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2/122
3 ]sin)/[( oLoLL VVGa θ−= , 

,)/(
sin)(cos)(

2

2
12

2
221

oon

ooeoooe

Gk

HcFHcb

γωλ
θµθµ −−−−=  

ooo Fb θθ sincos2 −= ,  ooGb θcos3 = , .3,2,1=L  
From Eqs. (30). the analytical expressions of  reflection 
coefficients 21, XX  and 3X  for incident qP waves may be 
obtained. While the analytical expressions of reflection 
coefficients 21,YY  and 3Y  for incident qSV and the analytical 
expressions of reflection coefficients 21, ZZ  and 3Z  for 
incident qT are related  to reflection coefficients jX  with the 
relations:  

1
*

11 XFY =  ,  2
*
22 XFY = , 3

*
33 XFY =                (32) 

1
*
11 XGZ =  ,  2

*
22 XGZ = , 2

*
22 XGZ =              (33) 

where  
,/,/ **

ojjojj GGGFFF == j =1,2,3.                       (34) 

V. NUMERICAL RESULTS AND DISCUSSION 

The Cobalt material is chosen for numerical evaluations which 
has the following physical data [21]. 

211
11 10071.3 −×= Nmc ,  211

12 10650.1 −×= Nmc  

211
22 1027.1 −×= Nmc , 122 deg1027.4 −−×= JKgCe , 

126
1 deg10040.7 −−×= Nmγ , 3310836.8 −×= Kgmρ  

126
2 deg109.6 −−×= Nmγ , 122

1 deg1069.0 −−×= WmK ,  

122
2 deg1069.0 −−×= WmK , KTo 298= .  

Using Mathcad program, the modulus of the reflection 
coefficient for different quasi plane waves are calculated 
numerically versus the angle of incidence of (qP or qSV or 
qT) waves for different thermal, rotation and magnetic 
parameters from Eqs. (30), (32) and (33) . These variations of  
the reflection coefficients are presented graphically in Figs. 2a, 
2b, 2c, 3a,3b, 3c, 4a, 4b and 4c. We can summarize the 
following remarks:  
First, the variation of the reflection coefficients ratios 1X , 2X  
and 3X  versus the angle of incidence oθ  for incident of qP 
wave under the theory of  (G-L) is studied in the following 
cases: (i) The first group when the dimensionless rotation 
parameter is 4' =Ω , the imposed primary magnetic field is  

510=oH A/m and the variation of the thermal relaxation time 

with .10)8,6,4,2( 12
1 st −×= , the results are shown in Figs. 

(2a, 2b, 2c). 
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In this group, figure 2a shows that the curve of 1X  (when 

.102 12
1 st −⋅= , solid red curve) for each value of  oθ  in the 

interval )55,0( oo  increases monotonically from 1.133 at 
o0=oθ  up to 2.215 at o55=oθ  and decreases up to the 

minimum value 1.161 at o90=oθ . Moreover, the values of 

1X  decrease with variations in the thermal relaxation time 1t  

on the same interval )55,0( oo=oθ . While in the interval 

)90,56( oo=oθ , the variations of  1X  have a small increases 

as the thermal relaxation time 1t increases. 
Figs. 2b and 2c, show the reflection coefficients 2X  and 3X . 
In these cases, the qualitative behaviors are approximately 
similar to the standard normal distribution in probability.  
 
 (ii) The second group when 510=oH A/m, .105 12

1 st −×=  
and the variation of the dimensionless rotation 

9.4,6.4,3.4,0.4' =Ω , the results are given in Figs. (3a, 3b, 
3c).  
 (iii) The third group when  4' =Ω , .105 12

1 st −×=  and the 

variation of 510)4,3,2,1( ×=oH  A/m, the results are potted in 
Figs. (4a, 4b, 4c).   
 
From Figures 5 and 6, it is noted that the parameter of 
proportionality *

1F  and *
1G  are equal one (described by the 

solid (red) lines). Which means that the reflection coefficients 
1Y  and 1Z  of the qSV and qT waves coincide on the reflection 

coefficients 1X  of the qP wave. Moreover, Figure 5 presents 

the parameters of proportionality *
2F  and *

3F  which show the 
relations between 2X  and 3X  of qP wave with 2Y  and 3Y  of 

qSV, respectively. It is easy to see that *
2F  and *

3F change 
their values, respectively,  in (0.698, 1.519) and (0.071, 0.948)  
when the values of the angle of incident oθ changes in the 

interval ( ).90,0 oo  Similarly, Figure 6 shows the parameters of 

proportionality *
2G  and *

3G  which give , respectively,  the 
relations between 2X  and 3X  of qP wave with 2Z  and 3Z  

of qT.  It is clear that *
2G  and *

3G   change their values, 
respectively, between (4.540, 2.145) and (0.033, 0.779) when 
the values of the angle of incident oθ changes on the interval 

( ).90,0 oo  

CONCLUSIONS 
The solution of governing equations of magneto-thermoelastic 
transversely isotropic medium illustrates the existence of 
three quasi-plane waves, namely, qP, qSV and qT waves. 
Reflection of these plane waves is presented at stress free and 
thermally insulated surface of transversely isotropic magneto-
thermoelastic solid half-space in the context of Green-Lindsay 

theory of thermoelasticity.  The reflection coefficient ratios 
depend on the angle of incidence, angle of reflection, rotation, 
thermal relaxation times and elastic parameters. The 
numerical computations showed that the reflection 
coefficients of various quasi-plane waves are affected 
significantly due to the presence of relaxation times, rotation, 
imposed magnetic field and anisotropy in the medium. The  
reflection coefficients of qSV and qT waves are proportional 
with the reflection coefficients of qP wave. However, the 
reflection coefficients of qT wave are much less than that of 
qP and QSV waves at each angle of incidence. This study is 
important to solve problems with factors such as elastic field, 
thermal field, magnetic field and rotation coexist.  
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Table 1  Nomenclature  
ρ  mass density 
u  mechanical displacement 
ε  strain tensor 
σ  stress tensor 
c   fourth order tensor   tiffnesss  

B  magnetic induction vector 
H  Total magnetic field vector 
Ε  electric field vector 
f  Electromagnetic body force (Lorentz force) 
J  electric current density vector 

oH  Perturbed magnetic field vector h  
T  temperature 

0T  reference uniform temperature of the body 
K  heat conduction second order tensor 
Ω  Rotation vector 
γ  thermal elastic coupling tensor 

eC  specific heat at constant strain 
10 , tt  relaxation times 

n  vector of the symmetric axis 
N  second order tensor nn ⊗  
I  identity tensor of second order 

βα
µµλ

,
,,, 0

 
elastic constitutive parameters 

eµ  Magnetic permeability of the medium 
oσ  Electric conductivity of the medium 

ω  Circular frequency 
c complex phase velocity 
θ  Angle of propagation measured from the 

normal to the half-space 

 
Fig. 1 Geometry of the problem 
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Fig.2a The reflection coefficient 1X  versus oθ  for (G-L) 

model when 4' =Ω , 510=oH and the variation of the 
thermal relaxation time with (n=2,4,6,8). 

 
Fig.2b The reflection coefficient  2X  versus oθ  for (G-L) 

model when 4' =Ω , 510=oH and the variation of the 
thermal relaxation time with (n=2,4,6,8). 

 
Fig.2c The reflection coefficient 3X  versus oθ  for (G-L) 

model when 4' =Ω , 510=oH and the variation of the 
thermal relaxation time with (n=2,4,6,8). 

 

 
Fig.3a The reflection coefficient 1X  versus oθ  for (G-L) 

model when 510=oH , 12
1 105 −×=t  and the variation 

of the dimensionless rotation 9.4,6.4,3.4,4' =Ω . 

 
Fig.3b The reflection coefficient 2X  versus oθ  for (G-L) 

model when 510=oH , 12
1 105 −×=t and the variation 

of the dimensionless rotation 9.4,6.4,3.4,4' =Ω . 

 
Fig.3c The reflection coefficient 3X  versus oθ  for (G-L) 

model when 510=oH , 12
1 105 −×=t and the variation 

of the dimensionless rotation 9.4,6.4,3.4,4' =Ω . 
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Fig.4a The reflection coefficient 1X  versus oθ  for (G-L) 

model when  4' =Ω , 12
1 105 −×=t and the variation of 

the imposed magnetic field 510)4,3,2,1( ×=oH . 

 
Fig.4b The reflection coefficient 2X  versus oθ  for (G-L) 

model when  4' =Ω , 12
1 105 −×=t and the variation of 

the imposed magnetic  field 510)4,3,2,1( ×=oH . 

 
Fig.4c The reflection coefficient 3X  versus oθ  for (G-L) 

model when  4' =Ω , 12
1 105 −×=t and the variation of 

the imposed magnetic field 510)4,3,2,1( ×=oH . 

 
Figure 5 shows the changes of the parameters of 
proportionality *

2
*

1 , FF  and *
3F  as a function of the 

angle of incident oθ . 

 
Figure 5 shows the changes of the parameters of 
proportionality *

2
*
1 , GG  and *

3G  as a function of the 
angle of incident oθ . 
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Abstract—Neoadjuvant chemotherapy increases survival of 
patients with locally advanced breast cancer. Very accurate 
predictors of chemotherapy response are essential for effective 
chemotherapeutic management due to the pronounced individual 
heterogeneity in breast cancer. Predictive molecular 
determinants for conventional chemotherapy are only emerging 
and still incorporate a high degree of predictive variability. 
Taken together, there is a  pressing need for improvements of 
predictive performance. We addressed this issue by exploring the 
value of tumour histology image analysis as a novel tool for 
prediction and evaluation of chemotherapy response. Fractal 
analysis was applied to hematoxylin/eosin stained archival 
diagnostic breast tumour biopsies derived from 106 patients 
diagnosed with invasive breast cancer and treated with 
anthracycline. Based on the results it is concluded that 
multifractal analysis of breast tumour tissue prior to 
chemotherapy can predict the pathological complete response, 
partial pathological response and progressive/stable disease with 
accuracies ranging from 82% - 91%. Multifractal comparison  of 
tumour sections before and after chemotherapy, also based on 
350 representative histology images for each group, has achieved 
a discrimination accuracy between the groups of 73%. This 
study indicates for the first time the potential value of 
multifractal analysis as a simple and cost-effective quantitative 
clinical  tool for prediction and evaluation of chemotherapy 
response. 
 
Keywords—breast cancer,  chemotherapy,  histology, 
prediction    
 
   I.  INTRODUCTION 

eath by breast cancer is mainly caused by a 
metastatic relapse at distant sites. For that reason, 

besides local surgery and radiotherapy, patients are also 
administered postoperative systemic therapy with the aim 
to reduce the risk of recurrence and death through 
eradicating distant metastatic deposits. Patients with 
advanced breast cancer are additionally administered a 
preoperative (neoadjuvant) chemotherapy. Due to the high 
heterogeneity of breast cancer, the individual sensitivity to 
a particular chemotherapy is  also highly heterogeneous. 
By determining the right treatment for each individual 
patient, predictive markers reduce relapse rates and 
prolong survival in invasive breast cancer.  
 Hormonal receptors and c-erbB2 expression 
present obvious markers for decisions on hormonal and 
erbB2-targeted therapies [1]. Unfortunately, the choice of 

a predictive marker is far less straightforward for 
conventional chemotherapy 
 A number of molecular and pathological 
predictive tools are used in both prediction and evaluation 
of breast cancer chemotherapy response, including the 
proliferation marker Ki67 [2], PET/CT imaging [3], MRI 
imaging [4], histopathological tumour examination, and 
residual tumor size [5]. Even the most recent candidate 
predictors of tumour chemotherapy response such as  
microRNAs,  proliferation index, TIMP-1, Lin-28 and 
gene panels Oncotype DX, MammaPrint  and immune-
related gene signatures  still exhibit predictive variability 
with consequent uncertain therapeutic guidance [6-8].   
 In parallel to these molecular predictive methods, 
digital pathology emerges as a tool to analyse histology 
images, based on the fact that morphological changes of 
tumour tissue reflect the sum effect of a very large number 
of molecular changes that may be difficult or even 
impossible to fully acquire and interpret by use of 
available molecular methods. Tumour tissue histology 
image analysis may thus present a convenient readout of 
the molecular alterations in breast cancer. Multifractal 
analysis is one of the digital pathology approaches, known 
as powerful morphometry tool for quantitative assessment 
of complex pathological structures [9]. However, its 
potential use in breast cancer therapy prediction and 
evaluation has not been investigated. We thus 
hypothesized that multifractal analysis of tumour 
histology may prove useful for improvement of the 
currently poor accuracy of chemotherapy efficacy 
prediction and evaluation methods. This task was 
approached by a neoadjuvant therapy model which has 
been accepted as an ideal in vivo assessment of therapy 
response because the tumour remains in situ throughout 
treatment, thus allowing the exact evaluation of the 
chemotherapy response [8].  
 

II.  METHODS 
Criteria for the selection of patients for this retrospective 
study were as follows: 1) an incisional biopsy of the 
primary breast cancer  confirming invasive carcinoma 
before commencing the treatment and 2) primary locally 
advanced breast cancer that was strictly not operable. 
 Prior to surgery, all patients were treated with 
standard anthracycline-based chemotherapy  (5-

D 
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fluorouracil 500 mg/m2, doxorubicin 50 mg/m2 and 
cyclophosphamide 500 mg/m2 intravenously). Breast 
tumour response was evaluated after chemotherapy 
completion by pathohistological examination of the 
resected surgical material including measurement of the 
residual tumor size, optical microscopy and 
immunohistohemical analysis according to 
recommendations of International Expert Panel [5], as 
previously described in detail [8].  
Tumour tissue sections were cut at 5-μm thickness from 
the paraffin blocks and stained with haematoxylin/eosin 
stain as described [8]. Representative tissue sections were 
selected for each patient by a pathologist and digital 
microscopic images acquired at x400 magnification using 
Olympus BX-51 light microscope and a mounted 
Olympus digital camera. Multifractal analysis of binary 
digital medical images was performed by use of FracLac 
software and the obtained parameters subsequently 
analysed statistically for differences between the three 
groups of tissues by use of DTREG 10.3.0. A model of 
Single Tree of the classification type was performed.  
 Split-sample cross-validation was performed by 
randomly splitting the original sample into training set and 
validation sets in ten validation cycles by use of  DTREG 
software.  
 

III. RESULTS AND DISCUSSION 
The value of multifractal analysis in prediction and 
evaluation of the chemotherapy response was approached 
by a neoadjuvant chemotherapy (CT) model as presented 
on Fig. 1.  
 

 
 

 Fig. 1  the conceptual scheme of patient group 
comparisons by use of multifractal analysis 

 
Due to the fact that this study was retrospective, histology 
images  of tumours before the therapy were divided in 
three response categories as indicated on Fig. 1 according 
to their actual response to chemotherapy: pathological 
complete response (pCR), partial pathological response 
(pPR) and progressive/stable disease (PD/SD). Significant 
discrimination between such groups by multifractal 
analysis indicates its potential in  important clinical tasks 
of chemotherapy prediction and evaluation. Tumour 
samples of patients with pCR and PD/SD were not 
available as these patients did not undergo surgery. The 
pPR group underwent a tumour extraction surgery and 
was analysed both before and after chemotherapy in order 
to test the value multifractal analysis in evaluation of the 
tumour chemotherapy response (Fig. 1). Multifractal 
analysis was performed on binary black and white digital 

images, derived from original colour images. Examples of 
the typical analysed histology sections are shown on Fig. 
2, indicating the absence of obvious visual differences 
between the three response groups before therapy. Even a 
detailed pathological microscopic analysis or molecular 
predictor tools are often unable to provide clues which 
could serve as the basis for a reliable prediction of 
chemotherapy response [2]. 

 
Fig. 2  comparison of pre-therapy breast tumor 
histological images by multifractal analysis:  a) 

pathological complete response, b) partial pathological 
response and c) progressive/stable disease groups.  

 
Table 1 indicates that multifractal analysis is able to 
distinguish between chemotherapy response groups  with 
good accuracy and thus may indeed become useful for the 
prediction of individual response to chemotherapy. 
Accuracy represents the percentage of times that the 
predicted and observed outcomes match [10]. Prediction 
accuracies of over 82% achieved for the three 
chemotherapy responder groups (Table 1) are comparable 
with those previously obtained by Ki67 as the standard 
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prediction marker [2] and the PET/CT system which even 
had an advantage of making predictions according to the 
actual response to the first cycle of chemotherapy [3]. 
 
Table 1 Comparison of chemotherapy responder groups 
by multifractal analysis 
 pCR  pPR PD/SD 
Accuracy (%)* 83/75  91/87 82/73  

* training/validation groups 
 
A ten-fold internal split-sample cross-validation was 
performed as the established internal indicator of model's 
prognostic overoptimism and stability.  
 

 
Fig. 3  comparison of the partial response group: a) before 

and b) after chemotherapy.  
 
Examples of binarized histology images of the same 
breast tumour from the pPR group are shown on Fig. 3, 
prior and after chemotherapy (Figs. 3a and 3b, 
respectively).  
 It has been established that pathologic complete 
response (pCR) points to a  favourable prognosis [11]. 
However, within the partial response group the prognosis 
of disease progression is variable and the extent of 
chemotherapy response is hard to determine reliably by 
visual microscopic inspection. We thus examined whether 
multifractal analysis has the potential to sub-stratify this 
largest group of chemotherapy responders.  Table 2 
indicates the potential for use of multifractal analysis in 
evaluation of  chemotherapy response as it  differentiates 

between tumour histology sections before and after 
therapy with the accuracy in the training group of 74%  
Table 2  Comparison of groups before and after 
chemotherapy by multifractal analysis 
 Training  Validation 

Accuracy  (%) 74 69  

 
Multifractal analysis delivers a number of  parameters, 
including: 
Dmax - maximum of generalised fractal dimension  
f (α)max - maximum of f(α) multifractal spectrum  
αfmax  -  α which corresponds to f (a)max 
QDmax - Q which corresponds to Dmax 
f (a)min - minimum of f (α) 
αfmin - α which corresponds to f (α)min 
 
With many available fractal parameters, we set out to 
identify  the one which is most important based on the 
ability to correctly discriminate between histology images 
from  different patient groups as on Fig. 1. This was 
achieved by use of variable importance classification by 
DTREG software. Remarkably, the most important 
parameters for these two tasks are different, with f (α)max  
determined as crucial for the prediction and  f (α)min for 
the evaluation of chemotherapy response (Table 3). 
 
Table 3  The most important multifractal parameters  
for the tasks of chemotherapy prediction and evaluation 
 Prediction Evaluation 

Parameter f (α)max     f (α)min 

 
Interpretation of this result is based on the fact that 
multifractal analysis describes structure features from both 
local and global points of view. The local regularity is 
described by the Hölder exponent (α) while global 
regularity is reflected in the multifractal spectrum  f(α) 
which describes the distribution of α  [12].  High values of 
Hölder exponent (α) reflect high local changes of the 
observed structure around a given point [13]. F (α)max  and 
f (α)min are the parameters of the multifractal spectrum, 
with f (α)max denoting the fractal dimensions with the 
maximum probability, while f (α)min  denotes the rarest 
value of α. In view of these facts and the variable 
importance classification result it can be concluded that 
prediction and evaluation of chemotherapy response by 
multifractal analysis are based on distinct global 
properties of the tumour histology image. 
 The importance of quantitative imaging for the 
prediction of chemotherapy sensitivity is based on the fact 
that improvements in predicting chemotherapy complete 
response versus non-complete response allow more 
optimal chemotherapy decisions, thus affecting the quality 
of life and survival. On the other hand, improvements of 
the evaluation of chemotherapy effects facilitate clinical 
testing of new chemotherapeutics and enable more 
accurate prognosis of survival. 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 292



 

 

 

 We assume that prognostic value of multifractal 
analysis derives from its capacity to extract yet 
unidentified microscopic qualities of a tumour. It may be 
speculated that among such known clues are  the signs of 
apoptosis,, occurrence and distribution of mitotic cells,  
vascularization, cellularity, tissue growth patterns and 
probably other unknown qualities [14-16]. A similar set of 
histological clues may also be responsible for a difference 
in multifractal scoring of pre- and post-chemotherapy 
histological images. 
   

IV. CONCLUSION 
Improvements of prediction and evaluation of 
chemotherapy efficacy are of high clinical relevance due 
to the major impact of chemotherapy on quality of life and 
survival. We hypothesized that multifractal analysis could 
provide a valuable addition to existing clinicopathological 
and molecular prognosticators, based on its powerful 
discriminating morphometric quantitative description of 
the irregular structures typical of tumour growth. It is here 
shown for the first time that multifractal analysis of breast 
tumour tissue has a potential of aiding both in the 
prediction and evaluation of response to chemotherapy. 
The two effects  were based on the recognition of distinct 
global fractal properties of the tumour histological image. 
Cost-effectiveness of this method derives from rapid 
analysis of standard clinical material and presents a clear 
advantage over the methods which are currently used for 
these clinical tasks.  
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Abstract—This paper is concerned with exponential stability
of switched linear systems with interval time-varying delays.
The time delay is any continuous function belonging to a given
interval, in which the lower bound of delay is not restricted to
zero. By constructing a suitable augmented Lyapunov-Krasovskii
functional combined with Leibniz-Newton’s formula, a switching
rule for the exponential stability of switched linear systems with
interval time-varying delays and new delay-dependent sufficient
conditions for the exponential stability of the systems are first
established in terms of LMIs.

I. INTRODUCTION

Switched time-delay systems have been attracting consid-
erable attention during the recent years [1-10], due to the
significance both in theory development and practical appli-
cations. However, it is worth noting that only the state time
delay is considered, and the time delay in the state derivatives
is largely ignored in the existing literature. If each subsystem
of a switched system has time delay in the state derivatives,
then the switched system is called switched neutral system
[10–14]. Switched neutral systems exist widely in engineering
and social systems, many physical plants can be modelled as
switched neutral systems, such as distributed networks and
heat exchanges. For example, in [11–16], a switched neutral
type delay equation with nonlinear perturbations was exploited
to model the drilling system. Unlike other systems, the neutral
has time-delay in both the state and derivative. However, it is
well-known that time-delay in the system may be a source of
instability or bad system performance. Thus many researchers
try to study them to find stability criteria for such system
with time-delay to be stable.Most of the known results on this
problem are derived assuming only that the time-varying delay
h(t) is a continuously differentiable function, satisfying some
boundedness condition on its derivative: ḣ(t) ≤ δ < 1. This
paper gives the improved results for the exponential stability
of switched linear systems with interval time-varying delay.
The time delay is assumed to be a time-varying continuous
function belonging to a given interval, but not necessary to be
differentiable. Specifically, our goal is to develop a construc-
tive way to design switching rule to the exponential stability
of switched linear systems with interval time-varying delay.
By constructing argument Lyapunov functional combined with
LMI technique, we propose new criteria for the exponential

stability of the switched linear system. The delay-dependent
stability conditions are formulated in terms of LMIs.

The paper is organized as follows: Section II presents def-
initions and some well-known technical propositions needed
for the proof of the main results. Delay-dependent exponential
stability conditions of the switched linear system are presented
in Section III.

II. PRELIMINARIES

The following notations will be used in this paper. R+

denotes the set of all real non-negative numbers; Rn denotes
the n−dimensional space with the scalar product 〈., .〉 and
the vector norm ‖ . ‖; Mn×r denotes the space of all
matrices of (n × r)−dimensions; AT denotes the transpose
of matrix A; A is symmetric if A = AT ; I denotes the
identity matrix; λ(A) denotes the set of all eigenvalues of A;
λmin/max(A) = min/max{Reλ;λ ∈ λ(A)}; xt := {x(t + s) :
s ∈ [−h, 0]}, ‖xt‖ = sups∈[−h,0] ‖ x(t + s) ‖; C([0, t], Rn)
denotes the set of all Rn−valued continuous functions on
[0, t]; Matrix A is called semi-positive definite (A ≥ 0) if
〈Ax, x〉 ≥ 0, for all x ∈ Rn;A is positive definite (A > 0)
if 〈Ax, x〉 > 0 for all x 6= 0;A > B means A − B > 0. ∗
denotes the symmetric term in a matrix.

Consider a linear system with interval time-varying delay
of the form

ẋ(t) = Aγx(t) +Dγx(t− h(t)), t ∈ R+,

x(t) = φ(t), t ∈ [−h2, 0],
(1)

where x(t) ∈ Rn is the state; γ(.) : Rn → N :=
{1, 2, . . . , N} is the switching rule, which is a function
depending on the state at each time and will be designed.
A switching function is a rule which determines a switching
sequence for a given switching system. Moreover, γ(x(t)) = i
implies that the system realization is chosen as the ith system,
i = 1, 2, ..., N. It is seen that the system (1) can be viewed as
an autonomous switched system in which the effective subsys-
tem changes when the state x(t) hits predefined boundaries.
Ai, Di ∈ Mn×n, i = 1, 2, ..., N are given constant matrices,
and φ(t) ∈ C([−h2, 0], Rn) is the initial function with the
norm
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‖ φ ‖= sups∈[−h2,0]
‖ φ(s) ‖; The time-varying delay

function h(t) satisfies

0 ≤ h1 ≤ h(t) ≤ h2, t ∈ R+.

The stability problem for switched system (1) is to construct
a switching rule that makes the system exponentially stable.

Remark 2.1. It is worth noting that the time delay is a
time-varying function belonging to a given interval, in which
the lower bound of delay is not restricted to zero.

Definition 2.1. Given α > 0. The switched linear system (1)
is α−exponentially stable if there exists a switching rule γ(.)
such that every solution x(t, φ) of the system satisfies the
following condition

∃N > 0 : ‖ x(t, φ) ‖≤ Ne−αt ‖ φ ‖, ∀t ∈ R+.

We end this section with the following technical well-known
propositions, which will be used in the proof of the main
results.

Definition 2.2. The system of matrices {Ji}, i = 1, 2, . . . , N,
is said to be strictly complete if for every x ∈ Rn\{0} there
is i ∈ {1, 2, . . . , N} such that xTJix < 0.

It is easy to see that the system {Ji} is strictly complete if
and only if

N⋃
i=1

αi = Rn\{0},

where

αi = {x ∈ Rn : xTJix < 0}, i = 1, 2, ..., N.

We end this section with the following technical well-known
propositions, which will be used in the proof of the main
results.

Proposition 2.1. [17] The system {Ji}, i = 1, 2, . . . , N,
is strictly complete if there exist δi ≥ 0, i =
1, 2, . . . , N,

∑N
i=1 δi > 0 such that

N∑
i=1

δiJi < 0.

If N = 2 then the above condition is also necessary for the
strict completeness.

Proposition 2.2. (Cauchy inequality) For any symmetric
positive definite marix N ∈Mn×n and a, b ∈ Rn we have

+aT b ≤ aTNa+ bTN−1b.

Proposition 2.3. [18] For any symmetric positive definite
matrix M ∈ Mn×n, scalar γ > 0 and vector function
ω : [0, γ] → Rn such that the integrations concerned are
well defined, the following inequality holds(∫ γ

0

ω(s) ds

)T
M

(∫ γ

0

ω(s) ds

)
≤

γ

(∫ γ

0

ωT (s)Mω(s) ds

)
.

Proposition 2.4. [19] Let E,H and F be any constant
matrices of appropriate dimensions and FTF ≤ I. For any
ε > 0, we have

EFH +HTFTET ≤ εEET + ε−1HTH.

Proposition 2.5. (Schur complement lemma [20]). Given con-
stant matrices X,Y, Z with appropriate dimensions satisfying
X = XT , Y = Y T > 0. Then X +ZTY −1Z < 0 if and only
if (

X ZT

Z −Y

)
< 0 or

(
−Y Z

ZT X

)
< 0.

III. MAIN RESULTS

Let us set

Mi =


M11 M12 M13 M14 M15

∗ M22 0 M24 S2

∗ ∗ M33 M34 S3

∗ ∗ ∗ M44 M45

∗ ∗ ∗ ∗ M55

 ,

Ji = Q− S1Ai −ATi ST1 ,
αi = {x ∈ Rn : xTJix < 0}, i = 1, 2, ..., N,

ᾱ1 = α1, ᾱi = αi \
i−1⋃
j=1

ᾱj , i = 2, 3, . . . , N,

λ1 = λmin(P ),

λ2 = λmax(P ) + 2h2λmax(Q),

(2)

M11 = ATi P + PAi + 2αP +Q,

M12 = −S2Ai, M13 = −S3Ai,

M14 = PDi − S1Di − S4Ai, M15 = S1 − S5Ai,

M22 = −e−2αh1Q, M24 = −S2Di,

M33 = −e−2αh2Q, M34 = −S3Di,

M44 = −S4Di, M45 = S4 − S5Di,

M55 = S5 + ST5 .

The main result of this paper is summarized in the following
theorem.

Theorem 1. Given α > 0. The zero solution of the
switched linear system (1) is α−exponentially stable if there
exist symmetric positive definite matrices P,Q, and matrices
Si, i = 1, 2, ..., 5 such that satisfying the following conditions

(i) ∃δi ≥ 0, i = 1, 2, . . . , N,
∑N
i=1 δi > 0 :

∑N
i=1 δiJi < 0.

(ii) Mi < 0, i = 1, 2, ..., N.
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Moreover, the solution x(t, φ) of the system satisfies

‖ x(t, φ) ‖≤
√
λ2
λ1
e−αt ‖ φ ‖, ∀t ∈ R+.

Proof. We consider the following Lyapunov-Krasovskii func-
tional for the system (1)

V (t, xt) =
3∑
i=1

Vi,

where

V1 = xT (t)Px(t),

V2 =

∫ t

t−h1

e2α(s−t)xT (s)Qx(s) ds,

V3 =

∫ t

t−h2

e2α(s−t)xT (s)Qx(s) ds.

It easy to check that

λ1 ‖ x(t) ‖2≤ V (t, xt) ≤ λ2 ‖ xt ‖2, ∀t ≥ 0, (3)

Taking the derivative of V1 along the solution of system (1)
we have

V̇1 =2xT (t)Pẋ(t)

=2xT (t)[ATi P +AiP ]x(t) + 2xT (t)PDix(t− h(t));

V̇2 =xT (t)Qx(t)− e−2αh1xT (t− h1)Qx(t− h1)− 2αV2;

V̇3 =xT (t)Qx(t)− e−2αh2xT (t− h2)Qx(t− h2)− 2αV3.

Therefore, we have

V̇ (.) + 2αV (.) ≤2xT (t)[ATi P +AiP + 2αP + 2Q)]x(t)

+ 2xT (t)PDix(t− h(t))

− e−2αh1xT (t− h1)Qx(t− h1)

− e−2αh2xT (t− h2)Qx(t− h2).
(4)

By using the following identity relation

ẋ(t)−Aix(t)−Dix(t− h(t)) = 0,

we have

2xT (t)S1ẋ(t)− 2xT (t)S1Aix(t)

− 2xT (t)S1Dix(t− h(t)) = 0

2xT (t− h1)S2ẋ(t)− 2xT (t− h1)S2Aix(t)

− 2xT (t− h1)S2Dix(t− h(t)) = 0

2xT (t− h2)S3ẋ(t)− 2xT (t− h2)S3Aix(t)

− 2xT (t− h2)S3Dix(t− h(t)) = 0

2xT (t− h(t))S4ẋ(t)− 2xT (t− h(t))S4Aix(t)

− 2xT (t− h(t))S4Dix(t− h(t)) = 0

2ẋT (t)S5ẋ(t)− 2ẋT (t)S5Aix(t)

− 2ẋT (t)S5Dix(t− h(t)) = 0

(5)

Adding all the zero items of (5) into (4), we obtain

V̇ (.) + 2αV (.) ≤ xT (t)[ATi P + PAi + 2αP − S1Ai

−ATi ST1 + 2Q]x(t)

+ 2xT (t)[e−2αh1R− S2Ai]x(t− h1)

+ 2xT (t)[−S3Ai]x(t− h2) + 2xT (t)[PDi

− S1Di − S4Ai]x(t− h(t))

+ 2xT (t)[S1 − S5Ai]ẋ(t)

+ xT (t− h1)[−e−2αh1Q]x(t− h1)

+ 2xT (t− h1)[−S2Di]x(t− h(t))

+ 2xT (t− h1)S2ẋ(t)

+ xT (t− h2)[−e−2αh2Q]x(t− h2)

+ xT (t− h2)[−S3Di]x(t− h(t))

+ 2xT (t− h2)S3ẋ(t)

+ xT (t− h(t))[−S4Di]x(t− h(t))

+ 2xT (t− h(t))[S4 − S5Di]ẋ(t)

+ ẋT (t)[S5 + ST5 ]ẋ(t)

= xT (t)Jix(t) + ζT (t)Miζ(t),
(6)

where

ζ(t) = [x(t), x(t− h1), x(t− h2), x(t− h(t)), ẋ(t)],

Ji = Q− S1Ai −ATi ST1 ,

Mi =


M11 M12 M13 M14 M15

∗ M22 0 M24 S2

∗ ∗ M33 M34 S3

∗ ∗ ∗ M44 M45

∗ ∗ ∗ ∗ M55

 ,

M11 = ATi P + PAi + 2αP +Q,

M12 = −S2Ai, M13 = −S3Ai,

M14 = PDi − S1Di − S4Ai, M15 = S1 − S5Ai,

M22 = −e−2αh1Q, M24 = −S2Di,

M33 = −e−2αh2Q, M34 = −S3Di,

M44 = −S4Di, M45 = S4 − S5Di,

M55 = S5 + ST5 .

Therefore, we finally obtain from (6) and the condition (ii)
that

V̇ (.) + 2αV (.) < xT (t)Jix(t), ∀i = 1, 2, ...., N, t ∈ R+.

We now apply the condition (i) and Proposition 2.1., the
system Ji is strictly complete, and the sets αi and ᾱi by (2)
are well defined such that

N⋃
i=1

αi = Rn\{0},

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 297



N⋃
i=1

ᾱi = Rn\{0}, ᾱi ∩ ᾱj = ∅, i 6= j.

Therefore, for any x(t) ∈ Rn, t ∈ R+, there exists i ∈
{1, 2, . . . , N} such that x(t) ∈ ᾱi. By choosing switching
rule as γ(x(t)) = i whenever γ(x(t)) ∈ ᾱi, from (6) we have

V̇ (.) + 2αV (.) ≤ xT (t)Jix(t) < 0, t ∈ R+,

and hence

V̇ (t, xt) ≤ −2αV (t, xt), ∀t ∈ R+. (7)

Integrating both sides of (7) from 0 to t, we obtain

V (t, xt) ≤ V (φ)e−2αt, ∀t ∈ R+.

Furthermore, taking condition (3) into account, we have

λ1 ‖ x(t, φ) ‖2≤ V (xt) ≤ V (φ)e−2αt ≤ λ2e−2αt ‖ φ ‖2,

then

‖ x(t, φ) ‖≤
√
λ2
λ1
e−αt ‖ φ ‖, t ∈ R+,

which concludes the proof by the Lyapunov stability theorem
[21]. To illustrate the obtained result, let us give the following
numerical example.

IV. NUMERICAL EXAMPLE

Example 4.1. Consider the following the switched stochastic
systems with interval time-varying delay (2.1), where the
delay function h(t) is given by

h(t) = 0.2 + 1.5329sin2t,

and

A1 =

(
−2 0.1

0.2 −2.5

)
, A2 =

(
−2.5 0.3

0.2 −2.9

)
,

D1 =

(
−0.3 0.2

0.1 −0.39

)
, D2 =

(
−0.5 0.2

0.1 −0.4

)
.

It is worth noting that, the delay function h(t) is non-
differentiable and the exponent α ≥ 1. Therefore, the methods
used is in [3, 8, 9, 11− 15, 17− 23] are not applicable to this
system. By LMI toolbox of Matlab, we find that the conditions
(i), (ii) of Theorem 3.1 are satisfied with h1 = 0.1, h2 =
1.7329, δ1 = 0.5, δ2 = 0.3, α = 0.5, ρ11 = 0.1, ρ12 =
0.2, ρ21 = 0.1, ρ22 = 0.2 and

P =

(
1.2397 −0.3984

−0.3984 1.3112

)
, Q =

(
1.7931 −0.0079

−0.0079 0.2397

)
,

R =

(
2.3297 −0.1121

−0.1121 1.3397

)
, U =

(
1.7394 −0.0982

−0.0982 0.6321

)
,

S1 =

(
−0.6210 −0.0335

0.0499 −0.3576

)
, S2 =

(
−0.3602 0.0170

0.0298 −0.3550

)
,

S3 =

(
−0.3602 0.0170

0.0298 −0.3550

)
, S4 =

(
0.6968 −0.0401

−0.0525 0.7040

)
,

S5 =

(
−1.4043 0.0265

−0.0028 −0.9774

)
.

In this case, we have

(J1, J2) =

([
−1.5667 −0.0031

−0.0031 −1.9712

]
,

[
−1.5511 0.0029

0.0029 −1.3297

])
.

Moreover, the sum

δ1J1(R,Q) + δ2J2(R,Q) =

[
−0.3269 0

0 −0.7239

]
is negative definite; i.e. the first entry in the first row and the
first column −0.3269 < 0 is negative and the determinant of
the matrix is positive. The sets α1 and α2 are given as

α1 = {(x1, x2) : −1.5667x21 − 0.0062x1x2 − 1.9712x22 < 0},
α2 = {(x1, x2) : 1.5511x21 − 0.0058x1x2 + 1.3297x22 > 0}.

Obviously, the union of these sets is equal to R2 \ {0}. The
switching regions are defined as

α1 = {(x1, x2) : −1.5667x21 − 0.0062x1x2 − 1.9712x22 < 0},
α2 = α2 \ α1.

By Theorem 3.1 the switched stochastic systems (2.1) is
0.5−exponentially stable in the mean square and the switching
rule is chosen as γ(x(t)) = i whenever x(t) ∈ ᾱi. Moreover,
the solution x(t, φ) of the system satisfies

E {‖ x(t, φ) ‖} ≤ E
{

1.0239e−0.5t ‖ φ ‖
}
, ∀t ∈ R+.

V. CONCLUSION

This paper has proposed a switching design for the expo-
nential stability of switched linear systems with interval time-
varying delays. Based on the improved Lyapunov-Krasovskii
functional, a switching rule for the exponential stability for
the system is designed via linear matrix inequalities.
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Abstract  Unmanned aircraft systems (UAS) are playing 
increasingly prominent roles in defense programs and 
defense strategies around the world. Technology 
advancements have enabled the development of it to do 
many excellent jobs as reconnaissance, surveillance, battle 
fighters, and communications relays. Simulating a small 
unmanned aerial vehicle (SUAV) dynamics and analyzing 
its behavior at the preflight stage is too important and more 
efficient. The first step in the UAV design is the 
mathematical modeling of the nonlinear equations of 
motion. At first of this thesis a survey with a standard 
method to obtain the full non-linear equations of motion was 
utilized, and second is the linearization of the equations 
according to a steady state flight condition (trimming). This 
modeling technique is applied to an Ultrastick-25e fixed 
wing UAV to obtain the valued linear longitudinal and 
lateral models. At the end the behavior of the states of the 
non-linear UAV and the resulted linear model is checked by 
applying a doublet signals in the control surfaces to check 
the matching between them. 

Keywords: UAV, equations of motion, modeling, 
linearization. 

I. Introduction. 
Dynamic modeling is an important step in the 

development and the control of a dynamic system as UAV. 
This model allows the designers to analyze the system; its 
possibilities and its behavior depending on various 
conditions. Especially it’s so important for aerial robots 
where the risk of damage is very high as a fall from a few 
meters; so the platform can be damaged. Thus, the 
possibility to simulate and tune a controller before 
implementing it on the aircraft is highly appreciable. This 
paper introduces a linear mathematical model for a fixed 
wing UAV by applying the basic steps of modeling. 

2nd section is the introduction of the coordinate 
frames which are used to transfer any rigid body from frame 
to another, what are the Euler angles ( ), what is 
Direct Cosine Matrix (DCM). The definition of stability and 
wind frames. The extracted angles from rotation of object 
from body frame to the wind frame (angle of attack (AOA), 
and Sideslip angles ( ) respectively). 

The 3rd section states the basic used parameters of 
any fixed wing UAV which are used in the aircraft modeling 
(geometric parameters, inertia, aerodynamic parameters, and 
control surfaces), these parameters which is obtained from 
NASA laboratories will be applied to an Ultrastick-25e 
(Thor) UAV to get the linear mathematical model of this 
SUAV. 

The 4th section introduces a standard algorithm for 
an aircraft modeling and converting it from a black box into 
airframe has 12-state nonlinear equations called equations of 
motion describe the motion of the UAV. Beginning from the 
kinematics (the motion analysis without the consideration of 
forces and momentum, and moments), then adding the force 
and moment terms expressed in the body frame. The forces 
applied to the aircraft are the gravity forces, aerodynamic 
forces, propeller forces; these forces are represented in the 
body frame, and then converted to the stability frame to get 
the Lift, Drag, and side forces. Then considering the 
moments and momentum applied to the aircraft. Then 
catching the nonlinear equations of motion is the end of this 
section. 

At 5th  section linearization of the state equations 
about an equilibrium point (trimming) is applied first how to 
calculate the trimmed values according to the steady state 
flight condition, then decomposition of the dynamic 
equations into two separated groups (longitudinal and lateral 
dynamics), the linearization technique for every group is 
applied separately to derive a linear state space model for 
longitudinal motion (Alon, Blon, Clon, Dlon), and a linear state 
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space model for lateral motion (Alat, Blat, Clat, Dlat) according 
to straight and leveling flight trim conditions. Then the 
linearization of the roll dynamics by analytical technique is 
utilized. At the last of this section the comparison between 
two techniques is utilized. 

At the last section a comparison between behavior 
of nonlinear and linear models is done by applying a doublet 
response to check the matching between them. 

II. UAV Coordinate Frames. 
In aerospace applications expressing a given vector 

in terms of a new Cartesian coordinate frame is commonly 
needed. In this section the descriptions of the various 
coordinate frames are illustrated starting with Inertial frame. 
The angles relating the transfer from vehicle frame to the 
body frame are the yaw ( ), pitch ( ), and roll ( ). These 
angles describe the attitude of the aircraft, and commonly 
called Euler angles. The angles relating the rotation between 
the body to the stability frame vice versa, and Stability 
frame to the wind frame are called angle of attack ( ), and 
sideslip angle ( ) respectively. These coordinates are 
discussed briefly as follows [1, 2, and 3]. 
II.a Coordinate Frames. 
- The Inertial Frame (fi). 

This frame is the earth fixed frame and called NED 
frame. 

- Vehicle Frame (fv). 
The axes of the vehicle frame as in FIG. 1.a. 

- Vehicle-1 Frame (fv1). 
The rotation of the vehicle-1 frame extract the 

heading angle ( ) right handed is positive as in FIG. 1.b. 
- Vehicle-1 Frame (fv2). 

The rotation of the vehicle-2 frame extract the 
pitching angle ( ) right handed is positive as in FIG. 1.c. 

- Body Frame (fb). 
The rotation of the body frame extract the rolling 

angle ( ) or called as bank angle, right handed is 
positive as in FIG. 1.d. 

The transformation matrix from the vehicle frame 
to the body frame is DCM which is a function of the Euler 
angles (  is. 

 (1). 

 

Where  

 
FIG. 1. (a, b, c, and d respectively): The Euler angles and 

rotational frames illustrations 

The rotation sequence is commonly used 
for aircraft and is just one of several Euler angle systems in 
use [4]. Euler angles representation suffer from a singularity 
(θ = ±π / 2) also known as the “gimbal lock”. In practice, 
this limitation does not affect the SUAV in normal flight 
mode. [5]. 

- Stability Frame (fs). 
The rotation of stability frame extracts AOA (α) 

which is the left-handed rotation about the body yb-axis. 
The airspeed velocity (Va) is the velocity of the aircraft 
relative to the surrounding air. 

- Wind Frame (fw). 
The angle between the velocity vector and the xb-zb 

plane is called the side-slip angle and is denoted by β. 
FIG. 2 illustrates the angles extracted from rotation from 
the body frame to the stability frame to the wind frame 
(α, β) respectively. The total transformation from the 
body frame to the wind frame is given by. 

   (2) 

 

 
FIG. 2: The rotation angles between the body axis and the 

wind axis. 

II.b. Wind Triangle. 

The significant effect of the wind is very important 
in SUAV. The wind triangle briefly illustrates some 
relations and definitions can be considered in the navigation 
of the SUAV.  

The angle between the inertial North (xi) and the 
inertial velocity vector projected on the horizontal plane is 
called the course angle ( ). The crab angle (  is defined 
as the difference between the course angle and the heading. 

If the wind triangle is projected in the vertical plane 
another angles can be defined, the flight path angle ( ) is the 
angle between the horizontal plane and the ground velocity 
(Vg), so there are two main angles to transform from body 
frame to flight path frame ( ) [6]. 

Notes: In the absence of wind, 

- The crab angle ( ) equal zero. 
- The sideslip angle ( ) equal zero. 
- Va =Vg. 
III. Fixed Wing UAV Parameters. 

This section presents the basic used parameters of the 
Ultra Stick-25e (thor). It has a conventional fixed-wing 
airframe with flap, aileron, rudder, and elevator control 
surfaces. The maximum deflection of servo actuators equals 
25 deg in each direction. The physical details of the aircraft 
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can be found in table 1, for more details of the University of 
Minnesota Ultra Stick 25e platform [7, 8].  

III.a Geometric Parameters. 
The shape of the airfoil determines its aerodynamic 

properties, and some of its geometrical parameters. Some of 
aerodynamic parameters are shown in the Figure 2.3. 

 
FIG.3: section of airfoil and the applied lift and drag forces 

Table 1: Some physical properties of Ultrastick-25e 

Property Symbol The value 
Wing span b 1.27m 

Wing surface 
area 

S 0.3097m2 

Maincord c 0.25m 
Mass m 1.959kg 

Inertia 

Jx 0.07151kg.m2 
Jy 0.08636 kg.m2 
Jz 0.15364 kg.m2 
Jxz 0.014 kg.m2 

III.b Basic Aerodynamic Parameters. 
The dynamics of the UAV is decomposed into 

longitudinal and lateral dynamics; each of them has some 
aerodynamic non-dimensional coefficients affect the 
stability of the aircraft. These coefficients are parameters in 
the aerodynamic forces and moments equations, and 
influenced by the airfoil design. A detailed discussion of 
these coefficients with respect to longitudinal and lateral 
dynamics existed in [9, 10, and 11]. 

- Longitudinal aerodynamic coefficients: the 
longitudinal motion acts in the xb-zb plane which 
is called pitch plane and affected by the lift force 
(fL), Drag force (fD), and pitch moment (m). The 
effectiveness of these forces and moments are 
measured by lift coefficient (CL), drag 
coefficient (CD), and pitch moment coefficient 
(Cm). These coefficients influenced by the angle 
of attack (α), pitch angular rate (q), and elevator 
deflection ( ), but they are nonlinear in the 
angle of attack; For small α the flow over the 
wings remain laminar, so no stall conditions will 
be happened, then we will linearize the equations 
about this linear zone as in FIG.4. 

 
FIG.4: The lift coefficient as a function of α can be 

approximated by blending a linear function of 
α (dot-dashed). 

- Lateral aerodynamic coefficients: the lateral 
motion which is responsible of the yaw and roll 
motions.  It’s affected by the side force (fY), yaw 
moment ( ), and roll moment ( ). The 
effectiveness of these forces and moments are 
measured by side force coefficient (CY), yaw 
moment coefficient (Cn), and roll moment 
coefficient (Cn). These coefficients influenced 
by sideslip angle ( ), yaw angular rate (r), roll 
angular rate (p), aileron deflection ( ), and 
rudder deflection ( ), but they are nonlinear in 
these parameters. 

All of these coefficients should be determined by 
wind tunnel. Linear approximations for these coefficients 
and their derivatives are acceptable for modeling purposes 
and accurate, the linearization is produced by the first-
Taylor approximation, and non-dimensionalize of the 
aerodynamic coefficients of the angular rates [10]. 

Note: 

The effect of Reynolds number and Mach number 
can be neglected because they are approximately constant in 
the SUAV dynamics [11]. 

III.c Fixed Wing UAV Control Surfaces. 
As said earlier the designed UAV in this thesis is a 

standard fixed wing UAV with a standard control surfaces; 
the elevator, the rudder, the aileron, and the 
thrust , , , and  
respectively, the input controls are shown in FIG.5. 

 

FIG.5: SUAV control surfaces 
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IV. UAV Flight Dynamics. 

The first step of design a controlled UAV is to derive 
the dynamic model. This section will focus on a standard 
method for deriving the full nonlinear equations of motion 
of a fixed wing aircraft. 

From beginning, several major assumptions are 
considered. First, the aircraft is rigid. Although aircraft are 
truly elastic in nature, modeling the flexibility of the UAV 
will not contribute significantly to the research at hand. 
Second, the earth is an inertial reference frame. Third, 
aircraft mass properties are constant throughout the 
simulation. Finally, the aircraft has a plane of symmetry. 
The first and third assumptions allow for the treatment of the 
aircraft as a point mass [12]. 

 
FIG.6: Definitions of UAV body velocities, forces, 

moments, and angular rates. 
IV.a Forces And Moments Applied On The Aircraft. 

UAV is subjected to external forces and moments 
due to gravity, propulsion, and aerodynamics, after applying 
the newton’s second law for translational motion, the 
applied forces are combined and expressed in the body 
frame. 

    (3)  

For rotational motion the applied moments are 
combined and expressed in the body frame. For moments,  

   (4) 

Momentum is defined as the product of inertia matrix 
j and the angular velocity vector. Due to symmetry of the 
aircraft about the plane xb-zb, the only inertia used in the 
modeling is jx, jy, jz, and jxz. 

jxy= jyz= 0. 

Six degrees of freedom 12-state equations of 
motion are obtained, but they are not complete, the external 
forces and moments are not defined yet. The modeling of 
the forces and moments can be utilized to get finally the 
nonlinear 12- state equations of motion. 

The gravity (fg), aerodynamic (fa), and propeller (fp) 
forces are the composition of the total forces applied on the 
body frame ( ). Aerodynamic (ma), and propeller 
(mp) moments is the composition of the total moments 
applied on the body frame ( ) as shown in FIG. 6, there 
are no moments produced by the gravity. The above forces 
will be represented in the stability frame to get FL, and FD 
[13]. 

IV.b Atmospheric Disturbance. 

At the existence of wind the atmospheric 
disturbances with its two components (steady ambient wind, 
and wind gusts) can be modeled; the steady ambient wind is 

modeled as a constant wind field, the wind gusts is modeled 
as a turbulence which is generated by passing white noise 
linear time invariant filter, the Dryden gust model 
approximations can be considered in the modeling MIL-F-
8785C can be used [14]. 

IV.C Full Nonlinear Equations of Motion. 

Finally the following equations of motion are as 
follows [11]. 

 
      

 
      

 
      

 
  

 
      

  

 
      

      (12) 
      

     (13) 

  

                  (15)  

      (16) 

Notes:  

- The lift and drag terms is nonlinear in (α),  
- The propeller thrust is nonlinear in the throttle 

command. 

As we interested in modeling UAV flight under low 
angle of attack conditions, so simpler linear model can be 
utilized for 
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V. Linearization of Equations of Motion. 

Model linearization is based on the small disturbance 
theory. According to this theory, analysis is done under 
small perturbations of motion characteristics [15]. 

Linearization and decoupling of the 12-state 
equations of motion to produce a reduced linear transfer 
functions or state space models describing the nonlinear 
UAV airframe is the most appreciable target to this paper. 
Low level autopilot control loops for UAV will be designed 
using This LTI system. The dynamics of aircraft is 
decoupled into longitudinal ( ) and lateral 
dynamics ( ). The trimming algorithm at a steady 
state flight condition will be discussed at the following 
subsection. 

V.a Equilibrium Point and Steady State Flight. 

bringing the model under control is done by finding a 
combination of values of the state and control variables that 
correspond to a steady-state flight condition then decoupling 
of the dynamics[2], so the next step is to analyze the 
dynamics of the aircraft about steady state scenarios or 
equilibrium points which is actually called trimming 
technique. 

The linearization condition which make 
 or constant is supposed. With these conditions the system 

is called to be at rest (all derivative is equal zero), then 
examine the behavior of the system near the equilibrium 
point by slightly perturbing some of the variables. Steady 
state aircraft flight can be defined as a condition in which all 
of the motion variables are constant or zero. 

- Linear and angular velocities are constants or 
zero. 

- All acceleration components are zero. 
- Flat earth. 
- Mass of the aircraft is constant. 
- Neglecting of the change of atmosphere 

density due to altitude. 

These definitions are available for some aircraft 
basic scenarios [2]. 

- Steady wings level flight. 
- Steady turning flight. 
- Steady wings level climb. 
- Climbing turn. 

For steady state flight: 

 

    

With the following additional constraints according to 
the flight condition: 

1- Steady wings level flight: 
 

2- Steady turning flight:       
 

3- Steady pull-up flight : 
 

4- Steady climbing turn: 
 

For a fixed wing UAV. 

The states are: 

. 
The inputs: 

. 

Our knowledge of the aircraft behavior allows us to 
specify the required steady state condition so that the trim 
algorithm converges on an appropriate solution. The generic 
trim program links to any nonlinear model produces a file 
containing the steady state values for the states and control 
inputs for use in the linearization programs. 

The aircraft designers must know how to specify the 
steady state condition; how many of the state and control 
variables may be chosen independently, and what 
constraints exist on the remaining variables. 

In the process of performing trim calculations for the 
SUAV the wind will be treated as an unknown disturbance, 
so the wind speed is zero. The trim calculation algorithm 
output the trim states and inputs according to the steady state 
condition. These assumed steady state flights for the 
Ultrastick-25e as follows. 

I. Steady Straight and Level flight. 
II. Level Climb. 
III. Level Turn. 
IV. Climbing Turn. 

So the trimmed outputs and controls are summarized 
in table 2 which represents a set of trimmed conditions for 
the Ultrastick-25e model. These values will be used in the 
next section to evaluate the linear lateral and longitudinal 
state space models, and then used in the autopilot design 
according to the desired flight conditions. 

Table 2: Trimmed values for Ultrastick-25e (Thor) 
 I II III IV 

 0.569 0.721 0.582 0.731 

 -0.0963 -0.102 -0.125 -0.131 

 0.00317 0.00436 -0.00748 -0.00607 

 0.01 0.0138 0.0186 0.0253 

 17 17 17 17 

 3.72*10-22 3.56*10-25 -1.51*10-20 5.8*10-20 

 0.054 0.0529 0.0646 0.0633 

 100 Don’t care   

 -0.00172 -0.00239 0.544 0.547 

 0.054 0.14 0.0553 0.141 

 2.71 2.71 2.71 2.71 

 5.09*10-27 5.21*10-28 -0.0193 -0.0492 

 -7.56*10-23 1.12*10-26 0.181   0.18 

 -1.03*10-24 -8.32*10-28 0.298   0.295 

 -9.8*10-17 0.0873 -1.23*10-09 0.0873 

V.b Linear State Space Model. 

After obtaining nonlinear 12-state equations of 
motion and obtaining the trimmed values of different flight 
conditions, a linearization technique to linearize the 
equations will be derived to obtain the state space models 
for longitudinal and lateral dynamics at last.  
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Calculating the jacobian matrices for LTI equations 
directly from the nonlinear model are done by assigning the 
state and control variables from the steady state conditions, 
and numerically evaluating the partial derivatives in the 
jacobian matrices. The jacobian matrices may therefore be 
determined for any steady state flight condition [11]. The 
linearization program is done to determine A, B, C, D of the 
state space model. 

At last of this subsection the full description of a 
longitudinal linear state space model with its reduced order 
modes including the short-period mode, the phugoid mode.  
Then the description lateral model with its roll mode, the 
dutch-roll mode, and the spiral-divergence mode. 

V.b.1 Longitudinal State Space Model. 

The longitudinal state equations are given by: 

 

And the input (control) vector is defined as:  

 

Expressing equations (8), (10), (15), (12), and (7) in 
terms of  and , Assuming that the lateral states are 
zero (i.e., φ = p = r = β = v = 0) and the wind speed is zero. 

V.b.2 Valued Longitudinal Model for Straight and Level 
Flight. 

State space longitudinal model has 5 States 
( , 2 Inputs ( ), and 5 Outputs 
( ). The longitudinal linear state space model 
is SYSlon which has (Alon, Blon, Clon, Dlon). 

-  

 

-  

-  

- Dlon  
The eigenvalues can be determined by finding the 

eigenvalues of the matrix Alon 

 

Longitudinal Poles:                                                   

Eigenvalue  Damping     Frequency                                                     

-0.159 ± 0.641i     0.241        0.66 (phugoid) 

-11.7 ± 10.0i         0.759         15.4 (short period) 

The reduced order modes of the longitudinal 
dynamics are the approximation of the full linear 
longitudinal model. At phugoid mode or long period 
mode is a lightly damped and slow response to the 

inputs but the short period mode is fast and acceptable 
[16].  

- The linearized outputs ( ) response due 
to input are represented in polynomial form eqns. 
17-(a, b, c, d, e). 

 

 

 

 

 

V.b.3 Lateral State Space Model. 

Lateral directional equations of motion consist of 
the side force, rolling moment and yawing moment 
equations of motion. For the lateral state-space equations, 
the state is given by 

 

And the input (control) vector is defined as:  

 

Expressing equations (9), (14), (16), (11), and 
(13) in terms of , we get The Jacobians 
of equations. 

V.b.4Valued Lateral Model for Straight and Level 
Flight. 

The lateral-directional model has five 
states , two inputs , and five 
outputs . The lateral state space model is SYSlat 
with (Alat, Blat, Clat, Dlat). 

-  

 

-  

-  
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- Dlat  
The null column in the Alat matrix shows that the 

state  is not coupled back to any other states, and it can be 
omitted from the state equations when designing the stability 
augmentation system.  

The eigenvalues can be determined by finding the 
eigenvalues of the matrix A. 

 

Lateral-Directional Poles [16]:                                                   
       Eigenvalue           Damping   Frequency                                                     
 0   -1  0  
 - .0138             1.00       0.0138 (spiral) 
 - 1.84 ± 5.28i    0.329      5.59(dutch roll)   
 - 16.1             1.00       16.1   (roll) 

In general we found that the roots of the lateral-
directional characteristic equation composed of two real 
roots and a pair of complex roots. These roots will 
characterize the airplane response [16]. 

The dutch roll poles are not canceled out of the 
transfer function  complex zeros, thus meaning that 
Coupling exists between the rolling and yawing motions, the 
dutch roll mode will involve some rolling motion. These 
transfer functions validate the decision to use the MIMO 
state equations for the analysis, so the linearized outputs 
( ) response due to input are the eqns. 18-(a, b, c, 
d)). 

 

 

 

 

And the linearized outputs ( ) response 
due to  input are the eqns. 19-(a, b, c, d)). 

 

 

 

 

V.c Analytical Linearization of aircraft equations of 
motion. 

In this section the analytical linearization of 
roll and roll dynamics can be derived to check the 
matching between state space linearized model and 
the analytical model. 

First: roll or bank angle ( ) 

The eqn. (11) can be considered to be linearized from 
this main assumption which is logic for most flight 

conditions; the pitch angle ( ) is a small this means 
that the primarily influence on  equation is roll rate 
(p), so 

 

Second: differentiate the above equation we get: 

 

Third: substitute  by eqn. (14) and the equation in the 
first step we will get the eqn. as follows 

 

Where: 

-  are the coefficients of the roll 
dynamics, they are variables in the aircraft 
parameters and the trimmed values. 

-  can be considered as a disturbance on the 
system. 

Fourth: Laplace transfer function is as follows: 

 

Fifth: the final numerical transfer function of roll ( ) 
for  as input is as follows: 

  

 

Sixth: roll rate (p) can be approximately considered as 
the differentiation of the roll angle so 

 

Comparison between the analytical and state space 
linearization by jacobian matrices is as follows: 

 
FIG.7: linearized roll and roll rate comparison techniques 

with applying the doublet signal at the control surface 
( ). 
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FIG. 7 illustrates the good matching between the two 
linearization techniques. The next section illustrates how to 
validate the linear model.  

VI. Validation of Aircraft Model Linearization. 

After getting the model some checks of the 
Ultrastick-25e (thor) longitudinal dynamics responses to 
(elevator) and lateral dynamics responses to (aileron, rudder) 
deflections of linear and nonlinear models will be illustrated 
in the following figures by applying a doublet pulse (a pulse 
that is symmetric about its reference level (the trim setting) 
to the control inputs) to see the response of the various 
outputs. 
VI.a Doublet Response of the Linear and Nonlinear 

Longitudinal Model. 

Doublet response of the longitudinal dynamics 
( ) of the linear model and nonlinear 
model is shown in the following figures. 

 
FIG.8: Response of ( ) of Ultrastick-25e model 

due to elevator doublet (trim±5 degree). 

 
FIG.9: Response of ( ) of Ultrastick-25e model due 

to elevator doublet (trim±5 degree). 
 

 
FIG.10: Response of (h) of Ultrastick-25e model due 

to elevator doublet (trim±5 degree). 

VI.b Doublet Response of the Linear and Nonlinear 
Lateral Model. 

Doublet response of the lateral dynamics outputs 
( ) response due to doublet of the linear 

model and nonlinear model (simulink) are shown in the 
following figures.  

 
FIG.11: Response of the lateral dynamics  due to 5 

degree (aileron, rudder) deflection doublet signal. 
 

 
FIG.12: Response of the lateral dynamics  due to 5   

degree (aileron, rudder) deflection doublet signal. 

VII. Conclusion. 
As seen the objective of this thesis is to develop a 

mathematical model for small unmanned aerial vehicle that 
can be used for designing an autopilot for it to control the 
various phases of flights. The nonlinear equations of motion 
extraction were focused; with these equations the linear 
longitudinal and lateral models are obtained. With the 6th 
section the methodology of getting the linear model is 
acceptable and can approximately describe the behavior of 
the nonlinear dynamics of UAV, so the resulted one will be 
used to design the autopilot of the UAV with inner and outer 
loop. 
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Nomenclature. 

 
(xi ,yi , zi )  inertial frame axes 
(xv, yv, zv)  vehicle frame axes  
(xb,yb, zb)  body frame axes 

 attitude angles, rad 
α Angle of attack. 
β Side slip angle. 

 Course angle  
 Crab angle  

γ Inertial-referenced flight path angle  
u, v, w inertial velocity components of the 

airframe projected onto xb-axis 
Va  Airspeed vector  

Vg  Ground speed vector  
Vw  Wind speed vector 
CL  Aerodynamic lift coefficient 
CD  Aerodynamic drag coefficient. 

  Aerodynamic pitching moment coefficient 
 Aerodynamic moment coefficient along 

thexb-axis 
  Aerodynamic moment coefficient along 

yb-axis. 
Cprop  Aerodynamic coefficient for the propeller. 

  Aerodynamic moment coefficient along 
the zb. 

CX∗  Aerodynamic force coefficient along xb 
CY∗  Aerodynamic force coefficient along yb 
CZ∗  Aerodynamic force coefficient along zb. 

  aileron deflection 
  elevator deflection 
  rudder deflection  
  throttle deflection 

fD  Force due to aerodynamic drag  
fL  Force due to aerodynamic lift  
mb  External moment applied to the airframe 
l, m, and n the components of mb in mb 
g  Gravitational acceleration (9.81 m/s2)  

  Products of the inertia matrix 
h  Altitude 
ρ  Density of air. 
J   The inertia matrix 
Jx, Jy, Jz, and Jxz Elements of the inertia matrix 
kmotor Constant that specifies the efficiency of 

the motor  
Sprop  Area of the propeller 
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Abstract— An algorithm for calculation all critical points of the 
given probability density of the Gaussian mixture f(X) consists of 
two parts: 1) modeling a representational sample, 2) discrimination a 
neighborhood of each critical point of the function f(X), 
determination of its value and form (maximum, minimum, saddle 
point). For realization of the second part of the algorithm Gradient, 
Hessian values of the function f(X) in sample points and cluster-
analysis methods are used. Critical points calculation by this 
algorithm does not need in task of initial conditions. 
 

Keywords— сluster-analysis, critical point, Hessian, sample. 

I. INTRODUCTION 
INITE Gaussian mixtures have found wide applications in 
various fields of science and practice, such as 

mathematical modeling, pattern recognition, spectroscopy, 
biology, medicine, chemistry, geology, meteorology, sea 
fishery, etc. [1-4]. The popularity of finite Gaussian mixtures 
is stipulated by their identifiability, smoothness, completeness 
and resolutions [2,5] and requires of solving mathematical 
problems, such as mode-finding and preliminary estimation of 
the mode number.  

For determination of Gaussian mixture modes an exact 
analytical expressions do not exist. Only in the simplest case 
of unimodality of two-component mixture at , 

,  the single mode  is determined by the 
formula:  

 

  

 are the variances of the mixture components,  are 
their weights,  is Mahalanobis distance. 

For well-known values of the parameter distributions for 
calculation of mode and other critical points of probability 
density various iterative methods are used: Newton, gradient-
quadratic, Picard and others [6, 7, 8, 4, 9]. In a  
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multidimensional space the convergence of the sequence of 

the iterations, which is generated by this methods, depends on 
initial conditions, which can lead to a gap of some critical 
points. For calculation of all critical points of this function the 
gradient-statistical algorithm (GSA) was developed, which 
unites statistical elements, gradient method and cluster-
analysis. This algorithm does not demand the task of initial 
conditions, this is its advantage towards other well-known 
methods. 

The probability density of Gaussian mixture in p-
dimensional space has the form: 

 

 (1 
 

, , , , , 
,  is the expectation of i-th component is its 

weight,  is its covariance matrix. 
Gradient and Hessian of function f(X) are expressed by the 

formulae [4, 9]: 
 

 (2) 
 

(3) 
 

 (4) 
 

II. ALGORITHM DESCRIPTION 
From given probability density (1) the p-dimensional 

representational sample of n independent random vectors is 
generated, 
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 (5a) 
 

 (5b) 
Using the formula (2) in each point  we calculate the 
gradient modulus, 

 

 (6) 
From the set  we choose subset , its elements suffice to the 
conditions ,  ,   is a given small 
positive number, 

 

 (7) 
 

From the se t  by Sylvester criterion the subset  is 
selected, which consists of the neighborhoods , 

, of all modes of the function , 
 

 (8) 
 

 (9) 
 

 is Hessian determinant of the function   in 
the point . From the set N the neighborhood of each mode 

 is selected, , by cluster-analysis methods [10, 
11, 12] (algorithm FOREL, algorithm k-means and others). 
The estimation of the mode  we obtain from the equality: 

 

 (10) 
 

For more exact definition of the mode value  we may 
model the sample, which is uniformly distributed in sphere 

 with the center  and the radius , we may set 
 

 (11) 
 
Then the mode estimation  is defined by the equalities: 

 

 (12) 
 

Similarly the neighborhoods of all the local minimums  of 
the function  are discovered. From the set  by 
Sylvester criteria the subset  is selected, 

 

 (13) 
 

 (14) 
 

  
 
If in the expression (14)  , then from the set  the 
neighborhood  of each point of local minimum (LM) of the 
function  is selected by cluster-analysis methods 
(algorithm KRAB, method k-means and others) [10, 11, 12]. 
The estimation of the LM point we get by the formula: 

 

 (15) 
 
Each estimation  we can make more exact by additional 
modeling of uniformly distributed points in the sphere 

. Then 
 

 (16a) 
 
end 

 

 (16b) 
 

The subset ,, 
 

  
 
does not contain the neighborhoods of the extreme points. It 
consists of the subset of the neighborhoods of the saddle points 

 and the subset  of the elements, which obey the following 
conditions 

 

 (17) 
 

,  ,  ,   are small positive numbers, 

 is modulus of the Hessian determinant in the 

point ,  .   is a set of points , in which the 
surface  is nearly flat. 

The set , 
 

 (18) 
 
is a union of the neighborhoods  of all the saddle points (SP) 
of function , 
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 (19) 
 

 (19) 
 

 (20) 
 

For the determination of the number  in (19) we use the 
Euler theorem [13]: 

 

 (21) 
 

 is an amount of the modes of the function ,  is an 
amount of the points of their local minima, с is an amount of 
their saddle points. 

The neighbourhood , , of each saddle point is 
detected by cluster-analysis methods (algorithm k-means, 
algorithm FOREL and others) with the preliminary research of 
the structure of the set , which defined in [12]. The 
estimation of each saddle point  , , is calculated 
by the formula: 

 

 (22) 
 

 is a modulus of the gradient of the function  in the 
point . 

Each saddle point  is characterized by the following: 
in its neighborhood there are points , , and 
points , , for which the inequalities have 
place: 

 

 (23) 
 

  
 
It is possible to make more exact values of the estimations of 
the critical points of the function  by the well-known 
algorithms (Newton, Picard, gradient-quadratic) with the 
starting conditions given by the formulae (11), (16a), (22). For 
determination of the threshold values in the cluster-analysis 
algorithms the results of preliminary analysis of the structures 
of the sets , ,  are used, which is expanded in [12] 

III. THE RESULTS OF THE EXPERIMENTS 
The experiment testing of GSA, which has been made on 

one-dimensional and two-dimensional Gaussian mixtures, 
gives the positive result. 

In table 1 the values of parameters of ten one-dimensional 
three-component mixtures ( ) are represented. In table 2 

the values of critical points of these mixtures which were got 
by GSA, are given. 

 
Table 1 

Mixture 
# 

Distribution parameters 
     

1 0 1.41 2 0.33 0.33 
2 0 1.8 2 0.5 0.25 
3 0 1.5 2 0.45 0.1 
4 0 1.41 2.82 0.6 0.2 
5 0 1.41 2.82 0.45 0.1 
6 0 1.5 3 0.33 0.33 
7 0 1.5 3 0.4 0.2 
8 0 2.5 5 0.4 0.2 
9 0 2 5 0.8 0.1 

10 0 2.5 5 0.33 0.33 
 

Table 2 

Mixture 
# 

Critical points by GSA 
Modes LM 

     
1 1.39     
2 0.90     
3 1.40     
4 0.23     
5 0.23 2.60  1.41  
6 1.50     
7 0.44 2.56  1.50  
8 0.06 2.5 4.94 2.16 2.86 
9 0.04 4.96  3.56  

10 0.15 2.5 4.84 1.24 3.76 
 
The investigated two-dimensional mixtures have the 

following values of parameters: ,   ,   
is an identity matrix,   , , 

, . The weight values , ,  are 
varied. In table 3 their values and estimations of the critical 
points are represented. They have been got by GSA. In figures 
1, 2, 3 the level lines of the surface  and the 
neighborhoods of the critical points are described. The mode 
neighborhoods are marked by the red color, the neighborhoods 
of the saddle points are marked by the green one. 

 
Table 3 

Mixture 
# 

Weights Modes 
 

Saddle points  
  

1 0.75 0.2 (0.009, 0.011)  
2 0.05 0.35 (2.501, 0.013) 

(0.034, 2.492) 
(0.950, 1.262) 

3 0.333 0.333 (2.323, -0.001) 
(0.114, 0.163) 
(0.012, 2.355) 

(1.309, 0.068) 
(0.060, 1.318) 
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Fig. 1 

 

 
Fig. 2 

 

 
Fig. 3 

 
The gradient-statistical algorithm can be used for the 

determination of critical points of any smooth function, which 
has continuous the first and second derivatives, if the closet set 
K, which contains all its critical points, is known. In this case 
on the set K the p-dimensional uniformly distributed sample is 
generated. 
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Abstract— The effect of the Hall current on the 
magnetohydrodynamic (MHD) natural convection flow from 
an inclined vertical permeable flat plate with a uniform heat 
flux is analyzed in the presence of a transverse magnetic field. 
It is assumed that the induced magnetic field is negligible 
compared with the imposed magnetic field. The dimensionless 
momentum equation coupled with energy and mass diffusions 
are solved by using Nactsheim - Swigert shooting iteration 
technique. The effects of the various parameters on primary 
velocity profile, secondary velocity profile, temperature and 
concentration profile are discussed graphically.  The local skin 
friction coefficient, the local Nusselt number and Sherwood 
number are shown in tabular form for various values of the 
parameters. 

 
Keywords— MHD, Heat and mass transfer, Hall Current, 
inclined Plate, Constant Heat Flux. 

INTRODUCTION 
Hall current has important contribution in the study of 
magnetohydrodynamic (MHD) viscous flows. It has many 
applications in problems of the Hall accelerators as well as in 
the flight magnetohydrodynamics. The current trend is on the 
application of magnetohydrodynamics is towards a strong 
magnetic field and a low density of gas. For this reason, the 
Hall current and ion slip become important. Viscous 
incompressible fluid flow due to an impulsively started flat 
plate was examined by Stokes [1]. Rossow [2] examined the 
flow of a viscous incompressible fluid due to the impulsive 
motion of an infinite flat plate in the presence of a magnetic 
field. Sakiadis [3] analyzed analytically and by numerical 
scheme the boundary layer flow due to a moving flat surface. 
Laminar compressible boundary layer on a moving flat plate 
was investigated by Ackroyd [4]. Samuel and Hall [5] 
obtained the similarity solution for boundary layer flow on a 
continuous moving porous surface using a series having 
exponential terms. Sacheti and Bhatt [6], Bhatt and Sacheti [7] 
investigated Stokes and Rayleigh layers in the presence of a 
naturally permeable boundary. Hall effects on MHD flows 
over an accelerated/continuous moving plate are examined by 
Pop [8], Watanabe and Pop [9], Kiyanjui et al. [10]. Free 
convection effects on the elastico-viscous fluid flow over an 
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accelerated plate were examined by Singh et al. [11]. 
Boundary layer flows in a rotating fluid system are important 
due to various applications in science and technology. 
Debnath [12] presented exact solutions of the hydrodynamic 
and hydromagnetic boundary layer equations in such systems. 
Takhar and Nath [13], Takhar et al. [14, 15] investigated 
MHD flow over a stretching surface or moving plate in a 
rotating fluid. Deka et al. [16] investigated flow over an 
accelerated plate in a rotating system and Deka [17] examined 
the Hall effects in such flow in the presence of a magnetic 
field. Hydromagnetic channel flows in a rotating fluid system 
are investigated by researchers, e.g. Mandal and Mandal [18], 
Singh et al. [19], Singh [20], Ghosh [21], Ghosh et al. [22], 
Seth et al. [23], Guria et al.[24]. 
The study MHD Free Convection and Mass Transfer Flow of 
Viscous Incompressible Fluid about an inclined Plate with 
Hall Current and Constant Heat Flux is investigated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. PROBLEM FORMULATION 
 
Consider the steady natural convection boundary layer flow of 
an electrically conducting and viscous incompressible fluid 
from a semi-infinite heated permeable vertical inclined flat 
plate maintained with a uniform surface heat flux in the 
presence of a transverse magnetic field with the effect of the 
Hall current. The x  axis is along the vertically upward 
direction, while the y  axis is normal to it. The leading edge 
of the permeable surface is taken to be coincident with the z  
axis. It is assumed that the uniform heat is supplied from the 
surface of the plate to the fluid, which is maintained 
throughout the fluid flow at the uniform rate. The temperature 
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and concentration at the wall are instantly raised from wT  and 

wC  to ∞T  and ∞C respectively. An electrically non-

conducting uniform magnetic field of magnitude 0B  is 
imposed to perpendicular to the flow along the y  axis. Let 
the angle of inclination of the plate is γ  and the plate is semi 
finite. The x  component momentum equation reduces to the 
boundary layer equation if and only if body force is made by 
gravity, then the body force per unit mass is 

,cos0 γρgFx −=  where 0g  is the local acceleration due to 
gravity. Further no body force exists in the direction of y  and 

z , i. e. ,0,0 =
∂
∂=

∂
∂

z

p

y

p
 and 0=yF , 0=zF . The x   

component of pressure gradient at any point in the boundary 
layer must equal to the pressure gradient in the region outside 
the boundary layer, in this region 0=u , 0=v . Hence x  

component of pressure gradient become ,cosγρ g
x

p
∞−=

∂
∂

 

where ∞ρ  is the density of the surrounding fluid at 

temperature ∞T . The quantity ∞− ρρ is related to the 

temperature difference ∞−TT and concentration (or mass) 

differences ∞− CC through the thermal volume expansion 

coefficient β  and volume expansion coefficient ∗β  by the 

relation )()( ∞
∗

∞
∞ −−−−=−

CCTT ββ
ρ

ρρ
 

.cos)(cos)(1 γβγβ
ρ ∞

∗

∞ −+−=
∂
∂−∴ CCgTTg

x

p
F

x
 

We have the generalized ohm’s law in the absence of electric 
field to the case of short circuit problem is of the form  

)(
0

BqEBJ
B

J e
ee ×+=×+ µστω

  (1) where, eµ is the 

magnetic permeability, eτ  is the electron collision time, σ  is 

the time dependent length scale, eω  is the cyclotron 
frequency, B0 is the applied magnetic field .  
Since no applied or polarized voltage exist, So the effect of 
polarization of fluid is negligible, i. e )0,0,0(≡E . Therefore 

equation (1) becomes  )
0

BqBJ
B

J e
ee ×=×+ µστω

                      

                        (2) 
 
If is assumed that induced magnetic field generated by fluid 
motion is negligible in comparison to the applied one i e. 

)0,,0( 0BB ≡ . This assumption is valid because magnetic 
Reynolds number is very small for liquid metals and partially 
ionized fluids. 
Since the Hall coefficient is m = eeτω , so the equation (2) we 
can write  

)(
1 2

0 umw
m

B
J e

z +
+

=
µσ

                                       (3)            

and        )(
1 2

0 wum
m

B
J e

x −
+

= µσ
                          (4) 

The fundamental equations for the steady incompressible 
MHD flow with the generalized Ohm’s law and Maxwell’s 
equations, under the assumptions that the fluid is quasi-
neutral, and the ion slip and thermoelectric effects can be 
neglected. Since the plate is semi-infinite and motion is 
steady, all physical equations will be the functions of x  and 
y . Thus mathematically the problem reduces to a two 

dimensional problem given as follows: 

0=
∂
∂+

∂
∂

y

u

x

u
                                                  (5) 

γβνν cos)(02

2

∞−+
∂
∂=

∂
∂+

∂
∂

TTg
y

u

y

u

x

u
u     

)(
)1(

cos)(
2

2

0 mwu
m

B
CCg +

+
−−+ ∞

∗

ρ
σγβ  (6)                       

)(
)1( 2

2
0

2

2

wmu
m

B

y

w

y

w

x

w
u −

+
+

∂
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∂
∂+

∂
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ρ
σνν   (7) 
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T
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p
∂
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∂
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∂
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ρ
ν                                 (8) 
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


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






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
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∂
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p
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Subjected to the boundary conditions  









∞→→→→→

==−=
∂
∂===

∞∞ yCCTTwu

yCC
k

Q

y

T
wvu

w

as,,0,0

0at,,0,0,0
   (10)                                                                                    

where wvu ,,  are the velocity components in the zyx ,,  
direction respectively, υ  is the kinematics viscosity, ρ  is the 

density. T , wT  and ∞T  are the temperature of the fluid inside 
the thermal boundary layer, the plate temperature and the fluid 
temperature in the free stream, respectively, while C, wC , 

∞C  are the corresponding concentrations. Also, σ  is the 
electric conductivity of the medium, k  is the thermal 
conductivity of the medium, mD  is the coefficient of mass 

diffusivity, pc  is the specific heat at constant pressure, Q  is 
the constant heat flux per unit area and other symbols have 
their usual meaning. 
In order to solve the above system of equations (6)-(9) with 
the boundary conditions (10), we adopt the well-defined 
similarity analysis to attain similarity solutions. For this 
purpose, the following similarity transformations are now 
introduced; 
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x

U
y

υ
η

2
0= , ( )

0
0 U

w
g =η , 

( ) ( ) ( )

( )

0

0

0 0

( )
, ,

2

2 ( ),

Uk T T C C

Q x C C

xU f u U f
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θ η ϕ η
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ψψ υ η η

∞ ∞
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− −
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 and 
 ( ) ( )[ ]ηηηνψ

ff
x

U

x
v −′=

∂
∂−=

2
0              (11) Thus, 

equations (6)-(10) becomes;  

( )2

cos cos

0
1

r mf ff G G

M
f mg

m

γ θ γ φ′′′ ′′+ + +

′− + =
+

                          (12) 

( ) 0
1 2 =+′

+
+′+′′ gfm

m

M
gfg                       (13) 

( ) ( )[ ] ( ) 022 =′−′−′+′′+′′ θθθ ffPgfEP rcr (14)                                                                                                   

0=′+′′ ϕϕ fSc                                                    (15) 
The corresponding boundary conditions are  
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where
υρ p

r C

k
P =   is the Prandtl  number, 

0

3
0

2 xUQC

kU
E

p

c υ
=  is the Eckert number, 

0

2
02

U

Bx
M

ρ
σ

=  

is the Magnetic parameter, 
m

c D
S

υ=  is the Schmidt number,  

00

0 2
UkU

xQg
Gr ν

β
=  is the local Grashof number,  

( )
2

0

*2
U

xCCg
G w

m
∞−

=
β

 is the local modified Grashof 

number, , 0
0

2
w

x
f v

U υ
=  is the Transpiration parameter.  

 
3. SKIN-FRICTION COEFFICIENTS, NUSSELT 
NUMBER AND SHERWOOD NUMBER 
 
The quantities of chief physical interest are the skin friction 
coefficients, the Nusselt number and the Sherwood number. 
The equation defining the wall skin frictions are 

0=





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∂
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x y
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z y
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η
. The Nusselt 

number denoted by uN  is proportional to 
0=










∂
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y
y

T
, 

hence we have )0(θ ′−∞uN . The Sherwood number 

denoted by hS  is proportional to 
0=










∂
∂−

y
y

C
, hence we 

have )0(ϕ ′−∞hS . The numerical values of the skin-friction 
coefficients, the Nusselt number and the Sherwood number are 
sorted in Tables 1-8. 
4. RESULTS AND DISCUSSION  
 
In this study the MHD Free Convection and Mass Transfer 
Flow of Viscous Incompressible Fluid about an inclined Plate 
with Hall Current and Constant Heat Flux have been 
investigated using the Nachtsheim-Swigert shooting iteration 
technique. To study the physical situation of this problem, 
we have computed the numerical values of the velocity, 
temperature, and concentration within the boundary layer 
and also find the skin friction coefficient, Nusselt number , 
Sherwood number  at the plate. It can be seen that the 
solutions are affected by the parameters, namely suction 
parameter wf , Grashof number rG , modified Grashof 

number mG ,  magnetic parameter M, Prandtl number rP , 

Eckert number cE , Schimidt number . The values of M and 

rG  are taken to be large for cooling Newtonian fluid 
keeping the plate at different angle. The values 0.2, 0.5, 0.73, 
2, 3, 4, 5 are considered for rP . The values  0.1, 0.5, 0.6, 1.0, 

2.0, 3.0, 4.0  also considered for cS . The values of other 
parameters are however chosen arbitrarily.        

Figures (2)-(5), respectively, show the primary velocity, 
secondary velocity, temperature and concentration profiles 
for different values of suction parameter wf . Here 0wf >  

corresponds to suction and 0wf <  corresponds to injection 
at the plate or blowing. From Figure (2-5), it can be seen that 
the primary velocity, secondary velocity, temperature and 
concentration profiles decreases with the increase of suction 
parameter wf . Figures (6)-(9), respectively, show the the 
primary velocity, secondary velocity profiles decreased and 
temperature and concentration profiles increases for different 
values of  M. Figures (10)-(11), respectively, show the cross-
flow of primary velocity and secondary velocity, at first 
increases then decreases with the increase of cE . Figure (12-
13) shows that the temperature profile increase and 
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concentration profile decreases with the increase of cE . 
Figures (14)-(17) show that the primary velocity, secondary 
velocity profile and concentration profile decreases and 
temperature profile increases with the increase of cS . Figures 
(18)-(19), respectively, shows the cross flow of the primary 
velocity and secondary velocity with the increase of rP  both 
of the profile is decrease then increase. Figures (20)-(21) 
shows that temperature decrease and concentration profile 
increase with the increase of cS . Figures (22)-(23), show the 
cross flow of the primary velocity and secondary velocity 
with the increase of γ  both of the profile is decrease then 
increase. Figures (24)-(25), show that temperature and 
concentration profile increases with the increase of  γ . 
Figures (26)-(27), show the cross flow of the primary 
velocity and secondary velocity with the increase of rG . 
Figures (28)-(29),  shows that the temperature and 
concentration profile decreases with the increase of rG . 
Figures (30)-(31), show the cross flow of the primary 
velocity and secondary velocity with the increase of mG . 
Figures (32)-(33),  shows that the temperature and 
concentration profile decreases with the increase of mG . 

From figures (34)-(37), show the velocity, secondary 
velocity, temperature and concentration profile field has a 
negligible effect for different values of m .    Finally the 
effect of various parameters on the skin friction coefficients (

xτ , wτ ), Nusselt number ( uN ) and Sherwood  ( hS )  are 
tabulated in Tables 1-8 . Table 1 shows that the skin friction 
coefficient coefficients ( xτ , wτ ) decreases and Nusselt 

number ( uN ) and Sherwood number ( hS )  increase  with 

the increase of wf . Table 2 shows that the skin friction 

coefficient coefficients xτ  decreases and wτ  increases and 

Nusselt number ( uN ) and Sherwood number ( hS )  

decreases  with the increase of M . Table 3 shows that the 
skin friction coefficient coefficients ( xτ , wτ ) and Sherwood 

number ( hS ) increases and Nusselt number ( uN )  decreases  

with the increase of cE . Table 4 shows that the skin friction 

coefficient coefficients ( xτ , wτ ) and Sherwood number ( hS ) 

decreases and Nusselt number ( uN )  increases  with the 

increase of rP . Table 5 shows that the skin friction 

coefficient coefficients ( xτ , wτ ) and Nusselt number ( uN ) 

decreases and Sherwood number ( hS ) increases with the 

increase of cS . Table 6 shows that the skin friction 

coefficient coefficients ( xτ , wτ ), Nusselt number ( uN ) and 

Sherwood number ( hS ) decreases with the increase of γ . 

Table 7-8 shows that the skin friction coefficient coefficients 
( xτ , wτ ), Nusselt number ( uN ) and Sherwood  number ( hS

) increases with the increase of rG  and mG . 

 

 
Fig 2: Primary velocity profile for wf . 

 
Fig 3: Secondary velocity profile for wf . 

 
Fig 4: Temperature profile for wf . 
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Fig 5: Concentration profile for wf . 

 
Fig 6: Primary velocity profile for .M  

 
Fig 7: Secondary velocity profile .M  

 
Fig 8: Temperature profile for .M  

 
Fig 9: Concentration profile for .M  

 
Fig 10: Primary velocity profile for cE . 
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Fig 11: Secondary velocity profile cE . 

 
Fig 12: Temperature profile for cE . 

 
Fig13: Concentration profile for cE . 

 
Fig 14: Primary velocity profile for cS . 

 
Fig 15: Secondary velocity profile for cS . 

 
Fig 16: Temperature profile for cS . 
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Fig 17: Concentration profile for cS . 

 
Fig 18: Primary velocity profile rP . 

 
Fig 19: Secondary velocity profile rP . 

 
Fig 20: Temperature profile for rP . 

 
Fig 21: Concentration profile for rP . 

 
Fig 22: Primary velocity profile for γ . 
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Fig 23: Secondary velocity profile for γ . 

 
Fig 24: Temperature profile for γ . 

 
Fig 25: Concentration profile for γ . 

 
Fig 26: Primary velocity profile for rG . 

 
Fig 27: Secondary velocity profile for rG . 

 
Fig 28: Temperature profile for rG . 
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Fig 29: Concentration profile for rG . 

 
Fig 30: Primary velocity profile for .mG  

 
Fig 31: Secondary velocity profile for .mG  

 
Fig 32: Temperature profile for .mG  

 
Fig 33: Concentration profile for .mG  

 
Fig 34: Primary velocity profile for .m  
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Fig 35: Secondary velocity profile for .m  

 
Fig 36: Temperature profile for .m  

 
Fig 37: Concentration profile for .m  

 
 
Table 1.  Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of wf , taking ,060=γ  ,4=rG  ,2=mG  ,.50=M  

,.010=m  ,.710=rP  ,.010=cE  60.=cS   as fixed.   
 

fw
 

τx
 τw

 Nu
 Sh

 

-2.5 0.6668 0.0004 -8.8553 0.0084 
-2.0 0.6287 0.0005 -6.9865 0.0178 
-1.5 0.5931 0.0007 -5.4077 0.0368 
-1.0 0.5585 0.0009 -4.1194 0.0741 
-0.5 0.5191 0.0011 -3.1007 0.1427 
0.0 0.4644 0.0012 -2.3082 0.2573 
0.5 0.3853 0.0010 -1.6914 0.4284 
1.0 0.2902 0.0006 -1.2231 0.6558 
1.5 0.2076 0.0003 -0.9004 0.9235 
2.0 0.1512 0.0001 -.6940 1.2113 
2.5 0.1151 0.0001 -.5600 1.5061 

 
Table 2.  Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of M ,   taking ,.50=wf  ,060=γ  ,4=rG  ,2=mG

,01.0=m  ,71.0=rP  ,01.0=cE  6.0=cS  as   fixed. 
 

M τx
 τw

 Nu
 Sh

 

     0.0 1.1932 0.0000 -1.2511 0.5666 
     0.1 1.1505 0.0006 -1.2670 0.5586 
     0.5 1.0120 0.0021 -1.3286 0.5313 
     0.9 0.9125 0.0026 -1.3847 0.5096 
     1.3 0.8378 0.0028 -1.4353 0.4921 
     1.7 0.7796 0.0028 -1.4811 0.4777 
     2.0 0.7436 0.0028 -1.5128 0.4684 
     2.4 0.7029 0.0028 -1.5518 0.4577 
  
Table 3. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of cE , taking ,.50=wf ,060=γ  ,4=rG  ,2=mG

,01.0=m  ,71.0=rP ,5.0=M  6.0=cS  as fixed. 
 
  Ec 

τx
 τw

 Nu
 Sh

 

  0.1 1.0092 0.0021 -1.3092 0.5309 
  0.2 1.0150 0.0021 -1.3503 0.5316 
 0.5 1.0244 0.0021 -1.4168 0.5328 
 0.8 1.0341 0.0021 -1.4853 0.5339 
 1.0 1.0407 0.0021 -1.5321 0.5347 
 2.0 1.0755 0.0022 -1.7809 0.5388 
 3.0 1.1139 0.0022 -2.0577 0.5432 
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Table 4. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of rP , taking  
00.5, 60 , 4, 2, 0.01,

0.6, 0.5, 0.01 as fixed.
w r m

c c

f G G m

S M E

γ= = = = =
= = =

      

 
 

  Pr τx
 τw

 Nu
 Sh

 

0.2 3.4971 0.0054 -1.8970 0.7623 
0.5 2.4064 0.0035 -1.3401 0.6562 
0.7 2.0548 0.0030 -1.1387 0.6180 
2.0 1.3704 0.0022 -0.6750 0.5476 
3.0 1.1933 0.0021 -0.5234 0.5329 
4.0 1.0984 0.0020 -0.4305 0.5261 
5.0 1.0409 0.0020 -0.3672 0.5225 

     
Table 5. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood hS  for different values 

of cS , taking ,.50=wf ,060=γ ,4=rG ,2=mG  

,.010=m  ,71.0=rP ,5.0=M  01.0=cE  as fixed.  
 
 
 

     Sc τx
 τw

 Nu
 Sh

 

0.1 2.2727 0.0046 -1.0157 0.2099 
0.5 2.0455 0.0031 -1.0939 0.5470 
0.6 2.0206 0.0030 -1.1038 0.6158 
1.0 1.9525 0.0028 -1.1296 0.8666 
2.0 1.8621 0.0026 -1.1585 1.4158 
3.0 1.8106 0.0025 -1.1714 1.9240 
4.0 1.7751 0.0025 -1.1788 2.4178 

 
Table 6. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood hS  for different values 

of γ , taking ,.50=wf ,4=rG ,2=mG  ,.010=m  

,71.0=
r

P  ,5.0=M  ,01.0=
c

E  60.=cS  as fixed. 
 

  γ τx
 τw

 Nu
 Sh

 

00 3.2825 0.0039 -0.9686 0.6969 
300 2.9778 0.0037 -0.9941 0.6795 
450 2.5835 0.0035 -1.0328 0.6551 
600 2.0206 0.0030 -1.1038 0.6158 
800 0.9409 0.0019 -

1.3532552 
0.5141570 

 

Table 7. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of rG , taking ,.50=wf ,060=γ  ,.710=rP  ,2=mG  

,01.0=m  ,6.0=cS  ,5.0=M 01.0=cE  as fixed 
 
 

  Gr τx
 τw

 Nu
 Sh

 

1.0 1.7983 0.0029 -1.1233 0.6084 
2.0 2.0536 0.0031 -1.0878 0.6260 
3.0 2.2878 0.0033 -1.0594 0.6411 
4.0 2.5072 0.0035 -1.0357 0.6544 
5.0 2.7144 0.0036 -1.0155 0.6664 

Table 8. Numerical values of Skin friction coefficient xτ , wτ , 

Nusselt number uN  and Sherwood  hS  for different values 

of mG , taking ,.50=wf ,060=γ  ,.710=rP  ,4=rG  

,.010=m ,6.0=cS ,5.0=M  01.0=cE  as fixed. 
 

Gm
 

τx
 τw

 Nu
 Sh

 

1.0 1.7760 0.0027 -1.1479 0.5935 
2.0 2.0206 0.0030 -1.1038 0.6158 
3.0 2.2646 0.0032 -1.0670 0.6361 
4.0 2.5072 0.0035 -1.0357 0.6544 
5.0 2.7474 0.0037 -1.0088 0.6713 
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Abstract—The distribution of the drinking water by a 
minimum cost experiencing a growing interest in the world. 
Specially, the minimization of the electric cost absorbed by the 
pumps. A mathematical formulation is presented in this paper of a 
real method. We adapted our heuristics to optimize the cost of 
electric used in three locations in Jazan city, Saudi Arabia. The 
solutions obtained by our method give exact results in few seconds. 
which is an advantage for the practical application for real system as 
shown in the case of Jazan city. 
 

Keywords— Combinatorial optimization, global optimization, 
Simulated Annealing method, water distribution systems. 

I. INTRODUCTION 
E consider the model of combinatorial optimization 
problem, where the objective function to be minimized 
gives the cost of the electrical energy consumed in the 

operating system of the pumps used to provide consumptive 
water for a community. 
 We will use  one variant of the simulated annealing (SA) as 
optimization  method to solve this problem. The SA was first 
proposed by Kirkpatrick, Gelatt, and Vecchi [5] is an efficient 
method for finding the global optimal solution to 
multidimensional optimization problems. 
    SA is easy to implement and does not require much 
computer memory and coding. 
   SA as computational results show some conflicting results 
when SA is compared with other algorithms [7]. Ingber and 
Rosen [4] have proposed a very fast simulated annealing 
method that is efficient in its strategy and which statistically 
guarantees to find the global optima. Their results reveal that 
the method is orders of magnitude more efficient than a GA. 
On the other hand, Youssef, Sait, and Adiche [10] have 
performed a comparative study on SA, Tabu Search [3] and 
evolutionary algorithms by applying them to the same 
optimization problem. The benchmark problem used is the 
floor planning of very large scale integrated (VLSI) circuits, 
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which is a hard multi-criteria optimization problem. This study 
has shown that Tabu Search and evolutionary algorithms 
outperform SA. It therefore requires considerable tests of the 
algorithms to give sound conclusion. However, it is certain 
that attention is required in the area of choosing an optimal 
annealing schedule, studying the effect of algorithmic 
parameters on the performance of SA, and selecting the new 
solution vector efficiently [7]. 
    There are many variants of simulated annealing algorithm 
found in relative literature [4], [1], [7]. The main structure is 
almost preserved and comprises the three following operators: 
a temperature cooling schedule T, a function neighbor for 
generating a perturbation and a state transition with an 
acceptance probability ρ .  
    A simulated annealing based approach was developed to 
obtain the least-cost design of a looped water distribution 
network by Cunha and Sousa [1]. Shieh, Richard, and Peralta 
[6] presented a simulation/optimization model using a hybrid 
method combing genetic algorithms and simulated annealing 
for optimizing an in-situ bioremediation system design.  
    The paper is organized as follows: In Section 2, we present 
the mathematical formulation of the problem that will be 
solved by SA method. At the end of this part we formulate 
three real problems. The SA algorithm used to solve problems 
is presented in Section 3. The corresponding numerical results 
are presented in section 4. Finally, our results are summarized 
and future work is described in the conclusion. 

II. MODEL FORMULATION OF WATER SYSTEM PUMP 
OPERATIONS  

    Our work is based on the objective function described by El 
Mouatasim, Ellaia, and Al-Hossain [2] and Yin Luo Shouqi 
Yuan, Yue Tang, Jianping Yuan, and Jinfeng Zhang [9]. And 
taking account the specificity of Jazan city, the  problem in 
three locations is as follows: 

A. Swiss Problem: 
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B. Mahliya Problem  
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C. Chatee Problem 
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III. SIMULATED ANNEALING  
    Simulated annealing algorithm begins by generating a single 
initial solution at random, which is evaluated by the cost 
function. In our case, a solution is an integer vector consisting 
of n parameters (number of pumps).   Our variant of  SA, 
implemented in this paper, uses the following: 
Function{recuit} {X0 : is an initial vector chosen randomly} 
{ X   X0,     Best X   X0 ,  T  10000, 
  While{ T > 1 } 
         { m  0    
            Repeat  
              { Y  Neighbor (X)   
               dF   F(Y) - F(X)    
               If( dF  <  0) Then    {  X  Y,    best X    Y } 
                     Else    if ( Random <  e (-dF/T))  Then   X Y 
                  m m + 1    
               }  Until (m ==  100 ) 
          T   0.99* T}}  

   For the Neighbor function, we look randomly for the closest 
solution with respect to the constraints.  

IV. EXPERIMENTAL RESULTS  
     In this section, we propose the mathematical model 
established in section 2 with some reference to Jazan city 
conditions in Saudi Arabia. The aim is to minimize the cost of 
electrical energy consumed in three stations: Swiss district, 
Chatee District and Mahliya district. 
The cost consumed in SAR, where 1 SAR= 3.75 $. 
    For solving linear constraints combinatorial optimization 
problem in this application, we used Mathematica software, 
and the annealing simulated algorithm for global optimization 
under linear constraints. We compare Our approach 
programmed using Mathematica, with the Min function of the 
software Mathematica.   
    Note that the experiments performed on a workstation 
DELL Intel(R) Core ™  i3 CPU processor 2.13GHz, 2GB 
RAM.  
The results obtained are presented in this table: 
 Mathematica Software Simulated Annealing 

The 
cost  

Solution The cost  Solution 

Swiss 
Problem 

 
 393596 
 

α1=0.581649, 
α2=0.793351,  
α3= α4= α5= 
α6=1 

 
731930 

α1=α2  =1 
α3=α4= 
=α5= α6=1 

Mahliya 
Problem 

 
334174 

α1=0.55521, 
α2=0.75729, 
α3=α4=α5= 
α6=1 

 
372132 

α1 = α2  =1 
α3=0 
α4=α5=α6=1 

Chatee 
Problem 

 
 
16656.8 

α1=0.446138, 
α2=0.928862, 
α3=1. 
  

 
43572.4 

 
α1=α2=α 3=1 

 
   First, the results are very interesting because they give 
possible solutions and they are optimal regarding to the 
constraints. The values given by our solutions are exacts, since 
αi takes 0 or 1 (the pump is OFF or ON respectively). 
However, the value given by the Min function of Mathematica 
gives a continuous values for αi in the closed interval [0,1]. 
And in this last case, the system needs an expert to check if the 
value is close to zero and decide to switch off the pump or 
close to 1 and switch ON the pump. Which needs an extra 
work for the operator to “decode” the solution obtained by the 
Min function of Mathematica? 
     Next, we note that in two of the three problems the pumps 
must necessarily work to satisfy the needs of water users. This 
gives only 4 hours of rest for the pumps, which might affect 
their lifespan. 

V. CONCLUSION 
   The numerical computation of the solution, obtained by our 
variant of the simulated annealing method with appropriate 
coding for minimizing the cost of the electric pump system, 
shows that the proposed method gives exact solutions and 
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works better than the minimization function used by the 
Mathematica software. 
        Our work is part of a new policy of the General 
Administration of distribution of drinking water. Which 
consist of computerizes the system and builds a geographic 
information system capable of providing real information in 
real time. This is why we opted to use the heuristic method for 
solving these problems.  
Our variant of SA can be used as a good method to optimize 
the management of water distribution by pumping system 
operations and get results in a short period of time.  
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Certain Integrable Cases in Dynamics of a
Multi-Dimensional Rigid Body in a

Nonconservative Field
Maxim V. Shamolin

Abstract—This paper is a survey of integrable cases in dy-
namics of a five-dimensional rigid body under the action of a
nonconservative force field. We review both new results and
results obtained earlier. Problems examined are described by
dynamical systems with so-called variable dissipation with zero
mean.

The problem of the search for complete sets of transcendental
first integrals of systems with dissipation is quite actual; a large
number of works are devoted to it. We introduce a new class of
dynamical systems that have a periodic coordinate. Due to the
existence of a nontrivial symmetry groups of such systems, we
can prove that these systems possess variable dissipation with
zero mean, which means that on the average for a period with
respect to the periodic coordinate, the dissipation in the system
is equal to zero, although in various domains of the phase space,
either the energy pumping or dissipation can occur. Based on
facts obtained, we analyze dynamical systems that appear in
dynamics of a five-dimensional rigid body and obtain a series of
new cases of complete integrability of the equations of motion in
transcendental functions that can be expresses through a finite
combination of elementary functions.

Index Terms—Case of integrability, dynamic part of motion
equations, multidimensional rigid body.

I. INTRODUCTION

T HIS This paper is a survey of integrable cases in dy-
namics of a f ve-dimensional rigid body under the action

of a nonconservative force field We review both new results
and results obtained earlier. Problems examined are described
by dynamical systems with so-called variable dissipation with
zero mean.
We study nonconservative systems for which usual methods

of the study of Hamiltonian system is inapplicable. Thus, for
such systems, we must directly integrate the main equation of
dynamics (see also [1], [2], [3], [4], [5], [6]).
We generalize previously known cases and obtain new cases

of the complete integrability in transcendental functions of the
equation of dynamics of a f ve-dimensional rigid body in a
nonconservative force field
Of course, in the general case, the construction of a the-

ory of integration of nonconservative systems (even of low
dimension) is a quite difficul task. In a number of cases,
where the systems considered have additional symmetries, we
succeed in findin firs integrals through finit combinations
of elementary functions [6], [7], [8], [9].

Maxim V. Shamolin is with the Institute of Mechanics, Lomonosov
Moscow State University, Moscow, 119192, Russian Federation;
e-mail: shamolin@rambler.ru, shamolin@imec.msu.ru (see also
http://shamolin2.imec.msu.ru).

In basic part we recall general aspects of the dynamics of a
free multi-dimensional rigid body: the notion of the tensor of
angular velocity of the body, the joint dynamical equations of
motion on the direct product Rn × so(n), and the Euler and
Rivals formulas in the multi-dimensional case.
We also consider the tensor of inertia of a f ve-dimensional

(5D−) rigid body. In this work, we study one of two possible
cases in which there exists two relations between the principal
moments of inertia:

(i) there are four equal principal moments of inertia (I2 =
I3 = I4 = I5).
Furthermore, we systematize results on the study of equa-

tions of motion of a f ve-dimensional (5D−) rigid body in a
nonconservative force fiel for the case (i). The form of these
equations is taken from the dynamics of realistic rigid bodies
of lesser dimension that interact with a resisting medium by
laws of jet fl w when the is influence by a nonconservative
tracing force. Under the action of this force, the following
two cases are possible. In this case, the velocity of some
characteristic point of the body remains constant, which means
that the system possesses a nonintegrable servo-constraint (see
also [10], [11]).
The results relate to the case where all interaction of the

medium with the body part is concentrated on a part of the
surface of the body, which has the form of a four-dimensional
disk, and the action of the force is concentrated in the direction
perpendicular to this disk. These results are systematized and
are preserved in the invariant form. Moreover, we introduce
an extra dependence of the moment of the nonconservative
force on the angular velocity. This dependence can be further
extended to cases of the motion in spaces of higher dimension.
Many results of this paper were regularly presented on

scientifi seminars, including the seminar Actual problems of
geometry and mechanics named after Prof. V. V. Trofim v un-
der the supervision of D. V. Georgievskii and M. V. Shamolin.

January 18, 2015

II. GENERAL DISCOURSE

A. Cases of dynamical symmetry of a five-dimensional body

Let a f ve-dimensional rigid body Θ of mass m with smooth
four-dimensional boundary ∂Θ be under the influenc of a
nonconservative force field this can be interpreted as a motion
of the body in a resisting medium that fill up f ve-dimensional
domain of Euclidean space E5. We assume that the body
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is dynamically symmetric. If the body has two independent
principal moments of inertia, then in some coordinate system
Dx1x2x3x4x5 attached to the body, the operator of inertia has
the form

diag{I1, I2, I2, I2, I2}, (1)

or the form
diag{I1, I1, I3, I3, I3}. (2)

In the firs case, the body is dynamically symmetric in the
hyperplane Dx2x3x4x5.

B. Dynamics on so(5) and R5

The configuratio space of a free, n-dimensional rigid body
is the direct product

Rn × SO(n) (3)

of the space Rn, which define the coordinates of the center
of mass of the body, and the rotation group SO(n), which
define rotations of the body about its center of mass and has
dimension

n +
n(n− 1)

2
=

n(n + 1)
2

.

Therefore, the dynamical part of equations of motion has
the same dimension, whereas the dimension of the phase space
is equal to

n(n + 1).

In particular, if Ω is the tensor of angular velocity of a f ve-
dimensional rigid body (it is a second-rank tensor, see [12],
[13], [14], [15], [16]), Ω ∈ so(5), then the part of dynamical
equations of motion corresponding to the Lie algebra so(5)
has the following form (see [17], [18]):

Ω̇Λ + ΛΩ̇ + [Ω, ΩΛ + ΛΩ] = M, (4)

where
Λ = diag{λ1, λ2, λ3, λ4}, (5)

λ1 =
−I1 + I2 + I3 + I4 + I5

2
,

λ2 =
I1 − I2 + I3 + I4 + I5

2
,

λ3 =
I1 + I2 − I3 + I4 + I5

2
,

λ4 =
I1 + I2 + I3 − I4 + I5

2
,

λ5 =
I1 + I2 + I3 + I4 − I5

2
,

M = MF is the natural projection of the moment of external
forces F acting to the body in R5 on the natural coordinates
of the Lie algebra so(5), and [ ] is the commutator in so(5).
The skew-symmetric matrix corresponding to this second-rank
tensor Ω ∈ so(5) we represent in the form




0 −ω10 ω9 −ω7 ω4

ω10 0 −ω8 ω6 −ω3

−ω9 ω8 0 −ω5 ω2

ω7 −ω6 ω5 0 −ω1

−ω4 ω3 −ω2 ω1 0




, (6)

where ω1, ω2, . . . , ω10 are the components of the tensor
of angular velocity corresponding to the projections on the
coordinates of the Lie algebra so(5).
Obviously, the following relations hold:

λi − λj = Ij − Ii (7)

for any i, j = 1, . . . , 5.
For the calculation of the moment of an external force acting

to the body, we need to construct the mapping

R5 ×R5 −→ so(5), (8)

than maps a pair of vectors

(DN, F) ∈ R5 ×R5 (9)

from R5 ×R5 to an element of the Lie algebra so(5), where

DN = {0, x2N , x3N , x4N , x5N},
F = {F1, F2, F3, F4, F5},

(10)

and F is an external force acting to the body. For this end, we
construct the following auxiliary matrix

(
0 x2N x3N x4N x5N

F1 F2 F3 F4 F5

)
. (11)

Then the right-hand side of system (4) takes the form

M = {x4NF5 − x5NF4, x5NF3 − x3NF5,

x2NF5 − x5NF2, x5NF1, x3NF4 − x4NF3,

x4NF2 − x2NF4,−x4NF1, x2NF3 − x3NF2,

x3NF1,−x2NF1}. (12)

Dynamical systems studied in the following, generally
speaking, are not conservative; they are dynamical systems
with variable dissipation with zero mean (see [12]). We need
to examine by direct methods a part of the main system of
dynamical equations, namely, the Newton equation, which
plays the role of the equation of motion of the center of mass,
i.e., the part of the dynamical equations corresponding to the
space R5:

mwC = F, (13)

where wC is the acceleration of the center of mass C of
the body and m is its mass. Moreover, due to the higher-
dimensional Rivals formula (it can be obtained by the operator
method) we have the following relations:

wC = wD +Ω2DC+EDC, wD = v̇D +ΩvD, E = Ω̇, (14)

where wD is the acceleration of the point D, F is the external
force acting on the body (in our case, F = S), and E is the
tensor of angular acceleration (second-rank tensor).
So, the system of equations (4) and (13) of fifteent order

on the manifold R5 × so(5) is a closed system of dynamical
equations of the motion of a free f ve-dimensional rigid body
under the action of an external force F. This system have been
separated from the kinematic part of the equations of motion
on the manifold (3) and can be examined independently.
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III. GENERAL PROBLEM ON THE MOTION UNDER A
TRACING FORCE

Consider a motion of a homogeneous, dynamically sym-
metric (case (1)), rigid body with front end face (a four-
dimensional disk interacting with a medium that fill the f ve-
dimensional space) in the fiel of a resistance force S under
the quasi-stationarity conditions.
Let (v, α, β1, β2, β3) be the (generalized) spherical coor-

dinates of the velocity vector of the center of the four-
dimensional disk lying on the axis of symmetry of the body,

Ω =




0 −ω10 ω9 −ω7 ω4

ω10 0 −ω8 ω6 −ω3

−ω9 ω8 0 −ω5 ω2

ω7 −ω6 ω5 0 −ω1

−ω4 ω3 −ω2 ω1 0




be the tensor of angular velocity of the body, Dx1x2x3x4x5

be the coordinate system attached to the body such that the
axis of symmetry CD coincides with the axis Dx1 (recall that
C is the center of mass), and the axes Dx2, Dx3, Dx4, Dx5

lie in the hyperplane of the disk, and I1, I2, I3 = I2, I4 =
I2, I5 = I2, m are characteristics of inertia and mass.
We adopt the following expansions in the projections to the

axes of the coordinate system Dx1x2x3x4x5:

DC = {−σ, 0, 0, 0, 0},
vD = {v cos α, v sin α cos β1, v sin α sin β1 cosβ2,

v sin α sin β1 sin β2 cos β3, v sin α sin β1 sin β2 sin β3}. (15)

In the case (1) we additionally have the expansion for
the function of the influenc of the medium on the f ve-
dimensional body:

S = {−S, 0, 0, 0, 0}, (16)

i.e., in this case F = S.
Then the part of the dynamical equations of motion (includ-

ing the analytic Chaplygin functions; see below) that describes
the motion of the center of mass and corresponds to the space
R5, in which tangent forces of the influenc of the medium
on the four-dimensional disk vanish, takes the form

v̇ cos α−α̇v sin α−ω10v sin α cosβ1+ω9v sin α sin β1 cos β2−
−ω7v sinα sin β1 sin β2 cos β3+ω4v sin α sin β1 sinβ2 sinβ3+

+σ(ω2
10 + ω2

9 + ω2
7 + ω2

4) = − S

m
, (17)

v̇ sinα cos β1 + α̇v cosα cosβ1 − β̇1v sinα sin β1+

+ω10v cosα− ω8v sin α sin β1 cos β2+

+ω6v sin α sin β1 sin β2 cosβ3−
−ω3v sin α sin β1 sin β2 sin β3−

−σ(ω9ω8 + ω6ω7 + ω3ω4)− σ ˙ω10 = 0, (18)

v̇ sin α sinβ1 cosβ2 + α̇v cosα sin β1 cos β2+

+β̇1v sin α cosβ1 cos β2−

−β̇2v sin α sin β1 sin β2 − ω9v cos α + ω8v sin α cos β1−
−ω5v sin α sin β1 sin β2 cosβ3+

+ω2v sin α sin β1 sin β2 sin β3−
−σ(ω8ω10 − ω5ω7 − ω2ω4) + σω̇9 = 0, (19)

v̇ sin α sin β1 sin β2 cosβ3 + α̇v cos α sin β1 sin β2 cos β3+

+β̇1v sin α cos β1 sin β2 cosβ3+

+β̇2v sin α sin β1 cos β2 cosβ3−
−β̇3v sin α sin β1 sin β2 sin β3+ω7v cosα−ω6v sinα cos β1+

+ω5v sin α sinβ1 cosβ2 − ω1v sin α sinβ1 sinβ2 sinβ3+

+σ(ω6ω10 + ω5ω9 − ω1ω4)− σω̇7 = 0, (20)

v̇ sin α sin β1 sin β2 sin β3 + α̇v cos α sin β1 sin β2 sin β3+

+β̇1v sin α cos β1 sin β2 sin β3+

+β̇2v sin α sin β1 cos β2 sin β3+

+β̇3v sin α sin β1 sin β2 cosβ3−ω4v cos α+ω3v sinα cos β1−
−ω2v sinα sin β1 cos β2 + ω1v sinα sin β1 sin β2 cos β3−

−σ(ω3ω10 + ω2ω9 + ω1ω7) + σω̇4 = 0, (21)

where
S = s(α)v2, σ = CD, v > 0. (22)

Further, the auxiliary matrix (11) for the calculation of the
moment of the resistance force has the form(

0 x2N x3N x4N x5N

−S 0 0 0 0

)
, (23)

then the part of the dynamical equations of motion that
describes the motion of the body about the center of mass
and corresponds to the Lie algebra so(5), becomes

(λ4 + λ5)ω̇1 + (λ4 − λ5)(ω4ω7 + ω3ω6 + ω2ω5) = 0, (24)

(λ3 + λ5)ω̇2 + (λ5 − λ3)(ω1ω5 − ω3ω8 − ω4ω9) = 0, (25)

(λ2 + λ5)ω̇3 + (λ2 − λ5)(ω4ω10 − ω2ω8 − ω1ω6) = 0, (26)

(λ1 + λ5)ω̇4 + (λ5 − λ1)(ω3ω10 + ω2ω9 + ω1ω7) =

= −x5N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (27)

(λ3 + λ4)ω̇5 + (λ3 − λ4)(ω7ω9 + ω6ω8 + ω1ω2) = 0, (28)

(λ2 + λ4)ω̇6 + (λ4 − λ2)(ω5ω8 − ω7ω10 − ω1ω3) = 0, (29)

(λ1 + λ4)ω̇7 + (λ1 − λ4)(ω1ω4 − ω6ω10 − ω5ω9) =

= x4N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (30)

(λ2 + λ3)ω̇8 + (λ2 − λ3)(ω9ω10 + ω5ω6 + ω2ω3) = 0, (31)

(λ1 + λ3)ω̇9 + (λ3 − λ1)(ω8ω10 − ω5ω7 − ω2ω4) =

= −x3N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (32)

(λ1 + λ2)ω̇10 + (λ1 − λ2)(ω8ω9 + ω6ω7 + ω3ω4) =
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= x2N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2. (33)

Thus, the phase space of system (17)–(21), (24)–(33) of
fifteent order is the direct product of the f ve-dimensional
manifold and the Lie algebra so(5):

R1 × S4 × so(5). (34)

We note that system (17)–(21), (24)–(33), due to the existing
dynamical symmetry

I2 = I3 = I4 = I5, (35)

possesses cyclic firs integrals

ω1 ≡ ω0
1 , ω2 ≡ ω0

2 , ω3 ≡ ω0
3 , ω5 ≡ ω0

5 , ω6 ≡ ω0
6 , ω8 ≡ ω0

8 .
(36)

In the sequel, we consider the dynamics of the system on
zero levels:

ω0
1 = ω0

2 = ω0
3 = ω0

5 = ω0
6 = ω0

8 = 0. (37)

If one considers a more general problem on the motion of
a body under a tracing force T that lies on the straight line
CD = Dx1 and provides the fulfillmen of the relation

v ≡ const (38)

throughout the motion, then instead of F1 system (17)–(21),
(24)–(33) contains

T − s(α)v2, σ = DC. (39)

Choosing the value T of the tracing force appropriately, one
can achieve the equality (38) throughout the motion. Indeed,
expressing T due to system (17)–(21), (24)–(33), we obtain
for cosα 6= 0 the relation

T = Tv(α, β1, β2, β3,Ω) = mσ(ω2
4 + ω2

7 + ω2
9 + ω2

10)+

+s(α)v2

[
1− mσ

3I2

sin α

cosα
Γv

(
α, β1, β2, β3,

Ω
v

)]
, (40)

where
Γv

(
α, β1, β2, β3,

Ω
v

)
=

= x5N

(
α, β1, β2, β3,

Ω
v

)
sin β1 sin β2 sin β3+

+x4N

(
α, β1, β2, β3,

Ω
v

)
sin β1 sin β2 cos β3+

+x3N

(
α, β1, β2, β3,

Ω
v

)
sin β1 cosβ2+

+x2N

(
α, β1, β2, β3,

Ω
v

)
cos β1; (41)

here we used conditions (36)–(38).
This procedure can be interpreted in two ways. First, we

have transformed the system using the tracing force (control)
that provides the consideration of the class (38) of motions in-
teresting for us. Second, we can treat this as an order-reduction
procedure. Indeed, system (17)–(21), (24)–(33) generates the
following independent system of eighth order:

α̇v cos α cos β1 − β̇1v sin α sin β1+

+ω10v cos α− σ ˙ω10 = 0, (42)

α̇v cos α sin β1 cosβ2 + β̇1v sin α cos β1 cosβ2−
−β̇2v sin α sin β1 sin β2 − ω9v cos α + σω̇9 = 0, (43)

α̇v cos α sin β1 sin β2 cosβ3 + β̇1v sin α cos β1 sin β2 cosβ3+

+β̇2v sin α sin β1 cos β2 cosβ3−
−β̇3v sinα sin β1 sin β2 sin β3 + ω7v cosα− σω̇7 = 0, (44)

α̇v cos α sin β1 sin β2 sin β3 + β̇1v sin α cos β1 sin β2 sin β3+

+β̇2v sin α sin β1 cos β2 sin β3+

+β̇3v sin α sin β1 sin β2 cosβ3 − ω4v cos α + σω̇4 = 0, (45)

3I2ω̇4 = −x5N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (46)

3I2ω̇7 = x4N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (47)

3I2ω̇9 = −x3N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (48)

3I2ω̇10 = x2N

(
α, β1, β2, β3,

Ω
v

)
s(α)v2, (49)

which, in addition to the permanent parameters specifie
above, contains the parameter v.
System (42)–(49) is equivalent to the system

α̇v cos α + v cosα{ω10 cosβ1+

+[(ω7 cos β3 − ω4 sin β3) sin β2 − ω9 cos β2] sin β1}+
+σ{− ˙ω10 cosβ1 + [ω̇9 cos β2−

−(ω̇7 cosβ3 − ω̇4 sinβ3) sin β2] sin β1} = 0, (50)

β̇1v sin α + v cos α{[(ω7 cosβ3−
−ω4 sin β3) sin β2 − ω9 cos β2] cos β1 − ω10 sin β1}+

+σ{[ω̇9 cosβ2 − (ω̇7 cosβ3−
−ω̇4 sinβ3) sin β2] cos β1 + ˙ω10 sin β1} = 0, (51)

β̇2v sin α sin β1 + v cosα{[ω7 cos β3−
−ω4 sin β3] cos β2 + ω9 sin β2}+

+σ {− [ω̇7 cosβ3 − ω̇4 sinβ3] cos β2 − ω̇9 sin β2} = 0, (52)

β̇3v sin α sin β1 sin β2 + v cosα {−ω4 cos β3 − ω7 sin β3}+

+σ {ω̇4 cosβ3 + ω̇7 sin β3} = 0, (53)

ω̇4 = − v2

3I2
x5N

(
α, β1, β2, β3,

Ω
v

)
s(α), (54)

ω̇7 =
v2

3I2
x4N

(
α, β1, β2, β3,

Ω
v

)
s(α), (55)

ω̇9 = − v2

3I2
x3N

(
α, β1, β2, β3,

Ω
v

)
s(α), (56)

ω̇10 =
v2

3I2
x2N

(
α, β1, β2, β3,

Ω
v

)
s(α). (57)
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Introduce the new quasi-velocities. For this, we transform
ω4, ω7, ω9, ω10 by three rotations:




z1

z2

z3

z4




=

= T3,4(−β1) ◦ T2,3(−β2) ◦ T1,2(−β3)




ω4

ω7

ω9

ω10




, (58)

where

T3,4(β) =




1 0 0 0
0 1 0 0
0 0 cos β − sin β

0 0 sin β cos β




,

T2,3(β) =




1 0 0 0
0 cos β − sin β 0
0 sin β cos β 0
0 0 0 1




,

T1,2(β) =




cosβ − sin β 0 0
sin β cos β 0 0

0 0 1 0
0 0 0 1




.

Therefore, the following relations hold:

z1 = ω4 cos β3 + ω7 sin β3,

z2 = (ω7 cosβ3 − ω4 sin β3) cos β2 + ω9 sinβ2,

z3 = [(−ω7 cosβ3 + ω4 sin β3) sin β2+
+ ω9 cosβ2] cos β1 + ω10 sin β1,

z4 = [(ω7 cos β3 − ω4 sin β3) sin β2−
− ω9 cosβ2] sin β1 + ω10 cos β1.

(59)

As we see from (50)–(57), we cannot solve the system with
respect to α̇, β̇1, β̇2, β̇3 on the manifold

O1 = {(α, β1, β2, β3, ω4, ω7, ω9, ω10) ∈ R8 :

α =
π

2
k, β1 = πl1, β2 = πl2, k, l1, l2 ∈ Z}. (60)

Therefore, on the manifold (60) the uniqueness theorem for-
mally is violated. Moreover, for even k and any l1, l2, an
indeterminate form appears due to the degeneration of the
spherical coordinates (v, α, β1, β2, β3). For odd k, the unique-
ness theorem is obviously violated since the firs equation (50)
degenerates.
This implies that system (50)–(57) outside (and only out-

side) the manifold (60) is equivalent to the system

α̇ = −z4 +
σv

3I2

s(α)
cosα

Γv

(
α, β1, β2, β3,

Ω
v

)
, (61)

ż4 =
v2

3I2
s(α)Γv

(
α, β1, β2, β3,

Ω
v

)
−

−(z2
1 + z2

2 + z2
3)

cos α

sinα
+

+
σv

3I2

s(α)
sin α

{−z3∆v,1

(
α, β1, β2, β3,

Ω
v

)
+

+z2∆v,2

(
α, β1, β2, β3,

Ω
v

)
−

−z1∆v,3

(
α, β1, β2, β3,

Ω
v

)
}, (62)

ż3 = z3z4
cos α

sin α
+ (z2

1 + z2
2)

cos α

sin α

cosβ1

sin β1
+

+
σv

3I2

s(α)
sin α

{z4∆v,1

(
α, β1, β2, β3,

Ω
v

)
−

−z2∆v,2

(
α, β1, β2, β3,

Ω
v

)
cosβ1

sin β1
+

+z1∆v,3

(
α, β1, β2, β3,

Ω
v

)
cosβ1

sin β1
}−

− v2

3I2
s(α)∆v,1

(
α, β1, β2, β3,

Ω
v

)
, (63)

ż2 = z2z4
cosα

sin α
− z2z3

cosα

sin α

cosβ1

sin β1
−

−z2
1

cos α

sin α

1
sin β1

cosβ2

sin β2
+

+
σv

3I2

s(α)
sin α

∆v,2

(
α, β1, β2, β3,

Ω
v

) {
−z4 + z3

cos β1

sin β1

}
+

+
σv

3I2

s(α)
sin α

∆v,3

(
α, β1, β2, β3,

Ω
v

) {
−z1

1
sin β1

cosβ2

sin β2

}
+

+
v2

3I2
s(α)∆v,2

(
α, β1, β2, β3,

Ω
v

)
, (64)

ż1 = z1z4
cosα

sin α
− z1z3

cosα

sin α

cosβ1

sin β1
+

+z1z2
cosα

sin α

1
sin β1

cosβ2

sin β2
+

+
σv

3I2

s(α)
sin α

∆v,3

(
α, β1, β2, β3,

Ω
v

)
×

×
{

z4 − z3
cosβ1

sin β1
+ z2

1
sin β1

cosβ2

sin β2

}
−

− v2

3I2
s(α)∆v,3

(
α, β1, β2, β3,

Ω
v

)
, (65)

β̇1 = z3
cos α

sin α
+

σv

3I2

s(α)
sin α

∆v,1

(
α, β1, β2, β3,

Ω
v

)
, (66)

β̇2 = −z2
cos α

sin α sinβ1
+

+
σv

3I2

s(α)
sin α sinβ1

∆v,2

(
α, β1, β2, β3,

Ω
v

)
, (67)
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β̇3 = z1
cosα

sin α sinβ1 sinβ2
+

+
σv

3I2

s(α)
sin α sin β1 sin β2

∆v,3

(
α, β1, β2, β3,

Ω
v

)
, (68)

where
∆v,1

(
α, β1, β2, β3,

Ω
v

)
=

= −x2N

(
α, β1, β2, β3,

Ω
v

)
sin β1+

+x3N

(
α, β1, β2, β3,

Ω
v

)
cosβ1 cos β2+

+x4N

(
α, β1, β2, β3,

Ω
v

)
cos β1 sin β2 cosβ3+

+x5N

(
α, β1, β2, β3,

Ω
v

)
cos β1 sin β2 sin β3,

∆v,2

(
α, β1, β2, β3,

Ω
v

)
=

= −x3N

(
α, β1, β2, β3,

Ω
v

)
sin β2+ (69)

+x4N

(
α, β1, β2, β3,

Ω
v

)
cosβ2 cos β3+

+x5N

(
α, β1, β2, β3,

Ω
v

)
cosβ2 sinβ3,

∆v,3

(
α, β1, β2, β3,

Ω
v

)
=

= −x4N

(
α, β1, β2, β3,

Ω
v

)
sin β3+

+x5N

(
α, β1, β2, β3,

Ω
v

)
cos β3,

and the function Γv (α, β1, β2, β3, Ω/v) can be represented in
the form (41).
Here and in the sequel, the dependence on the group

of variables (α, β1, β2, β3, Ω/v) is meant as the composite
dependence on (α, β1, β2, β3, z1/v, z2/v, z3/v, z4/v) due to
(59).
The uniqueness theorem for system (50)–(57) on the man-

ifold (60) for odd k violates in the following sense: for odd
k through almost all points of the manifold (60), passes a
nonsingular phase trajectory of system (50)–(57) intersecting
the manifold (60) at right angle and there exists a phase
trajectory that at any time instants completely coincides with
the point specified However, physically these trajectories are
different since they correspond to different values of the
tracing force. Prove this.
As was shown above, to maintain the constraint of the form

(38), we must take a value of T for cos α 6= 0 according to
(40).
Let

lim
α→π/2

s(α)
cosα

Γv

(
α, β1, β2, β3,

Ω
v

)
=

= L

(
β1, β2, β3,

Ω
v

)
. (70)

Note that |L| < +∞ if and only if

lim
α→π/2

∣∣∣∣
∂

∂α

(
Γv

(
α, β1, β2, β3

Ω
v

)
s(α)

)∣∣∣∣ < +∞. (71)

For α = π/2, the required value of the tracing force is
define by the equation

T = Tv

(π

2
, β1, β2, β3,Ω

)
=

= mσ(ω2
4 + ω2

7 + ω2
9 + ω2

10)−
mσLv2

2I2
. (72)

where ω4, ω7, ω9, ω10 are arbitrary.
On the other hand, maintaining the rotation about some

point W by the tracing force, we must choose this force
according to the relation

T = Tv

(π

2
, β1, β2, β3,Ω

)
=

mv2

R0
, (73)

where R0 is the distance CW .
Relations (72) and (73) define in general, different values

of the tracing force T for almost all points of the manifold
(60), which proves our assertion.

IV. CASE WHERE THE MOMENT OF A NONCONSERVATIVE
FORCE IS INDEPENDENT OF THE ANGULAR VELOCITY

A. Reduced system

Similarly to the choice of Chaplygin analytic functions, we
take the dynamical functions s, x2N , x3N , x4N , and x5N in
the following form:

s(α) = B cos α,

x2N

(
α, β1, β2, β3,

Ω
v

)
=

= x2N0(α, β1, β2, β3) = A sinα cos β1,

x3N

(
α, β1, β2, β3,

Ω
v

)
=

= x3N0(α, β1, β2, β3) = A sin α sin β1 cos β2, (74)

x4N

(
α, β1, β2, β3,

Ω
v

)
=

= x4N0(α, β1, β2, β3) = A sinα sin β1 sin β2 cos β3,

x5N

(
α, β1, β2, β3,

Ω
v

)
=

= x5N0(α, β1, β2, β3) =

= A sinα sin β1 sin β2 sin β3, A, B > 0, v 6= 0.

We see that in the system considered, the moment of noncon-
servative forces in independent of the angular velocity (but
depends on the angles α, β1, β2, β3).
Herewith, the functions Γv (α, β1, β2, β3, Ω/v) ,

∆v,s (α, β1, β2, β3, Ω/v) , s = 1, 2, 3, in system (61)–
(68), take the following form:

Γv

(
α, β1, β2, β3,

Ω
v

)
= A sinα,
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∆v,s

(
α, β1, β2, β3,

Ω
v

)
≡ 0, s = 1, 2, 3. (75)

Then, due to the nonintegrable constraint (38), outside the
manifold (60), the dynamical part of the equations of motion
(system (61)–(68)) has the form of the following analytic
system:

α′ = −z4 +
σABv

3I2
sin α, (76)

z′4 =
ABv2

3I2
sin α cos α− (z2

1 + z2
2 + z2

3)
cos α

sinα
, (77)

z′3 = z3z4
cos α

sin α
+ (z2

1 + z2
2)

cos α

sinα

cosβ1

sin β1
, (78)

z′2 = z2z4
cosα

sin α
− z2z3

cos α

sin α

cosβ1

sin β1
−

−z2
1

cos α

sin α

1
sin β1

cosβ2

sin β2
, (79)

z′1 = z1z4
cosα

sin α
− z1z3

cos α

sin α

cosβ1

sin β1
+

+z1z2
cos α

sin α

1
sin β1

cosβ2

sin β2
, (80)

β′1 = z3
cosα

sin α
, (81)

β′2 = −z2
cosα

sin α sin β1
, (82)

β′3 = z1
cosα

sin α sinβ1 sinβ2
. (83)

Further, introducing the dimensionless variables, parame-
ters, and the differentiation as follows:

zk 7→ n0vzk, k = 1, 2, 3, 4, n2
0 =

AB

3I2
,

b = σn0, < · >= n0v <′>, (84)

we reduce system (76)–(83) to the form

α′ = −z4 + b sin α, (85)

z′4 = sin α cosα− (z2
1 + z2

2 + z2
3)

cosα

sin α
, (86)

z′3 = z3z4
cos α

sin α
+ (z2

1 + z2
2)

cos α

sinα

cosβ1

sin β1
, (87)

z′2 = z2z4
cosα

sin α
− z2z3

cos α

sin α

cosβ1

sin β1
−

−z2
1

cos α

sin α

1
sin β1

cosβ2

sin β2
, (88)

z′1 = z1z4
cosα

sin α
− z1z3

cos α

sin α

cosβ1

sin β1
+

+z1z2
cos α

sin α

1
sin β1

cosβ2

sin β2
, (89)

β′1 = z3
cosα

sin α
, (90)

β′2 = −z2
cosα

sin α sin β1
, (91)

β′3 = z1
cosα

sin α sin β1 sin β2
. (92)

We see that the eighth-order system (85)–(92) (which can be
considered as a system on the tangent bundle TS4 of the four-
dimensional sphere S4, see below) contains the independent
seventh-order system (85)–(91) on its own seven-dimensional
manifold.
For the complete integration of system (85)–(92), in general,

we need seven independent firs integrals. However, after the
change of variables



z4

z3

z2

z1



→




w4

w3

w2

w1




,

w4 = z4, w3 =
√

z2
1 + z2

2 + z2
3 ,

w2 =
z2

z1
, w1 =

z3√
z2
1 + z2

2

, (93)

system (85)–(92) splits as follows:

α′ = −w4 + b sin α, (94)

w′4 = sin α cosα− w2
3

cosα

sin α
, (95)

w′3 = w3w4
cos α

sin α
, (96)

w′2 = d2(w4, w3, w2, w1;α, β1, β2, β3)
1 + w2

2

w2

cos β2

sin β2
,

β′2 = d2(w4, w3, w2, w1;α, β1, β2, β3),
(97)

w′1 = d1(w4, w3, w2, w1;α, β1, β2, β3)
1 + w2

1

w1

cos β1

sin β1
,

β′1 = d1(w4, w3, w2, w1;α, β1, β2, β3),
(98)

β′3 = d3(w4, w3, w2, w1; α, β1, β2, β3), (99)

where
d1(w4, w3, w2, w1; α, β1, β2, β3) =

= Z3(w4, w3, w2, w1)
cosα

sin α
,

d2(w4, w3, w2, w1; α, β1, β2, β3) =

= −Z2(w4, w3, w2, w1)
cos α

sin α sin β1
,

d3(w4, w3, w2, w1; α, β1, β2, β3) =

= Z1(w4, w3, w2, w1)
cos α

sin α sin β1 sin β2
,

(100)

herewith

zk = Zk(w4, w3, w2, w1), k = 1, 2, 3, (101)

are the functions due to the change of variables (93).
We see that the eighth-order system splits into independent

subsystems of lower order: system (94)–(96) has order three
and systems (97), (98) (after the change of the independent
variable) have order two. Thus, for the complete integration
of system (94)–(99) it suffice to specify two independent firs
integrals of system (94)–(96), one firs integral of each system
(97), (98), and an additional firs integral that attaches Eq. (99).
Note that system (94)–(96) can be considered on the tangent

bundle TS2 of the two-dimensional sphere S2.
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B. Completelist of invariant relations

System (94)–(96) has the form of a system that appears in
the dynamics of a three-dimensional (3D−) rigid body in a
fiel of nonconservative forces.
First, to the third-order system (94)–(96), we put in corre-

spondence the nonautonomous second-order system

dw4

dα
=

sin α cos α− w2
3 cos α/ sinα

−w4 + b sin α
,

dw3

dα
=

w3w4 cos α/ sin α

−w4 + b sin α
.

(102)

Applying the substitution τ = sin α, we rewrite system
(102) in the algebraic form

dw4

dτ
=

τ − w2
3/τ

−w4 + bτ
,

dw3

dτ
=

w3w4/τ

−w4 + bτ
.

(103)

Later on, introducing the homogeneous variables by the
formulas

w3 = u1τ, w4 = u2τ, (104)

we reduce system (103) to the following form:

τ
du2

dτ
+ u2 =

1− u2
1

−u2 + b
,

τ
du1

dτ
+ u1 =

u1u2

−u2 + b
,

(105)

which is equivalent to the system

τ
du2

dτ
=

1− u2
1 + u2

2 − bu2

−u2 + b
,

τ
du1

dτ
=

2u1u2 − bu1

−u2 + b
.

(106)

To the second-order system (106), we put in correspondence
the nonautonomous first-orde equation

du2

du1
=

1− u2
1 + u2

2 − bu2

2u1u2 − bu1
, (107)

which can be easily reduced to the exact-differential form:

d

(
u2

2 + u2
1 − bu2 + 1
u1

)
= 0. (108)

Thus, Eq. (107) has the following firs integral:

u2
2 + u2

1 − bu2 + 1
u1

= C1 = const, (109)

which in the previous variables has the form

w2
4 + w2

3 − bw4 sin α + sin2 α

w3 sinα
= C1 = const. (110)

Remark 1. Consider system (94)–(96) with variable dissi-
pation with zero mean, that becomes conservative for b = 0:

α′ = −w4,

w′4 = sin α cosα− w2
3

cos α

sin α
,

w′3 = w3w4
cos α

sinα
.

(111)

It possesses two analytic firs integrals of the form

w2
4 + w2

3 + sin2 α = C∗1 = const, (112)

w3 sin α = C∗2 = const. (113)

Obviously, the ratio of two firs integrals (112), (113) is also
a firs integral of system (111). But for b 6= 0, each of the
functions

w2
4 + w2

3 − bw4 sin α + sin2 α (114)

and (113) is not a firs integral of system (94)–(96). However,
but their ratio is a firs integral for any b.
Further, we fin the explicit form of the additional firs

integral of the third-order system (94)–(96). For this, we
transform the invariant relation (109) for u1 6= 0 as follows:

(
u2 − b

2

)2

+
(

u1 − C1

2

)2

=
b2 + C2

1

4
− 1. (115)

We see that the parameters of this invariant relation satisfy
the condition

b2 + C2
1 − 4 ≥ 0, (116)

and the phase space of system (94)–(96) is stratifie into the
family of surfaces define by Eq. (115).
Thus, by relation (109), the firs equation of system (106)

has the form

τ
du2

dτ
=

2(1− bu2 + u2
2)− C1U1(C1, u2)

−u2 + b
, (117)

where

U1(C1, u2) =
1
2
{C1 ±

√
C2

1 − 4(u2
2 − bu2 + 1)}; (118)

the integration constant C1 is define by condition (116).
Therefore, the quadrature for the search for the additional

firs integral of system (94)–(96) becomes
∫

dτ

τ
=

=
∫

(b− u2)du2

2A0 − C1{C1 ±
√

C2
1 − 4A0}/2

, (119)

A0 = 1− bu2 + u2
2.

Obviously, the left-hand side (up to an additive constant)
equals

ln | sin α|. (120)

If
u2 − b

2
= r1, b2

1 = b2 + C2
1 − 4, (121)

then the right-hand side of Eq. (119) has the form

−1
4

∫
d(b2

1 − 4r2
1)

(b2
1 − 4r2

1)± C1

√
b2
1 − 4r2

1

−

−b

∫
dr1

(b2
1 − 4r2

1)± C1

√
b2
1 − 4r2

1

=

= −1
2

ln

∣∣∣∣∣

√
b2
1 − 4r2

1

C1
± 1

∣∣∣∣∣±
b

2
I1, (122)
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where

I1 =
∫

dr3√
b2
1 − r2

3(r3 ± C1)
, r3 =

√
b2
1 − 4r2

1. (123)

In the calculation of integral (123), the following three cases
are possible.

I. b > 2.

I1 = − 1
2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4 +

√
b2
1 − r2

3

r3 ± C1
± C1√

b2 − 4

∣∣∣∣∣ +

+
1

2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4−

√
b2
1 − r2

3

r3 ± C1
∓ C1√

b2 − 4

∣∣∣∣∣ +

+const. (124)

II. b < 2.

I1 =
1√

4− b2
arcsin

±C1r3 + b2
1

b1(r3 ± C1)
+ const. (125)

III. b = 2.

I1 = ∓
√

b2
1 − r2

3

C1(r3 ± C1)
+ const. (126)

Returning to the variable

r1 =
w4

sin α
− b

2
, (127)

we obtain the fina expression for I1:
I. b > 2.

I1 = − 1
2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4± 2r1√
b2
1 − 4r2

1 ± C1

± C1√
b2 − 4

∣∣∣∣∣ +

+
1

2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4∓ 2r1√
b2
1 − 4r2

1 ± C1

∓ C1√
b2 − 4

∣∣∣∣∣+const. (128)

II. b < 2.

I1 =
1√

4− b2
arcsin

±C1

√
b2
1 − 4r2

1 + b2
1

b1(
√

b2
1 − 4r2

1 ± C1)
+ const. (129)

III. b = 2.

I1 = ∓ 2r1

C1(
√

b2
1 − 4r2

1 ± C1)
+ const. (130)

Thus, we have found an additional firs integral for the
third-order system (94)–(96) and we have the complete set of
firs integrals that are transcendental functions of their phase
variables.

Remark 2.We must substitute the left-hand side of the firs
integral (109) in the expression of this firs integral instead C1.
Then the additional firs integral obtained has the following

structure (similar to the transcendental firs integral in planar
dynamics):

ln | sin α|+ G2

(
sin α,

w4

sin α
,

w3

sinα

)
= C2 = const. (131)

Thus, for the integration of the eighth-order system (94)–
(99), we have found two independent firs integrals. For the
complete integration, as was mentioned above, it suffice to
fin one firs integral for each (potentially separated) system

(97), (98), and an additional firs integral that attaches Eq.
(99).
To fin a firs integral for each (potentially separated)

system (97), (98), we put in correspondence the following
nonautonomous first-orde equation:

dws

dβs
=

1 + w2
s

ws

cosβs

sin βs
, s = 1, 2. (132)

After integration, this leads to the invariant relation
√

1 + w2
s

sin βs
= Cs+2 = const, s = 1, 2. (133)

Further, for the search for an additional firs integral that
attaches Eq. (99), to Eqs. (99) and (97) we put in correspon-
dence the following nonautonomous equation:

dw2

dβ3
= −(1 + w2

2) cos β2. (134)

Since, by (133),

C4 cos β2 = ±
√

C2
4 − 1− w2

2, (135)

we have

dw2

dβ3
= ∓ 1

C4
(1 + w2

2)
√

C2
4 − 1− w2

2. (136)

Integrating the last relation, we arrive at the following
quadrature:

∓(β3 + C5) =
∫

C4dw2

(1 + w2
2)

√
C2

4 − 1− w2
2

, C5 = const.

(137)
Integrating this relation we obtain

∓tg(β3 + C5) =
C4w2√

C2
4 − 1− w2

2

, C5 = const. (138)

Finally, we have the following form of the additional firs
integral that attaches Eq. (99):

arctg
C4w2√

C2
4 − 1− w2

2

± β3 = C5, C5 = const. (139)

Thus, in the case considered, the system of dynamical
equations (17)–(21), (24)–(33) under condition (74) has twelve
invariant relations: the nonintegrable analytic constraint of the
form (38), the cyclic firs integrals of the form (36), (37), the
firs integral of the form (110), the firs integral expressed by
relations (124)–(131), which is a transcendental function of the
phase variables (in the sense of complex analysis) expressed
through a finit combination of elementary functions, and,
finall , the transcendental firs integrals of the form (133) and
(139).

Theorem 1. System (17)–(21), (24)–(33) under conditions
(38), (74), (37) possesses twelve invariant relations (complete
set), five of which transcendental functions from the point of
view of complex analysis. Herewith, all relations are expressed
through finite combinations of elementary functions.
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C. Topological analogies

Consider the following seventh-order system:

ξ̈ + b∗ξ̇ cos ξ + sin ξ cos ξ−
− [η̇1

2 + η̇2
2 sin2 η1 + η̇3

2 sin2 η1 sin2 η2]
sin ξ

cos ξ
= 0,

η̈1 + b∗η̇1 cos ξ + ξ̇η̇1
1 + cos2 ξ

cos ξ sin ξ
−

− (η̇2
2 + η̇3

2 sin2 η2) sin η1 cos η1 = 0,

η̈2 + b∗η̇2 cos ξ + ξ̇η̇2
1 + cos2 ξ

cos ξ sin ξ
+

+ 2η̇1η̇2
cos η1

sin η1
− η̇3

2 sin η2 cos η2 = 0,

η̈3 + b∗η̇3 cos ξ + ξ̇η̇3
1 + cos2 ξ

cos ξ sin ξ
+

+ 2η̇1η̇3
cos η1

sin η1
+ 2η̇2η̇3

cos η2

sin η2
= 0, b∗ > 0,

(140)

which describes a fi ed f ve-dimensional pendulum in a fl w
of a running medium for which the moment of forces is
independent of the angular velocity, i.e., a mechanical system
in a nonconservative field In general the order of such a
system is equal to 8, but the phase variable η3 is a cyclic
variable, which leads to the stratificatio of the phase space
and reduces the order of the system.
The phase space of this system is the tangent bundle

TS3{ξ̇, η̇1, η̇2, η̇3, ξ, η1, η2, η3} (141)

of the four-dimensional sphere S4{ξ, η1, η2, η3}. The equation
that transforms system (140) the system on the tangent bundle
of the three-dimensional sphere

η̇3 ≡ 0, (142)

and the equations of great circles

η̇1 ≡ 0, η̇2 ≡ 0, η̇3 ≡ 0 (143)

defin families of integral manifolds.
It is easy to verify that system (140) is equivalent to the

dynamical system with variable dissipation with zero mean
on the tangent bundle (141) of the four-dimensional sphere.
Moreover, the following theorem holds.

Theorem 2. System (17)–(21), (24)–(33) under conditions
(38), (74), (37) is equivalent to the dynamical system (140).
Indeed it suffice to set α = ξ, β1 = η1, β2 = η2, β3 =

η3, b = −b∗.

V. CASE WHERE THE MOMENT OF A NONCONSERVATIVE
FORCE DEPENDS ON THE ANGULAR VELOCITY

A. Introduction of the dependence on the angular velocity

This chapter is devoted to the dynamics of a f ve-
dimensional rigid body in the f ve-dimensional space. Since
the present section is devoted to the study of the motion
in the case where the moment of forces depends on the
tensor of angular velocity, we introduce this dependence in
a more general situation. This also allows us to introduce this
dependence for multi-dimensional bodies.

Let x = (x1N , x2N , x3N , x4N , x5N ) be the coordinates of
the point N of application of a nonconservative force (influ
ence of the medium) acting on the four-dimensional disk and
Q = (Q1, Q2, Q3, Q4, Q5) be the components independent of
the tensor of the angular velocity. We consider only linear
dependence of the functions (x1N , x2N , x3N , x4N , x5N ) on
the tensor of angular velocity since this introduction itself is
not obvious.
We adopt the following dependence:

x = Q + R, (144)

where R = (R1, R2, R3, R4, R5) is a vector-valued function
containing the components of the tensor of angular velocity.
The dependence of the function R on the components of the
tensor of angular velocity is gyroscopic:

R =




R1

R2

R3

R4

R5




=

= −1
v




0 −ω10 ω9 −ω7 ω4

ω10 0 −ω8 ω6 −ω3

−ω9 ω8 0 −ω5 ω2

ω7 −ω6 ω5 0 −ω1

−ω4 ω3 −ω2 ω1 0







h1

h2

h3

h4

h5




,

(145)
where (h1, h2, h3, h4, h5) are some positive parameters.
Since x1N ≡ 0, we have

x2N = Q2 − h1
ω10

v
,

x3N = Q3 + h1
ω9

v
,

x4N = Q4 − h1
ω7

v
,

x5N = Q5 + h1
ω4

v
.

(146)

B. Reducedsystem

Similarly to the choice of the Chaplygin analytic functions

Q2 = A sin α cosβ1, Q3 = A sin α sin β1 cosβ2,

Q4 = A sin α sin β1 sin β2 cos β3, (147)

Q5 = A sin α sinβ1 sinβ2 sinβ3, A > 0,

we take the dynamical functions s, x2N , x3N , x4N , and x5N

in the following form:

s(α) = B cos α, B > 0,

x2N

(
α, β1, β2,

Ω
v

)
= A sin α cos β1 − h

ω10

v
,

x3N

(
α, β1, β2,

Ω
v

)
= A sin α sin β1 cos β2 + h

ω9

v
, (148)

x4N

(
α, β1, β2,

Ω
v

)
= A sin α sinβ1 sinβ2 cosβ3 − h

ω7

v
,
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x5N

(
α, β1, β2,

Ω
v

)
= A sinα sin β1 sin β2 sin β3+

+h
ω4

v
, h = h1 > 0, v 6= 0.

This shows that in the problem considered, there is an ad-
ditional damping (but accelerating in certain domains of the
phase space) moment of a nonconservative force (i.e., there is
a dependence of the moment on the components of the tensor
of angular velocity). Moreover, h2 = h3 = h4 = h5 due to
the dynamical symmetry of the body.
In this case, the functions Γv (α, β1, β2, β3, Ω/v) ,

∆v,s (α, β1, β2, β3, Ω/v) , s = 1, 2, 3, in system (61)–(68)
have the following form:

Γv

(
α, β1, β2, β3,

Ω
v

)
= A sin α− h

v
z4,

∆v,1

(
α, β1, β2, β3,

Ω
v

)
=

h

v
z3, (149)

∆v,2

(
α, β1, β2, β3,

Ω
v

)
= −h

v
z2,

∆v,3

(
α, β1, β2, β3,

Ω
v

)
=

h

v
z1.

Then, due to the nonintegrable constraint (38), outside the
manifold (60) the dynamical part of the equations of motion
(system (61)–(68)) takes the form of the analytic system

α̇ = −
(

1 +
σBh

3I2

)
z4 +

σABv

3I2
sin α, (150)

ż4 =
ABv2

3I2
sin α cosα−

−
(

1 +
σBh

3I2

)
(z2

1 + z2
2 + z2

3)
cosα

sin α
− Bhv

3I2
z4 cosα, (151)

ż3 =
(

1 +
σBh

3I2

)
z3z4

cosα

sin α
+

+
(

1 +
σBh

3I2

)
(z2

1 +z2
2)

cosα

sin α

cos β1

sinβ1
− Bhv

3I2
z3 cos α, (152)

ż2 =
(

1 +
σBh

3I2

)
z2z4

cosα

sin α
−

−
(

1 +
σBh

3I2

)
z2z3

cosα

sin α

cos β1

sinβ1
−

−
(

1 +
σBh

3I2

)
z2
1

cos α

sin α

1
sin β1

cosβ2

sin β2
− Bhv

3I2
z2 cos α, (153)

ż1 =
(

1 +
σBh

3I2

)
z1z4

cosα

sin α
−

−
(

1 +
σBh

3I2

)
z1z3

cosα

sin α

cos β1

sinβ1
+

+
(

1 +
σBh

3I2

)
z1z2

cosα

sin α

1
sin β1

cos β2

sinβ2
−

−Bhv

3I2
z1 cos α, (154)

β̇1 =
(

1 +
σBh

3I2

)
z3

cos α

sin α
, (155)

β̇2 = −
(

1 +
σBh

3I2

)
z2

cos α

sin α sin β1
, (156)

β̇3 =
(

1 +
σBh

3I2

)
z1

cos α

sin α sin β1 sin β2
. (157)

Introducing the dimensionless variables, parameters, and the
differentiation as follows:

zk 7→ n0vzk, k = 1, 2, 3, 4, n2
0 =

AB

3I2
,

b = σn0, H1 =
Bh

3I2n0
, < · >= n0v <′>,

(158)

we reduce system (150)–(157) to the form

α′ = − (1 + bH1) z4 + b sin α, (159)

z′4 = sin α cos α−
− (1 + bH1) (z2

1 + z2
2 + z2

3)
cosα

sin α
−H1z4 cos α, (160)

z′3 = (1 + bH1) z3z4
cosα

sin α
+

+ (1 + bH1) (z2
1 + z2

2)
cosα

sin α

cosβ1

sin β1
−H1z3 cos α, (161)

z′2 = (1 + bH1) z2z4
cosα

sin α
−

− (1 + bH1) z2z3
cosα

sin α

cos β1

sin β1
−

− (1 + bH1) z2
1

cosα

sin α

1
sin β1

cos β2

sin β2
−H1z2 cos α, (162)

z′1 = (1 + bH1) z1z4
cosα

sin α
−

− (1 + bH1) z1z3
cosα

sin α

cos β1

sin β1
+

+ (1 + bH1) z1z2
cosα

sin α

1
sin β1

cos β2

sinβ2
−H1z1 cos α, (163)

β′1 = (1 + bH1) z3
cosα

sin α
, (164)

β′2 = − (1 + bH1) z2
cos α

sin α sinβ1
, (165)

β′3 = (1 + bH1) z1
cosα

sin α sin β1 sin β2
. (166)

We see that the eighth-order system (159)–(166) (which
can be considered on the tangent bundle TS4 of the four-
dimensional sphere S4), contains an independent seventh-order
system (159)–(165) on its own seven-dimensional manifold.
For the complete integration of system (159)–(166), we

need, in general, seven independent firs integrals. However,
after the change of variables




z4

z3

z2

z1



→




w4

w3

w2

w1




,
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w4 = z4, w3 =
√

z2
1 + z2

2 + z2
3 ,

w2 =
z2

z1
, w1 =

z3√
z2
1 + z2

2

, (167)

system (159)–(166) splits as follows:

α′ = −(1 + bH1)w4 + b sin α, (168)

w′4 = sin α cos α− (1 + bH1)w2
3

cosα

sin α
−H1w4 cos α, (169)

w′3 = (1 + bH1)w3w4
cosα

sin α
−H1w3 cos α, (170)

w′2 = d2(w4, w3, w2, w1; α, β1, β2, β3)×

× 1 + w2
2

w2

cos β2

sin β2
,

β′2 = d2(w4, w3, w2, w1;α, β1, β2, β3),

(171)

w′1 = d1(w4, w3, w2, w1; α, β1, β2, β3)×

× 1 + w2
1

w1

cos β1

sin β1
,

β′1 = d1(w4, w3, w2, w1;α, β1, β2, β3),

(172)

β′3 = d3(w4, w3, w2, w1; α, β1, β2, β3), (173)

where

d1(w4, w3, w2, w1; α, β1, β2, β3) =

= (1 + bH1)Z3(w4, w3, w2, w1)
cosα

sin α
,

d2(w4, w3, w2, w1; α, β1, β2, β3) =

= −(1 + bH1)Z2(w4, w3, w2, w1)
cos α

sin α sin β1
,

d3(w4, w3, w2, w1; α, β1, β2, β3) =

= (1 + bH1)Z1(w4, w3, w2, w1)
cos α

sin α sin β1 sin β2
,

(174)

herewith,

zk = Zk(w4, w3, w2, w1), k = 1, 2, 3, (175)

are the functions, due to the change of variables (167).
We see that the eighth-order system splits into independent

subsystems of lower orders: system (168)–(170) of order 3
and each of system (171), (172) (certainly, after a choice of
the independent variables) of order 2. Thus, for the complete
integration of system (168)–(173), it suffice to fin two
independent firs integrals of system (168)–(170), one firs
integral of each system (171), (172), and an additional firs
integral that attaches Eq. (173).
Note that system (168)–(170) can be considered on the

tangent bundle TS2 of the two-dimensional sphere S2.

C. Complete list of invariant relation

System (168)–(170) has the form of a system of equations
that appears in the dynamics of a three-dimensional (3D−)
rigid body in a nonconservative field

First, to the third-order system (168)–(170), we put in
correspondence the nonautonomous second-order system

dw4

dα
=

=
sinα cos α− (1 + bH1)w2

3 cosα/ sin α−H1w4 cosα

−(1 + bH1)w4 + b sinα
,

dw3

dα
=

=
(1 + bH1)w3w4 cos α/ sin α−H1w3 cos α

−(1 + bH1)w4 + b sinα
.

(176)
Using the substitution τ = sin α, we rewrite system (176)

in the algebraic form:

dw4

dτ
=

τ − (1 + bH1)w2
3/τ −H1w4

−(1 + bH1)w4 + bτ
,

dw3

dτ
=

(1 + bH1)w3w4/τ −H1w3

−(1 + bH1)w4 + bτ
.

(177)

Further, introducing the homogeneous variables by the for-
mulas

w3 = u1τ, w4 = u2τ, (178)

we reduce system (177) to the following form:

τ
du2

dτ
+ u2 =

1− (1 + bH1)u2
1 −H1u2

−(1 + bH1)u2 + b
,

τ
du1

dτ
+ u1 =

(1 + bH1)u1u2 −H1u1

−(1 + bH1)u2 + b
,

(179)

which is equivalent to

τ
du2

dτ
=

(1 + bH1)(u2
2 − u2

1)− (b + H1)u2 + 1
−(1 + bH1)u2 + b

,

τ
du1

dτ
=

2(1 + bH1)u1u2 − (b + H1)u1

−(1 + bH1)u2 + b
.

(180)

To the second-order system (180), we put in correspondence
the nonautonomous first-orde equation

du2

du1
=

1− (1 + bH1)(u2
1 − u2

2)− (b + H1)u2

2(1 + bH1)u1u2 − (b + H1)u1
, (181)

which can be easily reduce to the exact-differential form:

d

(
(1 + bH1)(u2

2 + u2
1)− (b + H1)u2 + 1
u1

)
= 0. (182)

Thus, Eq. (181) has the following firs integral:

(1 + bH1)(u2
2 + u2

1)− (b + H1)u2 + 1
u1

=

= C1 = const, (183)

which in the original variables has the form

(1 + bH1)(w2
4 + w2

3)− (b + H1)w4 sin α + sin2 α

w3 sinα
=

= C1 = const. (184)
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Remark 3. Consider system (168)–(170) with variable
dissipation with zero mean, which becomes conservative for
b = H1:

α′ = −(1 + b2)w4 + b sinα,

w′4 = sin α cos α− (1 + b2)w2
3

cos α

sin α
− bw4 cosα,

w′3 = (1 + b2)w3w4
cos α

sinα
− bw3 cosα.

(185)

It possesses the following two analytic firs integrals:

(1+b2)(w2
4+w2

3)−2bw4 sin α+sin2 α = C∗1 = const, (186)

w3 sin α = C∗2 = const. (187)

Obviously, the ratio of the two firs integrals (186), (187) is
also a firs integral of system (185). But for b 6= H1 none of
the functions

(1 + bH1)(w2
4 + w2

3)− (b + H1)w4 sin α + sin2 α (188)

and (187) is a firs integral of system (168)–(170). However,
the ratio of the functions (188), (187) is a firs integral of
system (168)–(170) for any b,H1.
We fin the explicit form of the additional firs integral of

the third-order system (168)–(170). First, we transform the
invariant relation (183) for u1 6= 0 as follows:

(
u2 − b + H1

2(1 + bH1)

)2

+
(

u1 − C1

2(1 + bH1)

)2

=

=
(b−H1)2 + C2

1 − 4
4(1 + bH1)2

. (189)

We see that the parameters of this invariant relation must
satisfy the condition

(b−H1)2 + C2
1 − 4 ≥ 0, (190)

and the phase space of system (168)–(170) is stratifie into
the family of surfaces define by Eq. (189).
Thus, due to relation (183), the firs equation of system

(180) has the form
τ

du2

dτ
=

=
2(1 + bH1)u2

2 − 2(b + H1)u2 + 2− C1U1(C1, u2)
b− (1 + bH1)u2

,

(191)
where

U1(C1, u2) =
1

2(1 + bH1)
{C1 ± U2(C1, u2)}, (192)

U2(C1, u2) =

=
√

C2
1 − 4(1 + bH1)(1− (b + H1)u2 + (1 + bH1)u2

2),

and the integration constant C1 is define by condition (190).
Therefore, the quadrature for the search for an additional

firs integral of system (168)–(170) becomes
∫

dτ

τ
=

=
∫

(b− (1 + bH1)u2)du2

2A1 − C1{C1 ± U2(C1, u2)}/(2(1 + bH1))
, (193)

A1 = 1− (b + H1)u2 + (1 + bH1)u2
2.

Obviously, the left-hand side (up to an additive constant) is
equal to

ln | sin α|. (194)

If

u2 − b + H1

2(1 + bH1)
= r1, b2

1 = (b−H1)2 + C2
1 − 4, (195)

then the right-hand side of Eq. (193) becomes

−1
4

∫
d(b2

1 − 4(1 + bH1)r2
1)

(b2
1 − 4(1 + bH1)r2

1)± C1

√
b2
1 − 4(1 + bH1)r2

1

−

−(b−H1)(1 + bH1)×

×
∫

dr1

(b2
1 − 4(1 + bH1)r2

1)± C1

√
b2
1 − 4(1 + bH1)r2

1

=

= −1
2

ln

∣∣∣∣∣

√
b2
1 − 4(1 + bH1)r2

1

C1
± 1

∣∣∣∣∣±
b−H1

2
I1, (196)

where
I1 =

∫
dr3√

b2
1 − r2

3(r3 ± C1)
,

r3 =
√

b2
1 − 4(1 + bH1)r2

1. (197)

In the calculation of integral (197), the following three cases
are possible:

I. |b−H1| > 2.

I1 = − 1
2
√

(b−H1)2 − 4
×

× ln

∣∣∣∣∣

√
(b−H1)2 − 4 +

√
b2
1 − r2

3

r3 ± C1
± C1√

(b−H1)2 − 4

∣∣∣∣∣ +

+
1

2
√

(b−H1)2 − 4
×

× ln

∣∣∣∣∣

√
(b−H1)2 − 4−

√
b2
1 − r2

3

r3 ± C1
∓ C1√

(b−H1)2 − 4

∣∣∣∣∣ +

+const. (198)

II. |b−H1| < 2.

I1 =
1√

4− (b−H1)2
arcsin

±C1r3 + b2
1

b1(r3 ± C1)
+ const. (199)

III. |b−H1| = 2.

I1 = ∓
√

b2
1 − r2

3

C1(r3 ± C1)
+ const. (200)

Returning to the variable

r1 =
w3

sin α
− b + H1

2(1 + bH1)
, (201)

we have the following fina form of I1:
I. |b−H1| > 2.

I1 = − 1
2
√

(b−H1)2 − 4
×

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 340



× ln

∣∣∣∣∣

√
(b−H1)2 − 4± 2(1 + bH1)r1√

b2
1 − 4(1 + bH1)2r2

1 ± C1

± C1√
(b−H1)2 − 4

∣∣∣∣∣ +

+
1

2
√

(b−H1)2 − 4
×

× ln

∣∣∣∣∣

√
(b−H1)2 − 4∓ 2(1 + bH1)r1√

b2
1 − 4(1 + bH1)2r2

1 ± C1

∓ C1√
(b−H1)2 − 4

∣∣∣∣∣ +

+const. (202)

II. |b−H1| < 2.

I1 =
1√

4− (b−H1)2
×

× arcsin
±C1

√
b2
1 − 4(1 + bH1)2r2

1 + b2
1

b1(
√

b2
1 − 4(1 + bH1)2r2

1 ± C1)
+ const. (203)

III. |b−H1| = 2.

I1 = ∓ 2(1 + bH1)r1

C1(
√

b2
1 − 4(1 + bH1)2r2

1 ± C1)
+ const. (204)

Thus, we have found an additional firs integral for the third-
order system (168)–(170) and we have the complete set of
firs integrals that are transcendental functions of their phase
variables.

Remark 4. Formally, in the expression of the found firs
integral, we must substitute instead of C1 the left-hand side
of the firs integral (183).
Then the obtained additional firs integral has the following

structure (similar to the transcendental firs integral from
planar dynamics):

ln | sin α|+ G2

(
sin α,

w4

sin α
,

w3

sinα

)
= C2 = const. (205)

Thus, to integrate the eighth-order system (168)–(173), we
have already found two independent firs integrals. For the
complete integration, as was mentioned above, it suffice to
fin one firs integral for each (potentially separated) system
(171), (172), and an additional firs integral that attaches Eq.
(173).
To fin a firs integral of each (potentially separated) system

(171), (172), we put in correspondence the following nonau-
tonomous first-orde equation:

dws

dβs
=

1 + w2
s

ws

cosβs

sin βs
, s = 1, 2. (206)

After integration we obtain the required invariant relation
√

1 + w2
s

sin βs
= Cs+2 = const, s = 1, 2. (207)

Further, to obtain an additional firs integral that attaches
Eq. (173), to Eqs. (173) and (171) we put in correspondence
the following nonautonomous equation:

dw2

dβ3
= −(1 + w2

2) cos β2. (208)

Since
C4 cos β2 = ±

√
C2

4 − 1− w2
2, (209)

by (207), we have
dw2

dβ3
= ∓ 1

C4
(1 + w2

2)
√

C2
4 − 1− w2

2. (210)

Integrating this relation, we arrive at the following quadra-
ture:

∓(β3 + C5) =
∫

C4dw2

(1 + w2
2)

√
C2

4 − 1− w2
2

,

C5 = const. (211)

Integration leads to the relation

∓tg(β3 + C5) =
C4w2√

C2
4 − 1− w2

2

, C5 = const. (212)

Finally, we have the following additional firs integral that
attaches Eq. (173):

arctg
C4w2√

C2
4 − 1− w2

2

± β3 = C5, C5 = const. (213)

Thus, in the case considered, the system of dynamical equa-
tions (17)–(21), (24)–(33) under condition (148) has twelve
invariant relations: the analytic nonintegrable constraint of the
form (38), the cyclic firs integrals of the form (36) and (37),
the firs integral of the form (184), the firs integral expressed
by relations (198)–(205), which is a transcendental function
of the phase variables (in the sense of complex analysis)
expressed through a finit combination of functions, and the
transcendental firs integrals of the form (207) and (213).

Theorem 3. System (17)–(21), (24)–(33) under conditions
(38), (148), (37) possesses twelve invariant relations (complete
set); five of them are transcendental functions from the point of
view of complex analysis. All relations are expressed through
finite combinations of elementary functions.

D. Topological analogies

Consider the following seventh-order system:

ξ̈ + (b∗ −H1∗)ξ̇ cos ξ + sin ξ cos ξ−
− [η̇1

2 + η̇2
2 sin2 η1 + η̇3

2 sin2 η1 sin2 η2]
sin ξ

cos ξ
= 0,

η̈1 + (b∗ −H1∗)η̇1 cos ξ + ξ̇η̇1
1 + cos2 ξ

cos ξ sin ξ
−

− (η̇2
2 + η̇3

2 sin2 η2) sin η1 cos η1 = 0,

η̈2 + (b∗ −H1∗)η̇2 cos ξ + ξ̇η̇2
1 + cos2 ξ

cos ξ sin ξ
+

+ 2η̇1η̇2
cos η1

sin η1
− η̇3

2 sin η2 cos η2 = 0,

η̈3 + (b∗ −H1∗)η̇3 cos ξ + ξ̇η̇3
1 + cos2 ξ

cos ξ sin ξ
+

+ 2η̇1η̇3
cos η1

sin η1
+ 2η̇2η̇3

cos η2

sin η2
= 0,

b∗ > 0, H1∗ > 0.

(214)

This system describes a fi ed f ve-dimensional pendulum in
a fl w of a running medium for which the moment of forces
depends on the angular velocity, i.e., a mechanical system in
a nonconservative field Generally speaking, the order of this

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 341



system must be equal to 8, but the phase variable η3 is a cyclic
variable, which leads to the stratificatio of the phase space
and reduced the order of the system.
The phase space of this system is the tangent bundle

TS3{ξ̇, η̇1, η̇2, η̇3, ξ, η1, η2, η3} (215)

of the four-dimensional sphere S4{ξ, η1, η2, η3}. The equation
that transforms system (140) into the system on the tangent
bundle of the three-dimensional sphere

η̇3 ≡ 0, (216)

and the equations of great circles

η̇1 ≡ 0, η̇2 ≡ 0, η̇3 ≡ 0 (217)

defin families of integral manifolds.
It is easy to verify that system (214) is equivalent to the

dynamical system with variable dissipation with zero mean
on the tangent bundle (215) of the four-dimensional sphere.
Moreover, the following theorem holds.

Theorem 4. System (17)–(21), (24)–(33) under conditions
(38), (148), (37) is equivalent to the dynamical system (214).
Indeed, it suffice to set α = ξ, β1 = η1, β2 = η2, β3 =

η3, b = −b∗, H1 = −H1∗.

VI. CONCLUSION

In the previous studies of the author, the problems on the
motion of the lower-dimensional solid were already consid-
ered in a nonconservative force fiel in the presence of the
following force. This study opens a new cycle of works on
integration of a multidimensional solid in the nonconservative
fiel because previously, as was already specified we consid-
ered only such motions of a solid when the fiel of external
forces was the potential.
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 

Abstract—This paper purposes an intelligent decision support 

system for low voltage grids with distributed power generation from 

renewable energy sources (InDeSEn). The added value of this 

innovative software tool consists in integrating decision theory and 

artificial intelligence concepts in monitoring, supervising, forecasting 

and control actions, allowing prosumers of energy from renewable 

sources: to control electricity consumption of the used devices, to 

reduce their monthly bills, carbon emissions, energy demand during 

peak periods and to use more efficient the energy from renewable 

energy sources. The application is accessible to users anytime, 

through the web interface attached, providing both: information for 

general use and technical information. 

 

Keywords— fuzzy logic control, fuzzy- multi agent, intelligent 

decision support system, renewable energy, smart grid 

I. INTRODUCTION 

MART grids could be described as an upgraded 

electricity network to which two-way digital 

communication between supplier and consumer, intelligent 

metering and monitoring systems have been added. Intelligent 

metering is usually an inherent part of them.  

The benefits of smart grids are widely acknowledged. Smart 

grids can manage direct interaction and communication among 

consumers, households or companies, other grid users and 

energy suppliers. They open up unprecedented possibilities for 

consumers to directly control and manage their individual 

consumption patterns, providing, in turn, strong incentives for 

efficient energy use if combined with time-dependent 

electricity prices. Improved and more targeted management of 

the grid translates into a grid that is more secure and cheaper 

to operate.  

Smart grids will be the backbone of the future decarbonized 

power system. They will enable the integration of vast amounts 

of both on-shore and off-shore renewable energy and electric 

vehicles while maintaining availability for conventional power 

generation and power system adequacy. 

European context. The current energy policy of the 
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European Union (EU) considers the security of supply, 

competitiveness and sustainability as central goals. In order to 

achieve these targets, through European strategies [1] are 

imposed a series of constraints ("objective 20-20-20"): 20% 

reduction in emissions of greenhouse gases compared to 1990, 

providing 20% of entire EU energy consumption by renewable 

energy sources (RES) and a reduction in energy use by 20% 

compared to a similar scenario in which no action regarding 

sustainability has been taken. To achieve these objectives and 

generate a "sustainable growth" a policy of encouraging 

distributed generation from RES (PD- RES), such as solar 

power must be followed.  

Intense concerns at European level regarding the PD- RES 

were materialized by setting up a giant cluster of projects 

called Integration of Renewable Energy Sources and 

Distributed Generation into the European Electricity Grid -

IRED cluster [2]. The studies that were conducted by this 

consortium highlighted the need for an energy management 

system at micro to macro level, the existing control strategies 

not being always successfully applied. 

Romanian context. The share of RES in the electricity 

production in Romania is currently 17.8%. EU has set for 

Romania a 24% target for energy generation from RES by 

2020, but there have also been identified needs for investments 

and large operating costs as main barriers for the successful 

implementation of an increased generating capacity. 

Compatibility with EU objectives in the field of clean energy 

and national levels is achieved through regional policy [3]. 

European policies had a national resonance since 2003, when 

the draft for the project strategy for the use of renewable 

energy [4] was proposed.  

Two new important trends on the Romanian national energy 

market are to be noticed: firstly, the consumers involvement in 

the complex process of efficient management of the energy 

from RES and secondly the increased attention, paid to both: 

the technical plan and to the organizational and economical 

plan, for the energy production from RES. 

Unfortunately Romania follows a centralized approach of 

the regional policy and although the country is covered 

adequately with electricity networks and the potential 

development for RES is high, its aging infrastructure (30% of 

it was built in the 1960s) causes significant losses along the 

energy supply chain. 

Fuzzy- multi agent hybrid system for decision 

support of consumers of energy from renewable 

sources 

Otilia Dragomir, Florin Dragomir, Eugenia Minca 
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In addition, for a large number of energy resources, the 

current energy systems are hardly scalable. The European 

Commission believes that the current energy infrastructure is 

inadequate to connect and serve all of Europe and recognizes 

the challenges [1]. 

In this global and local context, this paper purposes an 

intelligent decision support system for low voltage grids with 

distributed power generation from renewable energy sources 

(InDeSEn).  

The added value and the originality of this innovative 

software tool consists in integrating decision theory and 

artificial intelligence concepts in monitoring, supervising, 

forecasting and control actions, allowing prosumers (producers 

and consumers of energy from RES): to control electricity 

consumption of the used devices, to reduce their monthly bills, 

carbon emissions, energy demand during peak periods and to 

use more efficient the energy from renewable energy sources. 

The application is accessible to users anytime, through the web 

interface attached, providing both: information for general use 

and technical information. 

First of all, it is presented a state of the art of the main 

interest directions in the field as well as the problematic in this 

area. The second section describes the conceptual framework 

of the InDeSEn, from hardware and software point of view. 

The third part is dedicated to the implementation and the 

results analysis of the software tool. Precisely, the identified 

criteria used for choosing a decision support system, made in 

fuzzy logic and intelligent agents context are tested on a hybrid 

system, fuzzy- multi-agent. The tool design of the proposed 

hybrid system is built using MATLAB. The article ends with 

conclusions and work in progress. 

II. INDESEN FRAMEWORK 

A. State of the art and the problematic 

The problematic in the area of low voltage grids with 

distributed power generation from renewable energy sources is 

vast.  

The main interest directions in the field, identified by 

reviewing the scientific literature are: to increase conversion 

efficiency [5] and [6], to identify new opportunities, 

complementary to the limitations of existing solutions [7], to 

limit the variability of the power production through 

integration of RES [8], to balance the insufficient number of 

providers reported to market needs [9], to supply with energy 

the increasing number of consumers [10], to provide and 

promote sustainable buildings and housing projects [11], to 

identify the new renewable energy sources in order to reduce 

risks, social and economic costs [12 ], to  understand the 

effects associated with the use of RES and the increasing 

complexity of systems [13], to identify measures and solutions 

for ensuring the sustainability of renewable resources [14], to 

resize the impact of renewable energy for the final 

beneficiaries, in terms of cost / benefit ratio [15] and [16], to 

highlight the importance of being efficiently informed in order 

to make better decisions about energy options [17]. 

Following the analysis performed, the electrical network 

stability isn’t considered as a service ensured in any country. 

However it is a typical problem for PD-RES microgrid 

connection to national electricity network because the system 

must be robust and the parameters oscillations must be 

amortized.  

In addition, in networks distribution isn’t taken in 

consideration the balance between productions and consume 

from RES as viable solution, for off-grid functioning of 

microgrids,  

To support this interest, worldwide there are only a few 

tools which are able to perform dynamic assessment of 

electrical networks; none of them take into account the 

characteristics and the specificities of PD- RES microgrid.  

The GARPUR (www.garpur-project.eu/) project designs, 

develops, assesses and evaluates new reliability criteria for 

transmission grids, based on a probabilistic approach. 

PEGASE project (http://fp7-pegase.eu/) aims at improving the 

performance of various computational tools for transmission 

network management and to propose novel routes about the 

sharing of dynamic models. REALISEGRID develops a set of 

criteria, metrics, methods and tools to assess how the 

transmission infrastructure should be optimally developed to 

support the achievement of a reliable, competitive and 

sustainable electricity supply in the EU (realisegrid.rse-

web.it/).  

In the next sections we will presents the main characteristics 

of the proposed solution, from the hardware and software point 

of view. 

B. InDeSEn framework 

To overcome the mentioned barriers, InDeSEn proposes to 

re-define the role of consumer of energy in "prosumer" in the 

context of a reorganized decentralized energy market, now 

reported to intelligent grids (smart grids). Integration of 

interactive technologies in a decision support system for the 

PD- RES microgrids energy management optimizes: 

functioning from an economical point of view, active control 

of distributed generation, controlled consumption, loading the 

storage equipment. 

The innovative aspects of the proposal consist in: 

implementing the systems for producing electricity with RES 

and identifying the operating conditions in the public low-

voltage grid, creating a database regarding the dynamic mode 

operation of distributed energy systems, and developing the 

functional models of low voltage hybrid networks that 

integrate renewable energy sources. 

The original features of the project are: implementing a 

dynamic software platform that can handle real-time data of 

the PD-SER microgrids operation, improving the specific 

algorithms used in power management of the microgrids by 

integrating intelligent agents of the elements of artificial 

intelligence in order to optimize decisions and to assist 

consumers-producers, creating a database with information 

associated with different types of RES, using advanced 

technologies for online data acquisition and optimizing online 
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communication of this type, using friendly interfaces such as 

display panels, used for working with virtual instruments, 

harmonizing the Romanian technological solutions with the 

international operation on-grid or off-grid. 

C. InDeSEn architecture: software and hardware 

InDeSEn integrates the following software and hardware 

components:  

- software components: monitoring module; diagnosis 

module; prediction module; knowledge base; decision 

module; control module. 

- hardware components: energy monitoring devices and 

power control units  

The main functions implemented in the software application 

– the intelligent support system are: monitoring, diagnosis and 

prediction. (Fig. 1). 

  

 
Fig. 1 Functions of InDeSEn  

 

Monitoring. At this level, the significant parameters that 

characterize the electrical energy management the electrical 

energy quality and the environment factors (specific to the 

primary resources of renewable energy) are measured in real 

time. These values are stored in a data base.  Data resulted 

from the monitoring represent, at this level, inputs. In addition, 

by primary processing is determined the performance report of 

the PV panels and the balance between the momentary and the 

rated power of the local network. 

Diagnosis. In order to assess the operational status of the 

installations and electricity consumption and identify the 

causes of the state of emergency or alarm in the network, 

within the proposed scheme will be implemented the diagnosis 

function. The diagnosis function evaluates the functioning 

state of the generating/consuming installations and identifies 

the damage causes or an alarm in the network. These data will 

influence the dynamic of the trust of each renewable energy 

producer and also the price of the green energy so as to 

develop clean technologies. 

Prediction. Once we have an updated knowledge base, 

enriched with new scenarios (input/output data) and with a 

minimal intelligence level established in the design stage, the 

prediction function can be used. This one provide short, 

medium or long time forecasts in respect of the consuming 

process evolution and energy generation. This information will 

be used by the Intelligent Decision Support System (INDES) 

in analyzing the forward decisions. The tendency to 

determinate the electrical energy generation is based on the 

cycle (day/night, winter/summer) of the environment factors 

(solar radiation, temperature, wind speed) and on the decrease 

of the efficiency of the installations because of the generators 

use. The results of the prediction have an important impact not 

only on the action plan but also on the financial evaluation of 

the green energy. 

The architecture of the hardware infrastructure supporting 

the decisional system is presented in the block diagram from 

the Fig. 2.  

 
Fig. 2 The hardware infrastructure 

 

Thanks to the initial configuration and components provided 

in the architecture, the platform manifests flexibility and 

adaptability in operation. Any electricity generator can be 

integrated with the solar central, wind, hydroelectric plants or 

diesel generators. The key characteristics of the platform’s 

modules structure are: photovoltaic panels and wind power 

station; storage unit; inverters; PC with DAQ and software 

application and loads. 

The adaptive character of the decision support system will 

permanently ensure low energy lose correlated with the new 

scenarios that occur in the environment or at the consumers. 

The damages repair will provide a higher utile energy in the 

local network, a low energetic transfer from RNE and will 

minimize the losses in the energy transport. The implemented 

optimization algorithm will take into account the necessary 

energy in the case of isolated functioning (islands of energy).  

Using artificial intelligence techniques in power management 

actions in a low voltage grid through a software tool is a new 

technique and also expresses the complexity of the proposed 

solution.  
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III. INDESEN  AS FUZZY- MULTI AGENT HYBRID SYSTEM  

A. System design  

In this section we will present only a part of the application 

InSeSEn, due to the length restrictions imposed by the 

publisher. It is about the design a fuzzy multi- agent system 

able to assist the users’ decisions.  

The exploration and the assessment of criteria used for 

choosing a decision support system are made in fuzzy logic 

and intelligent agents context. In this respect, firstly are 

presented the criteria used for choosing the best parameters, in 

relation with each step of the tool design. Precisely, the 

identified criteria used for choosing a decision support system, 

made in fuzzy logic and intelligent agents context are tested on 

a hybrid system, fuzzy- multi-agent. The tool design of the 

proposed hybrid system is build using MATLAB. 

The flow diagram showing the steps of tool design is 

presented in the fig. 3. It is related only to the temperature 

sensors information modeling and processing. The application 

InDeSEn also integrates modules for luminance, air quality, 

humidity, noise and sound level, safety, movement etc.  

 

 
 

Fig. 3 The flow diagram 

 

The measured data monitored by temperature sensors, 

located indoor and outdoor are the main sources for a deeper 

understanding of the system behavior and environmental 

status.  

The tool has a hierarchical structure, meaning that 

information is firstly selected with a heuristic approach based 

on fusion of physical sensors and implemented using local 

intelligent agents (outdoor temperature agent and indoor 

temperature agent). This selection presumes that inputs are 

independent and give no priority or importance of the selected 

input variables.  

On the second level of the hierarchical structure in placed 

the fuzzy logic temperature controller (FLC). This one can be 

viewed as an approach combining conventional precise 

mathematical control and humanlike decision-making. 

The architecture of the temperature decision support 

module is presented in fig. 4. There are five primary 

distinctive panels integrated in the graphical user interface 

(GUI) for building the FLC corresponding with: the inputs/ 

outputs fuzzyfication and membership functions (MFs) editor, 

editing, building and viewing the fuzzy inference systems and 

the last one, the defuzzyfication and output surface viewer. 

 

 
Fig. 4 The graphical user interface of the temperature decision 

support module 

 

B. Fuzzyfication 

The structure of a fuzzy controller is essentially the 

structure of a Mamdani technical fuzzy controller. It has two 

inputs (outdoor temperature and indoor temperature) and one 

output (fused temperature). 

The GUI proposed give to the user the possibility to 

choose the number of the membership functions for each input/ 

output and these ones shapes: triangular, Gaussian etc. The 

universe of discourse is: [0 40] Celsius degrees for indoor 

temperature and [-30 40] Celsius degrees for outdoor 

temperature and [0 100]  Celsius degrees for fused 

temperature.  

The users’ choices are made by clicking in the GUI: the 

outdoor/indoor/ fused temperature interval slider, editing the 

MFs number and selecting the MFs type (Fig. 4).  

 

 
Fig. 4. The source code 

 

Considering these options, in the source code of universe 

of discourse of each variable is divided into fuzzy regions. The 

method used is a trial and error one. The number of regions 

equals with (2N+1) [19], where N represent the number of 

MFs selected by user. For each fuzzy region is assigned the 

membership function with the shape imposed by user in the 
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GUI.  

Fig. 5(a), 5(b), 5(c) show an example where indoor 

temperature is divided in 3 fuzzy regions, triangular shapes, 

the outdoor temperature is divided in 5 fuzzy regions, 

Gaussian shapes, and the fused temperature is divided in 7 

fuzzy regions, triangular shapes. 
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Fig. 5a. The indoor temperature input divided in 3 fuzzy regions, 

triangular shapes 
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Fig. 5b. The outdoor temperature input divided in 5 fuzzy regions, 

Gaussian shapes 
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Fig. 5c. The fused temperature output divided in 7 fuzzy regions, 

triangular shapes 

 

It was found that, in our case, the smallest number giving 

satisfactory results is 3 MFs, triangular shape for each input 

and 7 MFs, triangular shape for the output. 

C. Inference system  

Based on the descriptions of inputs and output variables, 

made in fuzzyfication panel, the rule base editor panel allows 

constructing the rule statements in if-then format.  

We have built our FLC rule base in relation with Hagar’s 

method [20]. The fuzzy rule decision table, in indexed format, 

used for FLC inference, using our reasoning and Hagras’s, is 

shown in the Table 1.  

 

Table1. Rule base in indexed format 

Indoor 

temp. 

MFs 

Outdoor 

temp. 

MFs 

Fused tem. 

MFs Weight 
Inference 

Method 
Dragomir Hagras 

1 1 7 6 1 1 

1 2 6 4 1 1 

1 3 5 4 1 1 

2 1 5 4 1 1 

2 2 4 2 1 1 

2 3 3 1 1 1 

3 1 3 2 1 1 

3 2 2 4 1 1 

3 3 1 1 1 1 

 

Legend: 1-Low , 2-Normal, 3-High for MFs associated 

with inputs and 1-Very Very Low, 2- Very Low, 3- Low, 4- 

Normal, 5- High, 6- Very High, 7- Very Very High for MFs 

associated with the FLC’s output. The AND inference method 

is denoted with 1 and the OR inference method is denoted with 

2. 

Having two inputs variables, 3 membership functions 

each, the number of rules equals with 32=9. The representation 

in a matrix of inference rules facilitates checking there are not 

contradictory rules. The accepted modification without a 

deterioration of system performance implies modifying/ 

removing the neighbors’ rules and replacing them with an 

average value. 

D. Defuzzyfication 

The fuzzy output: fused temperature is represented as a 

surface. It represents the decision to be made. It’s crisp format 

is obtained applying standard center of-gravity defuzzyfication 

method (Fig. 6a and 6b). 

 

 
 

Fig. 6a. The fused temperature output divided, Dragomir approach 
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Fig. 6b. The fused temperature output divided, Hagras approach 

 

The tests results show differences between the analyzed 

methods: Dragomir’s is an offline rule extraction method who 

needs an expert to supply his expertise formalized in a set of 

desired values. Hagras method is an online learning and 

control method.  

On the other hand for InDeSEn intelligent decision system, 

the GUI presented is only a local control module who will be 

integrated in a hierarchical structure with cascade control loop. 

 

IV. CONCLUSIONS AND WORK IN PROGRESS 

Novelty of this proposal consist in creating an intelligent 

decision support system for the low voltage grid with 

distributed power generation from renewable energy resources, 

allowing customers to control electricity consumption of the 

used devices, to reduce their monthly bills and carbon 

emissions, also reducing the demand during peak periods. 

InDeSEn informs customers about network status and 

consequently they will be able to program their appliances, as 

washing machines, during off-peak hours in a proactive 

manner. 

The beneficiaries of InDeSEn software innovative platform 

are: green energy producers; universities, schools and research 

institutions - students and specialists in training, giving them 

the useful tool in their work in a new field of academic and 

professional specialization; individual electrical energy 

consumers; researchers from the energetic field and 

environment agencies; Ministry of Finance and Ministry of 

Environment and Sustainable Development which will 

establish and coordinate more effectively and faster exchange 

of information between policy makers and the public will be 

able to correlate better environmental protection plans with the 

development of RES and last, but not least the citizens as 

consumers that will be informed about the advantages of the 

systems with RES. 

The work is still in progress in two directions: validation of 

the software in respect with the energy quality standards and 

integrating advanced control algorithms to energy distribution 

in smart grids with DP-RES. 
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A hybrid system for identification of elastic, 
isotropic thin plate parameters applying Lamb 

waves and artificial neural networks 
 

Zenon Waszczyszyn and Ewa Pabisek 
 

 
 

 

Abstract— A new hybrid computational system for material 
identification is presented, developed for the identification of 
homogeneous, elastic, isotropic plate parameters. Attention is 
focused on the construction of dispersion curves related to the Lamb 
wave propagation. The main idea of the hybrid system lies in the 
separation of two essential basic computational stages, corresponding 
to the direct or inverse analyses. This was made possible due to the 
use of the Lamb wave monitoring technique and artificial neural 
networks for the inverse analysis.  
 

Keywords and acronyms − Artificial Neural Networks (ANN), 
Dispersion Curves (DCs), Hybrid Computational System (HCS), 
Guided Wave Monitoring (WM), Structure Health Monitoring 
(SHM).  

I.  INTRODUCTION 
 

The presented paper is related to the area of Structure 
Health Monitoring/Measurement (SHM). The research and 
new technologies in this area are in current development, see 
[1-6]. An important role for SHM is played by systems which 
on the basis of monitoring or measurements can reflect the 
actual state (health) of structures. This permits the control of 
structures and early warning against failures or hazardous 
events. Non-destructive methods of structure examination and 
‘on line’ methods of information transmission are especially 
valuable for SHM. 

From among the non-destructive methods, the application 
of ultrasonic waves is worth emphasising for the evaluation of 
material properties and detection of various defects, see e.g. 
[7-11]. In the presented paper we discuss the application of 
the Lamb Waves (LWs) propagation in a thin, elastic and 
homogeneous plate. These waves are guided in the vibration 
plane and are propagated over a comparatively long distance. 

 

The basis of the mathematical analysis are the Dispersion 
Curve (DCs), which can be derived as the function k( f), where 
k is the wavenumber and f is the frequency of vibrations. 
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Unfortunately, the implicit formulation of DCs is analytically 
impossible so only numerical methods can be used, see, [1, 7].  

 

An approach commonly applied to the identification of 
vector par components is to find experimentally a DCexp and 
simulate numerically a corresponding DCsim. Then a measure 
of distance expsim kk −  is minimised applying various 

computer methods for the identification of searched 
parameters. 

 

Such an approach can be called the classical approach, 
which is explored for the analysis of the Lamb dispersion 
curves. Apart from the application of general computer 
methods based on FEM, BEM and FDM, special, 
computationally efficient methods are worth mentioning, e.g. 
LISA/SIM (Local Interaction Simulation Approach/Sharp 
Interface Model) and EFIT (Elastodynamic Finite Integration 
Technique), see [3], application of spectral FEs [5], and SAM 
(Semi-Analytical Methods), cf. [9, 12, 13]. 

 

In the presented paper we are continuing the problem 
analysed in [13]. In this paper, the identification of ‘a priori’ 
unknown plate parameters is carried out. The parameters are 
adopted as the vector par = { E, ν, ρ, d } with the following 
components: E, ν, − elasticity modulus and Poisson ratio of 
plate material, ρ, d − plate density and thickness, respectively. 

 

In our paper [13] the classical method of numerical 
simulation of DCs was applied in a Hybrid Computational 
System (HMS). Such a system can be used for the analysis of 
more complicated problems for the design and control of 
structural defects as well as for the design of special devices 
improving the material parameters in intelligent structures 

 

The system analysed in [11] was composed of two parts 
called Stage A and Stage B. Stage A corresponds to the direct 
analysis. It is related to the Guided Wave Measurement 
technique for plate testing and transformation of time signals 
into the transform space. As the input the approximate 
dispersion curve kexp is simulated. Then Stage B is applied for 
the selection of vibration modes and numerical simulation. 
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The corresponding dispersion curve ksim takes into account the 
Lamb equations. 

 

The novelty of the presented paper lies in the introduction 
of Artificial Neural Networks (ANS) as a good tool for the 
inverse analysis. It was stated in many numerically analysed 
problems, see [7, 8, 13 -15], that ANS were applied also in 
SHM problems. The network, formulated for the inverse 
analysis, can be trained ‘off line’. Then it can be explored in 
HCS for the separation of the direct and inverse analyses. In 
such a way the “numerically costly” methods (referring to the 
number of operations) can be eliminated and iterative contact 
between Parts A and B is shortened to one substitution of the 
experimental results from Part A into B, see [16].  

 

In the subsequent Sections of the presented paper the 
basics of the Lamb waves are briefly presented. Then the 
essential steps of GWM are discussed. The main attention is 
focused on hybrid identification of plate parameters based on 
the introduction of an ANN into part B of HCS. 

 

Another novelty in the presented paper is the application 
of dimensionless approach to the computation of LDCs 
proposed by Armirkulova in [17], instead of other semi-
analytical algorithms. 

 

At the end of our paper a case study devoted to the 
identification of thin aluminium plate parameters, taken from 
[11], is discussed. 
 

II. LAMB WAVES IN THE ANALYSIS OF ISOTROPIC, 
HOMOGENEOUS ELASTIC PLATES 

 
A.  Some basics on Lamb Waves (LWs) 

 
The 3D waves in elastic solids can be reduced to 2D 

vibrations plane, in which the LWs are propagated, see Fig. 1. 
The plane of vibration (x1, x3) is perpendicular to the tested 
elastic plate midsurface of dimensions L×d, 2×b, where plate 
thickness is d = 2h. 

 

 
 

Fig. 1. Lamb wave propagation plane with 
longitudinal and transverse/shear LWs 

 
The following assumptions are adopted to formulate the 

Lamb dispersion equations 
 

i) plain strain, i.e. the displacement v disappears 
 
v (x) = 0  for all the points x ,             (1) 

 
 ii) upper and lower plate surfaces are stressless 
 

σ33 = σ31 = 0  for  x3 = ± h .              (2) 
 
The Lamb waves have symmetric and anti-symmetric 

modes of vibrations. They are related to the influence of 
internal stresses, which cause either the radial-in-plane or out-
in-plane motions, see [7]. 

 

From the condition of nonzero value of the homogeneous 
algebraic equations related to the boundary conditions (1), the 
following equations can be derived, see e.g. [1, 7], relative 
either to the symmetric or anti-symmetric modes of vibrations: 

(S):   ,
)(

4
tan
tan

222

2

βk
αβk

hα
hβ

−
−=            (3S) 

 

(A):   .
4

)(
tan
tan

2

222

αβk
βk

hα
hβ −

−=            (3A) 

 
B. Dimensionless Lamb equations        
 

Instead of (3), Armikulova formulated the dimensionless 
dispersion equations in the implicit form, see her MSc. Thesis 
[17]:  

 
(S): (ξ 2 − x2)2 sinx cosy + 4xyξ 2 cosx siny = 0 ,        (4S).  

 
(A): (ξ  2 − x2)2 siny cosx + 4xyξ 2 cosy sinx = 0 ,        (4A)  

 
where the main dimensionless variables are used: 

 
x = (Ω 2 − ξ 2)1/2,   y = (Ω 2κ  −2 − ξ 2)1/2 .                       (5) 

 
In (6) the dimensionless frequency Ω, wavenumber ξ  and  
velocity ratio κ  are introduced: 

 
Ω = ω h / cT ,   ξ = kh ,   κ  = cL/ cT .                                 (6) 

 
Function Ω (ξ  ) can be derived in an analytical form, but 

in further computations its inverse form ξ (Ω ) is needed, see 
Fig. 2. The corresponding curve was formulated numerically 
for discrete points, owing to one-to-one correspondence of 
coordinates (ξ , Ω ). 

 

 
 

Fig.2. Dimensionless dispersion curves for Lamb modes A0 and B0 
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III. FOUR ESSENTIAL STEPS IN HCS 
 
In the Guided Wave Monitoring or Measurements (GWMs) 

four essential steps can be pointed out, see [2]. The steps are 
sketched in Fig. 3, underlining Step IV, see also [2, 16]. 

 

 
 

Fig. 3. Four essential steps for identification of plate parameters, applying Lamb wave measurement technique 
and identification procedures in step IV: CL − Classical approach, ANN − artificial neural network  

 
 

 
IV. HYBRID COMPUTATIONAL SYSTEM 

 
 A. Some remarks on simulation and identification 

problems in mechanical systems 
 

Simulation and identification problems of mechanical 
systems can be classified from the point of view of 
regression analysis, see [19]. Adopting the following 
scheme 
 

Input − Transformer − Output ≡ I − T − O ,                    (7) 
 
different regression problems can be formulated. The direct 
(forward) analysis, called simulation, takes place if we 
know I and T and the output O is searched. 
 

The inverse analysis (identification) is more 
complicated. The problem discussed was formulated with 
respect to the internal identification. In such a regression 
problem I and O are known and parameters of T are 
searched.  

 

In the presented paper the forward analysis is carried out 
by the guided wave technique and numerical simulation 

process in order to find the Lamb dispersion curves.  
 

The neural networks, which are a soft computational tool, 
were proved in the analysis of many inverse engineering 
problems, cf. [14, 15]. ANNs turned out to be numerically 
efficient especially in the inverse analysis of structural 
mechanics and solids. Thus, artificial neural networks have 
complementary features to hard features of computational 
simulations, e.g. to FEM. This is a foundation for formulating 
different HMS, see [20]. 
 

B. Parameter identification of thin plate parameters 
 
Stage A 

 
Direct analysis, called Stage A, corresponds to three 

essential steps, shown in Fig. 3. These steps are related to 
carrying out a laboratory test with excitation and propagation 
of the LWs (Essential Step I).  

 

The signals are transmitted from sensors and preprocessed 
in Essential Step II.  

 

Then, in Step III, the time signals are transformed into 2-B 
scans. Applying 2D-FFT and searching the local maxima in 
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the transform space, the points related to different vibration 
modes points at dispersion curves are found, see [18].Thus, 
the experi- 
mental set of points can be formulated:  

 
D exp = ( f j , k j |  m ),                

(8) 
 

where: j = 1, 2, … , J − numbers of dispersion points, m − 
number of vibration mode. 
 

Data from (8) serve formulating an approximate 
experimental curve with vectors of basic functions 

)( frefBF and corresponding basic parameters exp α , cf. 
[12]: 

 
.)( expexp αBF T

ref fk =                 (9) 
 
On the basis of data (8), approximate experimental 

curves can be formulated. The parameters of these curves 
are computed by means of the Least Squared Method 
(LSM): 

 
( ) .~),(

~
expexprefexp αBF  →|= LMSffk D             (10) 

 
In the presented paper only the anti-symmetric basic mode 
of vibrations A0 was adopted, according to suggestions in 
[11]. The computed values of vector exp

~α can be called 
internal parameters which control the transition from Stage 
A into Stage B. 
 

Stage B  
 

In the presented paper, Stage B of computer 
identification is related to Essential Step IV in [21]. In Stage 
B a possibility of the identification of the inverse analysis is 
carried out in a classical way, marked in Fig. 3 as CL. 

 

Such an approach was used in our paper [13]. The 
application of ANN approach, in which the network is 
trained ‘off line’, is much more efficient numerically, cf. 
[16]. In this sense the presented paper is a continuation of 
paper [11] approach that needed iterations and it enabled 
fast identification of the parameters of a single only. In this 
respect the presented paper is a development of paper [13]. 

 
 

V. APPLICATION OF ANN FOR IDENTIFICATION 
OF PLATE PARAMETERS 

  
Let us discuss Stage B, marked as ANN in the Essential 
Step IV in Fig. 3. 
  
A. Formulation of ANN 
 
The ANN corresponds to the MultiLayer Perceptron (MLP) 
network, see [21] of the following architecture: 
 

MLP: α(I ×1)−H(H×1)−spar(3×1) ,      (11) 
 
where: I − number of inputs, H − number of sigmoid functions 
in the hidden layer designed. 
 

The corresponding set P, composed of P pattern pairs, was 
adopted for the training of the Multi Layered Perceptron 
(MLP) neural network, see [21]. 

 
P = P

p
ppp

1},{ ==spartα ,                                         (12) 
 

which fulfil Armikulova’s dimensionless equations (4). 
The patterns for r the training set are selected from 
the assumed ranges of the output vector components spar p = 
{E,ν,d}. The number of patterns equals:  

 
 

P = PE × Pv × Pd             (13) 
 
for the fixed value of the plate density ρ = ρref . The outputs 

are related to the target values {t p Pt
p 1} = } for t p = E p,   ν p, d p 

within the ranges {t p}∈ (tmin ,  tmax). 

After the training and testing of MLP, the relative errors 
of neural approximation can be computed: 

 

%100)/1(1
1

×∑ −=
=

pP

p

p ty
P

yRe  ,                              (14) 

 
where: y and t are computed and target values as components 
of the vector spar . 

The identified values of the plate parameter identification 
can be computed by the MLP trained ‘off line’: 

 

MLP
MLP

exp
~ sparα  → .                                             (15) 

 
The solution (17) is obtained by patterns corresponding to 

the exact Lamb dispersion curves. Thus, we can compute: 
 
spar MLP = sparident ≈ sparexact ,                                    (16) 

 
with the accuracy corresponding to the MLP network errors 
(14). 
 

Consequently, we can conclude that the final 
identification of plate parameters is nearly equal to the exact 
value of the identified parameters. It has been proved by many 
computer verifications. 

 
 

VI. CASE STUDY 
 

From among many results of numerical validation, only 
one case study is presented, as corresponding to the results 
obtained in [13]. Two case studies were analysed by the same 
MLP neural network, generated for the following ranges of the 
plate parameters: 
 

E ∈ {65.0, 77.5} GPa, ν ∈ {0.25, 0.35},   
d ∈ {1.5, 4.5}mm,   ρref = 2700 kg/m3,                          (17) 
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Assuming a uniform distribution of material parameters 
within ranges (17), the corresponding number of selected 
patterns was adopted: 

 

P = PE × Pν × Pd = 20 × 15× 10 = 3000.                      (18) 
 

Then the numerical analysis was applied to design the MLP 
neural network of the following architecture: 

 
MLP: 4-6-3 .                                                                   

(19) 
 

After the numerical analysis the following basis 
functions were designed in [13]: 
 

=⋅= ×× )(
~

)14(
T
)41( fk BFα α 1 + α 2 f + α 3 f  2 + α 4 (1/f). (20) 

The relative network errors computed by formula (16) 
gave the network errors for the fixed value of plate density 
ρref = 2700 kg/m3: 
 
ReE = 3.72× 10−5, Reν = 3.73× 10−5, Red = 10.5× 10−5. (21) 

 
The experimental data discussed in [13] were taken from 

[11]. These data correspond to J = 1722 points at the 
experimental curve shown in Fig. 4. 

 

 
 

Fig. 4. A part of Lamb dispersion curve mode A0 taken from [11]  
 

The following vector of approximate experimental curve 
parameters was computed: 
  

.}0.20,01.1,2.194,7.181{~
exp −=α                       

(24) 
      for ρref = ρfix = 2700 kg/m3 .  (25) 

: 
Their substitution as inputs into the trained MLP gave 

the outputs, i.e. the value of identified plate parameters: 
 

Eident = 65.92 GPa, νident = 0.297, dident = 3.998 mm 
ρfix = 2700 kg/m3 .  (26) 

 

In the paper [13] it was reported that only Young’s 

modulus E was identified iteratively for the fixed values of 
other parameters:  

 
Eident = 65.45 GPa,  νfix = 0.3,  dfix = 4.0 mm,  

ρfix = 2700 kg/m3 .         (26) 
 

VII. FINAL CONCLUSIONS AND REMARKS 
 

1. The proposed hybrid method is non-iterative. This 
means that after the formulation of a neural network only one 
substitution of data obtained from the approximate 
experimental dispersion curves (in general they should fulfil 
Lamb equations) is needed. Thus, we can obtain quite 
accurately the identified values of Lamb DCs. In [9] the 
identification of curves needed about 14-17 iterations, 
obtained my means of FEM. 

 

2. Looking at the results of the verification carried out in 
the case studies, it can be seen that the hybrid computational 
system gives nearly accurate results of plate parameters 
identification. 

 

3. What is worth mentioning is the possibility of 
identification of three selected material parameters, i.e. {E, ν, 
d} or {E, ν, ρ}, unlike in the papers by [9, 12], where only 
values of Young’s modulus E were identified. 

 

4. At present we are trying to generalise the discussed 
hybrid approach to the identification of orthotropic and, 
especially, composite laminate parameters, see [16]. 
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ADAPTIVE SPLINE PROCESSING OF
DISCRETE FLOW

Burova Irina, Dem’yanovich Yu.K.

Abstract—An algorithm of approximation for discrete function
f by Lagrange splines associated with the adaptive grid is
proposed. The conditions, in which the algorithm is more affective
than the analogous algorithm with equidistant grid, are done.

Index Terms—Splines, Interpolation, Approximation, Numeri-
cal flow, Adaptive grid.

I. INTRODUCTION

The adaptive methods of solution for a lot of problems are
connected with usage of large flows of numerical information
associated with some grid.

In particular the adaptive grids are used for enlargement
of accuracy for solution of problems of mathematical physics
(see [Lebedev, Lisejkin, Hakimzijanov (2002)], [Terekhov,
Vassilevski (2013)]); their application leads up to reduction
of size of numerical information flows.

The another approach to treatment of information flows is
wavelet decomposition; the last one represent the origin flow
as a main flow and an auxiliary flow (wavelet flow) such that
it is able to use the main flow instead of the origin flow.
The essential property of the decomposition is opportunity to
restore the origin flow if it is necessary (see [Mallat (2002)]).

Now there are algorithmic basis for construction of spline-
wavelets of Lagrange type associated with irregular grids;
therefore the union of the both approaches becomes actual
thing. Some variants of adaptive grids (with a’priori fixed
quantity of used knots) for Lagrange splines are proposed
previously (see [Dem’yanovich, Hodakovskii (2008)]).

In the offered report the algorithm of approximation for
discrete function u (i.e. function defined on an irregular grid)
by Lagrange splines associated with the adaptive grid is
proposed. The conditions, in which the algorithm is more
affective than the analogous algorithm with pseudo-equidistant
grid, are done.

II. AUXILIARY STATEMENTS

We discuss the grid Ξ on real interval (α, β),

Ξ : . . . < ξ−2 < ξ−1 < ξ0 < ξ1 < ξ2 . . . ,

lim
i→−∞

ξi = α, lim
i→+∞

ξi = β.

I. Burova is with the Mathematics and Mechanics Faculty, St. Peters-
burg State University, St. Petersburg, Russia e-mail: i.g.burova@spbu.ru,
burovaig@mail.ru.

Yu.K. Dem’yanovich is with the Mathematics and Mechanics Fac-
ulty, St. Petersburg State University, St. Petersburg, Russia e-mail:
Yuri.Demjanovich@gmail.com

Let f(t) be function defined for t ∈ Ξ, and there is positive c
such that

f(t) ≥ c > 0 ∀t ∈ Ξ. (1)

If a ∈ Ξ, then a = ξi for some integer i ∈ Z. By definition,
put a− def

== ξi−1, a+ def
== ξi+1.

Suppose a, b ∈ Ξ, a < b; consider the set {a, b} = {ξs | a ≤
ξs ≤ b, s ∈ Z} named by grid segment. We discuss a linear
space C{a, b} that is the set of functions u(t) defined on the
grid Ξ:

∥u∥C{a,b} = max
t∈{a,b}

|u(t)|.

Assume that
ε ∈ (ε∗, ε∗∗), (2)

where

ε∗ = max
ξ∈{a,b−}

max
t∈{ξ,ξ+}

f(t)(ξ+ − ξ),

ε∗∗ = (b− a)∥f∥C{a,b}. (3)

Lemma 1. If conditions (1), (2) – (3) are true, then there
exist the unique positive integer K = K(f, ε,Ξ) and the
unique grid

X̃ = X̃(f, ε,Ξ) : a = x̃0 < x̃1 < . . . < x̃K ≤ x̃K+1 = b
(4)

such that

max
t∈{x̃s, x̃s+1}

f(t)(x̃s+1−x̃s) ≤ ε < max
t∈{x̃s, x̃

+
s+1}

f(t)(x̃+
s+1−x̃s)

(5)
∀s ∈ {0, 1, . . . ,K − 1},

max
t∈{x̃K , b}

f(t)(b− x̃K) ≤ ε, X̃ ∈ X. (6)

The net (4) with properties (5) – (6) is called the net of
adaptive type.

The Lemma 1 can be proved by mathematical induction
over the number of knots.

Summing the relations (5), we obtain

K−1∑
s=0

max
t∈{x̃s, x̃s+1}

f(t)(x̃s+1 − x̃s) ≤ Kε <

<
K−1∑
s=0

max
t∈{x̃s, x̃

+
s+1}

f(t)(x̃+
s+1 − x̃s). (7)
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III. PSEUDO-EQUIDISTANT GRID

Now suppose that

ε ∈ (ε∗, ε∗∗), (8)

where
ε∗

def
== max

ξ∈{a,b−}
(ξ+ − ξ)∥f∥

C{ a, b },

ε∗∗
def
== (b− a)∥f∥C{a,b}. (9)

Then we find the numbers

N = N(f, ε,Ξ) = ⌈ε∗∗/ε⌉ ≤ N + 1, (10)

and
h = h(f, ε,Ξ)

def
==

b− a

N + 1
. (11)

Consider now the grid

X = X(f, ε,Ξ) : a = x0 < x1 < . . . < xN = b, X ⊂ X,
(12)

where

xs+1 − xs ≤ h < x+
s+1 − xs, s ∈ {0, 1, . . . , N − 1}, (13)

xN+1 − xN ≤ h. (14)

The grid (12) with properties (13) – (14) is called pseudo-
equidistant grid.

By (10) we have

N ≤ b− a

ε
∥f∥

C{ a, b } < N + 1; (15)

therefore

(b−a)∥f∥
C{ a, b } − ε < Nε ≤ (b−a)∥f∥

C{ a, b }. (16)

By (15) we get b−a
N+1∥f∥C{ a, b } < ε; hence

h∥f∥
C{ a, b } < ε. By left inequality (13) and by inequality

(14) we obtain

max
t∈{xs, xs+1}

f(t) (xs+1 − xs) ≤ ε, s ∈ {0, 1, . . . , N}. (17)

By mathematical induction over the number of knots the
next assertion can be proved.

Lemma 2. If the relations (8) – (9) are true, then there
exists the unique grid (12) with properties (13) – (14), and
the relations (16) – (17) are fulfilled.

IV. RELATIVE QUANTITY OF KNOTS

Theorem 1. Suppose the hypothesis of lemmas 1 and 2 are
fulfilled. Then

(b− a)∥f∥
C{ a, b } − ε∑K−1

s=0 maxt∈{x̃s, x̃
+
s+1}

f(t)(x̃+
s+1 − x̃s)

<
N

K
≤

≤
(b− a)∥f∥

C{ a, b }∑K−1
s=0 maxt∈{x̃s, x̃s+1} f(t)(x̃s+1 − x̃s)

. (18)

Proof. Inequality (18) follows from the relations (7) and
(16).

V. LIMIT RELATIONS

Suppose the function f(t) is continuous in the segment
[a, b], and satisfies to the property

f(t) ≥ c > 0 ∀t ∈ [a, b]. (19)

Consider the sequence of grids Ξ(η),

Ξ(λ) : . . . < ξ−2(λ) < ξ−1(λ) < ξ0(λ) < ξ1(λ) < ξ2(λ) . . . ,
(20)

depending on parameter λ > 0; suppose a, b ∈ Ξ(λ).
By definition, put

{a, b}λ = Ξ(λ) ∩ [a, b], hλ = max
ξ∈{a,b−}λ

(ξ+ − ξ).

Theorem 2. If f ∈ C[a, b], the condition (19) is valid, and

lim
λ→+0

hλ = 0, (21)

then

lim
ε→+0

lim
λ→+0

K

N
=

1
b−a

∫ b

a
f(t)dt

∥f∥C[a,b]
. (22)

Proof. It is clear to see that

lim
λ→+0

∥f∥C{a,b}λ
= ∥f∥C[a,b].

After passage to the limit λ → +0 in the relations (5) – (6)
we can pass to limit under condition ε → +0; as a result we
get the integral

∫ b

a
f(t)dt instead of sums in the relation (18).

The formula (22) is proved.

VI. APPROXIMATION OF THE DISCRETE FLOW

Suppose the function u(t) is defined for t ∈ {y, z}, where

{y, z} : y = ξ0 < ξ1 < . . . < ξM−1 < ξM = z. (23)

Define the function ũ(t) by formula

ũ(t)
def
== u(y) +

u(z)− u(y)

z − y
(t− y), t ∈ [y, z].

The summation analog of Leibnitz formula can be written
in the form

w(θ)− w(τ) =

k−1∑
s=i

w(ξs+1)− w(ξs)

ξs+1 − ξs
(ξs+1 − ξs), (24)

where θ = ξk, τ = ξi.
Using the formula (24), it is very simple to obtain the next

assertion.
Lemma 3. If t ∈∈ {y, z−}, t = ξk, then

u(t)− ũ(t) =

=

M−1∑
j=0

(ξj+1− ξj)

k−1∑
i=0

[
DΞu(ξi)−DΞu(ξj)

]ξi+1 − ξi
ξM − ξ0

; (25)

here

DΞu(ξ) =
u(ξ+)− u(ξ)

ξ+ − ξ
, ξ ∈ {y, z−}.
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Theorem 3. If t ∈ {y, z}, then the next inequality

|u(t)− ũ(t)| ≤ 2(z − y) max
ξ∈{y,z−}

|DΞu(ξ)| (26)

is correct.
Proof. If t ∈ {y, z}, t = ξk, the formula (25) gives

|u(t)− ũ(t)| ≤ 1

ξM − ξ0
×

×
M−1∑
j=0

(ξj+1− ξj)
k−1∑
i=0

∣∣DΞu(ξi)−DΞu(ξj)
∣∣(ξi+1− ξi). (27)

Using the relation (27), we obtain (26).
Using the analog (24) of Leibnitz formula, we easily get

the following statement.
Lemma 4. If t ∈ {y, z}, t = ξk, then

u(t)− ũ(t) =
M−1∑
j=0

(ξj+1 − ξj)
k−1∑
i=0

(ξi+1 − ξi)×

×
i−1∑
p=j

D2
Ξu(ξp+1)(ξp+1 − ξp)/(ξM − ξ0), (28)

where

D2
Ξu(ξ)

def
==

DΞu(ξ)−DΞu(ξ
−)

ξ − ξ−
, ξ ∈ {y+, z−}. (29)

Theorem 4. If t ∈ {y, z}, then

|u(t)− ũ(t)| ≤ (z − y)2 max
ξ∈{y+,z−}

|D2
Ξu(ξ)|, t ∈ {y, z}.

(30)

Proof. By (28) – (29) we have

|u(t)− ũ(t)| ≤

≤
M−1∑
j=0

(ξj+1−ξj)
k−1∑
i=0

(ξi+1−ξi)
∣∣∣i−1∑
p=j

(ξp+1−ξp)
∣∣∣/(ξM −ξ0)×

× max
ξ∈{y+,z−}

|D2
Ξu(ξ)|. (31)

The evaluation (30) follows from (31).
Consider the grid X̂ , X̂ ⊂ Ξ, defined by relation

X̂ : a = x̂0 < x̂1 < x̂2 < . . . < x̂K̂ < x̂K̂+1 = b, X̂ ⊂ Ξ.

Let ũ(t) be piecewise linear interpolation of the function u ∈
C{a, b}:

ũ(t) = u(x̂j) +
u(x̂j+1)− u(x̂j)

x̂j+1 − x̂j
(t− x̂j) ∀t ∈ [x̂j , x̂j+1),

j ∈ {0, 1, . . . , K̂}.

Theorem 5. If t ∈ {x̂j , x̂j+1}, then

|u(t)− ũ(t)| ≤ 2(x̂j+1 − x̂j) max
ξ∈{x̂j ,x̂

−
j+1}

|DΞu(ξ)|, (32)

|u(t)− ũ(t)| ≤ (x̂j+1 − x̂j)
2 max
ξ∈{x̂+

j ,x̂−
j+1}

|D2
Ξu(ξ)|. (33)

If u ∈ C1[a, b], then

|u(t)− ũ(t)| ≤ 2 max
ξ∈[x̂j ,x̂j+1]

|u′(ξ)|(x̂j+1 − x̂j), (34)

and if u ∈ C2[a, b], then

|u(t)−ũ(t)| ≤ max
ζ∈[x̂j ,x̂j+1]

|u′′(ζ)|(x̂j+1−x̂j)
2 ∀t ∈ (x̂j , x̂j+1).

(35)

Proof. The inequalities (32) – (33) follow from relations
(26) and (30). Using passage to the limit maxξ∈{y,z−}(ξ

+ −
ξ) → +0 in (32) – (33) we get (34) – (35).

VII. ON NUMBER OF KNOTS FOR GRID OF ADAPTIVE TYPE

Theorem 6. If the condition |DΞu(t)| ≥ c >
0 ∀t ∈ {y, z} is true, and the grid X̂ be the same as
X̃(|DΞu(t)|, η/2,Ξ), then

1) the number K ′
u,Ξ(η)

def
== K(|DΞu(t)|, η/2,Ξ) satisfies

to the relations

2
K−1∑
s=0

max
t∈{x̃s, x̃s+1}

|DΞu(t)|(x̃s+1 − x̃s)/η ≤ K ′
u,Ξ(η) <

< 2
K−1∑
s=0

max
t∈{x̃s, x̃

+
s+1}

|DΞu(t)|(x̃+
s+1 − x̃s)/η, (36)

2) the inequality

|u(t)− ũ(t)| ≤ η ∀t ∈ {y, z} (37)

is true, 3) if u ∈ C1[a, b], |u ′(t)| ≥ c > 0 ∀t ∈ [a, b], and
sequence (20) satisfies the condition (21), then

lim
η ′→+0

lim
λ→+0

K ′
u,Ξ(λ)(η

′)η ′ = 2

∫ b

a

|u ′(t)|dt. (38)

Proof. The formula (36) follows from (7), where f(t) =
|DΞu(t)|. The inequality (37) can be obtained from (26) and
(5), where f(t) = |DΞu(t)|, ε = η/2. The relation (38)
follows from (36) by sequential passages to the limits: first
we have λ → +0, and then we pass η to zero.

Theorem 7. Suppose the condition

|D2
Ξu(t)| ≥ c > 0 ∀t ∈ {y, z} (39)

is fulfilled. If the grid X̂ coincides with X̃(
√
|D2

Ξu(t)|, η,Ξ),
then

1) the quantity of knots K ′′
u,Ξ(η) = K(

√
|D2

Ξu(t)|, η,Ξ)
satisfies to relations

K−1∑
s=0

max
t∈{x̃s, x̃s+1}

√
|D2

Ξu(t)|(x̃s+1 − x̃s)/η ≤ K ′′
u,Ξ(η) <

<
K−1∑
s=0

max
t∈{x̃s, x̃

+
s+1}

√
|D2

Ξu(t)|(x̃
+
s+1 − x̃s)/η. (40)

2) the inequality

|u(t)− ũ(t)| ≤ η2 ∀t ∈ {y, z} (41)

is true,
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3) if u ∈ C2[a, b], |u ′′(t)| ≥ c > 0 ∀t ∈ [a, b], and (21) is
fulfilled, then

lim
η′→+0

lim
λ→+0

K ′′
u,Ξ(λ)(η

′)η′ =

∫ b

a

√
|u′′(t)|dt. (42)

Proof. The formula (40) follows from (7), where f(t) =√
|D2

Ξu(t)|. The inequality (41) can be obtained from (30) and
(5), where f(t)

def
==
√

|DΞu(t)|, ε
def
== η. Finally, the formula

(42) follows from (40) by sequential passages to the limits
(see the proof of Theorem 6).

VIII. ON THE QUANTITY OF KNOTS OF
PSEUDO-EQUIDISTANT GRID

Theorem 8. If the grid X̂ is the same as the grid
X(|DΞu|, η/2,Ξ), then

1) the number N ′
u,Ξ(η) = N(|DΞu|, η/2,Ξ) of inner knots

of the grid satisfies to the relation

2(b− a)∥DΞu∥C{a,b}/η − 1 < N ′
u,Ξ(η) ≤

≤ 2(b− a)∥DΞu∥C{a,b}/η. (43)

2) the inequality

|u(t)− ũ(t)| ≤ η ∀t ∈ { a, b } (44)

is fulfilled.
Proof. Suppose that X̂

def
== X(|DΞu|, η/2,Ξ). Using the

formula (16), we get relation (43). The inequality (44) follows
from (26) and (17), where f = |DΞu| and ε = η/2.

Theorem 9. If the grid X̂ is equal to the grid
X(
√

|D2
Ξu|, η,Ξ), then

1) the number N ′′
u,Ξ(η) = N(

√
|D2

Ξu|, η/2,Ξ) of inner
knots of the grid satisfies to relation

(b− a)∥ |D2
Ξu|1/2∥C{ a, b }/η − 1 < N ′′

u,Ξ(η) ≤

≤ (b− a)∥ |D2
Ξu|1/2∥C{a,b}/η, (45)

2) the inequality

|u(t)− ũ(t)| ≤ η2 ∀t ∈ {a, b} (46)

is true.
Proof. Applying the formula (16) with X̂

def
==

X(
√

|DΞu|, η,Ξ), we get the relation (45). The inequality
46 follows from (30) and (17) if f =

√
|D2

Ξu|, ε = η.

IX. RELATIVE CHARACTERISTIC OF THE QUANTITIES OF
KNOTS FOR DIFFERENT GRIDS UNDER CONDITION OF THE

SAME APPROXIMATION

Theorem 10. The inequality |ũ(t) − u(t)| ≤ η is true for
each of two variants of grids: X̂ = X(|DΞu|, η/2,Ξ) and
X̂ = X̃(|DΞu|, η/2,Ξ). In addition we have

(b− a)∥DΞu∥C{a,b} − η/2∑K−1
s=0 maxt∈{x̃s, x̃

+
s+1}

|DΞu(t)|(x̃+
s+1 − x̃s)

<
N ′

u,Ξ(η)

K ′
u,Ξ(η)

≤

≤
(b− a)∥DΞu∥C{a,b}∑K−1

s=0 maxt∈{x̃s, x̃s+1} |DΞu(t)|(x̃s+1 − x̃s)
. (47)

Proof. Using the inequality (18), we put f = |DΞu| and
ε = η/2. As a result we get (47)

Theorem 11. If the family of grids (20) has property (21),
u ∈ C1[a, b] and ∥u ′∥C[a,b] ̸= 0, then

lim
η→+0

lim
λ→+0

N ′
u,Ξ(λ)(η)

K ′
u,Ξ(λ)(η)

=
1

b−a

∫ b

a
|u ′(t)|dt

∥u ′∥C[a,b]
. (48)

Proof. Passing on to the limit λ → +0 in the relation (47)
and then to the limit η → +0, we get (48).

Theorem 12. If X̂ = X(
√
|D2

Ξu|, η,Ξ) or if X̂ =

X̃(
√
|D2

Ξu|, η,Ξ), then in the both cases the evaluation
|ũ(t)− u(t)| ≤ η2 is correct. Moreover we have

(b− a)∥ |DΞu|1/2∥C{ a, b } − η∑K−1
s=0 maxt∈{x̃s, x̃

+
s+1}

√
|DΞu(t)|(x̃+

s+1 − x̃s)
<

N ′′
u,Ξ(η)

K ′′
u,Ξ(η)

≤

≤
(b− a)∥ |DΞu|1/2∥C{a,b}∑K−1

s=0 maxt∈{x̃s, x̃s+1}
√

|DΞu(t)|(x̃s+1 − x̃s)
. (49)

Proof. Applying the inequality (18) with f =
√

|D2
Ξu| and

ε = η, we get (49)
Theorem 13. If the family of grids (20) has the property

(21) and the function u ∈ C2[a, b] satisfies to the relation
∥u ′′∥C[a,b] ̸= 0, then

lim
η→+0

lim
λ→+0

N ′′
u,Ξ(λ)(η)

K ′′
u,Ξ(λ)(η)

=
1

b−a

∫ b

a

√
|u ′′(t)|dt

∥
√
u ′′∥C[a,b]

. (50)

Proof. Passing on to the limit λ → +0 in the relation (49)
and then to the limit η → +0, we get (50).
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Abstract— In this investigation the simulation of a new model of 

liver phantom is studied by applying the Monte Carlo simulation. 

This phantom has identical compositions compared with existing 

compositions in a human liver tissue so that each of the materials in 

an adult liver tissue (including water, protein, glucose and glycogen) 

is decomposed to constituent elements of it, based on mass 

percentage and density of every element, then the accurate mass of 

every analyzed element in human liver tissue (such as H, O, C and N) 

is corresponded to mass of components of the mentioned phantom. 

The depth dose in all components and different layers of this 

phantom are computed by Monte Carlo simulation. In addition in this 

investigation another method using mathematical equations and 

computer programming is introduced so that it computes the 

deposited energy in the liver phantom components. 

The results of both MCNP code and analytical approximations to 

survey agreeing are compared together. The results show that the 

depth dose computed by MCNP code agrees as well with analytical 

approximations for neutron energy below 15MeV.  
 
Keywords— Analytical method; Depth dose; Monte Carlo; 

Neutron; Phantom. 

 

I. INTRODUCTION 

HE radiotherapy course is applicable in treatment of 
liver cancer. During clinical therapy, it is always 

indispensable to stop absorption of excess dose by normal 
tissue. On the other hand, measurement and assessment of the 
depth dose and its calibration is an important matter [1]. 

It is considered that reactor based epithermal neutron beams 
with near optimum characteristics are currently available and 
can mostly be constructed at existing reactors [2, 3]. The boric 
acid solution moderator might be appropriate for the spectrum 
measurement of an epithermal neutron irradiation field.  

 
 

Thus computation and modeling of the delivered dose by 
Monte Carlo method before practical treatment is 
recommended. An appropriate software tool for this aim is 
MCNPX Code [4, 5]. 

In this study, one of the main objectives is to study the 
interaction of neutrons in a real liver tissue and also deduction 
of incident neutron energy emitted from clinical neutron 
source for a vast spectrum of neutrons so that it can specify 
the accurate amounts of depth dose and neutron energy 
reached components of a real liver tissue [6, 7, 8].  

In real state the average width of liver tissue across for adult 
human is approximately 21-22.5 cm and the vertical height of 
the organ at the greatest height is estimated to be 15-17.5 cm 
and the depth is 10-12.5 cm from the front to back [9].  

After analyzing the structural materials of liver tissue 
(weighing 2kg) based on mass percentage and densities of 
them to their constituent elements consisting of H, O, C, S and 
N, the amounts of H and O are incorporated into the water and 
the amounts of other elements including C, S and N are 
calculated accordingly as accurately as possible. Therefore the 
mass, thickness and sphere radius relating to every analyzed 
element result from calculations according to Table1: 

 
Table.1 Mass, thickness and sphere radius belonging to every 

analyzed element 

Thickness (cm)Outside radius of 
related sphere (cm)Mass (gr) Elements

0.7 3.437 316.937 C 

0.019 3.456 6.085 S 

23.547 27.004 102.943 N 

incorporated into the water sphere 
with radius: 2.737cm 198.900 H 

 

In this research to simulate a liver phantom by MCNPX 
Code, a spherical phantom is considered so that it is comprised 
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a sphere of water that its radius is averagely considered: 
2.737cm. This water sphere is covered with a layer of carbon 
that according to Table.1 the hypothetical outside radius and 
thickness of this layer are respectively: 3.437cm and 7mm. 
There is an external thin layer of sulfur with thickness: 
197.2µm around the carbon layer. The entire assembly is 
encased in a spherical shell of carbon as reflector with inside 
radius: 27.004 cm and with thickness: 3mm. This layer is as a 
reflector to decrease escaping the fast neutrons. The blank 
space between sulfur layer and carbon shell is filled with 
nitrogen gas. This blank space has inside and outside radiuses: 
3.456cm and 27.004cm respectively. It must be noted that the 
spherical shape of phantom is different of real geometry aspect 
so that the different shapes of phantom like cubic format for 
body parts of human in some study have already been applied. 
But in general, in such kind of research phantom, the main 
objective is to simulate the nuclear and atomic interactions in 
the material [10, 11]. This phantom might also have a variable 
radius. It means that it might be bigger or smaller than applied 
dimensions in this investigation and might reality be 
equivalent to dimensions of livers belonging to either minor or 
major [12]. 

In the present work, neutrons are emitted from an external 
source and after passing through carbon and slowing down, 
the deposited energy in the phantom materials are computed 
by the MCNPX Code. The absorbed energy in the liver 
phantom is also computed by analytical computations as well. 
This includes generation of random numbers along with 
applying the neutron diffusion equations for neutron source 
[13, 14]. The results of two methods are compared. 

The results of computation provide assurance that whether 
the absorbed dose in cancerous and healthy tissues are in 
accord with requirements [15, 16]. As Am-Be source produces 
a wide spectrum of neutron energies thus is not appropriate for 
this purpose [17].  

 
II. MATERIALS AND METHODS 

A. Simulation by MCNPX Code 

According to Fig.1 and Fig.2 a phantom is considered. The 
Fig.1 illustrates the geometric view of the phantom that is 
introduced into MCNPX Code and the Fig.2 shows the 

simulated view of the phantom which has been simulated by 
MCNPX Code. The incident neutron after passing the layers 
and lots of collision (with other nuclei) arrives at the water of 
phantom. 
 

 

 

 

 

 
 

Fig. 1 The schematic of the spherical liver phantom 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 The simulated geometry by MCNPX Code 

Both composition and geometrical data belonging to liver 
phantom have been inputted into the MCNPX Code. In the 
simulation, neutron slowing down has been taken into account 
as well.  
 

B. Analytical method 

It is necessary to obtain data on neutron scattering cross 
section and its angular distribution because of computing the 
neutron penetration in liver phantom. Since neutrons passing 
through the cited phantom and the knowledge about neutron 
angular distribution after scattering are indispensable. Thus, 
use of the random sampling techniques can help to compute 
the probability of those neutrons which may be scattered in a 
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definite angle.  
In the case of neutron transport in matter, it is subjected to 

three major types of interactions with carbon and hydrogen 
nuclei. These are elastic scattering, inelastic scattering, and 
radioactive capture. Each type of interactions takes place with 
a specific probability with a preponderant proportion into the 
related total cross section according to the related equation 
[11]: 

The probability of inelastic scattering in carbon (for both the 
first and the second excitation levels in: 4.43MeV and 
7.65MeV respectively): 

tot

CP
∑
∑

=
     

 

The inelastic scattering of neutron in carbon is important. 
There are two excited statuses in carbon nucleus, namely 
4.43MeV and 7.65MeV. Thus significant value of energy is 
absorbed in the recoiled nucleus and ER is less than the energy 
of inelastic scattered neutrons [18]. 

The transferred energy to a recoiled nucleus with mass 
number (A) during the collision of a neutron with energy En is 
computed with Eq.2:  

ψ2

2
cos

)1(
2

thR E
A

AE
+

=  (2) 

Since remarkable percentage of the liver tissue is made up 
of hydrogen, the interaction of neutron with hydrogen must be 
studied as well. Approximately 85%-95% of neutron energy 
transferred to liver tissue is attributed to its interaction with 
hydrogen. For example, for En>15MeV the (n,α) reaction 
makes the considerable fraction of depth dose in the tissue.  

At 14MeV the contribution of recoiled proton (hydrogen 
nucleus) is related to energy deposition phenomenon that is 
66% of total and the rest is due to α particle plus other heavy 
nuclei [18].  

The computer programming which has been developed in 
the present work computes the transferred energy from 
incident neutrons to the phantom based on initial neutron 
energy, scattering angle (ψ) and mass number of the target 
nuclei. Equation 3 describes the neutron energy transfer from 
high energy to the medium: 

ξn
nth eEE −=        (3) 

III. Results and Discussion 

The derived graphs for depth dose in the components of the 
mentioned phantom (per emitted neutrons) in En-ER by both 
Monte Carlo simulation with nps:106 and analytical method 
are as Figs.3-5:   

 
 
 
 
 
 

 

 

  
Fig. 3 The depth dose in the water of phantom 

 

 
 
 
 
 
 
 
 

 

Fig. 4 The absorbed energy in the layer of carbon 

 

 
 
 
 

 
 
 
 
 
 
 

Fig. 5 The total depth dose in the phantom obtained from both Monte 
Carlo simulation and analytical method 
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IV. CONCLUSION 

According to Figs.3-5, it is observed that within neutron 
energy range of 0.001eV–15MeV the calculated depth doses 
by analytical method are approximately similar to obtained 
results by MCNPX Code and the derived graphs of both 
methods for neutron energy below 15MeV agree together as 
well. For neutron energy above 15MeV, the results of these 
two methods produce significant error.  
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Abstract—Almost all of the major applications in the 

specific Fields of Communication used a well-known device 
called Linear Feedback Shift Register. Usually LFSR functions in a 
Galois Field GF(2n), meaning that all the operations are done with 
arithmetic modulo n degree Irreducible  and especially  Primitive 
Polynomials. Storing data in Galois Fields allows effective and 
manageable manipulation, mainly in computer cryptographic 
applications. The analysis of functioning for Primitive Polynomials 
of 16th degree shows that almost all obtained results are in the same 
time distribution. 
 

Keywords—Cryptosystem, Irreducible polynomials, Pseudo-
Random Sequence, Primitive Polynomials, Shift Registers.  

I. INTRODUCTION 
A code-breaking machine appeared as one of the first 

forms of a shift register early in the 40’s, in Colossus. It was a 
five-stage device built of vacuum tubes and thyratrons. Many 
different implementation forms were developed along the 
years. 

The LFSR (Linear Feedback Shift Register) is the basis of 
the stream ciphers and most often used in hardware designs.  
string of memory cells stored a string of bits and a clock pulse 
can advance the bits with one position in that string. For each 
clock pulse it is produced the new bit in the string using the 
XOR of certain positions. The basis of every LFSR is 
developed with a polynomial, which can be irreducible or 
primitive [4], [15]. A primitive polynomial satisfies some 
additional mathematical conditions and determines for the 
LFSR to have its maximum possible period, meaning (2n-1), 
where n is the number of cells of the shift register or the 
length. LFSR can be built based on XOR (exclusive OR) 
circuits or XNOR (exclusive denied OR). The difference of 
status is, of course, the equivalent status will be 1, where it 
was 0. For an n bits LFSR, all the registers will be configured 
as shift registers, but only the last significant register will 
determine the feedback. An n bits register will always have n 
+ 1 signals. 

Shift registers are a form of sequential logic like counters. 
Always the shift registers produce a discrete delay of a 

digital signal or waveform. Considering that a shift register 
has n stages, the waveform is delayed by n discrete clock 
times. 

Usually the naming of the shift register follows a type of 
convention shown normally in digital logic, with the least 
significant bit on the left. According to the communication 

 
 

protocol, the signals will be addressed, not the registers. There 
are n+1 signals for each n-bit register.  

 
Always the next state of an LFSR is uniquely determined 

from the previous one by the feedback network. Any LFSR 
will generate a sequence of different states starting with the 
initial one, called seed. 

A feedback shift register is composed of: 
- a shift register 
- a feedback function. 

 
 
 
 
 
 
   Fig. 1 Basis scheme for a Feedback Shift Register  
 
 
An LFSR can be represented as a polynomial of variable x 

referred to as the generator polynomial or the characteristic 
polynomial. The input bit is given from a linear function of 
the initial status for a special shift register called Linear 
Feedback Shift Register (LFSR). The initial value of the 
register is called seed and the sequence produced is 
completely determined by the initial status. 

Because the register has a finite number of possible 
statuses, after a period the sequence will be repeated. If the 
feedback function is very good chosen the produced sequence 
will be random and the cycle will be very long. 

Reference [8] shows two possibilities to implement a 
LFSR: 

• Fibonacci Form  
• Galois. 

 
Fig. 2 Fibonacci implementation 

 
In Fibonacci form the weight for any status is 0, when 

there isn’t any connection and 1 for sending back. 
Exceptions of this are the first and the last one, both 

connected, so always on 1. 
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Fig. 3 Galois implementation 
 

In Galois implementation there is a Shift Register, whose 
content is modified each step at a binary value sent to the 
output. 

In Galois configuration the single bit shifted out is XOR 
ed with several bits in the shift register and in conventional 
configuration each new bit input to the shift register is the 
XOR of several bits in the register. Comparing the two 
scheme of representation it is shown that the weight order in 
Galois is opposite the one in Fibonacci. From the hardware 
point of view, because of the reduced number of XOR gates in 
feedback, Galois implementation is fastest than Fibonacci and 
so it is much more used. Some other used names for these two 
implementations are Simple Shift Register Generator (SSRG) 
for Fibonacci implementation and Multiple-Return Shift 
Register Generator (MRSRG) for the Galois one. 

  From the utilization point of view there are two kinds of 
LFSR: the well-known LFSR, that is an “in-tapping” LFSR 
and the “out-tapping” LFSR. The “in-tapping” LFSR is 
usually called a MISR (Multiple Input Shift Register). Cycle 
codes belong to algebraically codes for errors detecting. This 
experiment develops an analysis of a Linear Feedback Shift 
Register and a Multiple Input – output Shift Register. By 
using a primitive polynomial in the polynomials modulo 2 as 
modular polynomial in the polynomial multiplication it can be 
created a Galois Field of order 2n with a polynomial beginning 
with xn. 

The most popular and widely used application of Galois 
Field is in Cryptography. Because all the data are represented 
as a vector in a finite field, encryption and decryption became 
easily to manipulate and straightforward by using 
mathematical arithmetic. 

Such kind of field can be denoted as GF(2n) or GF(n) and 
one of the famous applications for that is in the Rijndael 
Algorithm (AES), where n=8. 

Beginning with 2000 Rijndael cryptosystem is officially 
the Advanced Encryption System (AES) [6]. 

The old DES (Data Encryption Standard) was broken from 
Electronic Frontier Foundation in three days [9]. The two 
authors Joan Daemen and Vincent Rijmen from Holland chose 
to use a Galois Field GF (28) with the following generator 
polynomial. 

 
P(x)=x8+x4+x3+x+1 

 
 

 
or ‘11B’ in hexadecimal representation. 
All arithmetical operations are developed in a Galois 

group. 

The Shift Register Cryptosystems variant has been 
developed from the evolution of the encrypting techniques 
[15]. Such a cryptosystem is based upon generating a 
sequence in a finite field and for obtaining it a Feedback Shift 
Register is used. There are some methods for using LFSR to 
build secure ciphers. For increasing the strength of the output 
from an LFSR, often it is used another LFSR for controlling 
how often it is stepped. Another technique uses three LFSRs 
with different periods and it is known as the Geffe generator. 
Usually it is necessary to combine the methods for obtaining 
more elaborate constructions. Almost all applications of using 
shift registers representing generator polynomials need to be 
developed in a finite field.  

Evariste Galois demonstrated that a field is an algaebra 
with both addition and multiplication forming a group. Some 
ground information from Algebra demonstrated the 
importance of working with irreducible polynomials and 
primitive polynomials. Also the importance of using shift 
registers in cryptosystems based on irreducible polynomials is 
demonstrated in increasing the security obtained. 

Applications for using The Linear Feedback Shift 
Registers are in a variety of  Fields: 

• Testing [1], [18]; 
• Pattern Generators; 
• Optimized counters [2]; 
• Checksums;  
• Data Integrity; 
• Data Encryption/ Decryption; 
• Built-in Self-Test (BIST); 
• Digital Signal Processing; 
• Pseudo-random Number Generation (PN); 
• Scrambler and/Descrambler; 
• Signature Analyzer [3]; 
• Error Detection and  Correction; 
• Wireless communications. 

 

II. MATHEMATICAL BACKGROUND 
This finite field (FF) or Galois Field (GF) in abstract 

algebra is a field that contains only finitely many elements. 
 Finite fields are important in algebraic theory, number 

theory, Galois theory, cryptography and coding theory [5], 
[20]. 
It’s possible to classify the finite fields by size. 

So, for each prime p and positive integer k there is exactly 
one finite field up to isomorphism of size pk.  

Each finite field of size q is the splitting field of the 
polynomial xq – x. 

A cyclic group is similarly the multiplicative group of the 
field. 

Finite fields have applications in many areas of 
mathematics and computer science, including coding theory   
and others. 
 For most applications of GF(2n) to cryptography, the value 
of n is large and it is impossible to construct a complete look-
up table for the field. In transmission of data the binary n-
tuple representation (a0, a1, ..., an-1) is used. The discrete log 
problem is that when is given the binary n-tuple representation 
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of an element in GF(2n) and it will find its power 
representation.   

For security reasons it was demonstrated that the 
maximum number of pseudo-random sequences is obtained by 
using irreducible polynomials [19]. 

III. EXPERIMENTAL RESULTS AND MATHEMATICAL CALCULUS 

The main subject of analyze the functioning of linear 
feedback shift register (LFSR) and multiple input output shift 
register (MISR) has the irreducible or primitive polynomials 
for degree 4, 8 and 16 [13]. 

All the analyze is based on the three possible 
implementations for LFSR [21]. 

First of all were developed programs for simulating the 
functioning for the three different types of implementations 
for comparing the obtained results for 4th degree irreducible 
polynomials [10].  

Reference [11] shows a complete analyze and 
presentation of the functioning of LFSR for 8th degree   
irreducible polynomials.   

 Basic information concerning the comparative analysis 
of a LFSR and MISR has been specified in [12]. 

 

 
   Table I. The 16th degree Primitive Polynomials 
 
  (X^16+X^5+X^3+X^2+1) ; 
  (X^16+X^14+X^13+X^11+1 ; 
  (X^16+X^5+X^4+X^3+1) ; 
  (X^16+X^13+X^12+X^11+1) ; 
  (X^16+X^5+X^4+X^3+X^2+X+1) ; 
  (X^16+X^15+X^14+X^13+X^12+X^11+1) ; 
  (X^16+X^6+X^4+X+1) ; 
  (X^16+X^15+X^12+X^10+1) ; 
  (X^16+X^7+X^5+X^4+X^3+X^2+1) ; 
  (X^16+X^14+X^13+X^12+X^11+X^9+1) ; 
  (X^16+X^7+X^6+X^4+X^2+X+1) ; 
  (X^16+X^15+X^14+X^12+X^10+X^9+1) ; 
  (X^16+X^8+X^5+X^3+X^2+X+1 ; 
  (X^16+X^8+X^5+X^4+X^3+X^2+1) ; 
  (X^16+X^14+X^13+X^12+X^11+X^8+1; 
  (X^16+X^8+X^6+X^3+X^2+X+1) ; 
  (X^16+X^15+X^14+X^13+X^10+X^8+1) ; 

  (X^16+X^8+X^6+X^4+X^3+X^2+1) ; 
  (X^16+X^14+X^13+X^12+X^10+X^8+1) ; 
  (X^16+X^11+X^9+X^8+1) ; 
  (X^16+X^8+X^7+X^5+X^3+X^2+1) ; 
  (X^16+X^14+X^13+X^11+X^9+X^8+1) ; 
  (X^16+X^8+X^7+X^5+X^4+X^3+X^2+X+1) ; 
 
  Table II. Some common 16th Degree Polynomials 

It was developed a simulation program for the 
functioning on LFSR of 16th degree for the Galois   
implementation. In the following it will be presented an  
analyze for the   14 selected primitive polynomials. A list with 
the positions which will influence the future state is called tap 
sequence. For example, for the next scheme this is [ 16, 14, 
13, 11]. 

 
 
Fig. 4  Scheme for the polynomial with [16, 14, 13, 11] tap sequence 
 
This sequence can be represented by a polynomial mod 2 with 
coefficients only 1 and 0, called Feedback Polynomial or 
Characteristic Polynomial. 
For the above scheme this polynomial is: 
 
             P(X)= X^16+X^14+X^13+X^11+1 ; 

Fig. 5 
Galois 
Impleme
ntation 
for the 
Polynomi
al 
X^16+X^
12+X^3+
X+1 
 

 
 
 

 
 
 
 
 
 
 

 
Fig. 6 Fibonacci Implementation for the Polynomial 
X^16+X^12+X^3+X+1 
 

N
o Octal Binary 
1 219913 10001000000001011 
2 234313 10011100011001011 
3 233303 10011011011000011 
4 307107 11000111001000111 
5 201735 10000001111011101 
6 272201 10111010010000001 
7 242413 10100010100001011 
8 270155 10111000001101101 
9 305667 11000101110110111 

10 236107 10011110001000111 
11 307527 11000111101010111 
12 306357 11000110011101111 
13 302157 11000010001101111 
14 210205 10001000010000101 
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Fig. 7 Ring Implementation for the Polynomial 
X6+X^12+X^3+X+1 
Reference [21] shows three types of scheme for a 4th degree 
polynomial. 
Similar to it, were developed the three different 
implementation for the Primitive Polynomial  
X^16+X^12+X^3+X+1. 
It can be specified that these schemes are according to the 
well-known Galois Form, Fibonacci Representation and some 
other Form, rarely used, called Ring Implementation.  

All of these Implementations have the same function, 
because describe a linear feedback shift register. In the 
experimental work has been analyzed the behavior for 14 
Primitive Polynomial degree 16 randomly selected .For each 
of these polynomial it  has been developed by a program the 
simulation of the specific functioning. 

Because the goal of this experimental work was to compare 
the different obtained results,   a few rows of input data of a 
different length have been selected. 

First of all in this analyze it was verified with the 
simulation program the obtained times and they have been 
compare for each program  
All the  analyze submit the results obtained in the case of use 
Galois implementation. Times have been measured from 10 
runs for the same string of input data and calculated average 
time. 
For each Primitive Polynomial 6 different input data were 
used. 
In the following tables all the obtained results are shown by 
carrying out their time. So, for the 14 selected Polynomials 
and for  the input data lengths of 20, 30, 40, 50, 100 and 1000 
the  corresponding times are presented (display). 
 
 
 

The following table contains the time measured in 
seconds. 

 
 

  Time 20  Time 30 
  
Time 40 

Prel 1 0.00003471 0.00005425 0.00006220 
Prel  2 0.00003864 0.00005288 0.00007746 
Prel  3 0.00003761 0.00005422 0.00007319 
Prel  4 0.00003562 0.00005112 0.00006738 
Prel  5 0.00003662 0.00005137 0.00007063 
Prel  6 0.00003763 0.00005172 0.00007026 
Prel  7 0.00004377 0.00005093 0.00007052 

Prel  8 0.00003557 0.00005649 0.00006912 
Prel  9 0.000039022 0.000053175 0.00007273 
Prel 10 0.00003513 0.00005102 0.00007181 
Prel 11 0.00003442 0.00005404 0.00006725 
Prel 12 0.00004232 0.00005098 0.00006978 
Prel 13 0.00003514 0.00005345 0.00006794 
Prel 14 0.00003489 0.00006187 0.00007052 
  
 
 Table III.  Results of the main program  
 

  Time 50  Time 100 
  
Time 1000 

Prel 1 0.00023055 0.00022300 0.00173524 
Prel  2 0.00010348 0.00022504 0.00215812 
Prel  3 0.00008803 0.00022427 0.00224510 
Prel  4 0.00008655 0.00022607 0.00242678 
Prel  5 0.00009081 0.00023949 0.00211611 
Prel  6 0.00008708 0.00022512 0.00226576 
Prel  7 0.00008897 0.00021033 0.00216120 
Prel  8 0.00008610 0.00021813 0.00209186 
Prel  9 0.0001895 0.00209705 0.00348371 
Prel 10 0.00008959 0.00028245 0.00209705 
Prel 11 0.00008359 0.00028720 0.00214601 
Prel 12 0.00008981 0.00023582 0.00203451 
Prel 13 0.00008942 0.00023207 0.00214814 
Prel 14 0.00008507 0.00021405 0.00236788 
 
 
Table IV. Results of the main program 
 

           Generator Polynomial 
 

Coef. 
no. 

 
  X^16+X^12+X^3+X+1  

 5 
   X^16+X^13+X^12+X^11+X^7+X^6+X^3+X+1 

   9 
X^16+X^13+X^12+X^10+X^9+X^7+X^6+X+1 

 9 
X^16+X^15+X^11+X^10+X^9+X^6+X^2+X+1 
 9 

X^16+X^9+X^8+X^7+X^6+X^4+X^3+X^2+1  
 9 

X^16+X^14+X^13+X^12+X^10+X^7+1 
  7 

X^16+X^14+X^10+X^8+X^3+X+1 
  7 

X^16+X^14+X^13+X^11+X^6+X^5+X^3+X^2+1 
 9 
X^16+X^15+X^11+X^9+X^8+X^7+X^5+X^4+ 
X^2+X+1  
 11 
X^16+X^13+X^12+X^11+X^10+X^6+X^2+X+1 

  9 
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X^16+X^15+X^11+X^10+X^9+X^8+X^6+X^4+ 
X^2+X+1 

  11 
X^16+X^15+X^11+X^10+X^7+X^6+X^5+X^3+ 

  X^2+X+1  
 11 

X^16+X^15+X^10+X^6+X^5+X^3+X^2+X+1  
 9 

X^16+X^12+X^7+X^2+1  
 5 

 
 

Table V. Coefficients number of the Generator Polynomials 
 
 
In the following all of the steps that simulates operation 

using the first Primitive Polynomial and .the selected input 
data are showed. The used operations are shifting and XOR. 

 
 

11010101010101010101 
 
Checking input data: 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1  
 
Initial Status 0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0   
Step 0 1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
Step l  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  
Step 2 0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  
Step 3 1  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  
Step 4 0  1  0  1  1  0  0  0  0  0  0  0  0  0  0  0  
Step 5 1  0  1  0  1  1  0  0  0  0  0  0  0  0  0  0  
Step 6 0  1  0  1  0  1  1  0  0  0  0  0  0  0  0  0  
Step 7 1  0  1  0  1  0  1  1  0  0  0  0  0  0  0  0  
Step 8 0  1  0  1  0  1  0  1  1  0  0  0  0  0  0  0  
Step 9 1  0  1  0  1  0  1  0  1  1  0  0  0  0  0  0  
Step 10 0  1  0  1  0  1  0  1  0  1  1  0  0  0  0  0  
Step 11 1  0  1  0  1  0  1  0  1  0  1  1  0  0  0  0  
Step 12 0  1  0  1  0  1  0  1  0  1  0  1  1  0  0  0  
Step 13 1  0  1  0  1  0  1  0  1  0  1  0  1  1  0  0  
Step 14 0  1  0  1  0  1  0  1  0  1  0  1  0  1  1  0  
Step 15 1  0  1  0  1  0  1  0  1  0  1  0  1  0  1  1  
Step 16 1  0  0  0  0  1  0  1  0  1  0  1  1  1  0  1  
Step 17 0  0  0  1  0  0  1  0  1  0  1  0  0  1  1  0  
Step 18 0  0  0  0  1  0  0  1  0  1  0  1  0  0  1  1  
Step 19 0  1  0  1  0  1  0  0  1  0  1  0  0  0  0  1  
Runing Time : 0.00003421 seconds 

The next graphics show the obtained results from the 
execution of the main program for each of all 14 degree 16th 
primitive polynomials for three different situations depending 
on the lengths of the entrance data polynomial. 

The lengths of the input polynomials were 20. 30. 40, 50, 
100 and 1000 bits. The maximum number of sequences is 216-
1  [17]. 

 

 
 

Fig. 8 Graphic containing the results for 1000 bits 
 
 

 
 

Fig. 9 Graphic containing the results for 20 bits 
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Fig.  10 Graphic containing the results for 1000 bits 
 
 
 

Distribution obtained depending on the length of the input 
string shows that time depends of input length, but for lengths 
even close together, the times are also close  (this can be seen 
in Fig. 9 for 20  bits inputs).  

Time does not change so much depending on which one of 
the 14 different 16th degree primitive polynomials has been 
used. 

IV. CONCLUSION 
 

 Entire analysis of functioning for primitive polynomials of 
16th degree proves that almost all obtained results are in the 
same distribution of time. The aspect of security was taken 
into consideration, so that the used polynomials are all 
irreducible or primitive polynomials. A shift register is a 
device whose function is to shift its contents into adjacent 
positions within the register or, for the end position, out of the 
register. 

The main practical uses for a shift register are the convert 
between parallel and serial data and the delay of a serial bit 
stream. The total number of the generated random state is 
depending on the feedback polynomial. 
LFSR based on the PN Sequence Generator is a technique 
used for different applications in Cryptography and also in 
communication channel for designing encoder and decoder. 
Such kind of analyze can be done from the hardware or 
software point of view. Reference [14] shows an interesting 
simulation problem for long bit LFSR on FPGA referring 8, 

16 and 32 Bit. Some similar problems are presented and 
analyzed in this paper. 

This study focuses on a comparative study of different 
types of implementations for a Linear Feed-back Shift 
Register for 16th degree primitive or irreducible polynomials. 
The results of all these experiments were used for obtaining 
some graphics showing the time distribution. 
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Topological optimization of lake aeration
process

Mohamed Abdelwahed

Abstract—This work deals with the optimization of
the injectors location in the aeration process of water
reservoir. This application is used to combat oxygen de-
pilation in water due to the eutrophication. A simplified
model is then used for illustrate the direct simulation of
the air dynaminc effect on water. For the optimization
problem, we used the topological sensitivity analysis
method.

Keywords—Two phase flow, Three dimensional
Navier-Stokes equations, topological optimization, topo-
logical sensitivity.

I. I NTRODUCTION

T HE mechanical aeration process in water
reservoirs is one of the most used techniques

to combat eutrophication. It consists on pomping a
source of compressed air in the reservoir bottom
via injectors in order to create a dynamic and
aerate the water by bringing it in contact with the
surface air. We focus in this work in the first hand
to the direct problem. It concerns the numerical
simulation of the resulting two phase water air-
bubbles flow. Different models can be used to
describe this problem [2], [4], [5], [9]. Using the
fact that the water phase is dominant. We used
a simplified model in which the water phase is
governed by the Navier-Stokes equations and the
aeration effects are taken into account through a
local boundary condition for the velocity on the
injector holes. Our discretization method is based
on three dimensional mixed finite element method
P 1+ bubble/P1 [3]. The Uzawa algorithm is used
to solve the obtained matrix system.

Poorly oxygenated injector

Well oxygenated

Mediun oxygenated air bubbles

wind

Fig. 1. Aeration process

M. Abdelwahed is with the Department of Mathematics, Col-
lege of Science, King Saud University, Riyadh 11451, Kingdom
of Saudi Arabia e-mail: mabdelwahed@ksu.edu.sa.

In the other hand, we look at the inverse
problem: find the optimal injectors location

generating the best motion in the fluid with respect
to the aeration purpose. The optimal injectors loca-
tion is characterized as the solution to a topological
optimization problem. The topological sensitivity
analysis is used to solve this problem [6], [7], [8],
[10]. The main idea is to compute the asymptotic
topological expansion with respect to the insertion
of an injector.

The paper is organized as follows. The used
model, its numerical analysis and a direct numeri-
cal simulation is presented in section 2. Section 3 is
devoted to a topological sensitivity analysis for the
Quasi-Stokes equations. The obtained results are
valid for a large class of cost functions. Finally,
we illustrate the efficiency of the proposed method
by a numerical test.

II. D IRECT SIMULATION

Let Ω be a three dimensional flow domain rep-
resenting the eutrophized water reservoir. The used
model is based on three dimensional Navier-Stokes
equations for water flow in which we integrate
the effect of momentum released by the injected
bubbles by adding a local boundary condition for
the velocity on the injector holes.

In the presence of an injectorωinj ⊂ Ω, the
velocity u(x, t) and the pressurep(x, t) solve the
following system




Find u andp solutions of

∂u

∂t
+ u.∇u− ν ∆u +∇p = G in Ωi × [0, T ]

div u = 0 in Ωi×]0, T ]

u0 = u0 in Ωi

u = ud on Γi×]0, T ]
(1)

whereΩi = Ω\ωinj is the water reservoir domain
in the presence of the injectorωinj , ν is the water
viscosity,G is the gravitational force,T is the final
time of simulation,u0 is the initial velocity field.
Γi = Γs ∪ Γw ∪ ∂ωinj the boundary ofΩi where
Γs : the surface in contact with the atmosphere,
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Γw : the bottom water reservoir boundary,ωinj :
the injector boundary.

ud =





uwind on Γs,
0 on Γw,
uinj on ∂ωinj .

(2)

Using characteristics method in (1), we obtain




Find un+1 andpn+1 solutions of

αun+1 + ν ∆un+1 +∇pn+1 = Fn+1 in Ωi

div un+1 = 0 in Ωi

un+1 = ud on Γi,
(3)

where α =
1

∆t
, Fn+1 =

1
∆t

unoχn + G, un+1

and pn+1 are the approximations ofu and p on
time tn+1 = (n+1)∆t andχn(x) = Xn(tn+1;x)
represents the position at timetn+1 of the particle
of fluid which is at pointx at time tn.

System (3) is solved iteratively forn = 0, 1, . . ..
At each time step, we have to solve a steady state
problem of Quasi-Stokes type having the following
generic form.
For F ∈ L2(Ωi)3, and ud ∈ H

1
2 (Γi)3 such

that
∫

Γi

ud.n ds = 0, find u in H1(Ωi)3 and

p in L2
0(Ωi) solutions of the problem :




α u− ν ∆u +∇p = F in Ωi

div u = 0 in Ωi

u = ud on Γi.

(4)

Using ‘P1 +bubble/P1’ mixed finite element
method (see [3]) for the space approximation, we
derive a linear matrix system. The resolution is
based on Uzawa method and conjugate gradient
algorithm [1].

For the numerical simulation, we used the fol-
lowing boundary conditions:uwind = 0.01m/s the
wind velocity at the surface, no slip condition at the
bottom anduinj = 0.1m/s the injection velocity
on the injector. We present in figure 2 the numerical
simulation of the aeration effect on the water
flow in a three dimensional domain containing one
injector obtained forT = 10mn. This result shows
that the aeration effect is located in the region
between the injector and the top surface. Then we
have to use more injectors in order to aerate all
the water reservoir domain. For this reason, we are
interested in the following optimization problem:
for a given injectors number, find their optimal
location generating the best motion in the water.

a) 2D cut of the water velocity isovalues.

b) created dynamic zone.

Fig. 2. Numerical simulation of the aeration process

III. O PTIMIZATION PROBLEM

Our aim in this section is to design an efficient
method to optimize the injectors location in order
to generate the best motion of the fluid.

For the sake of simplicity, we shall assume that
the injectors are well separated and have the geom-
etry form ωzk,ε = zk + εωk, 1 ≤ k ≤ m, whereε
is the shared diameter andωk ⊂ IR3 are bounded
and smooth domains containing the origin. The
points zk ∈ Ω, 1 ≤ k ≤ m determine the
location of the injectors. The domainsωk describe
the injectors geometries.
Here we limit ourselves to the steady state system
described by the Quasi-Stokes equations (4). Then,
in the presence of injectors, the velocityuε and the
pressurepε satisfy the following equations




αuε − ν∆uε +∇pε = F in Ω\∪m
k=1ωzk,ε

∇.uε = 0 in Ω\∪m
k=1ωzk,ε

uε = ud on Γ
uε = uk

inj on ∂ωzk,ε, 1 ≤ k ≤ m,
(5)

whereuk
inj is the injection velocity of the injector

ωzk,ε.
Consider now a design functionj having the

form

j(Ω\ ∪m
k=1 ωzk,ε) = Jε(uε), (6)
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where Jε is a given cost function describing the
optimization criteria anduε is the solution of (5).
Our identification problem can be formulated as a
topological optimization problem: find the optimal
location of the injectorsωzk,ε = zk + εωk, 1 ≤
k ≤ m, inside the water reservoir domainΩ
minimizing the functionj:

(P)





Find z∗k ∈ Ω, 1 ≤ k ≤ m, such that :
j(Ω\ ∪m

k=1 ωz∗
k
,ε)

= min
ωzk,ε⊂Ω

j(Ω\ ∪m
k=1 ωzk,ε).

To solve this optimization problem (P) we shall
use the topological gradient method. It consists in
studying the variation of the design functionj with
respect to a small topological perturbation of the
domainΩ.

IV. TOPOLOGICAL SENSITIVITY ANALYSIS

In this section we derive a topological
asymptotic expansion of the design functionj
with respect to the insertion of a small injector
ωz,ε = z + εω inside the domainΩ. Next we
assume thatJε satisfies the following assumptions.

Hypothesis

i) J0 is differentiable with respect tou, its deriva-
tive being denoted byDJ0(u).
ii) There exists a real numberδJ such that∀ ε ≥ 0

Jε(uε)− J0(u0) = DJ0(u0)(ûε − u0)
+εδJ + o(ε), (7)

whereûε denotes the extension ofuε in Ω defined
by uε = uinj in ωz,ε.

We are now ready to derive the topological
asymptotic expansion of the design functionj. It
consists in computing the variationj(Ω\ωz,ε) −
j(Ω) when inserting a small injector inside the
domain. The asymptotic expansion described in
Theorem 4.1 is valid for arbitrary shaped holes and
all cost function verifying the above Hypothesis.

Theorem 4.1:If Hypothesis i) and ii) holds, the
function j has the following asymptotic expansion

j(Ω\ωz,ε)− j(Ω) = ε
[(
−

∫

∂ω

η(y) ds(y)
)
.v0(z)

+δJ
]

+ o(ε),

wherev0 is the solution to the adjoint problem




αv0 − ν∆v0 +∇q0 = −DJ0(u0) in Ω
∇.v0 = 0 in Ω

v0 = 0 on Γ.

andη ∈ H−1/2(∂ω)3 is the solution to the bound-
ary integral equation.

∫

∂ω

E(y − x) η(x) ds(x) =uinj − u0(z)

∀y ∈ ∂ω.
(8)

with (E, Π) the fundamental solution of the Stokes
equations

E(y) =
1

8πνr

(
I + ere

T
r

)
, Π(y) =

y

4πr3
,

with r = ||y||, er = y/r and eT
r is the transposed

vector ofer.
Corollary 4.1: If ω = B(0, 1), the densityη is

given explicitly : η(y) = −3ν

2
u0(z) ∀y ∈ ∂ω and

under the hypothesis of theorem 4.1, we have

j(Ω\ωz,ε)− j(Ω) = ε
[
6πν u0(z).v0(z) + δJ

]

+o(ε).

V. NUMERICAL RESULTS

Aeration is considered as the best remedial ac-
tion against eutrophication. This process consists in
inserting some injector holesωk in the bottom layer
of the reservoir in order to create a dynamic and
aerate the water. We suppose that a “good” water
reservoir aeration can be described by a target
velocity Ug (see figure 4). Our aim is to determine
the optimal location inΩ of some injector holes
ωk, 1 ≤ k ≤ m in order to minimize the function

Jε(uε) =
∫

Ωm

|uε − Ug|2 dx, (9)

whereΩm ⊂ Ω is the measurement domain (the
top layer).

The following Proposition describes the vari-
ation of the associated design functionj with
respect to the insertion of a small injectorωz,ε =
z + εB(0, 1) inside the domainΩ.

Proposition 5.1:The cost functionJε defined in
(9) satisfies the Hypothesis i) and ii) with

DJ0(u0)(w) = 2
∫
Ωm

(u0 − Ug)w dx, ∀w ∈ V0

andδJ = 0.
(10)

Then, the design functionj has the following
expansion

j(Ω\ωz,ε)− j(Ω) = 6πν u0(z).v0(z) + o(ε).

The optimal location of the injectors
ωk = zk + εB(0, 1), 1 ≤ k ≤ m is obtained using
the following topological optimization algorithm.
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The algorithm :
• Initialization: chooseΩ0 = Ωb, and setk = 0.
• Repeat until target is reached:

• computeuk and vk, respectively solutions to
direct and adjoint problems inΩk,

• compute the topological sensitivityδjk,
• set Ωk+1 = {x ∈ Ωk, δjk(x) ≥ ck+1}

whereck+1 is chosen in such a way that the
cost function decreases,

• k ←− k + 1.

Fig. 3. The initial flowu0

Fig. 4. The wanted flowUg

This algorithm can be seen as a descent method
where the descent direction is determined by the
topological sensitivityδjk and the step length is
given by the volume variationΩk\Ωk+1.
We propose an adaptation of the previous al-
gorithm to our context. We consider the set
{x ∈ Ωk; δjk(x) < ck+1} Each connected compo-
nent of this set is a hole created by the algorithm.
Our idea is to replace each hole by an injector
located at the local minimum ofδjk(x).
For this numerical test, we consider in figure 4
a constructed solution representing the velocity
field Ug. This solution is obtained by the dynamic
aeration process using more than 1000 injectors
located at the bottom layerΩb. We aim to find
the optimal location of a fixed number of injectors
m in order to approximate the wanted flowUg.
Using our algorithm with 25 injectors (i.e.m =
25), we show in figure 7 the obtained flow during
the optimization process at iterations1, 3 and 5.
The optimal injectors location is given un figure 6.
Figure 5 shows a vertical cut of the wanted and
obtained flows in the measurement domainΩm.

The wanted velocityUg in Ωm

The obtained velocityu|Ωm

Fig. 5. Velocities field obtained inΩm (measurement domain)
at the end of the optimization process.

Fig. 6. Injectors location obtained during the optimization
process: lateral view (left) and top view (right)

We remark that we obtain approximately the same
flow.

This work can be considered as a preliminary
step to study the transient Navier-Stokes problem.

REFERENCES

[1] M. Abdelwahed, M. Amara, Numerical analysis of a two
phase flow, Journql of Computational methods, 9(3), 2012.

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 373



first iteration

third iteration

fifth iteration

Fig. 7. Velocities field obtained during the optimization
process.

[2] M. Abdelwahed, M. Amara, D. Ouazar, A virtual numer-
ical simulator for aeration effects in lake eutrophication,
Int. J. Comput. Fluid. Dynamics. 16(2), 119-128; 2002.

[3] D. Arnold, F. Brezzi, M. Fortin, A stable finite element
for the Stokes equations, Calcolo, 21(4), 337-344, 1984.

[4] E. Clement, Dispertion de bulles et modifications du
mouvement de la phase porteuse dans desécoulements
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1 Introduction
The aim of this paper is to give a brief account of cer-
tain results and problems which arise in the theory of
rigidity and which are connected with some problems
of mathematical physics. In the framework the rigid
problems, methods and results in arithmetic geometry
and dynamics are presented. At first we give an el-
ementary algebraic and algebraic geometry introduc-
tion to rigid non-Archimedean spaces in the frame-
work of local one dimensional complete regular rings
of any characteristics, modules over rings, trees and
formal schemes. Next we review Frobenius structures
on connections and Newton strata in the loop group of
a reductive group.

2 Formal groups and formal stacks
Here we present results on two-dimensional commu-
tative formal groups and on formal stacks

2.1 On two-dimensional commutative for-
mal groups

Let F be a commutative formal group low of n
variables over commutative ring R with unit. In
the case n = 1, following to the known results by
M. Lazard, there is only one 1− bud of the form
x+ y + αxy.

Proposition 1 Let n = 2, A = Zp[α, β] be the ring
of polynomials with integer p-adic coefficients from

α, β. 1− buds are

F (x, y) =

{
x1 + y1 + αx1y1
x2 + y2 + βx2y2,

Fa(x, y) =

{
x1 + y1 + αx1y1
x2 + y2 + βx1y1,

Fb(x, y) =

{
x1 + y1 + αx2y2
x2 + y2 + βx2y2,

Fc(x, y) =

{
x1 + y1 + α(x1 + x2)(y1 + y2)
x2 + y2 + β(x1 + x2)(y1 + y2),

Remark 2 1− buds given in Proposition 1 are also
two-dimensional formal group lows, whose coeffi-
cients under terms of degrees ≥ 3 are zeros.

Remark 3 These group lows define classes of group
lows. In particular, the class Fa contains under values
of parameters α = 0, β = −1, the Witt group, that
corresponds to prime number p = 2.

2.2 Formal stacks

Let now the ring R is the field k. Recall, that formal
k− scheme is formal k− functor, that is the limit of
directed inductive system of finite k− schemes, and
a formal group is a group object in the category of
formal k− schemes. The notion of a stack, as one of
category theory variants of moduli space is defined by
P. Deligne and D. Mumford.
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Proposition 4 There exist formal stacks, that are cat-
egories that are bundled on formal groupoids and that
satisfy axioms of decent theory.

Let R be a complete discrete valuation ring with
quotient field K and perfect residue field k of charac-
teristic p. Under Calabi-Yau variety over K we un-
derstand smooth projective scheme V over K of di-
mention n with trivial canonical bundleωX = Ωn

X
[2, 1]. A weak N‘eron model of the variety X is
called smooth proper scheme V of finite type over R
with the isomorphism V ⊗R K ' X , that satisfies
next property: for every finite unramified extension
R‘ ⊃ R with quotient field K

′
, the canonical map-

ping V(R‘)→ X(K ‘) is bijection [10].

3 Discrete valuation rings, modules,
trees and formal schemes

At first we formulate very briefly some elementary
(and probably well known) results on connections
among local one dimensional complete regular rings,
trees and formal schemes. We follow to [3, 4, 5, 6,
7, 8, 9, 19]. Let A be a local one dimensional com-
plete regular ring with maximal ideal π , K its field of
fractions with the multiplicative group K∗, V a two
dimensional vector space over K, M a module of the
rank 2 over A (a two-dimensional lattice in the space
V ). Denote by S(M) the symmetric algebra of the
module M . The main example is the case of the ring
A = Zp of integer p− adic numbers, K = Qp the
field of p− adic numbers, π = p the prime number,
M a module of the rankZpM = 2 over Zp.

Definition 5 Let K be a locally compact non-
Archimedean field, A its valuation ring, m the max-
imal ideal of A. A free module of rank n over A is
called a lattice in Kn.

It is well known

Lemma 6 Let L be the A-submodule of the module
Kn such that L is finitely generated over A and the
set L generates the space Kn over K. Then L is the
lattice in Kn.

3.1 The Bruhat-Tits tree
Two modules M and M ‘ of the rank 2 over A are
called similar if M ‘ = xM , x ∈ K∗. Denote by
T the set of classes of similar modules.

Definition 7 Let X be the graph whose vertices are
equivalence classes [M ] of similar modules M of the
rank 2 over A in V , where two vertices x and y are
joint by an edge if x = [M ] and y = [M ‘] with M ‘ ⊂
M , M ‘ 6⊂ πM , M/M ‘ ' A/πA.

Two modules are called adjacent if the length
l(M/M ‘) = 1, i.e. M/M ‘ ' A/πA.

Theorem 8 The graph X is a homogeneous or a reg-
ular tree. We will denote the tree by T .

Corollary 9 In the case of A = Zp the degree of T is
equal p+ 1 or that T is a (p+ 1)-regular tree.

3.2 Ends and projective spaces
Let x1, x2, . . . be an infinite, non-backtracking se-
quences of adjacent vertices of the tree T , a subtree
of T . Let S be a subtree of T such that S is isomor-
phic of the tree • − •− •− •− · · ·∞. The subtree S
is called the end of the tree T .

By ∂T denote the set of ends of T and by P1(A)
denote the one-dimensional projective space over A.

Theorem 10 ∂T ' P1(A).

Recall that the generic fiber of P1(A) is the one-
dimensional projective space P1

K over K.

3.3 Action of groups on trees
Recall that a group G acts on a set X if there is a map
G×X → X, (g;x) 7→ gx such that the following are
true: (i) For e the identity ofG, ex = x; (ii) For h; g ∈
G, x ∈ X,h(gx) = (hg)x. On the space V act the
projective linear group PGL2(K) and its subgroups.
This action extends to the action on the tree T .

Theorem 11 Let a group G acts on a tree T without
fixed points and without inversions. Then G is the free
group.

Let a group G ⊂ PGL2(K) acts on T discretely and
freely. Construct follow to [7] a subtree TG of T .

Theorem 12 If the group G has finite number of gen-
erators then TG/G is finite.

3.4 Schemes and formal schemes
For the above mentioned symmetric algebra S(M)
of the module M define the corresponding scheme
P(M) by the formula

P(M) = Proj S(M). (1)

For each module M ↪→ V there is the birational iso-
morphism P(M) = P1(A) ⊗A K

ϕM−→ P1
K . For two

modules M = (u, v) and M ‘ = (u‘, v‘), u‘ = u, v‘ =
πv, construct P(M)×A P(M ‘) and the closed subset
that is defined by the equation u‘v = πuv‘. Now let
S be a finite subtree of T . It is possible to construct
many formal schemes [3, 4, 7, 8, 9, 19] from these
data. We indicate here the formal scheme P that is the
formal completion (P(S)0) of the scheme P(S) along
its closed fibre P(S)0 only.
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4 On Frobenius structures on con-
nections

Let p be a prime, n a positive integer, and Fq the finite
field with q = pn elements. LetmathbbQq denote the
unique unramified extension of degree n of the field of
p-adic numbers. Let U be an open dense subscheme
of the projective space P1

Qq
with nonempty comple-

ment Z. Let V be the rigid analytic subspace of P1
Qq

which is the complement of the union of the open
disks of radius 1 around the points of Z. A Frobenius
structure on E with respect to σ is an isomorphism
F : σ∗E ' E of vector bundles with connection de-
fined on some strict neighborhood of V .

A meromorphic connection on P1 over a p-adic
field admits a Frobenius structure defined over a suit-
able rigid analytic subspace. The effective conver-
gence bounds for Frobenius structures on connections
that improve the previous bound in question of the pa-
per by K.S. Kedlaya [12] is given in the paper [13].
The techniques used are computational [13]. This is a
good place to see the interplay between matrix repre-
sentation of a Frobenius structure and a Gauss-Manin
connection.

5 Newton strata in the loop group of
a reductive group

Let G be a split connected reductive group over Fp,
let T be a split maximal torus of G and let LG be the
loop group of G by Faltings [14] .

Let R be a Fq-algebra and K be the sub-group
scheme of LG with K(R) = G(R[[z]]). Let σ be
the Frobenius of k over Fq and also of k((z)) over
Fq((z)). For algebraically closed k, the set of σ-
conjugacy classes [b] = {g−1bσ(g)|g ∈ G(k((z)))}
of elements b ∈ LG(k) is classified by two invariants,
the Kottwitz point κG(b) and the Newton point ν.

The author of the paper[15] proves the following
two main results.

Theorem 13 Let S be an integral locally noetherian
scheme and let b ∈ LG(S). Let j ∈ J(ν) be a break
point of the Newton point ν of b at the generic point
of S. Let Uj be the open subscheme of S defined by
the condition that a point x of S lies in Uj if and only
if pr(j)(νb(x)) = pr(j)(ν). Then Uj is an affine S-
scheme.

Theorem 14 Let µ1 � µ2 ∈ X∗(T ) be dominant
coweights. Let Sµ1,µ2 =

⋃
µ1�µ‘�µ2 Kz

µ‘K. Let
b be a σ-conjugacy class with κG(b) = µ1 = µ2
as elements of π1(G) and with νb � µ2. Then the
Newton stratum Nb = [b] ∩ Sµ1,µ2 is non-empty and

pure of codimension 〈ρ, µ2−νb〉+ 1
2def(b) in Sµ1,µ2 .

The closure of Nb is the union of all Nb‘ for [b‘] with
κG(b‘) = µ1 and νb‘ < νb.

Here ρ is the half-sum of the positive roots
of G and the defect def(b) is defined as rkG −
rkFqJb where Jb is the reductive group over Fq with
Jb(k((z))) = {g ∈ LG(k)|gb = bσ(g)} for every
field k containing Fq and with algebraically closed k.

The proof of Theorem13 is based on a general-
ization of some results by Vasiu [16]. An interest-
ing feature of E. Viehmann method in the prove of
Theorem14 is the using of various results on the New-
ton stratification on loop groups as Theorem13 and
the dimension formula for affine Deligne-Lusztig va-
rieties by G’́ortz, Haines, Kottwitz, Reuman [17] to-
gether with results on lengths of chains of Newton
points by Chai [18].

6 Conclusion
Rigid problems, methods and results in arithmetic al-
gebraic geometry and in dynamics have presented.
Diverse notions of rigidity and respective novel results
are reviewed.
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Abstract— The studying goal is the state оf groundwater flow, 
what is changing during the development of gas field, as well as 
basing of possibility for reserves assessment of related mineral 
water.  As the main settlement in the hydrogeological scheme 
showing the dynamic of ground water flow approximation adopted 
single-layer aquifer, located under the Cenomanian horizon roof,   
taken as impenetrable border (top). The lower boundary of the 
aquifer thickness is in the state of prop from regional underground 
water system.  During exhausting gas deposit the gas pressure in the 
gas cap falls.  Pore  space, the volume of which depends on the 
capacity of the Cenomanian deposits horizon becomes available for 
infiltration of underground water. There are two models, both 
processing simultaneously showing changes of hydrodynamic flow 
state.   Two processes are represented with math models – gas-water 
contact raise and the process of pressure decrease in watered 
thickness as underground water fills the pore space that is being 
freed. The modeling results are:  the surface map of gas-water 
contact, map of Cenomanian groundwater pressures head and graph 
of changes in time - the value of influx from below and the 
appropriate value of outflow into capacity.    
 
Keywords— Math model, underground water pressure, 
groundwater flow dynamics, gas deposit  

I. INTRODUCTION 
he contemporary level of hydrogeology development and 
computing machinery application makes it possible to 
solve a number of scientific and applied tasks whose 

setting enables to adequately reflect real natural and 
anthropogenic processes. Math modeling opportunities make 
it possible to move from the simplified calculation schemes, 
used in analytical calculations, to special filtration math 
models in multi-layer system of real hydrogeological object 
and that is principally new level of natural and 
anthropogenic processes research. 

They turned out to be widespread to maximum extent when 
it had become possible to generate any combination of input 
data and automation of processing multi-variant model 
calculations. 

Math modeling provides the most complete implementation 
of three basic objectives of science: description, explanation 
and forecasting [1]. Actually, math model of hydrogeological 
object gives schematic description of processes going on 
within it, explains mechanisms of these processes with 
interaction of clearly highlighted factors and finally provides 
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for opportunity of quantitative forecasting and development 
of the processes being considered in space and time.  

 All these opportunities have been materialised in author 
system of math and software «Aquasoft»[2].  

Research of underground water infiltration dynamics in 
exhausted gas deposit has been carried out on the basis of 
materials and data presented in reports [3], [4]. 

This math model has been created with the aim to 
reproduce the process of pressure decrease in 
watered/saturated thickness as gas-water contact rises in the 
course of gas deposit mining works.  

Classic variant of math modeling method assumes multi-
variant solutions of the task when sought pressure fields are 
being reproduced at model in the process of studying of 
parameters sensibility of aquiferous  and dividing layers as 
well as all external disturbing factors. 

 Adequacy degree of the model is assessed by matching 
mode observation data and absolute marks of underground 
water levels obtained as results of modeling for different time 
steps. Besides, it is desirable to have work mode data on flow 
volumes that characterize water exchange between 
underground and surface waters. 

In the given case the process of lowering pressure is not the 
result of water extraction from aquiferous layers, that is set in 
the model in the form of border conditions of second kind 
with known negative debits. That is why ground water 
infiltration dynamics reproduceion has been implemented in 
two stages. Gas-water contact movement is reproduces at the 
model at the first stage, and the following factors have been 
monitored as model adequacy criteria:  

• gas-water contact rise velocity; 
• volume of infiltrated  water  – total and annual. 

 Information about absolute gas-water contact surface 
marks is thought to be the most trustworthy but the second 
parameter is a result of some calculations and therefore need 
consider only size volume of infiltrated water, not its exact 
value. 

At the second stage the process of pressure lowering has 
been reproduced as a result of filling of aquifer capacity with 
underground water in accordance with gradual raising of gas-
water contact. 

The main result of first stage modeling due to gas 
extraction   is the volume of freed aquifer capacity in all the 
settlement points in each step of a time. These values are 
typical of negative debits, and they are set at as time-
dependent boundary conditions of the second kind at the basic 
model. 
 

Math modeling of underground water 
infiltration in exhausted gas deposit 
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Model adequacy has been controlled with factual data 
obtained from wells temporal observations, for wells located 
below initial gas-water contact. 

II. STUDY METHODS 

A. Preliminary Model of Water-Gas Contact Rise 
As hydrogeological scheme of underground water 

hydrodynamic flow for calculation purposes we used the 
scheme of one-layer aquiferous stratum located under the roof 
of Cenomanian layer considered as impenetrable frontier 
(from above). Lower boundary of the watered thick, being an 
element of regional water-pressure system, is in the state of 
prop. As gas deposit is being exhausted, pressure in gas cap, 
lying above the watered thick, falls and in the thinned out 
space with rather high porosity parameters (less porous space 
occupied with non-wasted restrained gas) occurs watered 
thick surface rise (Fig.1).  

 
 1 – groundwater aquifer; 2 – gas-bearing layer; 

3 – impermeable cone; 4 – semi-permeable layer; 
5 – regional groundwater flow; 6 – gas withdrawal; 

7 – pressure on gas-water contact 
 

Fig.1 hydrogeological schematization. 
 
Watered thick level rise with free space can be calculated 

by confined-unconfined filtration equation with taking into 
account effective thickness of aquiferous layer, calculated by 
ratio of absolute magnitudes of Cenomanian layer roof marks, 
gas-water contact level and lower boundary of watered thick 
Zb. This equation representing sum of weighted debits of 
interconnected flows of underground waters applied to this 
one-layer system, has the following structure: 
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where  x,y – coordinates of a point within area;  

H – sought piezometric pressure of underground water in 
aquiferous layer;   

  )ˆ(ˆ
yx TT - effective magnitude of water conductivity 

coefficient of the layer  in the direction of axis ОХ (OY):  
 
                           k x (y) (Z t  - Z b )  if   H  > Z b ; 

 )ˆ(ˆ
yx TT  =          k x (y) (H - Z b )      if   Z t  ≤ Н ≤ Z b ; 

                           0                        if H  < Z b , 
 

where k x (y)  - filtration coefficient of the layer in  the direction 
of axis X (Y); 

Z t    - absolute mark of aquiferous layer top; 
 Zb  - absolute mark of aquiferous layer bottom,  
µ̂ - effective value of layer capacity (elastic or 

gravitational) assuming that gravitational water debit 
coefficient, in the situation of lowering underground water 
level, equals to the saturation lack coefficient in the situation 
of rising level: 

 
                     µ elast   if   H  > Z t; 

nµ̂  =           µ grav   if   Z t  ≤ Н ≤ Z b; 
                    0   if     Н ≤ Z b. 
 
Q2  - boundary condition of the 2-nd type – known value of 

weighted debit of the source (drainage), 
kz  - coefficient of vertical interaction between regional 

(local) pressure system and watered thick with free surface; 
 Mz – thickness of hypothetic dividing layer between 

regional (local) pressure system and calculated watered thick; 
Equation in finite differentials is solved by the method of 

minimising balance flows discrepancies [6]. 
Initial condition for modeling nonstationary filtration 

process in the given system is the absolute mark of initial gas-
water contact level. 
As it has been shown balance components of horizontal flows 
are quite insignificant and a nonstationary process of rise gas-
water contact is described with the following equation 
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where  

S
M
kHZQ

z

z
b )( −=  - annual volume of invaded water,  

S – area via which influx occurs is restricted with the   
Cenomanian layer roof perimeter,  

Zb –absolute mark of watered thickness contact with 
regional pressure system of underground waters, H – absolute 
mark of gas-water contact level. 

Parameters of hydrogeological medium for the given 
hydrodynamic system, according to the above equation, are 
the following values: 

• capacity of aquiferous part of the layer  -effective porosity 
coefficient µ̂  from work [4]; 
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• absolute mark of contact surface between watered 
thickness and regional pressure system, i.e. surface at the 
level of regional prop is being effected - Zb ;    

• parameter of vertical conductivity sets the 
interconnection between watered thick and regional 
underground water flow located deeper than watered thick    

S
M
kG

z

z= ; 

• parameter of lateral water conductivity in aquiferous part 
of Cenomanian layer. 

Modelled functions are gas-water contact rise value and 
volume of invaded water counting from the beginning of 
extraction works on the deposit i.e. from -1972. 

Territory of southern part of «Medvezhie» deposit is the 
area of 47×34 km, to which there is a corresponding math grid 
model with the size of 58×43 net points. Average value of 
initial gas-water contact level equalling 1131.3 m (that was 
determined across 65 wells) has been taken as initial 
conditions. 

The model has been used for reproducing of nonstationary 
geofiltration process relatively to rise of gas-water contact 
level with time discretization step in one year. 

Dynamics of gas-water contact rise depending on all of the 
hydrogeology parameters has been assessed on the model. 

 

 
     
   Fig. 2 placement  of monitoring wells on grid model 

 
As it turned out in the process of modeling, capacity  

parameter exerts maximum influence on the velocity of gas-
water contact rise, and volume of invaded water is depends on 
the depth Zb of the regional contact . 

Coefficient of conductivity between watered thickness of 
Cenomanian layer and regional underground water flow 
influences both functions and it is given as generalized value 
in direct proportion to vertical filtration coefficient and layer 
interaction area (along the cupola perimeter)  and inversely 
proportional to the strength of hypothetic dividing thick. 
Results of task solution for the chosen parameters range are 
given in Table 1 [7].   

It can be seen from the table that modeling process is 
manageable and changes of functions are quite logical. As it 
has been supposed, range of lateral water conductivity 

parameters change (from 100 to 500 m2/day) does not 
significantly influence the modelled process, and that fact 
confirms the assumption the main process is the process of 
outflow into freed capacity.  
Table 1 Correlation among functions and parameters basing 
on results of math modeling 

№ 
var

. 

Lateral 
water 

conduct. 
TX=TY 
m2/day 

Capac.   
µ 

Vertical 
conduct. 

G= 
(K/M)S 
m2/day 

Region 
contact 
depth 
Zb m 

Gas-
water 

contact 
rise m 

Invaded 
water 

volume 
(th. 

m3/year) 
1 300. 0.2 10 -1190. 19.4 4261.6 

2 300 0.2 5 -1190. 10.7 2263.1 
3 300 0.1 5 -1190. 19.3 2130.9 
4 300 0.1 1.5 -1190. 6.7 695.8 
5 300 0.05 1.5 -1190. 12.6 670.7 
6 300 0.02 1.5 -1190. 26.4 602.9 
7 300 0.02 1.5 -1180. 22 500.2 
8 100 0.02 1.5 -1180. 21.9 500.2 
9 500 0.02 1.5 -1180. 21.8 500.3 
 

However, it is worth noticing that the model has to 
significant degree qualitative character since the value of 
aquifer capacity was set one and the same for all points of 
modelled area. Column “gas-water contact rise” shows the 
average value of lifting gas-water contact, obtained on a 
preliminary model that is illustrated at fig.3 
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Fig.3 comparison of values between actual and modelled 
gas-water contact rise (1993) 

 
The factual  average value of gas-water contact rise is 23.7 

м [4], and the value of 22 meters has been obtained on the 
model. This result can be explained by low value of 
gravitational capacity – 0.02, set on the model. Invaded water 
volume, according to the same data [4],[5] at the end of 1983 
and 1984 are 441 and 569 thousand.m3/year, correspondingly. 
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Fig. 4 balance of main flows during gas-water contact rise 
 

Minimum value of about 500 thousands m3/year has been 
obtained on the model. Moreover, it is noticeable on the 
model that as pressure in gas cap falls year by year, invaded 
water volume decreases as well.  

The results of task solving confirm assumption that dynamic 
groundwater flow is described by equation (2) and as can see 
from Fig. 4, balance component of lateral flow are quite 
insignificant, because illustrated flows are nearly equal 
modulo. As far as filling capacity possible volume to invading 
decreases groundwater influx decreases respectively, however 
the value of model parameters remain constant in time. 

As result of modeling it can be assumed that initial thickness 
of aquifer, equalling to difference between absolute marks of 
regional contact depth and initial gas-water contact level, is 
(1180-1131.3) – about 50 meters, and that is determined with 
enough degree of precision by results of task solution. 
 

B. Basic Model of Lowering Head Pressure  
The described model, reproducing gas-water contact rise, is 

preliminary.  
Basic model reproduces the process of lowering head 

pressure in watered part of Cenomanian layer which is 
schematized as one-layer system interacting on the bottom of 
the model with regional flow of underground waters in the 
form of stationary border conditions of the third kind - 

boundbound GHHQ )(3 −= . 
Pressure lowering process occurs due to filling up porous 

space that is being freed after the gas extraction in accordance 
with equation (1).  

The volumes of capacity filled with water are the main 
modeling results at the preliminary stage and they were 
written into model database when solving task.  

Field of this parameter has a meaning of hypothetic water 
extraction which realises the process of lowering pressure in 
watered part of   Cenomanian aquifer in classical task setting 
and is given on the main model as nonstationary border 
condition of second kind at every step k in time:   
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Nonstationary geofiltration process for one-layer task in this 
case is described with the following equation:  
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where yx TT ˆ,ˆ - parameters of lateral water conductivity 
analogous to definition in equation (1), are set, as result, from 
preliminary model, 
µ=0,02  - gravitational capacity of aquifer,  
Q2 – nonstationary border conditions of second type,  

boundbound GHHQ )(3 −=  - stationary border conditions of 
third type:  
Нbound –  absolute mark of underground water level along the  
Cenomanian layer cupola  (according to preliminary model 
results), 
Gbound – parameter of vertical conductivity, sets 
interconnection with regional hydrodynamic flow (according 
to preliminary model results).  

Pressure lowering process has been reproduced from 1972 
to 2000. Model adequacy to real process is traced for 9 
hydrogeological observation wells existing in watered thick.  

On fig. 5 you can see the results of modeling water-
pressure head lowering compared with observation data in 
time.  

a) 

 
b) 

 
c) 

 
d) 
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Fig. 5   сomparison of modeling results and factual water-
pressure head lowering data in watered thick during gas-

water contact rise 
You can see on Fig. 6 model solutions for 30th year of gas 

deposit exploitation.  
 

 
 

 
 

Fig. 6 modeling results: (a) – gas-water contact surface – 
preliminary model, (b) – underground water pressures field of 

cenomanian – main model 
 

Two cupolas of gas-water contact correspond to two parts 
of gas deposit.  

 

III. CONCLUSION 
 
Thus, the following method of solving similar tasks can be 

determined: 
1. At first, the model reproduces the nonstationary 

process of lifting the GWC and changed volume of invaded 
water. Rise of GWC is modeled by boundary conditions of 
the third kind, because of the prop at the lower bound of 
aquifer from regional flow through a hypothetical separating 
layer. 

The criterion of adequacy-comparative graphs of gas-water 
contact levels rise and dynamic amounts of structural balance, 
as comparison with an independent calculation of invading 
water.  Result – fields of capacity flows at every step in time. 

2. The corresponding capacity flows are transferred to the 
main model from grid data database of auxiliary model at 
every calculation time step. To check model adequacy it is 
necessary to have a few hydrogeological wells in watered 
thick located below the initial level of gas-water contact.  
Major attention is given to specifying water conductivity 
parameter on the basis of level lowering data in monitoring 
wells. Adequacy criterion – comparative graphs across the 
wells and balance tables. 

3. Underground water (usually mineralized to some 
degree) reserves can be assessed on the main model. 
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Mathematical modelling of groundwater flow 
coupled with internal flow in drainage pipe 

situates in a bounded shallow aquifer 
 

I. David, C. Grădinaru,  C. Gabor, I. Vlad, C.Stefanescu 
 

 

Abstract —The main objective of the paper is to present a 
relatively simple modelling method for estimate the 
influence of hydraulic head losses of the internal non linear 
flow along a horizontal drainage tube (or along of an 
vertical partially penetrating well) on the  groundwater 
inflow distribution along the drainage tube. As coupling 
condition the flux continuity on the drainage tube wall of 
both external linear groundwater flow and internal non 
linear flow in the drainage tube will be considered.   
The horizontal and vertical drainage tube are modelled as 3 
D line sinks elements distributed along their axis while 2 D 
BEM has been used for modelling the groundwater flow 
with given mixed boundary conditions on the external 
boundary which bounded the groundwater flow domain. 
The elaborated mathematical modelling was tested through 
numerical calculus of the inflow distribution along a 
drainage tube of finite lenght with and without inner 
hydraulic head loss along the drainage tube.. 
 
Keywords — groundwater flow, coupled internal/external 
flow by drainage pipe, line sinks strength, BEM 
 

I. INTRODUCTORY REMARKS 
  
The line sink analytical element method (AEM) for 
modelling ground-water flow in shallow regional 
aquifer which incorporate drainage flow features as 
well have been studied in numerous authors [1], [2], 
[3], [4], [5]. Several results are obtained [6], 
modelling radial collector well with laterals using 
semi-analytical methods (e.g. conformal mapping and 
2D line strength distributions) and in [7], [8], [9]) for 
modeling groundwater flow generated by ground 
water recovery and recharge systems in a bounded 
flow domain using coupled AEM and BEM.  
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The partially penetrating well (pW) is one of the most 
important technical application which was discussed 
also in the above mentioned papers. The solutions 
obtained for pW or horizontal drainage tube or radial 
collectors of well with laterals can be achieved by 
assuming that the flow is generated by a distribution 
of  sources or line sinks of unknown strength along 
the well axis, whose values can be determined from 
the boundary conditions such as the given head on the 
well screen. The modeling procedure for pW, which 
can be traced beck to [1] was analysed and improved 
in [2] who developed a numerical procedure to 
determine the total discharge of the pW. The pW is 
divided into N intervals (i.e. line sink strengths) 
distributed along the well axis having a specific 
discharge as a constant strength for each interval i.e. 
ψi=qi (i=1,2, ...N). So the total discharge Q of the pW 
can be calculate as a simple sum Q=ΣψiΔLi= ΣqiΔLi. 
Both authors remarked that this method is only 
accurate for wells with a much larger length of the 
well-screen than the well-radius. It is to be mentioned 
that in the case of large diameter, when the well is 
represented by a cylindrical equipotential surface, the 
appropriate sink distribution along he well axis 
become oscillatory [2]. In [4] and [5] a numerical 
procedure for modeling pW and horizontal canal/drain 
using third order strength line sinks, a combination of 
a linearly varying sink density with a square root 
density. This line sink distribution of high order 
strength, which depend on several unknown 
parameters allows a relatively good approach for 
calculating the well screen as a cylindrical 
equipotential surface and the specific discharge 
distribution as well, especially for a well with smaller 
radius. A new method using Analytical and Boundary 
Elements (AEM/BEM) based on 3-D Integral 
Representation for Numerical Solution of Potential 
Problems in Heterogeneous Media Containing 
Singularities was developed in [10].  
In connection with mathematical numerical modeling 
of groundwater flow problems it is to mentioned that 
known high performance FDM/FVM  based softwares 
(e.g. MODFLOW or EEFLOW) [11], [12] can not 
include correctly the singular flow conditions close to 
wells or drainage pipes (logarithmical singularities in 
the case of 2-D flow or polar singularities in the case 
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of 3-D flow) and so these singular flow conditions are 
with insufficient accuracy represented. We also 
should mention that none of these modelling methods 
and papers take into account the inner hydraulic head 
loss along the pW or drainage tube, and consequently 
the real flow conditions resulting through the coupled 
interior/exterior flows along the pW or along the 
horizontal drain pipes. In the same context it is to 
underline also that in the above mentioned 
publications the head lossees through the drainage 
pipe wall or pW wall  is not take into account . 
 
For a correct calculation of drainage systems (Ldr) or 
partially penetrated wells (pW), it is necessary to take 
into account the internal hydraulic head loss. That 
because the inner head losses influence the 
piezometric head distribution along the well or drain 
pipe changing the piezometric head distribution and 
consequently the groundwater inflow distribution will 
be influenced. So coupled flow conditions appear on 
the wall of the drainage pipe or pW.  
The main objective of the paper is to present a 
relatively simple modelling method for estimate the 
influence of hydraulic head losses of the internal non 
linear flow along a horizontal drainage tube (or along 
of an vertical partially penetrating well) on the  
groundwater inflow distribution along the drainage 
tube. 
  
II. MATHEMATICAL REPRESENTATION  OF the 

GROUNDWATER FLOW SYSTEM 
 
The Scheme of the considered flow system i.e. a  
bounded groundwater domain comprising local 3D 
flow features such a partially penetrating Well (pW),  
horizontal drainage pipe of finite length (Ldr) well 
with laterals (Wl) is shown in Figure 2. The closed 
boundary Co = CoH U Coq U CoΣ with its given 
boundary conditions: given head (i.e. Dirichlet 
boundary conditions) on CoH, Coq

 as inflow/outflow 
boumdary (i.e. Neumann boundary conditions) and 
CoΣ as impervious boundary are modelled 
mathematically means of integral representations 
specifically for use further the indirect boundary 
elment method (IBEM). The drainage pipe of finite 
length L denoted further (Ldr) and the partially 
penetrating well denoted (pW) are modelled as 3D 
line strength distribution along the axis of the 
drainage pipes. A recharge area from precipitations Dσ 
is also considered. 
The potential function ϕ(M) generated from 2D and  
local 3-D flow-system (i.e. Dp and pW) situated in a 
large extended  plane domain Do

+ inside of its external 
boundary Co (Figure 2) can be derived by 
superposition of all partial potentials generated from 
line strengths and boundary elements which represent 
the contribution of the boundary conditions, recharge 
area  and of the horizontal and vertical components of 
the considered flow system. 
 

 
 
Fig. 1.  Scheme of the bounded ground water flow domain 

a) Plan view 
b) horizontal drainage pipe  
c) partially penetrating Well  

 
The potential function can be expressed in the 
following integral form: 
 

 
The specific discharge in the normal direction to 
boundary or pipe axis “n” i.e. qn(M) can be determine 
from (1) using the Darcy’s law: 
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The first term in both equations represent the effects 
of the boundary Co with its given boundary conditions:  
given head on CoH, given inflow/outflow on Coq and 
CoΣ as impervious boundary. Mathematically this term 
is modelled by means of 2D indirect integral 
representation in which ψ(P) is the unknown density 
distributed along the boundary Co, G(M,P) is the 
known logarithmic potential and F(M,P) its derivation 
in direction “n” located in M(x,y,z). For the numerical 
implementation, these terms are expressed with 
constant boundary elements i.e. unknown constant 
strength ψ(P) for each boundary element.  
The second term represent the effect of the recharge 
from the precipitation on the area Dσ, with a recharge 
rate distribution of σ(P) (Fig.1).  
The third terms represent the effect of the horizontal 
drainage pipe Ldr, with the strength density ψLdr 
distributed along its axes.  
The last terms in (1) and (2) represent the potential 
and specific discharges respectively, generated by 
partially penetrating well (pW) (Fig.2). For the 
mathematical modelling the well length LW is divided 
in k well elements  (Fig.2 c) with length LWEk . For 
each element an unknown line sink constant strength 
ψk on the well axis  will be considere. The functions 
Fk and Gk incorporate the effects which are result 
through the multi images method of the pW line sink 
elements in relation to the impervious top and bottom 
of the aquifer for the line strength. The multi images 
procedure ensures the achievement of the boundary 
conditions on the impervious top and bottom of the 
grounwater layer. 
The second term which represents the effect of the 
horizontal drainage pipe of finite length Ldr was  
implemented using a simplified procedure: 2D 
horizontal line sinks with constant strengths ψLdr(P)  
on each element of the drainage pipe Ldr and an 
additional head loss to model the 3D effects in the 
vertical plane in the neighbourhood of the drainage 
pipe (Figure 2 b ). The additional head loss ∆hv(Ldr) in 
a point P of the Ldr can be calculated [6] as 
 
 

Ldr
v(Ldr)

0

(P)q m m 1(P) =  ln    (3)h aT d sin
m

 
 
 ∆ ππ π   

    

 

 
 
where T=kfm is the transmissivity of the groundwater 
layer having a thichnes m, kf is the filtration 
coefficient and qLdr(P) is the specific inflow rate into 
drainage pipe at the point P, d0 the pipe diameter and 
“a” the distance from the drain axis to the bottom of 
the aquifer.  
The last terms of (1) and (2) represent the potential 
and specific discharges respectively, generated by 
partially penetrating recharge wells (pW).  For 
modelling  the length LW of the pW is divided into 
elements  (pWEk) with length LWEk and the line sink 
distributions on the well axis has an unknown 
constant strength ψk for each well element (pWEk), 

(Figure 2). The functions Fk and Gk incorporate the 
image terms needed in order to satisfy the boundary 
conditions on the impervious top and bottom of the 
aquifer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Scheme of the partially penetrating recharge 
well (pW) discretized with well elements (pWEk) 
 
 

III. IMPLEMENTATION AND PROVE THE 
PROOSED METHOD 

 
For the implementation of the obtained mathematical 
representations it is to observe that unknown strength 
distributions along the boundary, along the drainage 
pipes and along the (pW) elements as well he 
integration constants c can be determined from the 
equation system which is obtain from the integral 
representations (1) and  (2), taking into account the 
above described numerical approach and the given 
boundary conditions. For the Ldr and pW the boundary 
conditions are given heads on the drainage pape and 
pWell wall (envelop/screen) respectively. The given 
heads H0(Ldr)(P) along the Ldr  will be modified for 
includind the 3D effects in the neighbourhood of pipe 
and the inner head loss along the pipe as follows 
    

    (4) 
 

where  ∆hv(.)(P) is calculated with (3). The inner head 
loss in the drain pipe hv(.)(P) can be calculated for a 
line segment [0-lP]  with the known hydraulic head 
loss formula  

 
 
(6) 
 

where λ is the Darcy pipe frictional coefficient (i.e. 
Colebrook-formula), q(x) the specific discharge and 
Q(x) the total discharge at x, (0 ≤  x  ≤ lP). along the 
pipe.  
For the purpose of these calculations an Computer 
Programme has been developed. It was confirmed  
that the line sink strength distribution along the well 
and drain axis can be replaced with the specific 
discharge, e.g. for pW-elements 
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So the total discharge is found by adding up the 
strengths:  

     
 
(8) 

 
  
In Figure 3 is depicted the specific discharge 
distribution along a drainage pipe of a radial collector 
well with three horizontal laterals (radial drainage 
pipes) placed in the centre of circular groundwater 
flow domain. 
  

 
 

Fig. 3 Inflow rate distribution along the drainage pipe   
 
The parameters for this  numerical example (Figure 3) 
are: aquifer depth m=10m; distance from the vertical 
shaft centre to the end of the collector LCWL=50m; 
length of an collector drainage pipe Ldr=6,25m (7 
inflow elements); diameter of the circular flow 
domain 400m; diameter of the collector drainage pipe 
d0=0,25m; drawdown in the shaft S0=10m; hydraulic 
conductivity of the aquifer kf=0,003m/s and the 
roughness of the pipe wall of 3mm. We observe that 
the inner head loss can have a very important 
influence on the specific discharge distribution and on 
the total discharge as well (Qwith hl= 0,78 Qwithout hl). On 
the basis of numerous examples, we come to the 
conclusion, that for drainage pipe of collector wells 
the proposed modelling method based on the 
simplified assumption (i.e. 2D line sinks and 
complementary head loss in the vertical plan) can be 
accepted in all practical cases. The results are very 
accuracy for the discharge distribution and for the 
total discharge as well. 
 
IV. CONCLUSIONS 
 
The obtained results confirmed that for a correct 
calculation of drainage pipes or partially penetrated 
wells (pW), it is necessary to take into account the 
internal hydraulic head significant changesloss along 
the pipe.  
In the paper has been shown that the hydraulic inner 
head losses in the drainage pipe can leads to the 
significant changes of the the groundwater inflow rate 
distribution along the drainage pipe.  
So for correct calculus the coupled flow conditions 
must be taken into account on the wall of the drainage 
pipe or pW.  
The paper present and proved a mathematical 
modelling method for estimate the influence of the 

hydraulic head losses of the internal non-linear flow 
along a drainage pipe on the inflow rate distribution 
along the drainage pipe. 
We consider that it is appropriate to propose that the 
coupling of the nonlinear flow within the drainage 
tube with the external flow in the aquifer is required 
to be implemented also in performance comecial 
softwares such as MODFLOW numerical 
performance or FEEFLOW. 
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Generalized Real Numbers Pendulums and Transport Logistic
Applications

A. P. Buslaev and A. G. Tatashev

Abstract— A discrete dynamical system, called a real numbers
bipendulum, is considered in the paper. This system is the model
of relocation of particles on an abstract graph. The behavior
of the system is formalized. Competitions resolution rules and
movement schedules, i.e. logistic, are given. The movement
schedules are given with aid of real numbers, represented
in system of base, equal to the graph cardinality. The main
problem is investigation of the pendulum behavior depending
on rationality or irrationality of logistics. A chaotic pendulum is
considered parallel to the logistic pendulum.

In the case of the chaotic pendulums, the plan of tomorrow
behavior of a particle is played today. A special case of the
egoistic pendulum is considered. In this case plans of the
particles are time shifts of N−ary representation of a number
called a phase pendulum.

Keywords: Discrete dynamical systems; Markov pro-
cesses; Number theory; Ergodic theory; Classical Russian
literature.

1. FORMULATION OF PROBLEM

1.1. ”You are sitting wrong”

Suppose there are N vertices V0, . . . , VN−1 and M par-
ticles P0, . . . , PN−1, Fig1. Each particle is in one of N
vertices at every time instant. At the next time instant, after
the supreme verdict ”you are sitting wrong”, particles are
trying to change seats, Fig1. If no conflicts take place,
then the seats are changed in accordance with a given rule.
Here there are logistic plans of particles. This is the so
called democratic jumping. Otherwise conflicts are solved in
accordance with given rules. We have a dynamical system.
Basic essence of this system is an endless search of the
correct dislocation. However one of the Russian literature
classics [1] dared to say that any music orchestra cannot be
obtained in this manner. Formally speaking, the system state
can be described with a binary matrix. The rows of the matrix
correspond to particles. Each row contains a single ”one”.
The index of the column, containing this ”one”, is equal
to the index of the vertex, containing the particles at present
time. This index is equal to one of numbers 0, 1, 2, . . . , N−1.

1.2. Plan logistics

A real number aj is given. This number is called the
Pj particles plan, j = 0, 1, 2, . . . ,M − 1. This number is
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Fig. 1. Round table and dislocation of particles

represented in N -ary system

aj = 0.a
(j)
1 a

(j)
2 . . . a

(j)
k . . . ,

where each digit value is equal to one of the number
0, 1, . . . , N − 1. We assume that the number aj is recorded
on the tape, correspondingly to the particle Pj , j =
0, 1, . . . ,M − 1. Each particle reads a digit recorded on its
tape at every discrete time instant T = 1, 2, . . . This digit
determines the index of the vertex such that the particle tries
to pass to this vertex, Fig.2.

1.3 Democratic chaos

Random walks are considered instead of the destroyed
system of logistics. In the case of these random walks the
next dislocation of particles is determined flip the rest of
their coins.Each digit of the number aj is played before
the particle reads this digit, and the value of the digit is
equal to i with probability Pi,j , j = 0, 1, . . . ,M − 1; the
numbers Pi,j are given, 0 < Pi,j < 1, 0 ≤ j ≤ M − 1,
P0,j +P1,j + ...+PN,j = 1. The main problem of our paper
is to investigate the behavior of the dynamical system in the
cases of given strategies and rational or irrational plans.

1.4 Simulation of activity

At the initial time instant T = 1, the particle Pj reads the
first digit of its tape at the initial time instant T = 1. The
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today time table

(0)

1 2 3 4 5a a a a a
(0) (0) (0) (0)

( )1

1 2 3 4 5a a a a a
( )1 ( )1 ( )1 ( )1

( )2

1 2 3 4 5a a a a a
( )2 ( )2 ( )2 ( )2

( )3

1 2 3 4 5a a a a a
( )3 ( )3 ( )3 ( )3

Fig. 2. Turing tapes and plan logistics

particle is in the vertex with index a
(j)
1 , j = 0, 1, . . . ,M−1.

If no conflict competition takes place at time T = 1, then
each particle will be, at time T = 2, in the vertex such that
the index of this vertex is equal to the second digit of the
plan. If a conflict takes place at time T = 1, then one of
the competing particles, winning the competition, will be, at
time T = 2, in the vertex, determined by the plan, and the
losing particle, does not move. The tape of winning particle
will read the third digit at time T = 2. The behavior of the
system at time T ≥ 2 is similar. A competition takes place if,
at present time, there are particles which try to come from
the vertex Vi to the vertex Vj , and particles which try to
come from the vertex Vj to the vertex Vi, 0 ≤ i, j ≤ N − 1.
If si,j particles try to move from the vertex Vi to the vertex
Vj and sji particles try to move from the vertex Vj to the
vertex Vi, then the particle, trying to move from the vertex
Vi to the vertex Vj , win the competition with probability

si,j
si,j + sj,i

.

P0

P1

P2

p=1
3

p=
2
3

Fig. 3. Conflict resolution

1.5 Quantitative and qualitative characteristics

Denote by Di(T ) the number of transitions of the particle
Pi tape on the time interval [0;T ], i = 0, 1, . . . ,M −1; T =
1, 2, . . . ; H(t) is the number of conflicts, on time interval
(0;T ]; Hi(t) is the number of conflicts, losing by the particle
Pi in time interval (0;T ], T > 0.

The limit

wi = lim
T→∞

Di(T )

T
, i = 0, 1, . . . ,M − 1,

is called the velocity of the particle Pi tape, i =
0, 1, . . . ,M − 1 if this limit exists.

The limit

h = lim
T→∞

H(T )

T
, i = 0, 1, . . . ,M − 1,

is called the intensity of conflicts if this limit exists.
The limit

hi = lim
T→∞

Hi(T )

T
, i = 0, 1, . . . ,M − 1,

is called the intensity of conflicts losing by the particle Pj

if this limit exists.
The limits (1) − (3) depend on the process realization.

These limits can exist or not exist depending on the realiza-
tion. The system is in the state of system after a time instant
Tsyn if, after the instant Tsyn, no conflicts take place, and
each particle comes to the next state at every instant.

2 RATIONAL OR IRRATIONAL LOGISTIC PLANS

If the number aj is rational, then this number can be
represented as a periodic fraction

a(j) = 0.a
(j)
1 a

(j)
2 . . . a

(j)
kj

(a
(j)
kj+1a

(j)
kj+2 . . . a

(j)
kj+lj

),

where kj is the length of the aperiodic part of the number
aj representation, and lj is the length of the repeating part
of the representation, j = 0, 1, . . . ,M − 1.

2.1. An example of a rational bipendulum

Consider an example. Suppose N = M = 2; a0 and a1
are the numbers 1/3 and 1/5, which are represented in the
binary system as periodic fractions

a0 =
1

3
= 0.(01), a1 = 0.(0011).

Proposition 1. Suppose

a0 = 0.(01), a1 = 0.(0011).

Limits (1), (2) and (3) exist with probability 1, and

h =
2

5
, h1 = h2 =

1

5
, w1 = w2 =

4

5
.

Proof. Consider a Markov chain are vectors (i0, i1), where
ij is the number of the period digit, which the particle Pj

reads, j = 1, 2, 1 ≤ i0 ≤ 2, 1 ≤ i1 ≤ 4. There are 8 states
of the chain

E1 = (1, 1), E2 = (1, 2), E3 = (1, 3), E4 = (1, 4),
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E5 = (2, 1), E6 = (2, 2), E7 = (2, 3), E8 = (2, 4).

Denote by pij the probability of transition from the state Ei

to the state Ej , 1 ≤ i, j ≤ 8. The transitions from the state
Ei to the state Ej , 1 ≤ i, j ≤ 8. The transition probabilities
matrix has the form

P = (pij) =



0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1
2 0 0 0 0 0 0 1

2
0 1 0 0 0 0 0 0
0 1

2 0 0 0 0 1
2 0

0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0


.

The state E3 and E5 are inessential. The other states form
single communication class. Hence steady probabilities of
these states exist, [3,4]. Denote by pi the steady probability
of the state Ei, i = 1, 2, 4, 6, 7, 8. The steady probabilities
satisfy the system of equations

p1 =
p4
2

+ p8, p2 =
p6
2
,

p4 = p7, p6 = p1, p7 = p2 +
p6
2
,

p8 = p4/2, p1 + p2 + p4 + p6 + p7 + p8 = 1.

The solution of this system is

p1 = p4 = p6 = p7 =
1

5
, p2 = p8 =

1

10
.

Suppose the chain comes to the state Ei in the time
interval (0, T ]. The value θi(T )/T tends to steady probability
of the state with probability 1 [4]

lim
T→∞

θi(T )

T
= pi.

Conflicts take place only in the states E4 and E6. The
number of conflicts in the time interval (0, T ] equals to

H(T ) = θ4(T ) + θ6(T ).

Therefore, with probability 1,

h = lim
T→∞

H(T )

T
= p4 + p6 =

2

5
.

Since the particle Pi loses each conflict with probability 1,
then we have

lim
T→∞

Hi(T )

H(T )
=

4

5
, i = 1, 2.

Proposition 1 has been proved.

2.2 Properties of the real value pendulum

(1) For some states of a real value bipendulum generated by
irrational numbers (irrational bipendulum) limits (1) - (3) do
not exist.
(2) Numeric characteristics of a rational real valued pendu-
lum (1) - (3) are defined correctly. The proof is immediate
from the definition so that these characteristics on the interval
[0.5, 1]. Better estimations is a problem to be solved.
(3) For irrational pendulums typical behavior system is
described by democratic chaos.

2.3 Generalize pendulums fluctuations with a phase shift

Common pendulum is considered, provided that logistical
plans of particles are time shifts generated by the same
number (father, mother, source).
(1) If father is rational with probability is equal to one and
finite expectation time pendulum is going to synergy state.
(2) Synergy expectation time of a rational bipendulum can be
lower estimated by border reaching problem during random
walk of an integer valued cell on a right line.
(3) Irrational bipendulum of wellfamous irrational numbers,
as can be seen below, are well defined by democratic chaos
structure.

3 APPROXIMATION OF IRRATIONAL BIPENDULUMS WITH
RANDOM WALKS BIPENDILUMS

Suppose N = M = 2,

p00 = p01 = q, p10 = p11 = p.

Therefore any digit of each tape is equal to 1 with probability
p, and the digit is equal to 1 with probability q, p+ q = 1.
Consider the stochastic process X(T ), T = 2, 3, . . . , which,
at each time instant, is in one of 5 states Gi, i = 1, 2, . . . , 5.
The process X(T ) is in the state G1 if both the particles are
in the vertex P0, and no conflict took place at time T − 1.
The process X(T ) is in the state G2 if both the particles are
in the vertex P0, and a conflict took place at time T − 1.
The process X(T ) is in the state G3 if both the particles are
in different vertices. The process X(T ) is in the state G4 if
both the particles are in the vertex P1, and no conflict took
place at time T − 1. The process X(T ) is in the state G5 if
both the particles are in the vertex P1, and a conflict took
place at time T − 1.

Suppose pi(T ) is the probability of the stochastic process
X(T ) is in the state Ei, and

pi = lim pi(T ), i = 1, 2, . . . , 5.

The following theorems have been proved.

Theorem 1. The stochastic process X(T ) is a Markov
chain. There exist steady state probabilities p1, p2, . . . , p5.
These probabilities satisfy the system of equations

p1 = q2p1 + q2p3 + q2p4, (4)

p2 =
pq

2
· p3, (5)

p3 = 2pqp1 + qp2 + pqp3 + 2pqp4 + pp5, (6)

p4 = p2p1 + pp2 + p2p3 + 2pqp4 + pp5, (7)

p5 =
pq

2
· p3, (8)

p1 + p2 + · · ·+ p5 = 1. (9)

The average number of conflicts per a time unit is equal to
pqp3. The average number of conflicts, where the particle
Pj loses, per a time unit, j = 0, 1, is equal to pqp3/2.
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Theorem 2. Suppose p = q = 1/2. Then the average
number of conflicts per a time unit equals 1/20, j=0,1.

The proof of Theorem 1 is based on representation of
the dynamical system in the form of the Markov chain.
Steady state probabilities of this chain have been found.
Having found these state probabilities, we can find the tape
velocities. Theorem 2 follows from Theorem 1.

4. IRRATIONAL PENDULUMS COMPUTER SIMULATION

4.1. Irrational plans

If plan of particles are irrational numbers, then the system
cannot be described with finite Markov chain.

Simulation experiments have been implemented. The plans
were irrational numbers such as

√
2(mod 1),

√
3(mod 1),

π − 3,
√
5(mod 1).
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4.2. Chaotic behavior of the system in the case of irrational
plans

Let us describe results of experiments in the case N =
M = 2 (bipendulum). The results of experiments show that
the velocity of particles is equal to 19

20 as in the case of the
chaotic pendulum. The simulation experiments are stable in
the case of rational plans. The simulation experiments can
be unstable in the case of irrational plans.

4.3. Phase pendulums

Let us get the plan a1, shifting plan a0 onto a fixed number
of positions. If plans are rational numbers, then the system
comes to the state of synergy after a time interval with a
finite expectation. If plans are irrational numbers, then the
system behave such as it comes to the state of synergy,
with probability 1, after a time interval interval Tsyn, but
the expectation of Tsyn is infinite.

The behavior of the bipendulum has been investigated with
plans a0 =

√
2 and a1 such that we get a1, shifting a0 onto

c positions. The dependence of the average velocities on the
time interval (0, T ) is shown in Fig. 5. We suppose that the
system comes to the state of synergy with probability 1 for
a time interval. However the duration of this interval is large
if c is large.
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5. COMMENTS, DRAWBACKS AND FURTHER RESEARCH

(1) General transport-logistical problem is described in
article [5]. There were considered flows on linear networks
(neckless type) and plane flows (chainmail).
(2) Rational pendulum as N = M = 2 (bipendulum) is
introduced and considered in [8]. Some aspects are described.
(3) In [9] are described algebras connected with dynamic
system analysis problem (real valued pendulum) in case of
rational logistical plans. The Bernoulli algebra divide the
triangle of rational numbers to subalgebras such that the tape
velocity of the bipendulum equals 1 (the synergy). If the
plans belong to different subalgebras, then the tape velocity
can be less than 1. This problem is studied.
(4) From computational experiments with irrational bipendu-
lum can be seen remarkable behavior distinctions comparing
with rational pendulum. In particular, for classical irrational
examples velocity bipendulum estimation with half a million
characters is equal to correspond characteristic in case of
a democratic chaos. Behavior of a system is described
according to the next rules each character equiprobably is 0
or 1 independent from other characters.
(5) Phase pendulum fluctuations give foreseen results, so that
synergic state is always to happen, however in irrational case,
with remarkable lower velocity.
(6) It is interesting to find exact low border of a real valued
pendulum main numeric characteristic. For instance in the
case when quantity of vertex and number are equal. This
problem is solved only for rational pendulum.
(7) It is proved from random walk theory that on two dimen-
sion cell any point is reached with 100% probability during
infinite expectation time. In case of a random walk on a cell
with dimension more than two, the particle returns to given
point with probability less than one. We may consider that
phase pendulums with more than two particles and generative
irrational logistics are not going to be synchronized for finite
time.
(8) Since the plans are given with real numbers, we use
constructive approaches to determine irrational numbers.
These approaches to determine irrational numbers. These
methods were not used in analysis of models, investigated
in [5 - 7]. The theory of Markov chains and the theory of
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Markov chains and the theory of random walks are used as
in [5 -7].
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Scorpion Envenomation in Naama, Algeria
Schehrazad Selmane

Abstract—In Algeria scorpion envenomation represents a real
public health problem with a population at risk of scorpion stings
estimated at 68% of the national population. A total of 903, 461
scorpion sting cases and 1996 deaths were recorded by health
services between 1991 and 2012.
The physical-geographic and climate conditions make the
province of Naama a conducive environment for scorpion species
and an endemic zone for scorpion envenomation. A total of
22, 498 scorpion stings and 66 deaths were recorded by the
Department of Public Health of the province between 1999 and
2013.
An early warning system is an essential tool for preparedness
and effectiveness of scorpion stings control; it could help deter-
mine the appropriate number of antivenom vials necessary in
health facilities and anticipate the demand for antivenoms and
symptomatic drugs so that they can be distributed in advance.
To this end, we performed a regression analysis to estimate the
relationship between scorpion sting cases and climate conditions.
The obtained results showed that the scorpion activity in Naama
province is climate dependent phenomenon; the temperature and
precipitation are the main factors; they were used to derive
the best predictive model for scorpion sting cases. If we know
beforehand the change on climate variables, we can use regression
model to predict the number of scorpion sting cases using those
climate variables.

Index Terms—Climate, Correlation, Naama province, Precip-
itation, Regression analysis, Scorpion, Scorpion Sting, Tempera-
ture.

I. INTRODUCTION

SCORPION stings represent a public health problem in
many tropical and subtropical regions. North Saharan

Africa, Sahelian Africa, South Africa, Near and Middle-East,
South India, Mexico and South Latin America, East of the
Andes are identified as at risk areas involving 2.3 billion at
risk population. The annual number of scorpion stings exceeds
1.2 million leading to more than 3250 deaths worldwide [1].

Scorpions are venomous arthropods of the class Arachnida.
They are grouped into six families, 70 genera and more than
1500 species. Only 25 species are deadly to humans, and
most potentially lethal to human belong to the family Buthidae
which primarily is distributed in Africa and Southeast Asia.
Scorpions are easily recognizable because of their morpho-
logical structures; they are of 13 to 220 mm length. They
are primarily nocturnal, fearful of nature, not aggressive and
lucifugous. They withstand aggressive environmental factors
either cold or hot. They are active in the spring and summer.
The longevity of the adult varies from 2 to 10 years or even
twenty years. They feed essentially on insects and on spiders,
preferring the alive or freshly killed prey. The big scorpions
eat invertebrates, small lizards, snakes and even small mice.

S. Selmane is with L’IFORCE. Faculty of Mathematics. University of
Science and Technology Houari Boumediene, Algiers, ALGERIA e-mail:
cselmane@usthb.dz

Scorpions are cannibals inter/intra species and even the mother
can eat its young. They can stay almost two years without food
and water. They are found in diverse habitats: under stones,
rocks, tree bark and old buildings. They look dark corners
where they dig burrows. On the other hand certain scorpions
affect the neighborhood of houses, take place between sheets,
in shoes, in kitchens and bathrooms. They detect their prey
by senses of contact and sound, and similar to the way
seismologists locate earthquakes. They use their venom to kill
or paralyze their prey so it can be eaten. The sting of most
scorpions can be very painful, like a bee sting, although most
are not lethal. Scorpion stings should always be treated as a
medical emergency that requires treatment as soon as possible
[1], [14].

In Algeria scorpion envenomation is a real public health
problem. Twenty-eight species and fourteen genera of scor-
pions were identified in the country and the most important
health threatening scorpions found belong to the Buthidae
family. They include Androctonus australis and Leiurus quin-
questriatus, and are found mostly in the southern highlands and
in the Atlas and Hoggar mountain ranges [14]. The population
at risk of scorpion stings is estimated at 68% of the total na-
tional population. Among the 48 provinces of the country, 39
provinces are affected by the scorpion envenomation accidents.
Fourteen provinces belonging to Highlands and Sahara account
together for almost 90% of patients stung and the entire deaths.
The incidence varies between less than 7 scorpion stings per
100, 000 inhabitants in the northern provinces and more than
1000 scorpion stings per 100, 000 inhabitants in those of the
South [11].

Naama ranks among the endemic provinces of the country
and records every year a high incidence of scorpion stings. A
total of 22, 498 scorpion stings and 64 deaths were recorded
by the Department of Public Health of the province between
1999 and 2013. The public health authorities of the province
are faced to scorpionism, and consequently, they are required
to establish prevention and control strategies. An early warning
system is an essential tool for preparedness and effectiveness
of scorpion stings control; it could help determine the appro-
priate number of antivenom vials necessary in health facilities
and anticipate the demand for antivenoms and symptomatic
drugs so that they can be distributed in advance in this endemic
province.

As far as we know the first mathematical approach on
predicting scorpion sting incidence is due to Chowell and al;
they analyzed the significance of climate variables to predict
the incidence of scorpion stings in humans in the state of
Colima (Mexico) using multiple linear regression [2]. Other
studies on other regions on the influence of climate factors
on scorpion envenomation following the statistical approach
conducted by Chowell and al have been performed using
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simple statistical analysis and correlation between scorpion
stings and climate variables [6], [13].

The scorpion envenomation surveillance in Algeria is based
on a passive system. Neither the analysis nor interpretation of
data were undertaken; the only performed statistical approach
to scorpionism is due to Selmane and El hadj [12].

In the aim to estimate the effects of climate variables on
scorpion envenomation in Naama, we performed a regression
analysis to estimate the relationship between scorpion sting
cases (the dependent variable) and climate conditions (the
independent variables). The obtained results showed that the
scorpion activity in Naama province is climate dependent
phenomenon; the temperature and precipitation are the main
factors; they were used to derive the best predictive model of
scorpion sting cases.

II. MATERIALS AND METHODS

A. Scorpionism in Algeria

Scorpion stings are common in Algeria and represent an
actual public health problem. Health services have recorded
between 1991 and 2012 a total number of 903, 461 scorpion
stings and 1996 related deaths. The number of stings doubled
between 1996 and 1999 and from 1999 to 2012 a weak
fluctuation of this number is perceived (Fig. 1.). Unlike, the
number of deaths have halved. The geographical distribution of
the incidence per 100, 000 inhabitants of scorpion stings for
the year 2012 (Fig. 2.) mapped using MapInfo Professional
11.0, shows that the incidence predominate in Highlands and
Sahara, which together account for almost 90% of patients
stung [11].

B. Study Area : Naama Province

Naama is one of the 48 provinces of Algeria. It is situated
in the west between the Tell Atlas and the Saharan Atlas at
33o 16′ N and 0o 19′W of the equator and more than 1, 000
meters above sea level. The province is made up of seven
districts gathering twelve municipalities over a land size of
about 29, 950 km2 with an estimated population of 238, 087
as 2013, that is, a population density of 8 inhabitants per
km2 [9]. The climate is split into two main seasons; cold
and relatively wet season which extends from November to
April and a hot and dry season which extends from May
to October. However, this climate is marked by irregularities.
This is significant not only from one year to another, but also in
the distribution between the different months. Rainfalls remain
low and irregular; it is heterogeneous in time and space [8].

C. Data

The study period comprises 96 months from January 2003 to
December 2010 and consists of two different monthly data sets
: epidemiological data and meteorological data; the climates
conditions being assumed to be of great influence on scorpion
distribution and activity. Monthly scorpion sting cases were
obtained from the Department of Public Health of the province
of Naama, and monthly mean temperature (in oC), period
of sunshine (in hours), precipitation amount (in mm), wind

Fig. 1. The annual evolution of recorded scorpion sting cases in Algeria.

Fig. 2. Geographical distribution of scorpion sting incidence in Algeria.
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speed (in m/s), and relative humidity (in %) recorded by the
weather station of Naama (Latitude : 33o 16′ N , Longitude :
0o 18′W , Altitude: 1166m) were extracted from the National
Office of Meteorology [8].

D. Statistical Modeling Method

Descriptive statistics are performed to quantitatively de-
scribe the main features of the data. Time series analysis of
scorpion sting cases and climate factors are also performed in
order to extract meaningful statistics and other characteristics
of the data and also to analysis of temporal trends of the
variables. To find any significantly relationship between the
scorpion sting variable and the climate variables, first, the scat-
terplots and Pearson product-moment correlation coefficient
are drawn up, then a regression analysis is undertaken.

Regression analysis is a statistical process for estimating
the relationships among variables. It includes many techniques
for modeling and analyzing several variables, when the focus
is on the relationship between a dependent variable and one
or more independent variables. More specifically, regression
analysis helps one understand how the typical value of the
dependent variable changes when any one of the independent
variables is varied, while the other independent variables are
held fixed. A regression model relates the dependent variable,
Y to a specified function of independent variables, X , and
unknown parameters, β :

Y ≈ f(X,β).

The approximation is usually formalized as

E(Y |X) = f(X,β)

where E(Y |X) is the average value of the dependent variable
when the independent variables are fixed. One method of
parameter estimation is ordinary least squares; which consists
to minimize the sum of squared residuals [3].
A best regression model has to fulfil the following features :

• The value of R-square should be more than 60 percent.
Higher the R-square value, better the data fitted.

• Most of the independent variables should be individually
significant to influence the dependent variable (this matter
can be checked using t-test).

• The independent variables should be jointly significant
to influence or explain dependent variable (This can be
checked using F-test).

• No serial correlation in the residual (can be tested using
Bruesch-Godfrey serial correlation LM test).

• No heteroscesticty in the residual (can be tested using
Bruesch-Pegan-Godfrey Test).

• Residuals should be normally distributed (can be tested
using Jarque Bera statistics).

When all these features are met; the model can be used for
forecasting [3].
All performed computations and generated figures were car-
ried out with Eviews 7 software.

Fig. 3. Evolution of annual recorded scorpion sting cases and deaths in Naama
province from 1999 to 2013.

III. DATA ANALYSIS AND RESULTS

A. Annual evolution of recorded scorpion sting cases

A total of 22, 498 scorpion stings and 66 deaths were
recorded by the Department of Public Health of the province
of Naama between 1999 and 2013; the yearly distribution is
plotted in Fig. 3. The highest total yearly scorpion sting cases
occurred in the years 2001 and 2008 with 1851 and 1911
respectively and the highest number of deaths were notified
in 2001 with 10 deaths and in 2010 with 9 deaths [11]. We
note pronounced fluctuations on the yearly evolution; this is
to be expected due the fact that scorpion activity is related to
climate and the latter is marked by irregularities.

B. Geographical distribution of scorpion envenomations in
Naama

The geographical distribution of the incidence per 100, 000
inhabitants of scorpion stings for the year 2013 by municipal-
ity for Naama province is mapped using MapInfo Professional
11.0 (see Fig. 4.). Almost half of scorpion sting cases occurred
in Mechria (27.1%) and Ain Sefra (21.9%); the incidence per
100, 000 inhabitants is 517.08 for Mechria and 487.33 for Ain
Sefra. The highest incidence was recorded in Mekmen Ben
Amar (1304) and Sfissifa (1501).

C. Scorpion sting cases and population size by municipality

To estimate the importance of the heterogeneity of the
province, we analyzed the correlation between the total num-
ber of scorpion stings, the population size, the population
density, and the incidence per municipality for the year 2013.
The number of scorpion stings showed a high degree of
correlation with the population size (r = 0.943) (Fig. 5.)
and a high degree of correlation with population density
(r = 0.909).
For all municipalities, the total number of recorded scorpion
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Fig. 4. Geographical distribution of scorpion sting incidence in Naama’s
province.
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Fig. 5. The scatterplot of the total number of recorded scorpion stings and the
total population size by municipality. The straight line represents the linear
regression equation (1).

stings (SMun) and the population size (PMun) are related as
follows :

SMun = 0.005 PMun (1)

an equation that explains 86.5% of the observed variance.

D. Descriptive statistics of the variables

The descriptive statistics of the monthly data for the study
period (2003− 2010) and the Pearson product-moment corre-
lation coefficient (r) between scorpion sting cases (S) and cli-
mate variables are displayed in Table I. The climate variables
with strong positive correlation coefficient with scorpion sting
cases are mean temperature (T ), mean maximum temperature
(MaxT ) and mean minimum (MinT ). This confirms the
increasing activity of scorpion with increasing the environment

TABLE I
DESCRIPTIVE STATISTICS OF THE VARIABLES

Variables Minimum Maximum Mean SD r

S 0 584 124,89 152,35
T 3,50 30,40 16,82 8,11 0.891**
MinT -3 22,30 10,20 7,27 0.887**
MaxT 7,90 38,70 23,43 9.02 0.888**
P 0 157,30 19.23 22.15 -0.153
RH 23 82 50.36 15,63 -0.799**
MinRH 4 63 26.53 13,85 -0.740**
MaxRH 40 96 74.61 14,71 -0.854**
I 134,90 361,90 251,34 51,18 0.609**
W 1,40 5,10 3,12 0,86 0.182
MaxW 6,30 16,70 12,30 2,55 0.530**

∗∗ The correlation is significant at the 0.01 level (bilateral).

temperature. There is strong negative correlation between
scorpion sting cases and relative humidity (RH), maximum
relative humidity (MaxRH) and minimum relative humidity
(MinRH). The correlation between sunshine time (I) (resp.
maximum wind speed (MaxW )) and the scorpion sting cases
is mild (r = 0.609) (resp. r = 0.530). The correlation between
accumulated precipitation (P ) amount (resp. wind speed (W ))
and the scorpion sting cases is very weaker (r = −0.153)
(resp. (r = 0.182)).
The coefficient of variation CV (CV = SD/Mean = 1, 22
where SD is the standard deviance) is closer to 1, which
means the greater the variability of scorpion data.

E. Time Series Analysis
Scorpion stings are recorded throughout the year and the

epidemiological year starts from March to April (lowest scor-
pion stings cases) with peaks in July-August, to resume its
lowest rate toward November-December (Fig. 6 (A)). The
monthly peaks are observed in July (27.9% of cases) and in
August (27.9% of cases), accounting alone for more than half
of cases (55.8% of cases). The maximum recorded scorpion
sting cases during the study period occurred in July and
August 2008, with 584 and 570 cases respectively; for these
dates highest temperature recorded was 37.9oC in July 2008
and 37oC in August 2008. Most of the cases (70.4%) were
notified during the summer period followed by Autumn period
(16.7%), then Spring period (12.3%) (Fig. 6 (B)).

The monthly recorded scorpion sting cases with monthly
mean maximum temperature and mean minimum temperature
and with monthly accumulated precipitation are plotted in Fig.
7. Temperature follows the same trends with scorpion sting
cases. The highest accumulated precipitations were recorded
in October 2008 and in September 2005 with an amount of
157.3 mm and 93.2 mm respectively and the corresponding
recorded scorpion sting cases were 76 (average number is 79
and minimum is 40) and 134 (average number is 169 and
minimum is 130) recorded cases respectively; this is against
the stated conclusion in [2].

F. Regression Analysis
Temperature, relative humidity, and sunshine time are highly

pairwise correlated; the Pearson product-moment correla-
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Fig. 6. A Monthly average distribution of recorded scorpion sting cases.
B Seasonal average distribution of recorded scorpion sting cases in Naama
province for the period 2003− 2010.

tion coefficient between temperature and relative humidity
is r = −0.901, between temperature and sunshine time is
r = 0.734 and between relative humidity and sunshine is
r = −0.823. Therefore these variables will impart nearly
exactly the same information to a regression model. To avoid
the multicollinearity and the unreliability of the regression
model’s regression coefficients related to these highly pairwise
correlated variables, we included into the model only the
temperature. The choice of the temperature is justified by the
fact that the activity of scorpions increases with increasing
temperature [12].
The scatterplot (Fig. 8. A) between the monthly scorpion sting
cases and the monthly mean temperature shows a quadratic
relationship. We therefore performed a regression analysis to
regard (S) as dependent variable and T and T 2 as independent
variables. Even though the model is good, it cannot be used
for forecasting; the residuals were heteroscedastic and the
residuals were not normally distributed.

The scatterplot (Fig. 8. B) between the monthly squared
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Fig. 7. Time series of the monthly recorded scorpion sting cases (bars);
A with monthly average of the maximum and minimum temperature and B
with monthly accumulated precipitation in Naama province for the period
2003− 2010.

root of scorpion sting cases and the monthly square of mean
temperature shows a linear relationship; (S1/2) is strongly
correlated with T 2 with Pearson product-moment correlation
coefficient r = 0.978. We therefore performed a regression
analysis to regard (S1/2) as dependent variable and T 2 and
all the other climate variables as well as a trend variable
to account for non-climatic factors such human behavior,
degradation of the environment and other factors that could
influence the number of sting cases, as independent variables.
The choice of the model was based on the coefficient of
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TABLE II
MODEL OUTCOMES

Dependent Variable: SQR(S)
Method: Least Squares
Sample: 2003Month1 2010Month12
Included observations: 96

Variable Coefficient Std. Error t-Statistic Prob.
T 2 0.023998 0.000351 68.39514 0.0000
P 0.021780 0.005399 4.034130 0.0001

R-squared 0.959746 Akaike info criterion 3.528154
Adjusted R-squared 0.959317 Durbin-Watson stat 1.510372
S.E. of regression 1.397706 Log likelihood -167.3514

determination R2, the Akaike information criterion (AIC), and
Standard Error (SE). A model with higher R2, smallest AIC,
and lower standard error and fulfilling the features of the best
regression model for forecasting corresponds to the model
incorporating only T 2 and P as independent variables, and the
squared root of S as dependent variable. The model outcomes
are displayed in Table II. The estimation equation is given by
:

S1/2 = 0.0239 T 2 + 0.0218 P (2)

• The value of R2 is more than 60% hence the model is
acceptably fitted. It indicates also that 95.93% variance
in the dependent variable can be explained jointly by the
temperature and precipitation; the remaining 4.07 percent
variation in the dependent variable can be explained
by residuals or other variables other than the selected
independent variables.

• The independent variables T 2 and P are individually
significant to influence the dependent variable; their cor-
responding p− value are less than 5%.

• Temperature and precipitation are jointly significant to
influence the dependent variable; the p − value of F-
statistic is less than to 5%.

• The residuals are normally distributed; Jarque-Bera value
4.644 is less than 5.99 and the corresponding p−value =
0.098 is more than 5%.

• Moreover the residuals are not serially correlated; the
Bruesch-Godfrey serial correlation LM test shows that
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Fig. 9. Recorded scorpion sting cases versus simulated scorpion sting cases
during the period 2003− 2010.

corresponding p− value = 0.0532 is more than 5%.
• Finally, according to Bruesch-Pegan-Godfrey Test, the

residuals are not heteroscedastic; the corresponding p −
value = 0.061 is more than 5%.

All features of a best regression model are fulfilled, thus
the model can be used for forecasting.

The simulated scorpion sting cases for the period 2003 −
2010 are closely approximated to the recorded data (see Fig.
9.) with correlation r = 0.968.

The predicted number of scorpion stings for the year 2011
was computed using the model equation (2) and temperature
and precipitation for 2011 [8] and was compared with recorded
scorpion stings for the same year and plotted in Fig. 10.
The correlation between simulated and recorded scorpion sting
cases for this year is very strong (r = 0.996).

IV. DISCUSSION

Using the monthly recorded scorpion sting data for the
period 2003− 2010 for Naama province, the linkage between
scorpion stings and weather conditions was demonstrated us-
ing a regression analysis. The temperature and precipitation are
the retained climate factors for this province. This raises opti-
mism for forecasting scorpion stings provided that appropriate
climate information are at our disposal. If we know beforehand
the change in the climate variables, we can use the built
regression model to estimate how much the change in the value
of those variables influence the number of cases of scorpion
stings. This could be used to help health authorities determine
the appropriate number of antivenom vials necessary for the
province in advance. This study represents also an important
step to find a way to help in the designing of a control strategy.

In conclusion, our study shows optimism for weather-
based forecasting of scorpion stings. It represents an important
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support for designing of intervention strategies. However, fur-
ther studies are needed to explore whether other independent
variables, such as land cover index, can improve the prediction.
As the epidemiology of scorpion envenomation is determined,
besides scorpions, by man and environment, the modeling
incorporating environmental conditions and human behavior
is to be undertaken.

ACKNOWLEDGMENT
The author is deeply thankful to the referees for their

valuable comments.

REFERENCES

[1] J. P. Chippaux, M. Goyffon, Epidemiology of scorpionism: A global
appraisal, Acta Trop, 107(2), 71-79 (2008).

[2] G. Chowell , J. M. Hyman, P. Dı́az-Duenas, N. W. Hengartne , Predicting
scorpion sting incidence in an endemic region using climatologically
variables, Int J Environ health Res, 15(6), 425-435 (2005).

[3] J. Fox, Applied Regression Analysis, Linear Models, and Related Meth-
ods, SAGE Publications, Social Science (1997).

[4] M. Goyffon, Le role de l’homme dans l’expansion territoriale de quelques
especes de scorpions, Bulletin de la Societe Zoologique de France
Evolution et Zoologie, 1171: 15-19 (1992)

[5] M. Goyffon, J. P. Chippaux, Les envenimations scorpioniques en Afrique,
Rev. Medicopharmaceutique 53(4), 17-21 (2009)

[6] H. Kassiri, K. Shemshad, A. Kassiri, M. Shemshad, A. Valipor,
A. Teimori Epidemiological and Climatological Factors Influencing on
Scorpion Envenoming in Baghmalek County, Iran, Academic Journal of
Entomology 6 (2): 47-54 (2013).

[7] J. Neter, M. Kutner, W. Wasserman, Applied Linear Statistical Models,
(1996)
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Abstract — It is known that aquifers, i.e. groundwater 
reservoirs with large plane extension  in relation to the 
depth, are in water resources exploitation of major 
importance for both domestic uses and industrial uses. In 
that regard may be mentioned groundwater balance 
problems at ecologic lakes, ponds, groundwater recharge 
pits, drainage pits, foundation pits, as well as groundwater 
extraction systems like wells or wells  with laterals and so 
on. All these systems  will be referred further as cavity i.e. a 
cavern in aquifer. 
 In the present paper a general mathematical 
representation of the plane groundwater flow in an aquifer  
which contain an extraction or recharge cavity of arbitrary 
shape is deduced using the theory of the analytical functions 
of a complex variable. The mathematical representations 
take into account asymptotic conditions determined by an 
pre-existing initial uniform groundwater flow which has a 
important influnce on the flow processes by the cavity. 
 It will be deduced formulas which allow a rapid  
analysis of the groundwater balance in the modelled region 
taking into account the dependence of the infiltration rate or 
drainage rate of the cavity from the the system parameter 
and from the pre-existing uniform groundwater flow. The 
obtained mathematical representations and formuls can be 
applied for cavities with particular shape using conformal 
mapping. 
 
Keywords — groundwater modelling, aquifer, 
infiltration/extraction cavity, complex variable functions,  
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I. INTRODUCTORY REMARKS 
 
 The main purpose in this paper is to present a 
general and unified method for the study of 
bidimensional groundwater flow of groundwater in an 
aquifer, with has large plane extension in relation to 
the depth and contains a cavity of arbitrary shape 
limited by a closed contour C0. In the cavity i.e. inside 
of the contour C0 is free water and from the cavity is 
extracted or infiltrated a flow rate (Q) of water.  
Concequently the cavity will be referred further as 
extraction/infiltration cavity of arbitrary form. The 
cavity can be referred/represent in practical view 
ecologic lake, pond, groundwater recharge pits, 
drainage pits, foundation pits, groundwater extraction 
well or well with laterals and so on.  
 It should be noted that although currently for 
modelling groundwater flow in aquifer can be used 
numerical methods based on performant software like 
MODFLOW or FEEFLOW [1], [2]. However the 
analytical methods retain its advantages because they 
provide the possibility to obtain closed solutions in 
the form of functions and formulas. That represents a 
substantial advantage for a rapid and efficient analysis 
of the investigated system processes, their dependence 
from the relevant geometric and physical parameters. 
 It will consider an pre-existing uniform 
groundwater flow with a rate of infiltration at large 
distances from cavity equal to v0 or as an groundwater 
basin in which case v0 = 0 which are for the practical 
applications the most significant initial aquifer 
piezometric conditions.  
 Analytical and computational representations 
derived in this paper refers to plane i.e. bidimensional 
groundwater flow in porous media accepting the 
Darcy's linear infiltration law.  
 Therefore solving motion can be done using 
analytic functions of a complex variable (z = x + iy) 
[3], [4].  
 In Fig. 1. is represented the groundwater flow 
schema in the complex plane (z) called physical plane 
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corresponding to the case of a cavity limited by an 
closed contour C0 arbitrary shape situated in an pre-
existing uniform groundwater flow, with a rate of 
infiltration at large distances from vavity constant and 
equal to v0,  whose direction is determined by the 
angle α (Fig. 1). 

 

 
Fig.1. Groundwater flow scheme in the presence 

of a drain cavity in a plane parallel grounwater flow  
 

This schematic feature plane groundwater flow 
(two-dimensional) is available for both groundwater 
layer type confined and unconfined, while the Dupuit 
- Forcheimer assumptions are satisfied, i.e. quasi 
plane groundwater flow  when the vertical component 
of filtration velocity  is negligible compared to the 
horizontal plane component [1], [2], [3], [4]. 

Study approach of groundwater flow generated 
by a extraction cavity C0 of arbitrary shape by 
mathematical modeling was allows a general 
theoretical approach of ecological groundwater flow 
in the presence of lakes, ponds, groundwater recharge 
pits, drainage pits, foundation pits, groundwater 
extraction systems without being necessary to specify 
its particular shape. 

The results obtained in te paper can be applied 
for various particular forms of cavities such as 
ecologic lakes, ponds, groundwater recharge pits, 
drainage pits, foundation pits, as well as groundwater 
extraction systems like wells or drains of finite length 
or wells with radial drainage using conformal 
mapping means analytic functions of a complex 
variable. 
  
II. MATHEMATICAL FORMULATION AND 

GENERAL EQUATIONS OF 
GROUNDWATER FLOW 

 
 According to with the considerations of the 
preceding paragraph the groundwater flow takes place 
in an aquifer (porous media) which  occupies the outer 
domain D of the extraction cavity limited by the 
closed contur "C0" (Figure 2). With z, (z= x + iy) is 
denoted the complex plane of the physical 
groundwater flow. 
 The groundwater flow is bidimensional in an 
horizontal plane (x,y) and the Darcy's law is 
considered valid. Following the basic equation of 
groundwater flow  is of the form [3],[4]: 
 
v grad (x, y) ;     x,y D (1)−= Φ −∇Φ ∈
     

 
where: 

  
  – the groundwater flow velocity (flow rate); 
  – the potential function (velocity potential); 
 

X

Y
Z

cavity

D (porous medium)

C0

α

v0

 
 
Fig.2 Scheme of the physical groundwater flow (complex 
plane "z")  
 
 The relationship between the potential function 
of the groundwater flow ∅ (x, y) and the piezometric 
head   h(x, y) is given by: 
 
 

 

(x, y) k h(x, y) c                                (2)Φ = − ⋅ +  
     
where: 
 
k – the Darcy filtration coefficient  
h – piezometric head  
c – an undetermined constant. 
 
 The continuity equation in steady flow and 
incompressible fluid has the form: 
 
divv v 0                                                  (3)= ∇ ⋅ =

   
        
 From the two equations is obtained the general 
differential equation of bidimensional grounwater 
flow known as: 
 

0                                               (4)∇ ⋅∇Φ = ∆Φ =  
        
a partial differential equation of Laplace type. 
 Therefore potential function ∅(x,y) (the potential 
of the groundwater flow velocity) is a harmonic 
function defined in the flow field D−. The form and 
uniqueness of the solution of the equation (4) will be 
determined by the characteristic boundary conditions 
of considered flow. 
 Known the properties of harmonic functions for 
the study of the considered class of groundwater flows 
can be  used analytical functions of a complex 
variable F(z), attributing of its real part the physical 
meaning of  potential function ∅(x, y) and of its 
imaginary part the meaning of flow function denoted 
Ψ(x,y):  
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}{ }{Re f (z) (x, y) , Im f (z) (x, y),    

 z D−

= φ = ψ

∈ (5) 

The analytical function of a complex variable F (z) is 
called the complex potential of flow [4], [5].

   The potential function ∅(x,y) and the flow 
function Ψ(x,y) checks the Laplace equation (4) with 
partial derivatives. 
 It also introduces another function of a complex 
variable the analytic function W(z) called the complex 
velocity function, which is related to the F(z) by:  
 
 

x y
dF(z)W(z) v iv  , z D

dz
−= = − ∈   (6) 

 
Where  vx şi vy are the flow velocity components. 
 From these considerations above described, 
results that for study of such groundwater flow is 
sufficient to know one of the functions ∅ (x, y), F (z) 
or W (z). Therefore to solve a given plane 
groundwater flow problem it is sufficient to determine 
one of the three functions. The uniqueness of the 
solution is determined by the boundary conditions 
associated with specific groundwater flow considered. 
In the following we will first determine the complex 
velocity W (z), then following through relation (6) can 
be obtained the complex potential F(z) and through 
relation (5) the potential function ∅ (x, y) as the real 
part of F (z). 
 To determine the complex velocity W(z) will be 
searched the solution to equation (4) that satisfied the 
asymptotic conditions and the characteristic  boundary 
conditions for the groundwater flow generated by the 
extraction cavity limited by the contour C0. The 
extraction flow rate from the cavity is Q and the 
cavity is situated in an pre-existing uniform 
groundwater flow having a velocity of v0. Therefore 
the complex velocity W (z) must satisfy the following 
conditions: 

• W(z) ) should be a holomorphic function  in 
D−, namely 

( )W z
0, , z D ,     z=x+iy,   z=x-iy

z
−∂

= ∈
∂

    (7) 

• The contour C0 is an equipotential line i.e.: 

 

 ( ){ } ( )
0z CRe F z x, y const;∈ = φ =   (8) 

 
 In an equivalent formulationnn can be used the 
tangential component (vτ) of the velocity which 
satisfy the following condition: 
 

v 0,  τ
∂φ

= =
∂τ

    (8') 

 

Taking into account (6) the condition (8 ') may be 
formulated directly with the complex velocity W (z): 

 
( ){ } 0Re W z dz 0, z C= ∈    (8'')  

 
• The draining effect i.e. extraction of a 

constant flow rate Q from the cavity is 
expressed as: 
 

( )
0C
W z dz iQ= −∫    (9) 

   
 

• The asymptotic condition i.e. the complex 
velocity of the groundwater flow  at large  
distances from the cavity will be expressed 
as: 
 
( ) i

0
z

    W z =W  =V  e  lim − α
∞

→∞
                              (10) 

  
III. MATHEMATICAL REPRESENTATION 

OF GROUNDWATER FLOW USNG 
COMPLEX VELOCITY AND  COMPLEX  

POTENTIAL FUNCTIONS 
 
Determination of complex flow velocity W(z) 
  
 To determine the complex velocity W (z) as 
mathematical problem formulated in paragraph 2 will  
be considered a new complex plan (ζ) inwhich the 
exterior domain of a circle of radius ρ0 as canonical 
domain Δ- will be denoted. Further a conformal 
mapping will be considered which maps   the external 
domain D- of the physical complex plan (z) on  the 
domain Δ- in the plan (ζ). The conformal maping is 
defined by a holomorphic function: 
 

( )f zζ =     (11) 
 
which is inversable having an invers denoted: 
 

( )1z f −= ζ     (11’) 
  
 By (11) the domain D− exterior of cavity contur  
C0 in the physical  complex plane  (z) is represented 
on the domain Δ−,  exterior of circle K0 of radius ρ0  in 
the complex plane (ζ): 
 

{ }0:−∆ = ζ ζ ≥ ρ    
 (12) 
  
 Without loss of generality of the mathematical 
problem the transformation (11) can be considered so 
that the point at infinity and flow direction remain the 
same in both plans. Such a transformation there is 
always, according to the theorem of Riemann [5]. 
   
Denoting W(ζ) the complex flow velocity in the 
complex plane (ζ) and using the conformal mapping 
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properties and taking into account the asymptotic and 
boundary conditions formulated above for the flow in 
physical plan these can be transcribed for W (ζ) in the 
complex plane (ζ) using (11) and (11’). Thus the 
correspondences in the two complex plans  are 
(Fig.2): 
 

0 0

z

D
C K

− −

↔ ζ

↔ ∆
↔

   (13) 

 
The relationship between the complex flow 

velocity in the two complex plans, original physical 
complex plane (z) and her image plane (ζ) is given by 
the relationship: 

 

( ) ( ) ( ) ( )dz d   W =W z    si  W z W
d dz

ζ
ζ = ζ

ζ
 (14) 

  
On the contur K0 occurs: 
 

( ) ( )
0K
 W Wlim

−∈∆ → ∈

=
ζ τ

ζ τ   (15) 

 With these clarifications conditions (7-10) for 
W (ζ) in the transformed plane ζ  have the following 
forms: 
 

( )W
0, −∂ ζ

= ζ∈∆
∂ζ

   (7’) 

 
 ( ){ } 0Re W d 0, K= ∈ζ ζ ζ   (8’’’) 
 

( )
0K
W d iQ= −∫ ζ ζ    (9’) 

 
( )

( )

*

z
z

i
0 0 0

0 z

   W  W

dz W z ( ) =
d

W .b  =V  b e  

dzwhere  b ( )
d

lim

lim

∞
→∞

→∞
→∞

−
∞

→∞

= =

=

=

=

ζ

α

ζ

ζ

ζ

            (10’) 

 
 

 The function W(ζ) will be determined by 
applying the Cauchy integral formula for holomorphic 
functions like in [5], [6], [7]: 
 

( ) ( )
K

W d1W , , K
2 i

−τ τ
ζ = ⋅ ζ∈∆ τ∈

π τ − ζ∫  (16) 

 
where K is a closed contour in D− located outside the 
circle K0 in the complex plane  (ζ). 
 Through the continuum deformation of the 
contour K, by passing to the limit on the to the circle 
K0 and taking into account the property of complex 

flow velocity at the large distances from the cavity, 
expressed by (10') yields the following integral 
representation of complex flow velocity in the plane 
(ζ) [6], [7],[8]: 
 

( )

( )

( )
0

0

0 0

1
1

2
2

0

−

∗
∞

−

+

∈∆

− ⋅ = −  ∈∆ → ∈


∈∆

∫K

W , ,

W d W , 
W

i K
, 

ζ ζ

τ τ τ
π τ ζ ζ τ

ζ

      (17) 

 
Where Δ- is the interior domain of circle K0. 
 Using these integral representations on obtine 
the complex potential in the physical plan of the 
groundwater flow generated by a extraction cavity, 
arranged  in an initial pre-existing groundwater plan 
parallel flow: 
 

( ) ( )
( )

( )
( )

( )

0

2
0i i

0 0

f zQF z ln
2 f z C

f z C
v b e f z e c

f z
− α α

= − +
π ∈

 ∈ + ⋅ − ⋅ +
 
  

  (18) 

  
In practical applications are useful the potential 
function ∅(x, y) .e. the real part of the complex 
potential F(z) and the flow function Ψ i.e. the 
imaginary part of the complex potential F(z) 
expressed as: 

( ){ } ( )
2
0

0 0
QRe F z V b cos ln
2

 ρ
φ = = ⋅ ⋅ ρ − ⋅ θ− α − ρ  ρ π 
      (32) 

( ){ } ( )
2
0

0 0
QIm F z v b sin
2

 ρ
ψ = = − ⋅θ+ ⋅ ⋅ ρ + ⋅ θ− α  π ρ 
      (19) 
 
where we used the notations: 
 

0
dzb
d →∞

 
=  
 ζζ

 ; ( )f zρ =  ; ( )arg f zθ =  (20) 

 
f(z) is the conformal mapping analitic function 
according (11), (11’). 
 

IV. CHARACTERISTIC FORMS OF 
GROUNDWATER FLOW SYSTEM 

 
 Based on mathematical representations obtained 
in paragraph 3 may highlight a number of properties 
of parallel flow in the presence of a drained cavity 
without the need to customize its concrete form. To 
this end it will first determine  the transit Qt flow rate 
crossing the cavity contour C0, which depends 
obviously from the extraction flow rate QC of cavity 
and the uniform initial flow  characteristics i.e. the 
initial velocity v0 and its direction given by α.  
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For 
 

0 0 00 Q 4 v b≤ ≤ π ⋅ ⋅ ⋅ρ     (21) 
 
the plane forms of the flow are presented in  
Figure 3.a,b,c,d.  
  

 

x

y

vo

Co

a)

zS1

zS2

α

x

y

vo

C0

zS

b)

α

 

x

y

vo

C0

z31

z33

c)

α

 
 

x

y

vo

Co

zS

d)

α

 
 
 
Fig. 3. Characteristic forms of flow groundwater plane in 
the presence of a cavity draining  
 
 The appearance of motion is of the form shown 
in Fig. 3.a, there are two stagnation points on the 

contour C0. In this case the flow rate which enter in 
the cavity is equal to that which pass the cavity and  
that which leaves the cavity (Qt). 
 The other limiting case when the extracted flow 
rate is captured (drained) has the value: 
 

0 0 0Q 4 v b= π ⋅ ⋅ρ     (22) 
 

 If exist a single point of stagnation (ie two 
stagnation points coincide in ZS) the flow  aspect is 
sketched in Figure 3.b. 
 Current case when Q is strictly within the limits: 
 
0 ˂ Q˂  4·π·v0·b0·ρ0   (23) 
 
 In tis case the physical aspect of the flow is 
sketched in Figure 3.c.  
 The case when the flow exceeds the maximum 
extracted flow rate i.e.: 
  

0 0 0Q 4 v b≥ π ⋅ ⋅ ⋅ρ    (24) 

 If dont exist stagnation points on the contur C the 
groundwater flow have the form sketched in Figure 
3.d 
 
Note:  
 If Q has the opposite sign (-Q) thee cavity is an 
infiltration basin through which the aquifer is supplied 
from a lake/pool limited by contour C0. 
 If Q = 0 that is extracted from the cavity flow is 
zero, representations obtained it refers to a plane 
parallel flow in the presence of a simple cavity i.e  
lake. 
  

V. DETERMINATION OF EXTRACTION FLOW 
RATE FROM THE CAVITY 

 
 In practical applications, including the above 
presented flow forms, an important role has the 
extraction flow rate QC from the cavity which is 
closely related to hydraulic and geometric parameters 
of the cavity.  
 Using the connection and the dependence 
relationship is given by the equation (2) which 
connects the potential function ∅(x,y) to piezometric 
head h(x,y) can be expressed a direct link between 
piezometric head h(x,y), geometrical parameters of 
the cavity and parameters and potential function of the 
cavity: 
 

( )
2
0 C

0 0

kh(x, y) c =

Q
=V b cos ln

2 m

− +

 ρ
⋅ ⋅ ρ − ⋅ θ −α − ρ  ρ π 

    (25) 

  
where the following notations are used: 
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( )

0 z, 0 0
dzb ( ) ;  f (z C ) ,  
d

f (z D ) ,

 arg f z , z=x+iy

ζ→∞

−

= ρ = ∈
ζ

ρ = ∈

θ =

  
(26) 

  
 It should be noted that the expression (25) QC is 
the total flow rate of the cavity calculated for the 
entire depth (m) of the aquifer). The relation between  
Q with Qc/m is evident: Q=QC/m. 
 To determine the total flow rate of the cavity QC 
will be used the relation (25) and the hydraulic 
boundary conditions of the considered groundwater 
flow: 

- h = HR at large distances of drained 
(extraction) cavity denoted by R0 (influence 
radius tion) 

- h = H0 on the boundary of the cavity 
 Also take into account that the pre-existing 
groundwater parallel flow velocity (v0) which can be 
expressed using hydraulic gradient (I0) and the known 
Darcy's law: 
 

0 0v =k I⋅           (27) 
 
 With these clarifications from (25) can be 
obtained the total extraction flow rate of the drainage 
cavity located in an initial groundwater flow in the 
form: 
 

( )R 0 0 0
C

0

2 m k H H I R U
Q

ln α

 ⋅ π ⋅ ⋅ ⋅ − − ⋅ ⋅ =
ρ
ρ

 

(28) 

 
or in a dimensionless form: 
 

0 0

0

I R2 1 U
Q H

k m H ln α

⋅ π ⋅ − ⋅ ∆ =
ρ⋅ ⋅∆
ρ

  (29) 

 
In (28) and (29) the following notations have been 
used:  
 

( )
2

i 0 0
0

0

R 0

bf (z R e ) ;  U
R

where

h H H

α−π
α α α

α

 ρ
ρ = = ⋅ = ⋅ ρ −  ρ 

∆ = −

(30) 

  
 These formulas allow the calculation of the 
extracted flow rate from cavity of arbitrary form 
limited with a closed contour C0 when the cavity is 
located in a  groundwater layer with given hydraulic 
parameters:  coefficient of filtration k, thickness of the 
layer (m), slope I0 of the initial groundwater flow and 
the upstream influence radius R0 of drainage cavity  
 For a given particulary form of the cavity an 
analitical conformal mapping function will be  

determined according to (11). This  function  
determine the geometric parameters that appear in the 
flow rate  formula (28) or (29).  

 
VI. CONCLUSIONS 

 
 In the present paper a general mathematical 
representations and calculus formulas for plane 
groundwater flow in an aquifer which containe an 
extraction cavity of arbitrary shape are deduced using 
the theory of analytical functions of a complex 
variable. These representations and formulas refer to 
the complex potential of the flow, to the potential 
function and flow line function of the flow as well as 
to the extracted flow rate formula from the cavity . On 
the basis of these general representations 
characteristically flow pattern of the groundwater 
flow system, consisting of a cavity arbitrary shape 
situated in an pre-existing parallel groundwater flow 
will be analysed. The results have a general validity 
independent from cavity shape. For a particular shape 
the corresponding conformal mapping function must 
be determined which maps the external domain of the 
cavity on the external domain of the canonical circle. 
 The extraction cavity can represent several 
practical shapes which currently are used in technical 
applications. So the in the paper obtained results can 
be used in engineering planning and management of a 
large number of groundwater flow problems like 
groundwater balance in ecologic lakes, ponds, 
groundwater recharge pits, drainage pits, foundation 
pits and so on. which can be modelled as extraction 
cavities or recharge cavities. Such concrete examples 
will be presented in a next paper. 
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One Approach to the Design of TS Fuzzy Fault Detection Filters

Dušan Krokavec, Anna Filasová and Vratislav Hladký

Abstract— One principle for designing robust Takagi-Sugeno
fuzzy fault detection filter, dedicated to a class of continuous-
time nonlinear MIMO system, is treated in this paper. The
problem addressed can be designated as an approach exploiting
fuzzy reference model to reflect the problem as an H∞ optimiza-
tion task, guaranteeing the fault detection performance and the
state observer stability. The conditions are outlined in the terms
of linear matrix inequalities to possess a stable structure closest
to optimal asymptotic properties. Simulation results illustrate
the design procedures and demonstrate the performance of the
proposed detection scheme.

Index Terms — Robust fault detection filters, TS fuzzy ob-
servers, H∞ performance, convex optimization, linear matrix
inequalities.

I. INTRODUCTION

The fault detection filters, usually relying on the use of
particular type of state observers, are mostly used to produce
the fault residuals in fault tolerant control systems. Because it
is generally not possible in residuals to decouple totally fault
effects from the perturbation influence, the H∞ approach is
used to tackle in part this conflict and to create residuals that
are as a rule zero in the fault free case, maximally sensitive to
faults, as well as robust to disturbances [3], [5]. Since faults
are detected usually by setting a threshold on the generated
residual signal, determination of an actual threshold is often
formulated in adaptive frames [4], [7].

The nonlinear system theory principles, exploiting known
Lipchitz conditions, has emerged as a method capable of use
in the state estimation based residual generator design for
nonlinear systems [11], [20], [23], although Lipschitz con-
ditions may be strong restrictive in many cases. Possible al-
ternative to this conception is the Takagi–Sugeno (TS) fuzzy
modeling approach [18] which benefits from the advantages
of local system dynamics approximation techniques, where
the nonlinear system is represented as a collection of fuzzy
rules, where each rule describes the local system dynamics
by a linear system model. The main advantage of the TS
type fuzzy models, in addition to linear sub-models, is their
description permitting utilization of the nonlinear system
state space representation. In light of the above, TS fuzzy
observer projection as well as robust TS fuzzy fault detection
filters (FDF) design have attracted interest in fault detection
praxis (see, e.g., [9] an the reference therein).
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Different TS fuzzy state observers [12], [15], [19] as well
as FDF structures based on the TS fuzzy system model were
designed [2], [21], [22], usually using technique based on
linear matrix inequalities (LMIs). To achieve robustness, TS
fuzzy observers can be combined with classical sliding mode
technique, where the fault reconstruction is also attained.
The new trends are based upon the idea of reducing the
robust fault detection problem to a standard H∞ model-
matching problem with main goal to discriminate the effect
between the fault and the unknown disturbances in the
residual signals.

The main contribution of the paper is to present an
extension principle for designing robust TS fuzzy FDFs for
continuous-time nonlinear multi-input multi-output (MIMO)
systems approximated by the TS model. Following the basic
idea and concerning with the residual reference models [1],
[6] applied originally in FDFs design for systems with time-
delays, the desired specification of the TS fuzzy reference
residual model in the form of a cross-bonds matrix for
different particular channels is introduced in the paper. Using
the reference residual model, the robust TS fuzzy FDF
design problem is formulated as an H∞ optimization task
in the presence of bounded disturbances. Such reference
residual model is used to reduce the design problem to a
standard formulation [12], considering both the robustness
against disturbances and the sensitivity to faults, as well
as guaranteeing the fault detection performance and the
observer stability.

The remainder of this paper is organized as follows. In
Sec. II the TS fuzzy model for given class of nonlinear
continuous-time systems is briefly described and some basic
properties of TS fuzzy models are presented. The TS fuzzy
reference model design problem is formulated in Sec. III
and, subsequently, the robust TS fault detection filter design
conditions are presented in Sec. IV. In Sec. V, a numerical
example is given to confirm the validity of the proposed
fault detection scheme and, finally, Sec. VI draws some
conclusions and remarks.

Throughout the paper, the following notations are used:
xT , XT denotes the transpose of a vector x and a matrix
X , respectively, for a square matrix X > 0 (respectively
X < 0) means that X is a symmetric positive definite matrix
(respectively, negative definite matrix), ‖X‖∞ designs the
H∞ norm of the matrix X , the symbol In represents the
n-th order unit matrix, IR denotes the set of real numbers,
IRn, IRn×r refers to the set of all n-dimensional real vec-
tors and n × r dimensional real matrices, respectively and
L2〈0,+∞) is the space of square-integrable vector functions
over 〈0,+∞).
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II. TS FUZZY FAULT DETECTION FILTER

The systems under consideration enter into a class of
MIMO nonlinear dynamic continuous-time systems, de-
scribed by using the TS approach as follows

q̇(t) =

=
s
∑

i=1

hi(θ(t))
(

Aiq(t)+Biu(t)+Bfif(t)+Bdid(t)
) (1)

y(t) = Cq(t) (2)

where q(t) ∈ IRn, u(t) ∈ IRr, y(t) ∈ IRm are vectors of the
state, input, and output variables, respectively, C ∈ IRm×n,
Ai ∈ IRn×n, Bi ∈ IRn×r, Bfi ∈ IRn×rf , Bdi ∈ IRn×rd

for i = 1, 2, . . . , s are known real matrices and d(t) ∈ IR rd

is the unknown disturbance that belongs to L2〈0,+∞). It is
considered that a fault f(t) may occur at an uncertain time
instant, the size of the fault is unknown but bounded and the
elements of the fault vector f(t) ∈ IR rf are zero to the time
until a fault is occurred. Since the problem of interest is to
design a robust, observer based fault detection filter using TS
fuzzy model of the nonlinear system, it is considered that all
matrix pairs (Ai,C), i = 1, 2, . . . s, are observable.

The membership function hi(θ(t)) is the averaging weight
of the i-th fuzzy rule and satisfies the following conditions

0 ≤ hi(θ(t)) ≤ 1,
s

∑

i=1

hi(θ(t))=1 for all i ∈ 〈1, . . . , s〉 (3)

Assuming that each nonlinear term in the nonlinear system
description is bounded in an associated sector within it
operates, as well as that the number of nonlinear terms is
p and the number of sector functions varies from 2 to k,
then the number of TS linear sub-models s falls within the
range of values 〈2k, pk〉. Note, hi(θ(t)) for i = 1, 2, . . . s are
calculated from all combinations of sector functions.

The vector θ(t) ∈ IRo of the structure

θ(t) =
[

θ1(t) θ2(t) · · · θo(t)
]

(4)

is the vector of premise variables. A premise variable gene-
rally represents any measurable or observable variable oc-
curring in the associate sector nonlinear term. Most often
the premise variable is a state variable or a function of the
system state variables. It is supposed in the following that
all premise variables are measured and none of them is a
function of the input variables defined in u(t).

Using the TS fuzzy model, the conclusion part of a fuzzy
rule consists no longer of the fuzzy set [16], but determines
a function requiring as arguments the system state variables,
while this function is local for the fuzzy region that is
described by the premise part of a rule. As a result, the
nonlinear system is so described locally (in fuzzy regions) by
linear models, and at the region boundaries an interpolation
is used between the corresponding local models. More details
can be found, e.g., in [14], [19].

For the purpose of residual generation, fault detection
filters (FDF) are proposed in the standard structure adhering

that the TS fuzzy observer

q̇e(t) =

=
s
∑

i=1

hi(θ(t))
(

Aiqe(t)+Biu(t)+J i(y(t)− ye(t))
) (5)

ye(t) = Cqe(t) (6)

is designed together with the residual generator

r(t) =
s

∑

i=1

hi(θ(t))V iC
(

y(t)− ye(t)
)

(7)

where qe(t) ∈ IRn is estimation of the system state vector,
ye(t) ∈ IRm is the observed output vector, r(t) ∈ IRmr

is the residual signal and J i ∈ IRn×m, V i ∈ IRmr×m,
i = 1, 2, . . . , s, are the set of the observer gain matrices
and residual signal weighting matrices, respectively.

Introducing the observer state error

e(t) = q(t)− qe(t) (8)

and taking the time derivative of e(t), the dynamics of FDF
can be expressed as

ė(t) =

=
s
∑

i=1

hi(θ(t))
(

(Ai−JiC)e(t)+Bfif(t)+Bdid(t)
) (9)

r(t) =
s

∑

i=1

hi(θ(t))V iCe(t) =
s

∑

i=1

hi(θ(t))Hie(t) (10)

where
Hi = V iC (11)

Hi ∈ IRmr×n, V i ∈ IRmr×m.
In general, the goal is to design the FDF matrix parameter

sets J i ∈ IRn×m, V i ∈ IRmr×m, i = 1, 2, . . . , s, in such a
way that

‖r(t)‖2
∞
≤ γ◦‖d(t)‖2

∞
(12)

and the square of the H∞ norm γ◦ ∈ IR is as small as
possible.

Formulating more detailed, to boost the accuracy of fault
detection, it would be wantable to craft residuals with
sensitivity to faults under robustness to disturbances. One
of the options is the use of H∞/H optimization principle
in residual generator design [10], but the restriction of this
method is mainly the necessity of existence of a full rank
direct-feedthrough matrix from a fault to the residual.

III. REFERENCE MODEL

The reference model in the proposed structure provides
a pattern that partly separates interactions, represented by
cross-bonds in d(t) and f(t), from the observer data model.
Thus, by formalizing a reference model in an appropriate
mathematical framework, minimally this elementary property
is ensured for residual generation and the other related
functions are keep together in defined layer of complexity
and extensibility. Note, only the reference model structure is
based on certain simplifications.
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Lemma 1: The cross-bonds in d(t) and f(t) is minimized
in the reference model

ė◦(t) =

s
∑

i=1

hi(θ(t))
(

(Ai−J
◦

i C)e◦(t) +G◦

i g
◦(t)

)

(13)

r◦(t)=

s
∑

i=1

hi(θ(t))V
◦

iCe◦(t)=

s
∑

i=1

hi(θ(t))H
◦

ie
◦(t) (14)

where
N◦T =

[

Irg Irg

]

(15)

G◦

i =
[

Bdi −Bfi

]

N◦, g◦(t) = d(t)− f(t) (16)

if for G◦

i ∈ IRn×rg , g◦(t) ∈ IR rg and
t

∫
0

r◦T(x)r◦(x)dx < γ◦
t

∫
0

g◦T(x)g◦(x)dx (17)

the square of the H∞ norm γ◦ ∈ IR is as small as possible.
Proof: It is regarded in this proof, for the sake of

simplicity, that rf = rd = rg . If now (9) is written as

ė(t) =

=
s
∑

i=1

hi(θ(t))

{

(Ai−JiC)e(t)+
[

Bdi−Bfi

]

[

d(t)
−f(t)

]}

(18)

and the same cross-bonds between d(t) and f(t) are consid-
ered, then it can be introduced an reference model structure
of the form

ė◦(t) =

=
s
∑

i=1

hi(θ(t))

{

(Ai−J
◦

iC)e◦(t)+
[

Bdi−Bfi

]

T ◦

[

d(t)
−f(t)

]}

(19)
where, by using the structure of N◦T defined in (15), the
cross-bonds matrix T ◦ was selected as

T ◦ =

[

Irg Irg

Irg Irg

]

=

[

Irg

Irg

]

[

Irg Irg

]

= N◦N◦T (20)

Applying (16), the reference model takes the form (13), (14).
This concludes the proof.

Note that minimizing g◦(t) means maximizing the influ-
ence of f(t) and minimizing the influence of d(t) on the
residual signal in the proposed reference model structure.

The following design conditions are now proven for design
of the sets of reference model parameters.

Theorem 1: The reference model (13), (14) is asymptoti-
cally stable with the quadratic performance γ◦ if there exist
a symmetric positive definite matrix P ◦ ∈ IRn×n, matrices
Y ◦

i ∈ IRn×m, V ◦

i ∈ IRmr×n, i = 1, 2, . . . , s and a positive
scalar γ◦ ∈ IR such that for all i

P ◦ = P ◦T > 0, γ◦ > 0 (21)






P ◦Ai+AT
iP

◦−Y ◦

iC−C
TY ◦T

i ∗ ∗

G◦T
i P ◦ −γ◦Irg ∗

V ◦

iC 0 −Imr






< 0 (22)

When the above conditions hold, the reference model gain
matrices are given as

J◦

i = (P ◦)−1Y ◦

i , H◦

i = V ◦

iC for all i (23)

Hereafter, ∗ denotes the symmetric item in a symmetric
matrix.

Proof: Defining the Lyapunov function candidate of the
form

v(e◦(t)) = e◦T (t)P ◦e◦(t)+

+(γ◦)−1

t
∫

0

(

r◦T(x)r◦(x)− γ◦2 g◦T(x)g◦(x)
)

dx
(24)

then, after evaluation the derivative of (24), it is obtained

v̇(e◦(t)) = ė◦T (t)P ◦e◦(t) + e◦T (t)P ◦ė◦(t)+

+(γ◦)−1r◦T (t)r◦(t)− γ◦ g◦T (t)g◦(t) < 0
(25)

Such formulation of the stability criterion means that the
double summation trough membership function occurs in
the calculation of the product r◦T (t)r◦(t) in (25). Since
∑s

i=1
hi(θ(t)) = 1, then the following approximation can

be applied (the proof see, e.g., in [13])

r◦T (t)r◦(t) =

= e◦T(t)
s
∑

i=1

s
∑

j=1

hi(θ(t))hj(θ(t))H
◦T
i H◦

je
◦(t) ≤

≤ e◦T(t)
s
∑

i=1

hi(θ(t))H
◦T
i H◦

i e
◦(t)

(26)

Therefore, the substitutions of (13) and (26) in (25) gives

v̇(e◦(t)) ≤ −γ◦g◦T (t)g◦(t))+

+
s
∑

i=1

hi(θ(t))e
◦T(t)(A◦T

eiP
◦+P ◦A◦

ei+γ◦−1H◦T
i H

◦

i )e
◦(t)+

+
s
∑

i=1

hi(θ(t))e
◦T(t)(P ◦G◦

i g
◦(t) + g◦T(t)G◦T

i P
◦e◦(t)<0

(27)
where

A◦

ei = A◦

i − J◦

iC (28)

Defining the composite vector

e◦Tc (t) =
[

e◦T (t) g◦T (t)
]

(29)

(26) can be rewritten as

v̇(e◦(t)) =

s
∑

i=1

hi(θ(t))e
◦T
c (t)P ◦

ci e
◦

c(t) < 0 (30)

where, for all i,

P ◦

ci =

[

P ◦Aci +AT
ciP

◦ + (γ◦)−1H◦T
i H◦

i ∗

G◦T
i P ◦ −γ◦Irg

]

< 0

(31)
Using the Schur complement property the inequality (31) can
be rewritten as

P ◦

ci =





P ◦Aci +AT
ciP

◦
∗ ∗

G◦T
i P ◦ −γ◦Irg ∗

H◦

i 0 −γ◦Imr



 < 0 (32)

and since (28) implies

P ◦A◦

ei = P ◦A◦

i − P ◦J◦

iC (33)

with the notations (11) and

Y ◦

i = P ◦J◦

i (34)

then (32) implies (22). This concludes the proof.
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IV. FAULT DETECTION FILTER DESIGN

Since residuals generated by (13), (14) are, in general,
not totally decoupled from the unknown input d(t), using
the parameters (23), the model (19), (20) can be interpreted
as a reference, defining ”minimal” virtual threshold for the
residual signal evaluation. The paper proposes a way to
include (23) into FDF design as a hidden threshold and not
only as a difference in the residual signal.

To design the generated residual r(t) associated with the
reference model residual, the overall FDF model, incorporat-
ing the state estimate error (9), (10) as well as the reference
model (13), (14) can be expressed as

ė•(t) =
s

∑

i=1

hi(θ(t))
(

(A•

i −J
•

iC
•)e•(t)+G•

i g
•(t)

)

(35)

r•(t) =

s
∑

i=1

hi(θ(t))(V
•

i − V ⋆
i )C

⋆e•(t) (36)

where

e•(t)=

[

e(t)

e◦(t)

]

, g•(t)=

[

f(t)

d(t)

]

, G•

i =

[

Bfi Bdi

Bfi Bdi

]

(37)

A•

i = diag
[

Ai Ai

]

, C• = diag
[

C J◦C
]

(38)

J•

i = diag
[

J i In

]

, V •

i =
[

V i 0
]

, V ⋆
i =

[

0 V ◦

i

]

(39)

H•

i = (V •

i − V ⋆
i )C

⋆, C⋆T =
[

CT CT
]

(40)

e•(t) ∈ IR 2n, g•(t) ∈ IR rf+rd , G•

i ∈ IR2n×(rf+rd), A•

i ∈
IR2n×2n, C• ∈ IR(m+n)×2n, J•

i ∈ IR2n×(m+n), V •

i ,V
⋆
i ∈

IRmr×m, H•

i ,C
⋆ ∈ IRmr×2n.

Note, these matrix structures were defined in order to use
structured LMI variables in the proposed design conditions.
These are formulated in the sense of existence of a robust
FDF of the type (5)-(7) which achieves the asymptotic
stability as well as the H∞ performance simultaneously.

Theorem 2: The residual filter (5)-(7), associated with
the reference model (13), (14) is stable with the quadratic
performance γ• if there exist symmetric positive definite
matrices P •

1
,P •

2
∈ IRn×n, matrices Y •

1i ∈ IRn×m, V •

1i ∈
IRmr×m, i = 1, 2, . . . , s and a positive scalar γ• ∈ IR such
that for all i

P •

1
= P •T

1
> 0, P •

2
= P •T

2
> 0, γ• > 0 (41)







P •A•

i +A•T
i P

•−Y •

iC
•−C•TY •T

i ∗ ∗

G•T
i P • −γ•I2rg ∗

V •

iC
⋆ − V ⋆

iC
⋆

0 −γ•Imr






< 0

(42)
where P • ∈ IR2n×2n, Y •

i ∈ IR2n×(m+n) are structured
matrix variables of the form

P • = diag
[

P •

1
P •

2

]

, Y •

i = diag
[

Y •

1i P •

2

]

(43)

V •

i =
[

V i 0
]

(44)

When the above conditions hold, then

J i = P •−1

1
Y •

1i, V i = V •

i

[

Im 0
]T

for all i (45)

Proof: Since the Lyapunov function candidate can be
defined as

v(e•(t)) = e•T(t)P •e•(t)+

+(γ•)−1

t
∫

0

(

r•T(x)r•(x)− γ•2g•T(x)g•(x)
)

dx
(46)

its time derivative is

v̇(e•(t)) = ė•T(t)P •e•(t) + e•T(t)P •ė•(t)+

+(γ•)−1r•T(t)r•(t)− γ•g•T(t)g•(t) < 0
(47)

where the structure of A•

i , C• implies the structure of P •.
Since (27), (28) and (48), (49) have the same structure, where

A•

ei = A•

i − J•

iC
• (48)

and from the analogy with (26) it yields

r•T (t)r•(t) ≤ e•T(t)

s
∑

i=1

hi(θ(t))H
•T
i H•

i e
•(t) (49)

then, evidently,

v̇(e•(t)) ≤
s

∑

i=1

hi(θ(t))e
•T
c (t)P •

cie
•

c(t) < 0 (50)

if

P •

ci =

[

P •A•

ci +A•T
ci P

•+(γ•)−1H•T
i H•

i ∗

G•T
i P

•

−γ•I2rg

]

< 0

(51)
Rewriting (51) using the Schur complement property as
follows







P •A•

ci +A•T
ci P

•
∗ ∗

G•T
i P

•

−γ•I2rg ∗

H•

i 0 −γ•Imr






< 0 (52)

and since (49) implies

P •A•

ei = P •A•

i − P •J•

iC
• (53)

then with the notations (40) and

P •J•

i = diag
[

P •

1
J i P •

2

]

= diag
[

Y •

1i P •

2

]

(54)

Y •

1i = P •

1
J i (55)

(52) implies (42). This concludes the proof.

V. ILLUSTRATIVE EXAMPLE

The nonlinear dynamics of the hydrostatic transmission
was taken from [8] and this model was used in the design
and simulations. Its dynamics is represented by a nonlinear
fourth order state-space model

q̇1(t)=−a11q1(t) + b11u1(t) + bd1d(t)
q̇2(t)=−a22q2(t) + b22u2(t) + bd2d(t)
q̇3(t)= a31q1(t)p(t)− a33q3(t)− a34q2(t)q4(t) + bd3d(t)
q̇4(t)= a43q2(t)q3(t)− a44q4(t) + bd4d(t)

where q1(t) is the normalized hydraulic pump angle, q2(t) is
the normalized hydraulic motor angle, q3(t) is the pressure
difference [bar], q4(t) is the hydraulic motor speed [rad/s],
p(t) is the speed of hydraulic pump [rad/s], u1(t) is the
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Fig. 1. System output response for the system in the fault regime

normalized control signal of the hydraulic pump, and u2(t)
is the normalized control signal of the hydraulic motor. It
is supposed that the external variable p(t), as well as the
second state variable q2(t) are measurable. In given working
point the model parameters are

a11 = 7.6923, a22 = 4.5455, a33 = 7.6054.10−4,

a31 = 0.7877, a34 = 0.9235, b11 = 1.8590.103,
a43 = 12.1967, a44 = 0.4143, b22 = 1.2879.103,
bd1 = 1.00.103, bd2 = 0.80.103, bd3 = 0.07.103,
bd4 = 0.01.103, µd = 0, σ2

d = 10−5.

Since the variables p(t) ∈ 〈c1, c2〉 = 〈105, 300〉 and q2(t) ∈
〈d1, d2〉 = 〈0.0001, 1〉 are bounded on the prescribed sectors
then vector of the premise variables can be chosen as follows

θ(t) =
[

θ1(t) θ2(t)
]

=
[

q2(t) p(t)
]

Thus, the set of nonlinear sector functions

w11(q2(t)) =
d1 − q2(t)

d1 − d2
, w12(q2(t)) = 1− w11(q2(t))

w21(p(t)) =
c1 − p(t)

c1 − c2
, w22(p(t)) = 1− w21(p(t))

implies the set of normalized membership functions

h1(t)=w11(q2(t))w21(p(t)), h2(t)=w11(q2(t))w22(p(t))

h3(t)=w12(q2(t))w21(p(t)), h4(t)=w12(q2(t))w22(p(t))

The transformation of the nonlinear differential equation
systems into TS fuzzy system gives

Ai =









−a11 0 0 0
0 −a22 0 0

a31ck 0 −a31 −a34dl
0 0 a43dl −a44









B =









a11 0
0 b22
0 0
0 0









, Bd =









bd1
bd2
bd3
bd4









, CT =









0 1
1 0
0 1
0 0









with the associations

i = 1← (l = 1, k = 1) i = 2← (l = 1, k = 2)
i = 3← (l = 2, k = 1) i = 4← (l = 2, k = 2)
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Fig. 2. Residual filter response for the system in the fault regime

Note, the necessary but not sufficient condition to obtain
system observability is that the state variable q2(t) is mea-
surable. Considering this condition, the system output matrix
C was chosen as given above.

Supposing that faults are affecting the second actuator, i.e.,
Bf = B2 and choosing the maximal rank of residual model
mr = m = 2, then, exploiting Self–Dual–Minimization
(SeDuMi) package for Matlab [17], the reference model
design conditions (21), (22) were feasible with the following
design parameters

J◦

1
=103









−2.0487 1.4501
1.9037 −1.3536
0.1930 −0.0659
0.0234 −0.0168









,J◦

2
=103









−1.8759 1.5017
1.7436 −1.4010
0.1668 −0.0755
0.0234 −0.0106









J◦

3
=103









−0.3766 4.0399
0.3488 −3.7619
0.0411 −0.2512
0.0060 −0.0437









,J◦

4
=103









−0.1709 4.1239
0.1579 −3.8395
0.0112 −0.2645
0.0047 −0.0385









V ◦

1
=

1

106

[

0.0006−0.5067
−0.0104−0.0959

]

,V ◦

2
=

1

105

[

0.0556 0.8547
−0.0028−0.0045

]

V ◦

3
=

1

106

[

0.0862 0.8390
−0.0437 0.2176

]

,V ◦

4
=

1

105

[

−0.0279 0.6291
0.0006 0.0625

]

where γ◦ = 0.9848. Subsequently, solving (41), (42) with
respect to the LMI matrix variables P •

1
, P •

2
, Y •

1i, V
•

i , δ•

within the reference model parameters J◦

i , V ◦

i , i = 1, 2, 3, 4,
the feasible solution offers the results γ• = 0.4117,

J1=103









0.0793 3.8859
1.0590 0.6706
0.0913 0.0907
0.0134 0.0081









, J2=103









0.4077 4.3822
1.1198 0.8057
0.0947 0.1008
0.0143 0.0157









J3=103









−0.3700 7.5517
0.9996 1.2591
0.0873 0.1749
0.0125 0.0168









,J4=103









−0.3847 7.6388
0.9739 1.2707
0.0849 0.1753
0.0124 0.0228









V 1=
1

102

[

−0.1260−0.1012
0.0159−0.0145

]

,V 2=
1

104

[

−0.2042−0.7317
−0.1741 0.0238

]

V3=
1

103

[

0.1332 0.1832
−0.0365−0.1036

]

,V ◦

4
=

1

104

[

−0.9652−0.1236
0.1877 0.0094

]
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As can be seen, the state observer gain parameters differ
from the observer parameters of the reference model. The
most interesting, however, is a substantial difference in the
weight matrices of the robust TS fuzzy fault detection filter.

The simulation for the fault detection performance was
done under the system fuzzy control law in the forced regime

u(t) =
s

∑

j=1

hj(θ(t))
(

Kjq(t) +Wjw(t)
)

where the controller parameters were designed as follows
(all details concerning the used design methodology can be
found in [13])

K1 =

[

0.0834 0.0000 0.0844 0.0001
0.0000 0.0902 0.0000 0.0000

]

K2 =

[

0.0855 0.0000 0.0869 0.0001
0.0000 0.0898 0.0000 0.0000

]

K3 =

[

0.1353 0.0000 0.1933 0.0004
0.0000 0.0907 0.0000 0.0000

]

K4 =

[

0.1350 0.0000 0.1926 0.0004
0.0000 0.0903 0.0000 0.0000

]

W1=

[

0.0000 0.0861
0.0937 0.0000

]

, W2=

[

0.0000 0.0884
0.0933 0.0000

]

W3=

[

0.0000 0.1936
0.0942 0.0000

]

, W4=

[

0.0000 0.1927
0.0938 0.0000

]

The working point was set by p(t) = 105 and the desired
steady-state output wT(t) =

[

0.50 0.25
]

, the fault was
modeled as the short-circuit outage of the second actuator
during t ∈ 〈3.0, 3.5〉 [s]. Fig. 1 shows the system output
response to the fault, the corresponding residual signals are
presented in Fig. 2. Comparing with the previous results [12],
it can inclosed that H∞ norm of the residual transfer function
with respect to disturbance was substantionally reduced and
the residual absolute sensitivity to faults is substantially
increased.

VI. CONCLUDING REMARKS

Newly introduced robust TS fuzzy fault detection filter
design method, as augmentation of the residual generators
synthesis for one class of nonlinear systems, is presented
in the paper. This is achieved by application of TS fuzzy
reasoning, relating to multi-model approximation, as in the
observer structure as well as in the residual signals frame and
is supported by the TS fuzzy residual reference model. De-
sign conditions are derived in terms of optimization over LMI
constraints using standard numerical optimization procedures
to achieve, simultaneously, the fuzzy observer asymptotic
stability and the optimal residual signal H∞ performance
with respect to the unknown disturbances. Since TS fuzzy
fault detection filter design task is generally singular for a
non-square system output matrix C, to obtain more regular
conditions any further extensions could be included in the
design conditions in future research.
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Abstract— Wind energy, a kind of non-conventional energy 

source and environmental fresh energy, is widely studied 

nowadays. Directly driven wind turbine permanent magnet 

synchronous generator (D-PMSG) plays a vital role in the latest 

small-scale wind Power technology. This paper presents the 

modeling and simulation of a 12kW direct driven Permanent 

Magnet Synchronous Generator of Wind Power. This model 

consists of Weibull parameter estimation, wind turbine model, 

PMSG model and load model. The present modeling and 

simulation results are validated with sample experiments results 

are conducted in VSB-Technical university of Ostrava. 

Index Terms— Wind turbine, PMSG, renewable energy, 

Weibull parameter, wind power. 

I. INTRODUCTION  

 Nowadays, most electrical energy is generated by burning 

huge fossil fuels and special weather conditions such as acid 

rain and snow, climate change, urban smog, regional haze, 

several tornados, etc., have happened around the whole world. 

It is now clear that the installation of a number of wind turbine 

generators can effectively reduce environmental pollution, 

fossil fuel consumption, and the costs of overall electricity 

generation. Although wind is only an intermittent source of 

energy, it represents a reliable energy resource from a long-

term energy policy viewpoint. Among various renewable 

energy resources, wind power energy is one of the most 

popular and promising energy resources in the whole world 

today. Global winds caused by pressure difference across the 

earth surface due to uneven heating of the earth by solar 

radiation. In a simple flow model, air rises at the equator and 

sinks at the poles. The atmospheric winds are affected by many 

factors such as the pressure, gradient, gravitational forces, 

inertia of air, the earth rotation, and friction with the earth 

surface [1, 2]. 

The wind power mainly depends on geographic and 

weather conditions and varies from time to time. Therefore it is 

necessary to construct a system that can generate maximum 

power for all operation condition. Recently, PMSG is used for 

wind power generating system because of its advantages such 

as better reliability, lower maintenance and more 

efficient.Industry generally remains hesitant to changes in the 

paradigm of reliable electric power supply that has been in 

place for most of the last century. This is mainly because the 

new paradigm mainly involves renewable energy, which is 

mainly captured from naturally intermittent renewable sources. 

For instance, solar electricity only functions at night from 

battery storage systems, and wind being stochastic in nature 

means power generation from it is only possible when the wind 

is blowing. This raises the challenge of intermittent generation 

integration issues [3].  

Wind power is an environmental friendly energy source 

with no fuel costs. The use of wind power is increasing every 

year and more and more countries invest in large wind turbines 

for part of their energy supply. As the amount of the wind 

turbines increases it is important that the technology of wind 

turbines keep evolving [4]. There are several different types of 

electrical system available for converting the wind power to 

electricity but no single technology is dominating the market. 

Modern technology of wind and solar radiation is largely 

developed in the last twenty years. These two categories of 

resources inherently represent small wind turbines with rotor 

surface to 200m 
2
. Nowadays, it quite commonly uses these 

technologies for obtaining electricity not only in places where 

there is no public distribution site. These  energy can be used 

for lighting, power appliances, hot water and heating. MVE 

generated clean energy and can help reduce CO 
2
 emissions. 

The island's power grid systems, or as it is sometimes referred 

to, these plants are currently experiencing in Europe and in the 

Czech Republic boom. Basic insular power or if insular 

systems that are not connected into the distribution grid , are 

referred to as an island or even off-grid. Its application is found 

primarily where it is not possible to build a traditional public 

electricity connection  (cottages, RD, etc.) or mobile 

installations (caravans, boats, mobile homes, mobile units 

etc.).   

VSB-TUO University was established in early 2010 wind 

turbine with a synchronous generator with permanent magnets. 

The control system allows the wind turbine to operate in an 

autonomous mode, where the performance of the plant led to a 

general load, also can work in the general supply of load 

voltage bus and last but not least, it is possible to deliver power 

from wind power into the grid via the inverter with 

regenerative unit. Prior to the implementation of wind power 

were a number of measurements in the laboratory in order to 
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find the optimum settings for each component of the power and 

control system and also to verify the operating characteristics 

of synchronous generator with permanent magnets for its 

various operating modes. Parallel testing of synchronous 

generator with permanent magnets mathematical model was 

created in the generator environment matlab that was verified 

based on the results of experimental measurements. Thus 

created a mathematical model of a synchronous generator with 

permanent magnets will serve as support for real time 

measurement of individual components in the design of 

autonomous networks, where the performance of wind power 

will be accumulated using car batteries, together with the 

performance of the newly built photovoltaic power plants. The 

rechargeable battery will subsequently fed through power 

converters general load simulating consumption with varying 

degrees of priority power. 

 A direct driven generator is secure from losses, 

maintenance and costs associated with a gearbox. Also, it 

reduces the torsional constraints on the shaft imposed by eigen 

frequency oscillations. Gearless wind turbines are becoming 

increasingly popular, see for instance [5]. Here, a radial flux 

machine is used but other designs have been used for wind 

turbines [6-8]. Furthermore, different designs, for instance to 

have an ironless stator, have been suggested [9]. The use of 

PMs instead of electromagnets is motivated by the simpler 

rotor construction, i.e. no field coils have to be electrified. 

Furthermore, the efficiency is improved, as rotor losses are 

practically eliminated .In this article, simulation and analysis of 

12 kW direct driven PMSG of wind power are installed in 

VSB-Technical university of ostrava are presented. The sample 

experiments results are validated with simulated work are 

verified. 

II.  SYSTEM UNDER STUDY 

The proposed system in installed in VSB-TUO, Ostrava as 

shown in Fig.1 and   detailed block diagram contains such as 

weibull parameter estimation, wind turbine model, PMSG 

model and load as given in Fig.2. 

 

 
 

Fig.1. wind power plant at VSB-Technical University of Ostrava 

 
Fig.2 block diagram for wind system 

A. Weibull parameter estimation  

Graphical method for estimating Weibull parameters, 

namely, shape parameter ( k ) and scale parameter ( c ). The 

Weibul distribution is an important distribution especially for 

reliability and maintainability analysis. The suitable values for 

both shape parameter and scale parameters of Weibull 

distribution are important for selecting locations of installing 

wind turbine generators. The scale parameter  of Weibull 

distribution also important to determine whether a wind farm 

is good or not. The presented method is the analytical methods 

and computational experiments on the presented methods are 

reported.Wind speed data for the continuous six months as 

shown in Fig.3. Fig3 shows the variation of wind speed versus 

measurement or count in time series. 

 
Fig.3 wind speed versus measurement in time series 

 The probability density function of Weibull 

distribution is given by [10], 

                                                 (1)                                

Many literature surveys for this study shows that, shape 

parameter of Weibull distribution range from 1.2 to 2.75 for 

most wind condition in the world. Cumulative distribution 

function (CDF) of Weibull distribution is given by 
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                                                           (2) 

From equation 1 and 2, we plot of the Weibull probability 

density function and Weibull cumulative distribution function 

with the same values of k as the probability density function 

as shown in Fig.4. 

 

 
Fig.4. Probability density  and cumulative probability density function  with 

wind speed 

 Graphical method is calculated by using cumulative 

distribution function. Equation 3 can be applying twice the 

logarithm. Therefore, this can be rewritten as. 

                         (3) 

Equation 3 is an equation of a straight line. To plot F(v) versus 

v as shown in fig.5. 

 

 
Fig.5 F(v) versus v 

B. Wind turbine model 

The proposed model of the wind turbine used in this paper 

is based on the actual value system. The conventional wind 

model was found not to be suited to the actual value system. In 

order to make wind turbine compatible with real value 

components, several modifications have been made in the 

Simulink wind turbine model. First, the wind-turbine model 

was changed from a per unit system to the actual value system. 

Next, the original model represents a variable pitch model, 

while for this paper; the model was changed to represent a 

fixed pitch turbine. For this purpose, the value of pitch angle is 

set to zero. 

The fixed pitch model is used to isolate the effects of 

electrical control rather than mechanical control because pitch 

control is achieved through hydraulic manipulation. Since the 

power coefficient characteristic of a non-linear curve that 

reflects the aerodynamic behaviour of a wind turbine is 

necessary, this curve must be defined. The Cp curve in this 

paper is taken from the wind-turbine model provided by 

Matlab- Simulink [11].  

The tip speed ratio λ, which is the ratio of linear speed at 

the tip of the blades to the speed of wind, is expressed as. 

                                     (4) 

Where, ɷT- angular velocity of the wind turbine, r- radius of 

the wind turbine, Vw- wind speed 

Cp(λ,β)=c1(c2/λi–c3β–c4)e
-c

5
/λ

i+c6λi                                                         (5) 

1/λi=1/λ+0.08β–0.035/β
3
+1                                               (6)  

 

Where c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, c6 = 

0.0068 

Therefore, the new power coefficient is derived as: 

 

Cp(λ)= 0.5176(116/λ – (116*0.035) – 5) e
-21/λ

 
–
 
21*0.035

 + 0.0068λ                                                                 

(7)  

The tip speed ratio indicates the operating condition of a 

turbine as it takes into account the wind created by the rotation 

of the rotor blades. The tip speed ratio shows tangential speed 

at which the rotor blade is rotating compared with the fixed 

wind speed. 

As the wind speed changes, the tip speed ratio and the 

power coefficient will vary. The power coefficient 

characteristic has a single maximum at a specific value of the 

tip speed ratio ( λoptimum). Therefore, if the wind turbine is 

operating at constant speeds, then the power coefficient will be 

maximum (Cpmax), only at one wind speed.  Cp and λ 

characteristics curve for the wind turbine is illustrated in Fig.6 

using a curve fitting technique. 

 
Fig.6. Curve relationship between Cp and tip speed ratio (λ) 
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Fig. 7. Power-speed characteristics 

 

     Typically, wind turbines are designed to start running at 

wind speeds somewhere around 4 to 5 m/s. This is called the 

cut-in wind speed. The wind turbine will be programmed to 

stop at high wind speeds of 25 m/s, in order to avoid 

damaging the turbine. This speed is called the cut-out wind 

speed. Figure 7 shows the turbine power-speed characteristics 

for various wind velocity values. 

C.  PMSG Model  

Before developing the mathematical model of the PMSM, 

several important assumptions need to be made: the damping 

effect in the magnets and in the rotor are negligible; the 

magnetic saturation effects are neglected; the eddy current and 

hysteresis losses are neglected; the back electromotive force 

(EMF) induced in the stator windings are sinusoidal; for 

simplicity, all the equations of PMSMs are expressed in motor 

(consumer/load) notation, that is, negative current will be 

prevailing when the model refers to a generator. Negative 

current means that at the positive polarity of the terminal of a 

device the current is out of that terminal. 

A directly driven PMSG is dynamically modeled using 

MATLAB detailed synchronous machine model. In order to 

define the generator-side control methodology, equations of the 

generator-side circuit are projected in to a reference frame 

synchronously rotating and aligned with the rotor, giving [12, 

13]. 

Voltage equation are given by 

 

                                        (8) 

                                       (9) 

Therefore, Flux linkage 

 

                                                                    (10) 

                                                         (11) 

Substituting equations 10 and 11 into equations 8 and 9 

 

                (12) 

             (13) 

Arranging equations 12 and 13 in matrix form 

 

              (14) 

The developed torque motor is being given by 

 

                                    (15) 

Mechanical torque equation is 

 

                                       (16) 

Solving for the rotor mechanical speed form equ.9 

 

                                        (17) 

Where    

 

In the above equations ωr is the rotor electrical speed where 

as ωm is the rotor mechanical speed 

III.  RESULT AND DISCUSSION 

 The model of PMSG implemented in matlab simulink as 

shown in Fig.8. The presented method and simulation results 

are conducted in MATLAB/SIMULINK.. In this paper, the 

base wind speed is considered as 12m/s. Fig. 9 shows the 

mechanical torque of PMSG, Electromagnetic torque of 

PMSG, pitch angle, rotor speed (rad/sec) and  Per-unit with 

time. 

Fig.10 shows the power, line voltage, line current and rotor 

speed with time keeping the speed of the wind will be 12m/s. 

Experimental measurements, which has been on the service 

was implemented, measurement of the voltage constant, 

therefore the measurement of output voltage depending on the 

speed of the generator. The results from the experimental 

measurement were also used for verification of mathematical 

model in matlab-simulink environment. When measuring the 

generator powered by the dynamometer and the set speed is 

measured the phase voltage connection to the stars. 

The table 1 shows the average value of the voltage 

measurement in three phases, the last column lists the output 

values of the mathematical modeling. 
 

Sl.no. Speed(rev/min) Voltage(experiment) Voltage(simulated) 

1. 50 117.1 120 

2. 100 233.2 230 

3. 150 349 350 

4. 180 417.8 420 

5. 200 464.8 465 

 

Table 1 comparison of the results of experimental measurement and the 

mathematical model for idle status 
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Fig.8. PMSG modeled with simulink 

 

Fig.9. mechanical torque, Electromagnetic torque pitch angle, rotor speed with time 

 

 
Fig.10. power, line voltage, line current and rotor speed with time 
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IV.  CONCLUSIONS  

This paper presented the results of mathematical modeling 

and simulation of a synchronous generator to the newly built 

wind power 12 kW in the locality of VSB-TU Ostrava.  It 

consists of wind turbine, drive train, PMSG, pitch angle control 

and Load model. PMSG and load model are established in d-q 

model. The sample experiment’s results are validated with 

simulated work are verified. 
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Abstract—Some common ideas and problems con-
cerning the use of fuzzy logic for modeling unreliable
networks are discussed on simple example. Approach
to measuring fuzziness of different fuzzy parameters
types is presented along with rules of their mutual
conversions. The difficulty of keeping information at
these conversions is shown.

I. INTRODUCTION

Modern communication systems, sensor net-
works in particular, provide us with many problems
concerning calculation and optimization of models
corresponding to real infrastructure parts. This also
includes some other kinds of networks, like trans-
port.

Many of these models are representing unreliable
networks, i.e. networks with failing components.
The most common example is probabilistic models,
where each component has probability of failure
[1]–[3]. But this method has its own cons since we
can’t always have sufficient statistical data or even
have to use expert opinion. Alternative approach is
using fuzzy models for description of reliability.

Fuzzy models help avoid problem of insufficient
statistical data allowing membership function to
have values between 0 and 1. Fuzzy logic was
introduced in 1965 by Lotfi A. Zadeh. It has been
applied to many fields involving descriptions of
uncertain events.

This approach allows us to weaken the formalism
of classic probabilistic models and simplify the
solution of our problem. There is also a wide choice
of ways of representing fuzzy parameters, which

gives us flexibility to build completely different
models for different purposes. In last years, we can
find a lot of researches concerning usage of fuzzy
models for network’s analysis and optimization [4]–
[6]. In all these and other papers that consider fuzzy
models of telecommunication networks, a unified
approach for description of uncertainty is used,
that is some unique model is chosen, for example
triangle numbers or intervals. At the same time,
when describing large network, different teams of
experts may be recruited that use different tech-
niques and so present results in different measures
of uncertainty. For analysis of such mixed data
conversion to some unique presentation is needed.
This conversion may lead to loss of information
thus increasing uncertainty of a result. In this paper
we discuss the problem and propose some methods
for conversion of uncertainty presentations with
minimal loss of information.

II. INFORMATIVENESS OF NETWORK ELEMENTS

Using fuzzy logic in networks modeling allows
us to formulate the problems, which can’t be con-
sidered in standard probabilistic approach [1]. Cal-
culating of network components’ informativeness is
one of these problems.

Let G be an arbitrary graph with unreliable edges,
which are set by fuzzy numbers. Let’s call these
parameters the possibility of presence of each edge.
For each edge we can also introduce fuzziness -
some function showing us how much information
we can get from this edge. One of the examples is
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logarithmic entropy, which can be easily calculated
for most cases of classic fuzzy numbers. At last,
we can talk about informativeness - a value, which
shows us how much influence has the change of
fuzziness to the value of the objective function. In
practice this problem could stay for the process of
maintenance of big network in the state of lack
of resources. Knowing the informativeness, we can
consider, which elements of our network are more
important in terms of specifying their condition.

In this paper in most of the examples we are using
the logarithmic entropy as the measure of fuzziness:

d(A) =

∫
U

S (µA (x)) dx;

where S (y) = −y · ln (y) − (1− y) · ln (1− y) -
Shannon function.

Let’s consider a simple example to show the
problem closely. Let each edge of G have a triangu-
lar number 〈γ, a, δ〉 : 0 < a < 1; a−γ ≥ 0; a+δ ≤
1 as a fuzzy parameter. Operations between them
could be defined as:

〈γ1, a1, δ1〉 ∗ 〈γ2, a2, δ2〉 =

= 〈max (γ1, γ2) , a1 ∗ a2,max (δ1, δ2)〉

Here we can consider these triangular numbers
as probabilities of presence for the graph elements
with some additional parameters (γ and δ).

(a) (b)

Fig. 1. Informativeness of network elements

On the Fig.1(a) we compare connection possi-
bility (fuzzy analogue of connection probability)
of two subgraphs connected by a bridge before
and after changing the fuzziness of this bridge.
At the beginning, the fuzzy number corresponding
to objective function value equals 〈0.1, 0.245, 0.1〉.
If we now change the fuzzy parameter of bridge
to 〈0, 0.5, 0〉 connection possibility value becomes
equal to 〈0.05, 0.245, 0.05〉.

In the case (b) we are calculating the possibility
of connection of two subgraphs. Without changing
parameters this value equals 〈0.1, 0.8, 0.1〉. Alter-
nately modifying fuzzy numbers corresponding to
both edges of the bridge, we get different results.
It means that these elements are not equal in terms
of informativeness.

Consequently, informativeness of elements can
be affected not only by their own fuzzy parameters
but also by the structure of the whole network and
parameters of other edges. It is obvious that we only
need to compare the values of informativeness of
elements, so we can try to use different heuristic
algorithms.

We are currently checking the hypothesis, which
lets us to use not the whole graph but only some
subgraphs containing the edges we try to compare.
This localization could dramatically decrease the
calculation difficulty (e.g. using the minimal chain
containing objective edges makes the solution triv-
ial).

III. CONVERSION OF FUZZY NUMBERS

Converting different types of fuzzy parameters
is another important problem. If we get network
parameters from different sources, they can be rep-
resented in different types of fuzzy numbers. So
we have to convert them to one common type and
keep the most information they initially have. The
problem is: how to choose this common type to lose
the least amount of informativeness?

Knowing the membership function of the fuzzy
number we can easily find the logarithmic en-
tropy. E.g. for triangular numbers 〈γ, a, δ〉 it equals
1
2 (γ + δ). Now if we know the measure of in-
formativeness we can set arithmetic operations to
correspond to any specific problem (depending on
the objective function, network structure etc.). So
we have to commit not only the measure but also
the set of operations on our fuzzy parameters.

The problem appears when we try to convert
these parameters from one type to another e.g.
trapezoidal numbers to triangular or triangular num-
bers to intervals. Let’s consider another simple
example to show it.
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(a) (b)
Fig. 2. Converting fuzzy numbers

Let A be a triangular number 〈γ, a, δ〉. As shown
above, its logarithmic entropy equals 1

2 (γ + δ).
Let’s build a trapezoidal number by changing
the membership function to 1 on the interval
with length d1 + d2 (Fig.2(a)). Its entropy equals
1
2 (γ + δ − d1 − d2). As we see, logarithmic en-
tropy decreases and this can be treated as in-
formation loss since we don’t use any additional
information about network to change that parameter.

If we try to keep the value of one chosen
fuzziness measure (Fig.2(b)), we obviously get the
changes in other ways of calculating it. So we have
to choose this function carefully for the current
problem in order to avoid the artificial changes of
entropy.

Another important special case is representing
fuzzy parameters by intervals, which actually can
not be straightly represented as classic fuzzy num-
bers. Arithmetic of intervals is a special algebraic
system, which formalizes operations on intervals.
Converting classic fuzzy numbers to intervals and
back can be done in different ways.

The easiest idea is to build membership function
as constant on the interval with length γ+δ. Entropy
then equals:

d = (γ + δ) (−h · ln (h)− (1− h) · ln (1− h)) .

Keeping the entropy value we can get h ≈ 0.8
or h ≈ 0.2. But here we obviously lose information
about the peak of the initial parameter.

To show the reverse connection between these
types of fuzzy numbers we formulate the following
lemma:

Lemma 1: Let the fuzziness measure on inter-
vals and triangular numbers be continuous, strictly
monotone functions φ (γ, δ) and ψ (l), and ψ is
differentiable on [0,1]. Now if for some interval

with length l = γ+δ we have φ (γ, δ) ≤ ψ (γ + δ),
then additional fuzziness on converting interval to
triangular number is bounded by the value depend-
ing only on ψ.

Proof: Let’s point out that we only need to
proof the case, where the entropy growth, i.e.:

ψ (l) = ψ (γ + δ) ≤ φ (γ′, δ′) .

Consequently from the condition of lemma:

ψ (γ + δ) ≤ ψ (γ′ + δ′) ,

Then using the mean value theorem:

∆d ≤ ψ (γ′ + δ′)− ψ (γ + δ) ≤
≤ ψ′ (l + ε (l′ − l)) (l′ − l) ≤

≤ maxx∈[0,1]ψ′ (x) .

Remark: In lemma proof l′− l is bounded by 1, but
in practice this value can be much smaller.

We can define membership function for intervals
as 0.5 on the interval with length l. It gives es-
timation for entropy difference (≈ 0.2l). Lemma
gives rough estimation for reverse conversion and
provides better results for special cases.

IV. ALGORITHMS EXAMPLES

A. Search of spanning trees
Problem of searching the minimum spanning tree

can be easily solved by many algorithms. Getting a
single spanning tree is also a trivial task, which can
be resolved by either depth-first search or breadth-
first search in linear time. These trees can be used
for calculating network connection probability.

For any graph, the number of spanning trees can
be calculated using Kirchhoff’s matrix-tree theo-
rem. In the fuzzy models we can try to find k best
spanning trees, or even trees with fuzzy restrictions.
Difficulty of such problems can vary depending on
our model. For example, we can represent the infor-
mal description of heuristic algorithm for searching
the set of trees meeting the fuzzy restrictions on
connection possibility. It is based on the local search
method. On each iteration we try to change one
of the edges of current tree without breaking the
connection. As a result we get some set of spanning
trees without the full search. Depending on the
fuzziness measure and initial restrictions we can
ignore ”unpromising” trees during each iteration.
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B. Connection of bipartite graph

Let G be a bipartite graph with a set of fuzzy
edges as a bridge between its subgrapghs. We need
to choose a subset of these edges to have the max-
imal connection possibility with limited summary
weight (represented by another fuzzy parameter in
common case).

With additional restrictions we can get different
problems of discrete optimization. For example,
with prohibition on ”boundary” nodes to have more
then one incidental edge from the ”bridge” set, we
get the problem of maximal matching. Here we
don’t have any additional restrictions, so we get
the 0-1 knapsack problem. All initial parameters are
considered fuzzy numbers.

Let’s look more carefully at the greedy algorithm.
Like for the real parameters, it doesn’t always give
the exact solution. For testing we used triangular
numbers with two different sets of operations for
weights and possibilities. Since the possibilities of
presence must be limited by the fuzzy analogue of
segment [0,1], operations were formulated in this
way: centers were handled as usual probabilities and
boundaries were found as mean values.

For weights we additionally had to define multi-
plicative inverse element and full order. So we used
operations defining the field of triangular numbers:

〈γ1, a1, δ1〉+ 〈γ2, a2, δ2〉 =

= 〈γ1 · γ2, a1 + a2, δ1 · δ2〉
〈γ1, a1, δ1〉 · 〈γ2, a2, δ2〉 =

=
〈
eln(γ1)·ln(γ2), a1 · a2, eln(δ1)·ln(δ2)

〉
Multiplicative inverse value:

〈γ, a, δ〉−1 =

〈
e

1
ln(γ) ,

1

a
, e

1
ln(δ)

〉
It is possible to avoid defining some additional

operations on weight, e.g. by using any other
function growing with possibility growth and de-
creasing with weight growth instead of common
ratio. Algorithm is obviously polynomial: sorting
for O (n · ln (n)) and then passing n elements.

1: function GREEDY(costs, weights, limit)
2: for i = 0..n− 1 do
3: ratios[i] = costs[i] ∗ weights[i]−1
4: resultV ector[i] = false
5: end for
6: currSum = 0
7: cost = 0
8: while currSum ≤ limit do
9: currMax = 0

10: max = −1
11: for i = 0..n− 1 do
12: tempV al = ratios[i]
13: if currMax < tempV al and

!resultV ector[i] then
14: tempSum = currSum +

weights[i]
15: if tempSum ≤ limit then
16: currMax = tempV al
17: max = i
18: end if
19: end if
20: end for
21: if max ≥ 0 then
22: currSum+ = weights[max]
23: cost+ = costs[max]
24: resultV ector[max] = true
25: else
26: break
27: end if
28: end while
29: return cost
30: end function

In this algorithm we consider all values tem-
plate, extending FuzzyNumber class (i.e. triangular
numbers). All used operations must be defined for
the exact types of fuzzy numbers. This approach
has to use the multiplicative inversion, which we
don’t need for brute-force search. And most of
the results for the normal greedy algorithm for
knapsack problem can be applied in our case as
well.

Having the trivial realization, this problem shows
flexibility and convenience of fuzzy models. This
algorithm was implemented using object-oriented
programming language Java, as a part of a big
package dedicated to fuzzy networks. First of all,
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using interfaces allows to make a template algo-
rithm without specifying type of fuzzy numbers and
operations on them. Secondary, it is easy to think
of hierarchy of fuzzy numbers, which can also be
easily represented using object-oriented paradigm
(Fig.3). Any algorithm can be implemented as a
separate generic class, and interfaces allow to mon-
itor the correctness of operations in use.

Fig. 3. Example of fuzzy numbers class hierarchy

V. CONCLUSION

The brief results presented above shows some
problems in fuzzy modeling of unreliable telecom-
munications networks. We hope that the problem
of using different presentations of uncertainness in
description of one unreliable network will attract
attention of other researchers. Our initial theoretical
results for converting fuzzy parameters and informal
descriptions of algorithms on fuzzy models may be
useful for automation of constructing fuzzy models
of telecommunication and other networks.

Our next goal is comparing network elements’
informativeness by using the “localization” method.
We also want to check the advantages of switching
between different types of fuzzy parameters on the
examples of big networks with much fuzzy data
represented in three or more ways.
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Abstract:Organization theory suggests that to streamline the management of a large organization begins by divid-
ing it into several sections. This paper offers two or more evaluation measures that are required in order for an
organization to specialize.
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1 Introduction

Two typical but different types of organization exist:
one is classical organization with a pyramid shaped
hierarchical structure, the other is a network organi-
zation with a non-hierarchical structure. Fig.1 shows
an example of the classical type organization model
which is expressed by a rooted tree. To attain an ef-
ficient operating organization, it is necessary to deter-
mine where the members should be assigned. This is
a crucial issue in traditional organization theories that
is relevant to“ clarifying the limit of authority” and
“ layering of the organizations”.

Figure1: Hierarchical organization as a rooted tree.

In the organization sciences including business
administration, economics, public administration, so-
ciology, psychology, etc., the behavioral patterns and
values are required in a specific organization have
been discussed from the standpoint of the superior-
ity in competing with others, or the possibility to suc-
ceed. For this reason, the problem of the organi-

Organization

Internal

Peripheral

Retaining

External
Primary business Profitability

Figure2: Three different behaviors in a modern large
organization.

zations has primarily been preoccupied with qualita-
tive discussions. Fig.2 illustrates three different cate-
gories of the members’ behaviors. They are primary-
business-oriented behavior vs. peripheral-business-
oriented behavior, external-contribution-oriented be-
havior vs. internal-contribution-oriented behavior,
and profitability-oriented behavior vs. retaining-
oriented behavior.

The primary trust of members is devoted to per-
forming tasks indirectly related to the organizational
primary business itself, such as the training members
in public responsibility and compliance. As described
in traditional organization theories, a legal remedy
for compliance and organizational sustainability is re-
quired, which can be considered qualitatively. But in
reality, the amount of effort to retain an organization
is much higher than the amount of effort to perform its
primary business. Thus, the primary task of an organi-
zation can be neglected. Accordingly deciding the ra-
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tio of internal and external contributions is considered
difficult and ambiguous. Internal contribution denotes
the effort required to retain organizations and enhance
organizational survival, whereas external contribution
refers to the efforts to fulfill the mission of their own
organization which perform against external. The rea-
son for this ambiguity is that the problem cannot be
dealt with extant quantitatively based frameworks of
traditional organization theories.

Figure3: Three types of efficient trees when evalua-
tion criteria is one only.

Recently, a mathematical model for evaluating
the hierarchical organization quantitatively was pro-
posed [[2, 3]]. This research demonstrated that the
shape of the hierarchical organization that maximizes
the evaluation value of organization, can be classified
into three types (see Fig. 3) depending on the capac-
ity value of the members when number of the eval-
uation criteria is only one. According to Fig.3, the
hierarchical organization having only one evaluation
criterion is an undifferentiated organization. In other
words, it is not differentiated into several departments.
This means that two or more evaluation criteria are re-
quired for an organization to specialize. In this paper,
we propose a new mathematical model which defines
internal and external contributions for the organiza-
tions. Consequently, the evaluation function in the
new model is adapted by the sum of the contribution
to the external of all members in a given organization.
Here, the external contribution shows that members’
behaviors directly increases and improves. However
the internal contribution involved in retaining and the
survival of firm is not directly related to the business
of the organization originally in a hierarchical organi-
zation. In addition, the old model is compatible if the
middle management in hierarchical organization uses
their own capabilities in term of internal contribution.

2 Mathematical Model

Suppose thatG = (V (G), E(G)) is a graph.
Throughout this article, a graph is always finite, undi-

rected and simple, with ordern = |V (G)|(n ≥ 2) and
sizem = |E(G)|.

For u ∈ V (G), G − U is obtained fromG by
deleting all the vertices inV (G)∩U and their incident
edges. IfU = {v} is a singleton, we writeG−v rather
thanG − {v}. As above,G − {e} andG + {e} are
abbreviated toG− e andG+ e for e ∈ E(G).

Foru ∈ V (G), byN(u) =
{
v | {u, v} ∈ E(G)

}
,

we denote the set of vertices adjacent tou, and call
deg(u) = |N(u)| the degree ofu ∈ V (G). We refer
to a path inG = (V (G), E(G)) by the sequence of its
vertices and write

G(x0, xk) = x0x1 · · ·xk
for xi ∈ V (G)(i = 0, 1, · · · , k) andxjxj+1 ∈ E(G)
(j = 0, 1, · · · , k − 1), wherexi are all distinct, and
callingG(x0, xk) a path fromx0 to xk in G, and the
number of edges of the path is its length. The above
pathG(x0, xk) has lengthk.

Assume thatP = x0x1 · · ·xk−1 is a path andk ≥
3, then

C ≡ P + xk−1x0

is called a cycle. On the other hand, an acyclic graph,
i.e., one not containing any cycles, is called a forest.
A connected forest is called a tree. Thus, a forest is
a graph whose components are trees. Sometimes we
consider one vertex of a tree as special, and then such
vertex is called the root of the tree, while the vertices
of degree 1 in a tree, but not the root of the tree, are its
leaves. A tree graphT with fixed rootr is written as
Tr, and then the set ofTr ’s leaves is written asL(Tr).
That is,

L(Tr) = {v ∈ E(Tr)|deg(v) = 1, v ̸= r} .

Writing x ≼ y for x ∈ Tr(r, y), we then define
a partial ordering onV (Tr), the tree-order associated
with Tr. This ordering will be considered as the ex-
pression “depth”: ifx ≺ y, we sayx lies belowy in
Tr, see Fig.4.

 
down-closure of x

depth

up-closure of y

r

x

y

Figure4: x ≺ y in Tr, down-closure ofx, and up-
closure ofy.

We call

⌈x⌉ ≡ {v ∈ V (Tr)|v ≼ x}
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and
⌊y⌋ ≡ {v ∈ V (Tr)|v ≽ y}

the down-closure ofx and the up-closure ofy in Tr.
Note that the rootr is the least element, and that the
leaves ofTr are its maximal elements in this partial
order.

Suppose thatΣ = {σ1, σ2, · · · , σn}(n ≥ 2) and
A(♯A ≥ 1) are finite sets. Throughout this paper,Σ is
interpreted as the set of members of a given organiza-
tion, which consists ofσ1, σ2, · · · , σn. And A is the
set of the evaluation measures.

For a givenΣ, we call(Σ, {ϕi}i∈A) an evaluation
system, if

ϕi : Σ → IR+ ≡ {x ∈ IR | x > 0} for i ∈ A.

We callϕi(σ) the personal ability ofσ ∈ Σ with re-
spect to an evaluation measurei ∈ A.

sx

¾

1
x

2
x

1
¾xw

2
¾xw

s¾xw

←¾f

out→¾f

in→¾f

Figure5: Input(fσ←) and output
(
fσ→in + fσ→out

)
for σ ∈ Σ.

In order for an organization to achieve its pur-
pose to aim at, it is also necessary that appropriate
instructions are transmitted to subordinates from su-
periors. Thus, for a fixed organization treeTr with
V (Tr) = Σ, we considered that the value of the output
of σ written byfσ→, is determined as the interaction
of “ability value of subordinateϕ(σ)” and “accuracy
of instruction from superiorfσ←”. In this paper, it is
assumed that the total outputfσ→ for σ ∈ Σ become
the value obtained by multiplying his own abilityϕ(σ)
to his inputfσ← as the instruction from his superior.
That is

fσ→ = ϕ(σ)× fσ←.

Further, it is assumed that the outputfσ→ for σ ∈ Σ
can be classified into the external outputfσ→out which
works on the outside of an organization, and the inter-
nal outputfσ→in which works on the inside. The for-
merfσ→out is a direct effort to be intended to achieve
the purpose of the organization by approach to the out-
side. On the other hand, the latterfσ→in is an indirect
effort to be intended to achieve the objectives of or-
ganization by assisting his own subordinates relevant
to its maintenance and management. As a result, both
of efforts contribute to the achievement of the purpose

that the organization aims at. However, in order to in-
crease allover activities of the organization, the deci-
sion problem of whether to put a big weight on either
external or internal output is difficult at the individual
level of the members. Throughout this paper, the ratio
of external outputfσ→out and internal outputfσ→in
is assumed to be constant regardless of the members.
That is

external output: internal output= α : 1− α (2.1)

for α ∈ [0, 1] and anyσ ∈ Σ. We callα the external
output coefficientand call1 − α the internal output
coefficient.

For the subordinateσ ∈ Σ who received instruc-
tions from his superior, it is necessary to transmit ap-
propriate instructionsfσ→in to his own subordinates
as superior, whileσ as subordinate carries out the in-
structionsfσ→out. For a given organizational structure
treeTr, we assume that the value of the input for sub-
ordinatex ∈ N(σ) with x ≻ σ is obtained by multi-
plying its weightwσx to fσ→in, see Fig.5. Therefore,
the total contribution ofσ ∈ Σ for the organization
can be expressed by

fσ→in

∑
x∈N(σ),x≻σ

wσx + fσ→out,

where
0 ≤ wσx ≤ 1

for anyσ /∈ L(Tr), x ∈ N(σ), x ≻ σ and

1 ≤
∑

x∈N(σ),x≻σ

wσx ≤ deg∗ σ. (2.2)

Here for an arbitrarily fixed rooted treeTr with
V (Tr) = Σ andσ ∈ Σ,

deg∗ σ =

{
deg σ if σ ∈ {r} ∪ L(Tr),

deg σ − 1 otherwise.

Putting
∑

x∈N(σ),x≻σ

wσx = 1 in (2.2). This case

corresponds to the organization model whichσ ∈ Σ
as superior instruct his/her subordinates individually.
Since this instructorσ ∈ Σ only assigns his/her to-
tal amount of instructionfσ→in to his subordinates,
the organizational management of this instructor is
inefficient. On the other hand, this counter case,∑
x∈N(σ),x≻σ

wσx = deg∗ σ in (2.2) implies that

wσx = 1 for any x ∈ N(σ), x ≻ σ.
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Thatis

fx← = fσ→in for any x ∈ N(σ), x ≻ σ.

This case corresponds to the organization model
which σ ∈ Σ as superior complete his/her indica-
tion to all subordinates with only one instruction. For
example, the organization that intention transmission
is performed only by meetings, this is true. In this
case, since an internal output is proportional to the
number of participants of meeting, the organizational
management of this instructor is efficient. In this way,∑
x∈N(σ),x≻σ

wσx means an efficient of organizational

management ofσ ∈ Σ.
To summarize the above, for a given evaluation

system(Σ, {ϕi}i∈A), a rooted treeTr with V (Tr) =
Σ, σ ∈ Σ, i ∈ A and an external output coefficient
α ∈ [0, 1], fα,i

σ← and fα,i
σ→ denote the input and the

output ofσ ∈ Σ, respectively. Andfα,i
σ→out andfα,i

σ→in
denote the external and the internal outputs ofσ ∈ Σ
for the organization, respectively. Then we define the
follows;

fα,i
σ→ = ϕi(σ)f

α,i
σ←

and

fα,i
σ← =

{
1 if σ = r (root),

wi
p(σ)σf

α,i
p(σ)→in otherwise.

Where {wi
xy}i∈A,x∈Σ\L(Tr),y∈N(x),y≻x denote the

weights fromx ∈ Σ to y ∈ N(x) (y ≻ x) with re-
spect toi ∈ A in an arbitrarily fixedTr. And p(σ)
denotes the parent node (as superior) ofσ ∈ Σ onTr.

Under the assumption (2.1), we define

fα,i
σ→ = fα,i

σ→in + fα,i
σ→out

fα,i
σ→in =

{
0 if σ ∈ L(Tr),

(1− α)fα,i
σ→ otherwise,

and

fα,i
σ→out =

{
fα,i
σ→ if σ ∈ L(Tr)

αfα,i
σ→ otherwise.

On a given rooted treeTr, we defineσ’s total contri-
butionFα,i

σ→ with respect toi ∈ A andα ∈ [0, 1] by

Fα,i
σ→ = fα,i

σ→in

∑
x∈N(σ),x≻σ

wi
σx + fα,i

σ→out .

Here
0 ≤ wi

σx ≤ 1

for anyσ ∈ Σ\L(Tr), x ∈ N(σ), x ≻ σ, i ∈ A and

1 ≤
∑

x∈N(σ),x≻σ

wi
σx ≤ deg σ∗.

Remark thatFα,i
σ→ = fα,i

σ→out for σ ∈ L(Tr), since
fα,i
σ→in = 0 for σ ∈ L(Tr). Therefore, for convinience

of definingFα,i
σ→ for anyσ ∈ Σ, we assume formally

that ∑
x∈N(σ),x≻σ

wi
σx = 1 for σ ∈ L(Tr).

Then, for anyσ ∈ Σ andi ∈ A, we see that

fα,i
σ→ ≤ Fα,i

σ→

in general and the equality is attained only in the case
of ∑

x∈N(σ),x≻σ

wi
σx = 1 for anyσ ∈ Σ.

In this way, this total contribution valueFα,i
σ→ depends

on the value of
∑

x∈N(σ),x≻σ

wi
σx. Therefore, we call∑

x∈N(σ),x≻σ

wi
σx the efficiency coefficient ofσ ∈ Σ

with respect toi ∈ A.
Throughout this paper, we assume that

{wi
σx}x∈N(σ),x≻σ for σ ∈ Σ\L(Tr) is a sequence

depending only ondeg∗ σ and i ∈ A. That is, for
σ, σ′ ∈ Σ\L(Tr),

deg∗ σ = deg∗ σ′

implies that(wi
σ′x)x∈N(σ′),x≻σ′ is a permutation of

(wi
σx)x∈N(σ),x≻σ. Thus, for a fixeddeg∗ σ andi ∈ A,

the selection that we can do is which weight to assign
whom. We call the way of determination ofa weights’
policy. For any weights’ policy, we assume that if
deg∗ σ ≥ deg∗ σ′ for σ, σ′ ∈ Σ,

wi
σx1

≥ wi
σx2

≥ · · · ≥ wi
σxdeg∗ σ

and

wi
σ′x′

1
≥ wi

σ′x′
2
≥ · · · ≥ wi

σ′x′
deg∗ σ′ ,

then (wi
σx)x∈N(σ),x≻σ and (wi

σ′x′)x′∈N(σ′),x′≻σ′ sat-
isfy

wi
σxj

≤ wi
σ′x′

j
for j = 1, 2, · · · , deg∗ x′σ′ .

For a given evaluation system(Σ, {ϕi}i∈A), an
external output coefficientα ∈ [0, 1] and a weights’
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policy, let Tr be a rooted tree graph withV (Tr) = Σ.
Then we will evaluate the rooted treeTr as organiza-
tion model by

Φ(α)(Tr) = max
{wi

xy}

∑
i∈A

∑
σ∈Σ

fα,i
σ→out.

Here {wi
xy} shall be taken about all the possible

combinations under the given weights’ policy. We
call Φ(α)(Tr) the ability value ofTr with respect to
(Σ, {ϕi}i∈A) andα ∈ [0, 1]. Under a given weights’
policy, we say thatTr is an efficient tree for a given ex-
ternal outpt coefficientα ∈ [0, 1], if max

T∈T
Φ(α)(T ) is

attained byΦ(α)(Tr). HereT denotes the set of rooted
tree graph withV (T ) = Σ.

One of our interest is to find the efficient organi-
zation structure treeTr for fixed the external outpt co-
efficientα ∈ [0, 1], or to find a pair ofα andTr ∈ T
which maximize its ability value. However, by the
definition, ifα = 1 then we see that

Φ(1)(Tr) =
∑
i∈A

f1,i
r→out

for any weights’ policy. That is, whenα = 1, there
are obvious efficient trees only. Therefore, throughout
this paper, we assume thatα ∈ [0, 1).

3 Suitability of Hierarchical Model
Firstly, we will show that this hierarchical model has
a suitability for a special case of♯A = 1.

Theorem 1 Under a given weights’ policy, suppose
thatTr is an efficient tree for a given(Σ, {ϕ(σ)}) and
a givenα ∈ [0, 1). Then we see thatx ≺ y for x, y ∈
Σ impliesϕ(x) ≥ ϕ(y).

Proof of theorem 1 For a given(Σ, {ϕ}) andα ∈
[0, 1), letTr be an efficient tree under a given weights’
policy. Assume thatx ≺ y in Tr and thatT ′r is the tree
by interchangingx andy in Tr. Then we get

Φ(Tr)− Φ(T ′r)

=
∑

ℓ≽x on Tr

fα
ℓ→out−

∑
ℓ′≽y on T ′

r

fα
ℓ′→out

=

(
1− ϕ(y)

ϕ(x)

) ∑
ℓ≽x, ℓ≽/y on Tr

fα
ℓ→out.

Since we see thatΦ(Tr)−Φ(T ′r) ≥ 0 by the assump-
tion, thus we get

1− ϕ(y)

ϕ(x)
≥ 0,

which impliesϕ(x) ≥ ϕ(y). �

Theorem 1 is intended to satisfy the most funda-
mental image that we are holding about an organiza-
tion. In this sense, our efficient trees are suitable for a
hierarchical model. Theorem 1 can be slightly modi-
fied as follows:

Corollary 2 Under a given weights’ policy, suppose
that Tr is an efficient tree for a given(Σ, {ϕi}i∈A)
and a givenα ∈ [0, 1). Then we see that

ϕi(x) ≥ ϕi(y) for anyi ∈ A
impliesx ≻/ y in Tr.

4 Examples
Let us setΣ = {1, 2, 3, 4}, A = {a, b} and put

ϕa(1) = ϕa(2) = 4, ϕa(3) = ϕa(4) = 1/2,

ϕb(1) = ϕb(2) = 1/2, ϕb(3) = ϕb(4) = 4.

For an evaluation system(Σ, {ϕi}i∈A) described
above, we consider two settings that only those
weights’ policies differs from with each other. The
first setting is

wi
σx = 1

for anyσ ∈ Σ\L(Tr), x ∈ N(σ), x ≻ σ, i ∈ A,
which implies the efficiency coefficient ofσ equals
to deg∗ σ. That is,

∑
x∈N(σ),x≻σ

wi
σx = deg∗ σ for any

σ ∈ Σ andi ∈ A. Then we see that

an efficient tree is

(a) in Fig.6 if0 ≤ α ≤ 1

5
,

(b) in Fig.6 otherwise.

1

3

4

2

1

2 3 4
2

3

1

4

(a) (b) (c)

Figure6: Various efficient trees.

The second setting is

wi
σx =

1

deg∗ σ

for anyσ ∈ Σ\L(Tr), x ∈ N(σ), x ≻ σ, i ∈ A,
which implies the efficiency coefficient ofσ ∈ Σ

equals to 1. That is,
∑

x∈N(σ),x≻σ

wi
σx = 1 for any

σ ∈ Σ andi ∈ A. Then we see that

an efficient tree is

(b) in Fig.6 if 0 ≤ α ≤ 29

78
,

(c) in Fig.6 otherwise.
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5 Preliminary Results
As previously noted, organization theory posits that
in order to streamline the management of a large or-
ganization, it should be divided into several sections,
as shown in Fig.7. When we call a certain groupthe
sectionof its organization, two or more sections must
exist in the organization, and at least one of those sec-
tions must contain two or more members. For exam-
ple, we consider that (b) and (c) in Fig.6 are not de-
partmentalized in this sense.

sectio
n

1

sectio
n

2

sectio
n

3

manager

Figure7: Departmentalized organization structure.

Intuitively, if an organization that has several sec-
tions, as depicted in Fig.7 is effective, it is thought that
each section plays with their own role. In other words,
two or more evaluation measures must be required in
order for an organization to specialize. In fact, under
some special assumptions when the number of eval-
uation measures♯A = 1, we have proved that the
shape of the hierarchical organization that maximizes
the evaluation value of organization, can be classified
into three types depending on the personal ability val-
ues of the members, see Fig.8. We found that three
types of appearing herein consist of one section fun-
damentally, therefore these are not departmentalized.

Figure8: Three types of efficient trees when evalua-
tion criteria is only one.

In this section, we will introduce the outline of
preliminary results of the above-mentioned. Through
out this section, we assume that the number of evalua-
tion measures♯A = 1, the external output coefficient
α = 0 and the efficiency coefficient ofσ ∈ Σ is equal

to deg∗ σ for anyσ ∈ Σ. That is, its weights’ policy
is the following.

wσx = 1 for anyσ ∈ Σ\L(Tr), x ∈ N(σ), x ≻ σ.
(5.1)

Note that under this weights’ policy, we get

Φ(0)(Tr) =
∑
i∈A

∑
ℓ∈L(Tr)

∏
v∈Tr(r,ℓ)

ϕ(v).

For a given(Σ, ϕ) and its organizational structure tree
Tr, let us define

DEG2(Tr) = {σ ∈ Σ|deg∗(σ) ≥ 2} .

The person who manages several sections onTr di-
rectly always needs to be a element of DEG2(Tr).
When the number of evaluation measure♯A is one,
we claim that this set DEG2(Tr) has few elements and
that such organization cannot configure any sections.

Theorem 3 (Ikeda et.al.[2, 3] ) Under the weights’
policy (5.1) and the extenal output coefficientα = 0,
assume thatTr is an efficient tree for a given(Σ, ϕ).
Then we see the followings.

(a) ♯DEG2(Tr) is equal to 0 or 1.

(b) Putting DEG2(Tr) = {x} when♯DEG2(Tr) =
1, then we see that

{y ∈ Σ | y ≻ x onTr} = L(Tr).

Figure9: General form of an efficient tree with♯A =
1.

The typical form of an efficient tree is a path
graph and a star graph. The general form of the most
efficient tree which theorem 3 stressed is shown in
Fig.9. We found that the upper-half is a path graph,
and the lower-half is the star graph. Since these most
efficient trees consist of only one section, see the be-
ginning of this chapter, thus we found that they are not
departmentalized.
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6 Main Results
In this section, some necessary conditions that non-
departmentalized organization is optimal will be dis-
cussed. Through-out this section, assume that the
number of evaluation measures♯A = 1.

Firstly, we will examine what kind of situation
would be better will be examined if the structural tree
of the organization branch. For a given(Σ, ϕ), assume
that

Σ = {σ1, σ2, · · · , σn},
S = {s0, s1, · · · , sℓ, sℓ+1, · · · , sℓ+m} ⊆ Σ

ϕ(σ1) ≥ ϕ(σ2) ≥ · · · ≥ ϕ(σn),

and

ϕ(s0) ≥ · · ·ϕ(sℓ) ≥ ϕ(sℓ+1) ≥ · · · ≥ ϕ(sℓ+m).

Let us S̃ = {s̃0, s̃1, · · · , s̃ℓ, s̃ℓ+1, · · · , s̃ℓ+m} be a
permutation of S associated with bijection map
π : S̃ → S. That is,s = π(s̃) ∈ S for s̃ ∈ S̃ and
S = S̃. We assume that

ϕ(s̃0) ≥ ϕ(s̃1) ≥ · · · ≥ ϕ(s̃ℓ),

ϕ(s̃0) ≥ ϕ(s̃ℓ+1) ≥ · · · ≥ ϕ(s̃ℓ+m).

Note thats̃0 = π(s̃0) = s0 by the assumption. Let us
set two organizational structure treesTs0 and T̃s0 as
shown in Fig.10.

0
s

1
s

+m
s
ℓ

0
sɶ

1
sɶ

sɶ
ℓ

1+
sɶ
ℓ

+m
sɶ
ℓ

(a)Ts0 (b) T̃s0

Figure10: Two organizational structure trees.

For two organizational structure treesT1 andT2

with V (T1) = V (T2), let us define

∆T2
T1
fα,i
σ→out = fα,i

σ∈T2→out − fα,i
σ∈T1→out,

then we have the following for aboveTs0 andT̃s0 .

Lemma 4 For a given(Σ, {ϕ}), an external output
coefficientα ∈ [0, 1) and a weights’ policy, we as-
sume that

ϕ(σn) ≥
1

1− α

and
∆

Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ 0.

Thenwe see that

Φ(α)(Ts0) ≥ Φ(α)(T̃s0).

Proof of lemma4 Put

ϕ̃(x) = (1− α)ϕ(x) for x ∈ Σ.

Then, by the assumption we get

ϕ̃(x) ≥ 1 for anyx ∈ Σ.

Together withws0s̃1 ≤ 1 and{
s1, s2, · · · , π−1(s̃i)

}
⊇ {s̃1, s̃2, · · · , s̃i}

for i ∈ {1, 2, · · · , ℓ− 1}, we see that

∆
Ts0

T̃s0

fα
s̃i→out

= αϕ(s0)

 ∏
σ ̸=s0: σ≼s̃i in Ts0

ϕ̃(σ)

−ws0s̃1

 ∏
σ ̸=s0: σ≼s̃i in T̃s0

ϕ̃(σ)




≥ 0

for i ∈ {1, 2, · · · , ℓ− 1}, which implies

ℓ−1∑
i=1

∆
Ts0

T̃s0

fα
s̃i→out ≥ 0.

Together with∆
Ts0

T̃s0

fα
s̃0 = 0, we have

ℓ−1∑
i=0

∆
Ts0

T̃s0

fα
s̃i→out ≥ 0.

Similarly, we have
ℓ+m−1∑
i=ℓ+1

∆
Ts0

T̃s0

fα
s̃i→out ≥ 0. Since

Φ(α)(Ts0)− Φ(α)(T̃s0)

=

ℓ−1∑
i=0

∆
Ts0

T̃s0

fα
s̃i→out +

ℓ+m−1∑
i=ℓ+1

∆
Ts0

T̃s0

fα
s̃i→out

+∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
,

thus, we get

Φ(α)(Ts0)− Φ(α)(T̃s0) ≥ 0

if ∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ 0 holds. �
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Lemma 5 Suppose thatTs0 , T̃s0 and S are the same
as lemma1. Then we have the followings.

(a) For any α ∈ [0, 1), if ϕ(σn) ≥
2

1− α
then

Φ(α)(Ts0) ≥ Φ(α)(T̃s0) holds.

(b) For anyα ∈

[
3−

√
5

2
, 1

)
, if ϕ(σn) ≥

1

(1− α)2

thenΦ(α)(Ts0) ≥ Φ(α)(T̃s0) holds.

Remark 6
3−

√
5

2
≈ 0.382. When α =

3−
√
5

2

then
1

1− α
=

1 +
√
5

2
(golden number).

Remark 7 For α ∈

[
1

2
, 1

)
, we see that

1

(1− α)2
≤ 1

(1− α)(1− 1/2)
=

2

1− α
.

Proof of lemma5By lemma4, we have only to show

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ 0.

Without loss of generality, we assume that
ϕ(s̃ℓ) ≥ ϕ(s̃ℓ+m). That iss̃ℓ+m = sℓ+m. Then we see

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
= αϕ(s0)ϕ̃(s1) · · · ϕ̃(s̃ℓ) + ϕ(s0)ϕ̃(s1) · · · ϕ̃(s̃ℓ+m)

−ws0s̃1ϕ(s0)ϕ̃(s̃1) · · · ϕ̃(s̃ℓ)
−ws0s̃ℓ+1

ϕ(s0)ϕ̃(s̃ℓ+1) · · · ϕ̃(s̃ℓ+m).

Therefore we get

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ ϕ(s0)

[
αϕ̃(s1)ϕ̃(s2) · · · ϕ̃(s̃ℓ)

+

(
ℓ∏

i=1

ϕ̃(s̃i)− ws0s̃1

)(
m∏
i=1

ϕ̃(s̃ℓ+i)− ws0s̃ℓ+1

)

−ws0s̃1ws0s̃ℓ+1

]
.

Firstly, we assumeϕ(sn) ≥
2

1− α
, then ϕ̃(x) ≥ 2

holds forx ∈ Σ. Sincews0s̃1ws0s̃ℓ+1
≤ 1, we have(

ℓ∏
i=1

ϕ̃(s̃i)− ws0s̃1

)(
m∏
i=1

ϕ̃(s̃ℓ+i)− ws0s̃ℓ+1

)
−ws0s̃1ws0s̃ℓ+1

≥ 0,

which implies

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ αϕ(s0)ϕ̃(s1)ϕ̃(s2) · · · ϕ̃(s̃ℓ) ≥ 0.

Thus, we get lemma5 (a).

Next, we assumeϕ(sn) ≥
1

(1− α)2
, then

ϕ̃(x) ≥ 1

1− α
holds forx ∈ Σ. Thus, we see that

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
= αϕ(s0)ϕ̃(s1) · · · ϕ̃(s̃ℓ)

+ϕ(s0)ϕ̃(s1) · · · ϕ̃(s̃ℓ+m)

−ws0s̃1ϕ(s0)ϕ̃(s̃1) · · · ϕ̃(s̃ℓ)
−ws0s̃ℓ+1

ϕ(s0)ϕ̃(s̃ℓ+1) · · · ϕ̃(s̃ℓ+m)

≥ α

1− α
ϕ(s0)ϕ̃(s̃1) · · · ϕ̃(s̃ℓ)

+ϕ(s0)ϕ̃(s̃1) · · · ϕ̃(s̃ℓ)ϕ̃(s̃ℓ+1) · · · ϕ̃(s̃ℓ+m)

−ws0s̃1ϕ(s0)ϕ̃(s̃1) · · · ϕ̃(s̃ℓ)
−ws0s̃ℓ+1

ϕ(s0)ϕ̃(s̃ℓ+1) · · · ϕ̃(s̃ℓ+m)

≥ ϕ(s0)

[
α

(1− α)2
− ws0s̃1ws0s̃ℓ+1

+

(
ℓ∏

i=1

ϕ̃(s̃i)− ws0s̃1

)(
m∏
i=1

ϕ̃(s̃ℓ+i)− ws0s̃ℓ+1

)]
.

Sincews0s̃1ws0s̃ℓ+1
≤ 1 and(

ℓ∏
i=1

ϕ̃(s̃i)− ws0s̃1

)(
m∏
i=1

ϕ̃(s̃ℓ+i)− ws0s̃ℓ+1

)
≥ 0,

we get

∆
Ts0

T̃s0

(
fα
s̃ℓ→out + fα

s̃ℓ+m→out

)
≥ ϕ(s0)

(
α

(1− α)2
− 1

)
,

which implies lemma5 (b).�

We will be extended lemma5 to the case of
deg∗ s0 ≥ 3. Suppose thatTr is a rooted tree with
V (Tr) = Σ. We assume that

deg∗ x = 1 for anyx ∈ Σ, x ≻ s0.

And that fork ≥ 3 andi ∈ {0, 1, 2, · · · , k − 1},

{s ∈ N(s0)|s ≻ s0} =
{
s̃1, s̃ℓ1+1, s̃ℓ2+1, · · · , s̃ℓk−1+1

}
,

ϕ(s̃ℓi+1) ≥ ϕ(s̃ℓi+2) ≥ · · · ≥ ϕ(s̃ℓi+1
) (whereℓ0 = 0) ,
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ws0s̃1 ≥ ws0s̃2 ≥ · · · ≥ ws0s̃k ,

S = {x ∈ Σ|x ≽ s̃1, x ≽ s̃2} ∪ {s0}
= {s0, s1, · · · , sℓ1 , · · · , sℓ1+2, · · · , sℓ2} ,

and

ϕ(s0) ≥ ϕ(s1) ≥ · · · ≥ ϕ(sℓ1)

≥ ϕ(sℓ1+1) ≥ · · · ≥ ϕ(sℓ2).

Let us putTs0 andT̃s0 as Fig.11;

1
sɶ

0
sɶ

1

sɶ
ℓ

2

sɶ
ℓ

1
1+

sɶ
ℓ 1

1
−
+k

sɶ
ℓ

k
sɶ
ℓ

1
1

−
+k

sɶ
ℓ

k
sɶ
ℓ

1
s

0
s

1

s
ℓ

2

s
ℓ

(a)Ts0 (b) T̃s0

Figure11: Two organizational structure trees.

Then, by the assumptions of weights’ policy,

ws0s1

(
in Ts0

)
≥ ws0s̃ℓ1+1

(
in T̃s0

)
≥ ws0s̃1

(
in T̃s0

)
and fori ∈ {3, 4, · · · , k}

ws0sℓi+1

(
in Ts0

)
≥ ws0sℓi+1

(
in T̃s0

)
.

Thus, we have lemma8.

Lemma 8 For Ts0 andT̃s0 in Fig.11, we have the fol-
lowings.

(a) For any α ∈ [0, 1), if ϕ(σn) ≥
2

1− α
, then

Φ(α)(Ts0) ≥ Φ(α)(T̃s0) holds.

(b) For any α ∈

[
3−

√
5

2
, 1

)
, if ϕ(σn) ≥

1

1− α
,

thenΦ(α)(Ts0) ≥ Φ(α)(T̃s0) holds.

By using lemma 8 in order from the vertex closer
to the leaves repeatly, we obtain the followings.

Theorem 9 For a given evaluation system(Σ, {ϕ}),
a given weights’ policy, suppose thatα ∈ [0, 1)
denotes the external output coefficient and that
Σ = {σ1, σ2, · · · , σn}. Assume that

ϕ(σ1) ≥ ϕ(σ2) ≥ · · · ≥ ϕ(σn) ≥
2

1− α

hold, then we see that an efficiant tree is the path
graph in Fig.12.

Theorem 10 For a given evaluation system
(Σ, {ϕ}), a given weights’ policy, suppose that
α ∈ [0, 1) denotes the external output coefficient
and that Σ = {σ1, σ2, · · · , σn}. Assume that

α ∈

[
3−

√
5

2
, 1

)
and

ϕ(σ1) ≥ ϕ(σ2) ≥ · · · ≥ ϕ(σn) ≥
1

(1− α)2

hold, then we see that an efficiant tree is the path
graph in Fig.12.

1
¾

2
¾

n¾

Figure12: An efficient organization structure as a path
graph.

A tree graph as organization structure is not a sub-
stantial organization. Thus, when the evaluation mea-
sure is one, theorem 9 and theorem 10 show that an
organization with a hierarchical structure is not suit-
able for members with high ability and that the exter-
nal output coefficientα is large means the path type
of organization.

For example, in the organization which consid-
ers individual achievements as important, its members
should take the action such as increasing their external
output coefficients. Therefore in order for the orga-
nization which considers individual achievements as
important to maintain the organization of a hierarchi-
cal type, it is necessary to multiple evaluation mea-
sures.

Theorem 11 For a given evaluation system(Σ, {ϕ}),
a given weights’ policy, suppose thatTr is the path
graph in Fig.12. Assume that

ϕ(σ) ≥ 1 for σ ∈ Σ = {σ1, σ2, · · · , σn} (n ≥ 3).

Then we see that

Φ(β)(Tr) ≥ Φ(α)(Tr) for α > β.

By theorem 11, we have the following directly.

Corollary 12 Suppose thatTr is the path graph in
Fig.12, then we see that

Φ(0)(Tr) ≥ Φ(α)(Tr) for any α ∈ [0, 1).
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Proof of theorem11 Forα > β, put

∆k = (α−β)ϕ(σk)f
α
σk← for k ∈ {1, 2, · · · , n−1},

then we see that

Φ(β)(Tr)− Φ(α)(Tr)

=
n−1∑
i=1

∆i

n−i−2∑
j=0

β(1− β)j
i+j+1∏
ℓ=i+1

ϕ(σℓ)

+(1− β)n−i−1
n∏

ℓ=i+1

ϕ(σℓ)− 1

]
.

Sinceϕ(σ) ≥ 1 for anyσ ∈ Σ by the assumption, we
get

Φ(β)(Tr)− Φ(α)(Tr)

≥
n−1∑
i=1

∆i

n−i−2∑
j=0

β(1− β)j + (1− β)n−i−1 − 1


= 0. �

Theorem 11 and corollary 12 imply that the most
efficient external output coefficient for members with
high ability in the path type organization is zero. That
is, an individual’s action in the organization which
thinks individual achievements as important is contra-
dictory to making the activity of the whole organiza-
tion into the maximum.
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Abstract 
Nowadays hybrid electric vehicles are the most efficient technology in transportation industry. They have 
demonstrated the capability of reducing the energy consumption while maintaining vehicle performance [1]. 
Plug-in hybrid electric vehicles (PHEVs) are powered by conventional or alternative fuels as well as electric 
power stored in a battery. Using electricity from the grid to run the vehicle some of the time costs less and 
reduces petroleum consumption compared with conventional vehicles. PHEVs might also reduce emissions, 
depending on the electricity source. A PHEV has an internal combustion engine and an electric motor, which uses 
energy stored in batteries. PHEVs have larger battery packs than HEVs. This makes it possible to drive using only 
electricity for some distance (about 10 to 40 miles), commonly referred to as the "all-electric range" of the 
vehicle. PHEV batteries can be charged by an outside electric power source, by the internal combustion engine, or 
through regenerative braking. During braking, the electric motor acts as a generator, charging the battery. PHEV 
fuel consumption depends on the distance driven between battery charges. For example, if the vehicle is never 
plugged in to charge, fuel economy will be about the same as a similarly sized hybrid electric vehicle. If the 
vehicle is driven less than its all-electric range and plugged in, it is possible to use only electric power. There are 
two main designs for combining the power from the electric motor and the engine: parallel and series. These 
options exist among HEVs also. 
 
Keywords: Hybrid Electric Vehicles 
 

1. Introduction  
A hybrid vehicle is a vehicle that uses two or more 
distinct power sources to move the vehicle. The term 
most commonly refers to hybrid electric vehicles 
(HEVs), which combine an internal combustion 
engine and one or more electric motors. However, 
other mechanisms to capture and use energy are 
included 
 
2. All-Electric Vehicles (EVs) 
An all-electric vehicle (EVs) uses a battery to store 
the electrical energy that powers the motor. EV 
batteries are charged by plugging the vehicle into an 
electric power source. EVs are sometimes referred to 
as battery electric vehicles (BEVs). 
Electricity production may contribute to air 
pollution, but EVs are considered zero-emission 
vehicles, because their motors produce no exhaust. 

Because EVs use no other fuel, they help eliminate 
petroleum consumption. 
Heavy-duty vehicles are available now, and more 
light-duty EVs are beginning to enter the market. 
EVs are more expensive than similar conventional 
and hybrid vehicles, but owners can offset costs 
through fuel savings, tax credits, or incentives. 
EVs have a shorter range per charge than 
conventional vehicles have per tank of gas. The 
custom-order, all-electric Tesla Roadster has a 220-
mile range. Less expensive vehicles under 
development are targeting a 100-mile range. 
According to the U.S. Department of Transportation 
Federal Highway Administration, 100 miles is 
sufficient for over 90% of all household vehicle trips 
in the United States. 
For long trips, it’s necessary to charge the vehicle or 
swap the battery en route. 

New Developments in Pure and Applied Mathematics

ISBN: 978-1-61804-287-3 433



 

 

 
3. Batteries 
Energy storage systems, usually batteries, are 
essential for electric drive vehicles. 
Most near-term PHEVs and EVs will use lithium-ion 
batteries. They have a high power-to-weight ratio, 
high energy efficiency, good high-temperature 
performance, and low self-discharge. Some 
components of these batteries can be recycled.  
Nickel-metal hydride batteries have been successful 
in EVs and are widely used in HEVs. Challenges 
with these batteries are high cost, high self-discharge 
and heat generation at high temperatures, and 
hydrogen loss. 
Lead-acid batteries can be designed to be high power 
and are inexpensive, safe, and reliable. Drawbacks 
include low specific energy, poor cold-temperature 
performance, and short calendar and life cycle.  
Lithium-polymer batteries with high specific energy, 
initially developed for EVs, also can provide high 
specific power for HEVs. They could become 
commercially viable if the cost were lowered and 
life cycle improved. 
Ultra capacitors store energy in a polarized liquid 
between an electrode and an electrolyte. They 
provide vehicles additional power during 
acceleration and hill climbing and help recover 
braking energy. 
The battery-recycling market is currently small. As 
the market grows, the recycling infrastructure will 
likely grow with it. 
For long-distance travel, where fast charging is not 
available, battery swapping might be a solution. 
 
4. Plug-in Hybrid Electric Vehicles 
PHEVs get better fuel economy than similar HEVs 
and conventional vehicles. They can drive at slow 
and high speeds using only electricity, so they get 
about 40% better fuel economy than HEVs. Fuel 
economy above that of HEVs varies based on how 
often the vehicle is driven on only electricity. 
PHEVs have lower emissions than HEVs and similar 
conventional vehicles. Their emissions are projected 
to be lower than HEV emissions, because they are 
driven on electricity some of the time. Most 
categories of emissions are lower for electricity 
generated from power plants than from engines 
running on gasoline or diesel. 
PHEVs are less expensive to operate than HEVs or 
conventional vehicles. When operating on 
electricity, a PHEV can be expected to cost $0.02 to 

$0.04 per mile (based on average U.S. electricity 
price). When operating on gasoline, the same vehicle 
will cost $0.05 to $0.07 per mile; conventional 
vehicles cost $0.10 to $0.15 per mile to operate. 
PHEVs reduce U.S. reliance on imported petroleum. 
They use electricity produced from coal, nuclear 
power, natural gas, and renewable sources. Some 
PHEVs use renewable and domestically produced 
alternative fuels instead of gasoline or diesel. 
PHEVs can fuel up at gas stations or charge at home 
or public charging stations. 
 
5. Logic Controls of Vehicle Components 
All behavior and parts of the vehicle has been 
modeled using the MATLAB/SIMULINK software. 
Details of modeling the parts are described in this 
session. 
4.1. Driver control logic 
The goal of driver controller is to simulate the 
behaviour of a real driver. This logic in accordance 
with requirements of the road (input to model) 
accelerates the vehicle or presses the brake pedal. To 
achieve this goal the models compares the difference 
between actual and desired speed. Two controllers 
are used to generate the percent throttle and breaking 
as illustrated in figures 1 and 2. 
 

% Throttle
PI Controller

Vehicle 
System

Desired 
Vehicle 
Speed

Actual 
Vehicle 
Speed

 
Fig.1.Percent Throttle Closed-Loop PI controller 

% Breaking
PI Controller

Vehicle 
System

Desired 
Vehicle 
Speed

Actual 
Vehicle 
Speed

 
Fig.2.Percent Braking Closed-Loop PI controller 

4.2. Power management logic 
Because one of the most important aspects of 

hybrid vehicles is their efficiency and it is because 
of power management module, modeling of this 
logic can be the most important part of this article. 
To model this logic it is enough to find the power 
desired. This value can be calculated based on the 
percent of throttle and brake using the equation 1. 
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 (1) 

The goal of coupling of generator to engine is to 
assist engine and improve efficiency. The logic used 
to assist engine and improve efficiency can be seen 
in table 1 and table 2 [4]. 

Table.1 Control logic for engine assisting mode 
Engine mode 
Transmission gear >1 
Desired speed> Actual speed 
Percent throttle >50% 
Desired power > Max engine power available 

 
Table.2 Control logic for regenerative braking mode 

Generator breaking mode 
Desired speed< Actual speed 

Percent throttle =0% 
Percent braking >5% 

Vehicle speed>16km/h 
Desired speed< Max engine available power 

 
4.3. Brake logic 
As mentioned in table 2, regenerative brakeing only 
activates when  vehicle speed is grater than 16km/h 
and when percent of braking is more than 5% 
mechanical brakes will activated. Figure 3 shows the 
logic control of brake. 

Is vehicle 
speed 

>16 km/hr

%Brake>90%

%Brake

%Brake×Brake 
Constant

No Mechanical 
Brake

No

Yes

Yes
No

Mechanical Brake  
Fig.3. Brake logic control 

For this hybrid electric vehicle, two simulation 
software have been used. As it is discussed earlier 
powertrain components and logic controls are 
modeled in MATLAB and mechanical components 
are modeled in MSC ADAMS. In this session these 
components are described.  
 

4.4.Drive cycle 
One of the most important inputs for analysing the 
hybrid electric vehicle is the drive cycle. It is 
simulated using the drive cycle used in ADVISOR 
software[5],[6] because output of the model should 
be validated with valid software using the same 
inputs. In figure 4 schematic of the model is 
illustrated.   

 
Fig.4. Drive cycle schematic 

 
4.5.Driving control 
Driving control uses the drive cycle as the main 
input to accelerate or activate the brake. This module 
prepares the most important input for other units like 
power management control that is descried in next 
session. A model simulation of this part is shown in 
figure 5.  

 
Fig.5. Driving control logic 

 
The output of this control system is braking percent 
and throttle percent and velocity difference. All 
these outputs are inputs to power controller that 
controls the produced power and regenerative 
braking.  
 
4.6. Power management control  
This module controls the power and manages it for 
best efficiency. For example when the vehicle is in 
stationary status the engine goes off and when the 
driver decides to move the engine goes on. In all 
cases the power is calculated by this module using 
maximum power, multiply by the percent throttle[7]. 
It is shown in figure 6.  
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Fig.6. Power controller 

 
4.7.Engine 
The main task of this module is to calculate the 
engine output torque based on the throttle percent 
and speed .  

Table 3. Engine Speed VS Full throttle engine torque[8] 
Engine Speed [RPM] 100% Throttle Engine Torque [lb-ft] 

800 56.9 
1273 58.2 
1745 59.5 
2218 60.7 
2691 62 
3146 63.2 
3636 64.5 
4109 65.7 
4582 67 
5055 64.3 
5527 61.5 
6000 58.6 

Table 4. Engine speed VS closed throttle engine torque[8] 
Engine Speed [RPM] 100% Throttle Engine Torque [lb-ft] 

800 -5.15 
1273 -8.58 
1745 -12.29 
2218 -16.28 
2691 -20.57 
3146 -25.13 
3636 -29.97 
4109 -35.11 
4582 -40.52 
5055 -46.23 
5527 -52.2 
6000 -58.47 

 
This module also calculates the engine fuel 
consumption as one of the most important criteria 
for the vehicle.(see table 5) 

Table 5: fuel consumption rate [g/s][8] 
 Engine Speed [rpm] 

Engine 
Torque [lbs] 800 2218 4109 5527 

5.6 0.0962 0.1883 0.3112 0.4641 
22.3 0.2371 0.4927 0.8334 1.3207 
44.7 0.5591 1.0325 1.6637 2.6182 

61.4 1.0663 1.8193 2.9448 3.8801 
 
The engine subsystem model is shown in figure 7. 

 
Fig.7. Engine subsystem 

 
4.8 Motor/Generator 
This subsystem (See Figure 8) calculates the 
Motor/Generator torque using motor and generator 
map (see table 5) and efficiency map (see table 6).  

Table 5: Motor and Generator Torque[9] 
Shaft Speed 

[rpm] 
Max Motor 

Torque [Nm] 
Max Gen 

Torque [Nm] 
0 46.5 -46.5 

500 46.5 -46.5 
1000 46.5 -46.5 
1500 46.5 -46.5 
2000 46.5 -46.5 
2500 38.2 -38.2 
3500 27.3 -27.3 
4000 23.9 -23.9 
4500 21.2 -21.2 
5000 19.1 -19.1 
5500 17.4 -17.4 
6000 15.9 -15.9 
6500 14.7 -14.7 

 
Table 6: Motor and Generator efficiency map[9] 

 
 Motor/ Gen Torque [Nm] 

Speed 
[rpm] -36 -12 0 20 43.5 

0 54.17 66.49 63.07 78.1 63.88 
2000 83.36 90.39 81.05 90.42 87.95 
4000 93.49 93.45 86.24 95.67 95.88 
6000 94.07 93.27 80.69 95.4 95.4 
8000 91.27 91.27 76.08 93.49 93.49 

 
Another decision that is taken from this module is a 
decision if the system is in motor mode or 
regenerator mode. It means that the system is 
producing power or charging the battery. 
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Fig.8. Motor/Generator Subsystem 

 
4.9.Mechanical brake 
As it is discussed earlier, mechanical brake (See 
Figure 9) supply the whole torque required when the 
velocity of the vehicle is less than 16 km/hr and 
when the velocity is higher than 16km/hr the 
regenerative mode is activated through braking 
system. 

 
Fig.9. Mechanical Brake 

 
4.10.Battery subsystem 
In this model the state of charge [10] and initial level 
at the beginning is defined and based on the power 
generated or consumed it is updated during the 
vehicle run (Figure 10). 

 
Fig.10. Battery System 

 
 
5. Charging Electric Drive Vehicles 
To keep PHEVs and EVs running, they need to be 
charged.  
Charging equipment, or Electric Vehicle Supply 
Equipment (EVSE), for PHEVs and EVs is 

classified by the maximum amount of power 
provided to the battery. Charging times range from 
30 minutes to 20 hours, depending on how empty 
the battery is, the type of battery and the type of 
charging equipment. There are three levels of 
charging: 

• Level 1: Level 1 equipment provides charging 
through a 120 volt (V), alternating-current (AC) 
plug and requires a dedicated circuit. 
Equipment is portable and does not require 
installation. One end of the cord has a standard, 
three-prong household plug. The other end 
connects to the vehicle. Reaching a full charge 
can take 8 to 20 hours. 

• Level 2: Level 2 equipment offers charging 
through a 240 V, AC plug and requires 
installation and a dedicated 40 amp circuit. 
Most homes have 240 V service available. 
Reaching a full charge can take 3 to 8 hours. 

• Level 3: Level 3 equipment is still in 
development. It will operate at a higher voltage 
and current than Level 2. Reaching a full charge 
could take less than 30 minutes. 

• DC Fast Charging: Direct-current (DC) fast 
charging equipment (480 V) provides 50 kW to 
the battery. This option enables charging along 
heavy traffic corridors and at public stations. A 
DC fast charge can take less than 30 minutes to 
fully charge a battery. 

• Inductive Charging: Inductive charging 
equipment installed for EVs in the early 1990s 
is still being used in certain areas. Some 
companies are working on inductive charging 
options for future EVs 

 
7. Charging at Home 
For consumers to widely accept using EVs and 
PHEVs, they need affordable, convenient, and 
compatible options to charge their electric drive 
vehicles at home. 
The Electric Power Research Institute anticipates 
most EV and PHEV owners will charge their 
vehicles overnight at home. For this reason, Level 1 
(120 volts) and Level 2 (240 volts) charging 
equipment will be the primary options for 
homeowners. 
Currently available Level 2 charging equipment 
costs about $1,500 to $2,500 (installed) before a 
50% federal tax credit (up to $2,000) and potential 
state incentives. Nissan and Tesla have information 
on Level 2 equipment for their vehicles.  
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Installation contractors can inform homeowners if 
their home has adequate electrical capacity for 
vehicle charging. Most people will prefer Level 2 
equipment for faster charging, but older homes 
might have insufficient electric capacity. 
Homeowners can add circuits to accommodate the 
capacity needed for Level 2 charging.  
 
8. Charging in Public 
For fleet drivers and consumers to charge their EVs 
and PHEVs in public, charging stations must be 
deployed and integrated with consideration of daily 
commutes and typical driving habits. 
Public charging stations increase the useful range of 
EVs and reduce the amount of gasoline consumed by 
PHEVs. 
The majority of EV and PHEV owners will charge at 
single-family homes. In urban areas, though, 
residents of high-density housing have only on-street 
or garage parking. So public chargers must be 
available to give EVS and PHEVs broad appeal in 
cities. 
General public charging will use Level 2 or DC fast 
charging to enable faster charging. The public 
charging infrastructure should consist of charging 
locations where vehicle owners are highly 
concentrated, such as shopping centers, city parking 
lots and garages, airports, hotels, government 
offices, and other businesses. Widespread public 
charging infrastructure will help facilitate the 
penetration of EVs and PHEVs and help address 
consumer "range anxiety" for vehicles with limited 
range. 
The ability to charge at work can double the daily 
feasible commuting distance for an EV or a PHEV 
driver and allows fleets to charge their vehicles 
overnight. 
While ample unused electric generation capacity 
exists to charge electric drive vehicles overnight, a 
large number of vehicles using public charging 
stations during times of peak load could strain the 
electric grid. This issue can be addressed partially 
through time-of-use pricing, which would charge 
more for electricity during periods of peak demand, 
providing an incentive to charge off-peak. 
 
9. Maintenance and Safety 
HEVs and PHEVs have internal combustion 
engines, so maintenance requirements are similar to 
those of conventional vehicles. The electrical system 
(battery, motor, and associated electronics) does not 

require scheduled maintenance. Regenerative 
braking reduces brake wear, extending the life of 
brake systems. 
EVs typically require less maintenance than 
conventional vehicles because: 
The battery, motor, and associated electronics 
require no regular maintenance. There are no fluids 
to change, aside from brake fluid. Brake wear is 
significantly reduced due to regenerative braking. 
There are far fewer moving parts compared to a 
conventional gasoline engine. 
Electric drive vehicles must meet the same safety 
standards required for conventional vehicles sold in 
the United States. The exception is neighborhood 
electric vehicles, which are subject to less-stringent 
standards because they are typically limited to 
roadways specified by state and local regulations.  
Emergency response for electric drive vehicles is not 
significantly different from conventional vehicles. 
Electric drive vehicles are designed with cut-off 
switches to isolate the battery and disable the electric 
system, and all high-voltage power lines are colored 
orange. 
EVs tend to have a lower center of gravity than 
conventional vehicles, making them less likely to 
roll over. 
 
10. Types of System 
 
10.1. Traditional IC engine based car 
Full electric vehicles have a large battery pack 
instead of fuel tank and instead of an IC engine there 
is an electric motor. 
Electrical energy is taken from the battery pack and 
used in electric motor to produce mechanical energy. 
 

 
 
10.2. Full electric vehicle 
Full electric vehicles have a large battery pack instead of 
fuel tank and instead of an IC engine there is an electric 
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motor. Electrical energy is taken from the battery pack 
and used in electric motor to produce mechanical energy 
 

 
 

10.3. Parallel hybrid electric vehicle 
It is important to notice that in hybrid electric 
vehicles all the energy used by the car is taken from 
the liquid fuel, gasoline or diesel, stored in the fuel 
tank. The battery works only as an energy buffer 
which temporarily stores energy and then feeds it 
back to the driving wheels. 
 

 
 
10.4. Serial hybrid electric vehicle 
Series-hybrid vehicles are driven by the electric 
motor with no mechanical connection to the 
engine. Instead there is an engine tuned for running 
a generator when the battery pack energy supply 
isn't sufficient for demands. 

 
10.5. Plug-in hybrid electric vehicle 
A plug-in hybrid electric vehicle (PHEV), plug-in 
hybrid vehicle (PHV), or plug-in hybrid is a hybrid 
electric vehicle which utilizes rechargeable batteries, 
or another energy storage device, that can be 
restored to full charge by connecting a plug to an 
external electric power source (usually a normal 
electric wall socket). A PHEV shares the 
characteristics of both a conventional hybrid electric 
vehicle, having an electric motor and an internal 
combustion engine (ICE); and of an all-electric 
vehicle, having a plug to connect to the electrical 
grid. Most PHEVs on the road today are passenger 
cars, but there are also PHEV versions of 
commercial vehicles and vans, utility trucks, buses, 
trains, motorcycles, scooters, and military vehicles. 
 

 
 
 

CONCLUSION 
It is concluded that MATLAB/ADAMS vehicle results 
matches very well with results of ADVISOR data. So the 
model can be used to forecast the behaviour of the vehicle 
for any drive cycles. For furtherer analysis it is 
recommended that a better state of charge of battery 
should be used to calculate better and more precise 
criteria. 
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Abstract. A new approach of the variational iterative method (VIM) is used for solving the integral-differential 
equation of particle transport theory in an isotropic medium. This technique provides a sequence of functions and 
the study of its convergence to the exact solution of the boundary problem is presented. The accuracy and 
computational efficiency of the algorithm will be illustrated by a numerical example. 
 
Keywords: integral-differential equations, variational calculus, iterative methods, sequences of functions. 
 
 
1 Introduction 
 
The resolution of problem concerning the particle 
transport phenomena in physics and astrophysics is 
the subject of several works: [1], [5], [16], [17]-[22], 
[24], [26]. The following methods have been 
proposed in these papers: Fourier transform, Laplace 
transform, the least squares, the finite element 
method, Monte Carlo method, truncated series of 
Chebyshev polynomials, the fictitious domain 
method. A special attention has been given to the 
task of searching methods based on analytical 
procedures that generate accurate results to the 
transport problems. We mention: the spectral 
method, [12], [16], the method based on the Fourier 
transform proposed by Case and Hazeltine [5], the 
spherical harmonics method, that expends the flux in 
Legendre polynomials, [1] and the techniques that 
solve the inverse radiative-transfer problems of 
homogeneous equations with the binomial scattering 
law and Henyey – Greenstein scattering law, [26]. 
Existence of solution for the particle transport 
problem was proved using the functional analysis 
methods, [4], [19], [25]. The homotopy, which is a 
concept of the topology and differential geometry, 
was used to obtain the approximate solutions for a 
wide class of differential, integral and integral-
differential equations. We mention here the 
homotopy analysis method (HAM) established in 
1992 by Liao, [8], [9], [15], [22], [23], [30] and the 

homotopy perturbation method, [2], [3], [7], [13], 
[14], [20]. 
          In recent years a special attention has been 
devoted to the variational iterative method proposed 
by He, as a modification of a general Lagrange 
multiplier method [27]-[29], [31]. VIM is used to 
solve an integral-differential equation of the n-th 
order in [9] and for the solving a fourth-order 
Volterra’s integral-differential equations in [10]. 
Also, the solution of the some integral-differential 
equations was found with this method by He and 
Wang, who have chosen the initial approximate 
solution as a function with unknown constants, [11]. 
         The algorithm presented in this paper 
transforms a boundary value problem for a stationary 
transport equation in a boundary problem for an 
integral-differential system that is solved using the 
techniques of the variational iterative method. We 
prove the convergence of this new method, 
presenting a reformulation of VIM that is adapted for 
the transport equation in absorbing medium. 
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2 Problem formulation 
 
Let us consider the integral-differential equation of 
transport theory for the stationary case: 
                                             

),(),(
2

),(),( 1

1
µµµϕ

σ
µϕσ

µϕ
µ xfdxx

x
x s +′′=+
∂

∂
∫
−

 

                                                                                 (1) 
],1,1[]1,0[),( 21 −×=×=Ω∈∀ DDx µ   

]1,0[]0,1[222  −=′′′= DDD     
     
with the following boundary conditions: 
 

                     
 0,0),1(
0, 0),0(

<=
≥=

µµϕ
µµϕ

                              (2) 

where 
 
    •  ϕ (x, µ) is the density of neutrons, which 
migrate inside of an isotropic medium toward a 
direction that makes the angle β  with x axis and       
µ = cos β ; 
    •  sσ  is the scattering coefficient, aσ is the 
absorption coefficient, as σσσ += , for which there 
is a constant 0σ with the property   
                     
                    0

0
>≥=− σσσσ as                                (3)     

 
    •  f (x, µ) is a given particles source function.  
 
To solve the problem (1) – (2) we present the 
following algorithm. 
We split the equation (1) in two equations, using the 
notations,[21]:          
                  

                    
0 if ),(

;0 if ),(

<=

>=
−

+

µµϕϕ

µµϕϕ

x

x
                        (4)   

 
Denoting µ′ = -µ , we get that  
                                                          

             ∫∫∫ −

−

=−=′′
1

0

1

0

0

1
),(),( µϕµµϕµµϕ ddxdx  

 
and thus the equation (1) can be written for σ  = 1 in 
the form 
 

                                    

     
                                                                                                                                                                           
 

    ∫ +−++
+

+′+=+
∂
∂ 1

0
)(

2
fd

x
s µϕϕ

σ
ϕ

ϕ
µ    

                                                                                 (5)                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

 ∫ −−+−
−

+′+=+
∂
∂

−
1

0
)(

2
fd

x
s µϕϕ

σ
ϕ

ϕ
µ             

 
Adding and subtracting the equations (5) and 
introducing the notations:  
 

               
( ) ( )

( ) ( )−+−+

−+−+

−=+=

−=+=

ffrffg

vu

2
1   ,

2
1

2
1   ,

2
1 ϕϕϕϕ

             (6)                                                                                                                  

 
we obtain the following system 
                                                         

),(),(),(),( 1

1
µµµσµ

µ
µ xgdxuxu

x
xv

s +′′=+
∂

∂
∫
−

    

                                                                          (7)                                                                                                                                                                                                                            

),(),(),(
µµ

µ
µ xrxv

x
xu

=+
∂

∂      

                   
accompanied by the boundary conditions:      
     
                      u + v = 0    for   x = 0,       
                                                                                 (8)                                                                                                                                                               
                      u - v = 0    for   x = 1.                                                                                                              
 
If the second equation (7) is solved with respect to v, 
we get:                                                                                                                                                   

                             
x
urv

∂
∂
⋅−= µ  

 
Replacing v in first equation of (7), this becomes 
 

            g
x
u

x
rduu s =

∂
∂
⋅−

∂
∂
⋅+′− ∫ 2

2
2

1

0
µµµσ        (9) 

 
Let A be the operator 
 

               ∫+−
∂
∂

=
1

0
2

2
2 1 µσµ d

x
A s                        (10) 
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and from (9) – (10), we get 
 
                       0=+ FuA                                     (11) 
where                                                                 

                        
x
rgF

∂
∂

−= µ ,  

and  

               ),0(),0(),0( µµµµ r
x
uu −=

∂
∂

−                                            

                                                                               (12)    

               ]1,0[),,1(),1(),1( ∈=
∂
∂

+ µµµµµ r
x
uu                                                                                                                                                                                                                                                

 
3 Description of the variational 
iteration method 
 
To obtain the solution of the integral-differential 
equation (11), we rewrite this in the following form: 
using the linear operators L  and R and the nonlinear 
operator N: 
 
                  0=+++ FuNRuuL                       (13)                                                                                                          
 
where L and R are the linear operators: 
 

                 uuR
x
uuL −=

∂
∂

= ,2

2
2µ                   (14) 

 
and N is the nonlinear operator: 
 

                 ,')',(
1

0
µµσ dxuuN s ∫=                       (15) 

 
According to the variational iteration method (VIM), 
in x direction is considered the correction functional: 
 
     

,)),(),(~~),(()(

),(),(

0

1

ξµξµξµξξλ

µµ

dFuNuRLu

xuxu

mmm

x
mm

++++
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∫

+

                                     ]1,0(]1,0(),( ×∈∀ µx        (16) 
 
This recurrence formula is accompanied by the 
following conditions: 
 
     ]1,0(),(),0(,0),0( , ∈∀== µµγµµ xmm uu ,    

       
                                              m  =  0, 1,…             (17)                                                                                                                                           
where  
 

      
µ
µµγ

µ
µ ),0()(,

),(
),(,

r
x
xu

xu m
xm =

∂
∂

=       (18) 

 
To obtain the successive approximations, um+1, we 
determine the Lagrange multiplier λ, using the 
variational techniques. The function mu~ is a restricted 
variation in x direction, which means 0~ =muδ , [9].  
Note that 0),0(,0),0( , == µδµδ xmm uu and 0=Fδ , 
because the values of um, its partial derivative with 
respect to x at a point (0, μ) and F(x,μ) are known. 
Taking in (16) the variation, ),(1 µδ xum+  = 0, we 
obtain via the integration by parts: 
 

=





















+′′+

+−
∂
∂

+

+=

∫
∫

+

ξ
µξµµξσ

µξµξ
ξ

µ
ξλδ

µδµδ

d
Fdu

uu

xuxu

x

ms

mm

mm

0 1

0

2

2
2

1

),(),(~

),(~),(
)(

),(),(

             

                                                                               (19)    

              

[ ] 0),()(

 ),()(

),()('1

0

2

,
2

2

=′′+

+
=

+

+







=

−=

∫ ξµξδξλµ

µδµ
ξ

ξλ

µδ
ξ

ξλµ

du

xu
x

xu
x

x

m

xm

m

                                                                                                                                                                                       

 
So, λ(ξ) verifies the stationary conditions:   
                                                          

0)('',1)(',0)( 2 ==
=

=
=

ξλ
ξ

ξλµ
ξ

ξλ
xx

  (20)                                    

 
and the Lagrange multiplier will be identified as  
 

                           2)(
µ
ξξλ x−

=                               (21) 

 
The iteration formula becomes  
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                                          m  =  0, 1,…             (22)  
                                                                                                                                                                                      
The sequence { }mm xu ),( µ  defined by (22) converges 
to the exact solution of the problem (11), (12), if we 
choose a suitable initial approximation u0(x,μ) .     
 
 
4 Convergence study 
 
Theorem 1. If ∈∀Ω∈ mCum ),(2 N*, then the 
iteration formula (22) is equivalent to the following 
relation: 
               
      )),(()],(),([ 1 µµµ xuGxuxuL mmm −=−+        (23)  
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      ∎   Let us consider that um and um+1 satisfy (16): 
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Applying twice the derivative of (25) with respect to 
x, taking into account (26) and the conditions (20), 
we find successively 
                                                   

ξµξµµµ duGxuxu
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)),(()),(),(( ,1
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Finally, using the definition (26) of L, we get 
 
      )),(()],(),([ 1 µµµ xuGxuxuL mmm −=−+        (28) 
     
Conversely, we prove now: if um and um+1 verify (23), 
then the iterative formula (22) is satisfied.                                        
 
Multiplying (23) by λ ≠ 0, integrating both sides 
from zero to x and using the integration by parts and 
(20), we obtain 
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                                                                        (31)                                                 
which lead to the iterative formula (22).  ∎  
 
 
Theorem 2.  If  ∈∀Ω∈ mCum ),(2 N* verifies the 
iterative formula (22) and ),(),(lim µτµ xxumm

=
∞→

 on 

Ω , then ),(),( µµτ xux ex= , where ),( µxuex  is the 
exact solution of the problem (11), (12). 
 
      ∎   According to the properties from hypothesis, 
the following equalities are valid: 
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In view of Th. 2, we have 
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From the property of continuity of um and its 
derivates, (33) leads to  
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Using the uniform convergence of the sequence 
{um}m on Ω , we get 
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On the other hand, the boundary conditions become 
 
              0),0(lim),0( ==

∞→
µµτ mm

u                      (36) 

             )(),0(lim),0( ,, µγµµτ ==
∞→ xx mm
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It follows from  (35) – (37) that ),( µτ x  is the exact 
solution of the problem (11), (12).  ∎  
 
 

5 Numerical example 
 
Let us consider the following problem 
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According to the notations (6), the functions g and r 
will be of the form 
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with the following conditions    
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The exact solution is 
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Using the method presented in the section 4, we 

obtain the iterative formula 
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Let us consider the initial approximation  
 
                          xxu 2

0 2),( µπµ =                       (46)    
                                                                                         
 that verifies (43).            
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First iteration 
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Using an integration by parts for the last term of the 
sum, we get 
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We now expend the function sin 2πx into a 
MacLaurin series and with the approximation: 
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Second  iteration 
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After performing the calculations and using the 
approximation: 
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we find the final form of  this iteration  
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m -  iteration 
 
 
In the same manner, it follows that  
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and                                                            
             ),(2sin),(lim 2 µπµµ xuxxu exmm
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    (55)          

                              

It is evident that the numerical approximation shows 
that um is accurate for low values of m, the solution 
being rapidly convergent by utilizing the VIM. 
  

6 Conclusions 
 
In the case of particle transport problems, the 

existence of streaming term, 
x
x
∂

∂ ),( µϕ
µ  leads to the 

additional difficulties. We mention that in our paper, 
the unknown function depends on two variables and 
not one variable as in other works, which solve the 
integral- differential equations with iterative 
methods. 
       Unlike the previous methods [19], [20] and [22] 
used to solve these problems, MIV improves the 
speed of convergence if the guess function u0 is 
chosen so that the conditions (17) are satisfied. Also, 
in this paper we prove the convergence of the 
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sequence { }mm xu µ,( to the exact solution on Ω. A 
numerical example confirms the validity and great 
potential of this new iterative method for the solving 
a wide variety of integral-differential equations that 
appear in physics, astrophysics and in the study of 
viscoelastic structures. 
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