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Generalized Least-Squares Regressions V:
Multiple Variables

Nataniel Greene

Abstract— The multivariate theory of generalized least-squares
is formulated here using the notion of generalized means. The
multivariate generalized least-squares problem seeks an m dimen-
sional hyperplane which minimizes the average generalized mean
of the square deviations between the data and the hyperplane in
m + 1 variables. The numerical examples presented suggest that
a multivariate generalized least-squares method can be preferable to
ordinary least-squares especially in situations where the data are ill-
conditioned.

Keywords—Generalized least-squares, geometric mean regression,
least-squares, multivariate regression, multiple regression, orthogonal
regression.

I. OVERVIEW

RDINARY least-squares regression in multiple variables
O g, X1, ..., Ty suffers from a fundamental lack of sym-
metry. It begins with the choice of one variable, x(, as
the dependent variable and zi,...,x, as the independent
variables. It then minimizes the distance between the data and
the regression hyperplane in the z( variable alone. However,
the regression hyperplane formed by minimizing the distance
between the data and the hyperplane in the variable xj is
not the same as solving for xj, in the hyperplane formed by
minimizing the distance in the variable z; for j # k.

For each of the variables zj;, minimizing the distance
between the data and the hyperplane in the variable zj is
called ordinary least-squares (OLS) zy|{zo,..., Tm} \ {zx}
regression. To predict the value of zj based on the data
using OLS, one must use the OLS x| {xo,...,Tm} \ {zk}
regression hyperplane. It is not valid to take the OLS
zj| {zo,...,xm} \ {z;} hyperplane and solve for x; when
J# k.

The fact that there are m + 1 OLS hyperplanes to model
a single set of data in m + 1 variables is problematic.
One wishes to have a single linear model for the data,
for which it is valid to solve for any one of the variables
for prediction purposes.  Multivariate generalized least-
squares solves this problem by seeking to minimize
the average generalized mean of the square deviations
between the data and the hyperplane in all the variables
simultaneously. For the resulting regression hyperplane, it is
valid to solve for any of the variables for prediction purposes.

N. Greene is with the Department of Mathematics and Computer Science,
Kingsborough Community College, City University of New York, 2001
Oriental Boulevard, Brooklyn, NY 11235 USA (phone: 718-368-5929; e-mail:
ngreene.math@gmail.com).
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II. MULTIVARIATE REGRESSIONS

The theory of generalized least-squares was already de-
scribed by this author for the case of two variables [4]-[7].
The extension of this theory to multiple variables is now
begun.

A. The Explicit Error Formula and Solution for Ordinary
Least-Squares

The multivariate ordinary least-squares problem is defined
as follows.

Definition 1: (Multivariate Ordinary Least-Squares Prob-
lem) An m dimensional hyperplane

zo = bo + b1x1 + boxa + ... + by, (1)

is sought which minimizes the error function defined by

Z ACUOz

2

where

Azg; = by + biz1; + bozo; + ... + by T (3

This is called OLS zg|{z1,...,zm} regression. In general,
OLS x| {zo,...,xm} \ {xx} regression seeks a hyperplane
which minimizes

— X0

| X
Z (Azi)® 4

z:l

where
Az, = (1x-—b0—blx- —£x>
ki br 01 br br 1¢ br (k—1)i

J’Tx(kﬂﬁ - %:xm o )
The deviation Axy; at the ith data point (xo;, 14, --- T ) 18

the difference between the hyperplane solved in terms of the
variable x, and evaluated at the data point and the data value
;. Standard subscript notations are employed for dealing
with means, standard deviations, correlation coefficients and
covariances in multiple variables. The ith data value for the
kth variable x, is denoted by wxy;, which is short for (zy),.
The means, standard deviations, and correlation coefficients
are denoted as follows: py, = p,,, Ok = Oy, Pji = Paja-
The covariance notation oj;, = p;,0;0y is preferred in
this paper because it makes many of the complex formulas
presented here more manageable. The notation y = x( and
Ay; = Axg; can also be used. However, denoting the y-
variable always using the zero subscript zy allows one to
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ecasily identify it when there are any number of variables and
naturally fits with the subscript convention just described.

The notation Axy; greatly simplifies working with the error
function. The next lemma describes a fundamental relation
between the regression coefficient by, Axy;, which is the
deviation of the variable xj from the hyperplane at the ¢th
data value and Axq;, which is the deviation of xy from the
hyperplane at the ith data value.

Lemma 2: (Fundamental Relation)

ALEQi

b = —
k Arr, (6)

or

Az = —i'AiﬁOi
by,

(7

The proof is straightforward algebra. This lemma will play
a fundamental role further on in allowing one to always extract
a weight function from any generalized least-squares error
expression.

The explicit bivariate formula for the ordinary least-squares
error described by Ehrenberg [3] has a known generalization
using covariance notation. It is written here as a matrix-vector
equation and also explicitly.

Theorem 3: (Explicit Multivariate Error Formula) Let b =

T T T
(bl, ceny bm) s, = (,ul, ceny /j’m) , S = (0'1(), ...,Umo) and
S = [0jk],,«,m- Then the multivariate ordinary least-squares
error written in matrix-vector notation is

E =b"Sb—2b"sg + 000 + (bo — j1g +b"p)” (3

and explicitly it is

E = Zzojkbjbk—QZUkobkz &)

=1 k=1 k=1
- 2

+0o00 + (bo — Ho + Z bkﬂk) : (10)
k=1

Alternatively write

E = Zakkb%'i‘QZUjkbjbk_QZak(]bk
k=1 j<k k=1

m 2
+o00 + | bo — po + Zbkuk> . (1D
k=1

Proof: Begin with the error expression and manipulate
as follows.

N
Z (bO + blxli + ...+ bmxmi - 3:01')2
i=1

E =

2=

(b1 ($1i — :ul) + ...+ bm (xmi — /_Lm)

I
=1
M-

i=1

2
7( 7:“’0)+(b07M0+b1p’1+“'+bmp’7n))

Square the summand and distribute the summation onto
each term. To simplify, utilize the covariance notation

Oik =N Zfil (zj; — uj) (zx;i — ) and utilize the fact that

N
S
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SN (wji —p;) = 0 for all j = O..m. The result is then
obtained. [ |

Corollary 4: The explicit error formula written in covari-
ance notation for two variables z; and zq is

E:O'ub%—2010b1—|—O'00—|—(b0—/,[,0—|—bll,61)2. (12)

This is equivalent to Ehrenberg’s formula. For three variables
1, To and g, the formula is

E = 01103 + 099b3 + 2012b1by — 2010b1 — 2020bs
+o00 + (bo — o + bapty + bapty)’? (13)

For four variables x1, o, x3 and x(, the formula is

FEF = Jllb% =+ O’ngg + 0’33()3

+201201b2 + 2013013 + 2023b2b3

—20’10bl - 20’20b2 - 20’30b3

000 + (bo — po + bipty + bapty + baprg)”

(14)

The explicit formula for the multivariate OLS regression

coefficients is now written simply in matrix-vector form.
Theorem 5: (OLS explicit solution) The vector b of OLS

xol {x1,...,xm } regression coefficients is given explicitly by

b =S"1s, (15)

and
bo = pig —b" (16)
Proof: Let V = (9/0by, ...,0/0by,)" denote the gradi-
ent operator. Take the gradient of the error with respect to
b and set it equal to zero: VE = 0. Use the matrix-vector
form of the error and distribute the gradient onto each term.

v (bTSb —2b"sg + a0 + (bo — pro + bTu)Q) — 0
2Sb — 2sg — 2p (bo — prg +b" ') = 0
Set by = iy — b? u, and obtain
Sb = s
b = Sls,.

B. The Hessian Matrix

Since it is already known that the ordinary least-squares
solution vector b minimizes the error function, the Hessian
matrix H of second-order partial derivatives of F must be
positive definite. Recall that H is positive definite when
det H > 0 and when the determinants of all the upper-left sub-
matrices of H are positive. Alternatively, H is positive definite
when all the eigenvalues of H are positive. It is instructive
here to compute the Hessian matrix.

Theorem 6. The Hessian matrix is given by

1 lu’l /u‘m
e 011 + ﬂ% O1m + My,
H=2| . . i (17)
iy Om1 + [y, Omm + N?n
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Proof: Form all second order partial derivatives of the
error function

0’E

H(j+1)(k+1) = 5bkabj

(bosb1seesbm)
for j,k = 0...m. Verify that
H11 = 2
Hgpr1)1 = 2,
Hyeny = 2 (050 + i) -

Higy)
Hiinyesny =

Theorem 7: The Hessian determinant is given by

det H =2"""det S
Proof: Taking a multiple of one row and adding it to
another does not affect the determinant. For k = 1...m,
multiply the first row by —p,, and add it to row k£ + 1. After
this has been done to every row, perform a cofactor expansion
along the first column and obtain the result.

1 1251 9 Mo,
det H gt oy o11 + p7 O1m + Mk,
€ . . .

My Omi + g Fopy Omm + ,Ugn
1 251 Hm

gm+1 011 O1m
0 Om1 Omm
011 O1m

— 2m+1 . .

Om1 Omm

|

Theorem 8: The Hessian matrix H and the covariance
matrix S are both positive definite.

Proof: Since det H = 21! det S, the Hessian matrix

H is positive definite if and only if the covariance matrix S is

positive definite. However, it is already known that the OLS

solution vector b minimizes the error function. Therefore,

conclude that H and S are both positive definite. ]

C. Generalized Means

Definition 9: A function M (xq, 1, ..., Z,,) defines a gen-
eralized mean for all x; > 0 if it satisfies Properties 1-5 below.
If it satisfies Property 6 it is called a homogenous generalized
mean. The properties are:

1. (Continuity) M (zg,x1..., T,,) is continuous in each vari-
able.

2. (Monotonicity) M (zg,1...,Zy,) is non-decreasing in
each variable.

3. (Symmetry)

M (x()yxla "'7:E7IL) =M (Is(0)5$5(1)7 "'758(m))

where s (i) is any permutation of the indices 0 through
m.

ISBN: 978-1-61804-287-3

4. (Identity)

5. (Intermediacy)

) < M (20, .

min (xg, ... s ) < MAX (Lo, ovy Ty

6. (Homogeneity)

M(tl’o,tﬂ?l,...,tl'm) =tM (xo,l’l,...,ﬂ?m)

for all ¢ > 0.

All the special multivariate means are included in this
definition. Note that m+1 variables are used in this definition
in order that it share the same form as the m + 1 regression
variables. XMR notation is used here to name generalized
regressions: if ‘X’ is the letter used to denote a given general-
ized mean, then XMR is the corresponding generalized mean
square regression.

Example 10: The multivariate harmonic mean is given by

m+1

Im) =T

H(l’o,... =3
2o Tt

(18)

Tm

This mean generates multivariate orthogonal regression
(HMR).
Example 11: The multivariate geometric mean is given by

G (20, ..oy ) = (x()....-:cm)l/(mﬂ). (19)

This mean generates multivariate geometric mean regression
(GMR).

Example 12: The multivariate arithmetic mean is given by

A(xgy ey Tm) = (o + . + Tp) - (20)

T m+1

This mean generates multivariate arithmetic mean regression
(AMR).
Example 13: The selection mean is given by

Sk (T0y ooy Tn) = X,

@n

after xg, ...z, are arranged in increasing order. This mean
generates OLS x| {zo, ..., Z;m } \ {2x} regression.

Regressions based on these special cases are used in this
work further on. The generalized means in the next examples
have free parameters which can be used to parameterize these
special cases.

Example 14: The power mean of order p is given by

1/p

M, (2o, ..., Tm) = —— (xf + ... +2) (22)
Example 15: The weighted arithmetic mean with positive
weights satisfying ag + a3 + ... + au, = 1, is given by

y Tm) = QZo + Q1T1 F oo + Ty
(23)

M(ao,a1,...,am) (x()v X1y .-

after xg, ...z, are arranged in increasing order.
Example 16: The weighted geometric mean with positive
weights satistying 5, + 8; + ... + 8,,, = 1, is given by

Bo

B8
Mg, 3,,...8,,) (0, T1,y ey Tin) = T mll...xfnm

24

after x, ...z, are arranged in increasing order.
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D. Two Generalized Least-Squares Problems and the Equiv-
alence Theorem

The multivariate symmetric least-squares problem is formu-
lated as follows.

Definition 17: (The Multivariate Symmetric Least-Squares
Problem) An m dimensional hyperplane

To = bo + b1x1 + boxa + ... + by, (25)

is sought which minimizes the error function defined by

N
_ %Z M (o), (Ar1i)? o (Azmi)?)  6)
=1

where M (zo,21,...,Zm,) is any generalized mean.

A more general related problem is the weighted ordinary
least-squares problem.

Definition 18: (The Weighted Ordinary Least-Squares
Problem) An m dimensional hyperplane

To =bg + b1x1 + boxo + ... + by (27)

is sought which minimizes the error function defined by

N
1
E=g(by,....;by) - ~ § (Azg;)? (28)
=1

or simply £ = g - Eors.

The next theorem states that every multivariate symmet-
ric least-squares problem is equivalent to a weighted multi-
variate ordinary least-squares problem with weight function
g (bh ceny bm)

Theorem 19: (Equivalence Theorem) Every general sym-
metric least-squares error function can be written equivalently
as

N
1
E=g(bi,.ccbm) - Z Axgi)? (29)
2:1
or simply E = g - EgLs with
1 1
g (b1, eybm) =M (1, T3 75 ) (30)
bl bm
and Fors expressed using the explicit error formula.
Proof: Write
1 N
E = N ; M ((Ax(]i)Q s (A.’Eli)Q g eeey (A.’EWLZ')Q)
N
1 1 1
= % Z ((Ag;Oi)Z — (Azgi)?, ..., = (Am)z)

Tv
= Z Aff()z

i=1

11
b% b,

where the fundamental relation

= \

1
(Amki)Q = ? (Al‘Oi)Q
k
is used. Let g (by,....;bm) = M (1, %, " b%) and factor it
out from the summation. [ |
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Example 20: The weight function corresponding to HMR
is given by

m+1
9010 bm) = e (31)
Example 21: The weight function correspondmg to GMR
is given by
G (b1, by) = (by - oon - byy) 70T (32)
Example 22: The weight function corresponding to AMR
is given by

1

90, b) = (1+ et = (33)

Example 23: The weight function corresponcT ing to the kth
selection mean is given by
1

g(b1,..c;b) = >k (34)

Example 24: The weight function corresponding to the
power mean is given by

1 2% 5 1/p
— - —2p
b)) = (m - (1+b1 4o+ b )) .
(35)

Example 25: The weight function corresponding to the
weighted arithmetic mean is

g(bryeybm) =g +Farby? + ..+ anb 2 (36)
Example 26: The weight function corresponding to the
weighted geometric mean is given by

g by, by) = b2

gp (b1, ..

b= 2Bm

m

(37

E. Solving for the Generalized Regression Coefficients

The fundamental practical question of multivariate general-
ized regression is how to solve for the coefficients by, ..., by,.
The next theorem describes the procedure in general. The
procedure is applied further on to produce the specific regres-
sion equations in three and four variables for several cases of
interest.

Theorem 27: (System of Equations for Generalized Regres-
sion Coefficients) Let E denote the ordinary least-squares
error function, gx = d¢g/0b, Vg = (g1, ...,gm)T and

F=b"Sb — 2bT'sg + o¢p.

Then the vector b = (by, ..., bm)T of regression coefficients is
obtained by solving the nonlinear matrix-vector equation

FVg+2g(Sb—sp)=0

(3%

(39

for b and by = o —b” . Explicitly, one solves the nonlinear
system

g F'+gF, =0 (40)
for b1, ...,b,, where k =1...m,
F= Z Z o j1bjbr, — 2Zokobk +o00 (41
J=1k=1
and Fy, = OF/0by, is given by
F, = 2Zajkbj — 20}0. (42)
j=1
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Proof: Let E; = gE be the generalized regression error Proof: Take the second order partial derivative
where ' = Eq1s Use the matrix-vector form of the error, take 52 5
the gradient of the error with respect to b and set it equal to (9E) = - (9;E+9E;)
Zero. 0by,0b; Oby,

= gixE + 9Bk + g Ej + gEji.
VE) = 0 j j J J
EVg+gVE = 0 Since
Substitute g E+gEr, =0
E =b"Sb — 2bsy + 00 + (bo — p1o + bTM)Z substitut'e E;? = —%’“E apd E; = —%E into the two middle
terms, simplify, and obtain
and 52 )
VE =2(Sb —s¢) —2u (by — pg + b' 1) . E) = 9ik _ 299 \ p o @
(Sb —s0) — 241 (bo — g + b7 1) g @8 =a (2 - 222 ) b1

Set by = 10 — bT 1, and obtain o . _
which is the first form of the Hessian. Now substitute £ =

2g(Sb—sg)+ FVg=0 (43) —Q%Ek and obtain the second form
Alternatively, take the partial derivative of I/, with respect to 92 29 .
. . _ i ik
by for k = 1...m and set the resulting expressions equal to (9E) (( - > Ey + Ejk) .
ZEro | abkabj g Ik

As before, upon substituting for by, £ = F, E; = F} and

Ejk :ij :2O'jk+2ﬂjﬂk- |
Theorem 30: (Hessian determinant) The Hessian determi-
In order for the regression coefficients by, ...b,, to minimize  pant is given by

the error function and be admissible, the Hessian matrix

of second order partial derivatives must be positive definite detH = gm+1 det (FJ + 2S) (51)

when evaluated at b, ..., b,,. The general Hessian matrix is

calculated next. As in the bivariate case, certain combinations ~where J = [J;]

of g and its first and second partial derivatives appear in the

F. The Hessian Matrix and Determinant

and explicitly by

mXxXm

matrix. One combination is denoted here by J;, and another FJi+200n - FJpi+200m
is denoted by G;i. They are called indicative functions. detH = g¢m+! : . :
Definition 28: Define the indicative functions FJmi+201m -+ Fdpm + 20mm
ik 209Gk 52
Jj = 9ik 91729 (44) (52)
! ! Al ivel
and ternatively,
a 29, gk det H = g™ det (K + 28) (53)
jko= T
9 9k

(45) where K =[G Fy], .. and explicitly by

m X
The two indicative functions are related by the equation

ijFk = ijF. G11F1+20'11 GlmFm+20'lm
Theorem 29: (Hessian matrix) The Hessian matrix H of detH = g¢™*! : . :
second order partial derivatives of the error function given by GoiF1+201m  GomFEm 4 20 mm
o2 (54)
Hnr) = 9b.0b (9E) (46) Proof: Begin with the (m + 1) x (m + 1) determinant
by 0b; (b0,b1,eeesbm) . . .
07 im of H and reduce it to an equivalent m x m determinant. The
for j,k = 0...m. It is computed explicitly as follows. (m+1) x (m+ 1) determinant is given by
2 24
Hy;p = 29 (47) - 244 G F1 + 2011 + 23
Higoy1)y = Hpgvr)r = 29m, (48) detH = g : :
Hinwey = Hoangen =9 (JieF + 2050 + 270500, 2ty GimF1 + 2010 + 20 1,
(49) ... 2,
Alternatively, GimFm 4 201m + 21 fi, (55)

Hjinyern) = 9 (GinFle + 2055+ 2.) - (50) e G Fo + 20 + 212,

ISBN: 978-1-61804-287-3 21
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or alternatively

2 24y
2,u J11F+20'11+2/.L2
detH = gm+1 . 1 . 1
20, JimF + 201m + 20 i,

ZILL'IH

Jlm.F + 2Ulm + 2M1Nm
. (56)

JimF + 20 mm + 202,

As was done for the OLS Hessian, multiply the first row by
—p, and add it to row k + 1 for £ = 1...m. After this has
been done to every row, perform a cofactor expansion along
the first column and obtain the result. ]

G. Least-Volume and Hybrid Least-Volume Regression

A multivariate regression method is described by Tofallis
[9]-[11] which minimizes the hypervolumes of the simplices
formed by the data and the regression hyperplane. It is referred
to here as Tofallis’ least-volume regression (LVR).

Definition 31: (LVR) Let V = zg - x1 - ... - x,, denote the
hypervolume of dimension m + 1 for all z; > 0. An m
dimensional hyperplane o = by +b1z1 + ... + b, T4y, 18 sought
which minimizes the average hypervolume formed by the data
points and the hyperplane. The error function is given by

N
1
E = NZV(Ain,A$1i7~-~7A$mi)' (57)

For the case of bzivallriate regression (m = 1), least-volume
regression is the same as geometric mean regression. Mul-
tivariate GMR, first described in a paper by Draper and
Yang [2], is equivalent to minimizing the average of the
hypervolumes raised to the 2/ (m + 1) power. For m # 1,
LVR is not equivalent to GMR and it is not a generalized
least-squares regression. It is instead a generalized least-pth
power regression with p = m + 1.

Theorem 32: Least-volume regression in m + 1 variables
is equivalent to a weighted least-pth power regression with
p=m+ 1.

Proof: Write

1
NZ 1Az, |Az1i] ooy [ATp])

N
1
- Nz (|Axol |b||AchZ| T ||Ax01|>
N
1 m+1 < 1 1 >
= — 1, — ., —
N 2 A ol o
N
_ 1 1 ym+1

The weight function for LVR is given by
g(bl,...,bm) = 1/ |b1 TP bm‘ .
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A related weighted least-squares method is now defined giv-
ing close results to LVR called hybrid least-volume regression.
It is a hybrid regression method along the lines of the hybrid
methods discussed in the first paper of this series [4].

Definition 33: (Hybrid LVR) An m dimensional hyperplane
is sought which minimizes the hybrid error function

N
1 2
E=g(bi,....bm) - ﬁz(m‘“) (58)
where )
g(blvmabm) = (59)

b1 . bl

The error function is a product of the LVR weight function
and the multivariate OLS error function.

The hybrid LVR coefficients obtained in the second example
below are seen to differ from the actual LVR coefficients only
in the hundredths place.

H. Specific Regression Equations for the Case of Three Vari-
ables

The general formula for the regression coefficients is applied
here to the problem of determining the coefficients in the
equation

xo = by + b1y + baxa (60)

for certain special cases. Again, covariance notation o is
used in order to obtain equations that are as simple as possible
to write. In all cases, by = 1y — b1ty — bajis.

For OLS x| {x1, 22}, which is standard OLS regression
corresponding to the selection mean S (zg,z,z5) and a
weight function g (b1,b2) = 1, the following linear system of
equations in by and by is obtained.

{

For OLS x| {z2,x0} corresponding to the selection mean

o11b1 + 01202 = 019
o12b1 + 022b2 = 09

(61)

SM (x9,21,x2) and the weight function g (b1, by) = b2’ the
following system of equations is obtained.
02203 4+ 012b1by — 010b1 — 2020b2 + 000 = 0 (62)
o12b1 + 02202 — 020 = 0

For OLS 3| {z1,20} corresponding to the selection mean

S®@ (20,21, x2) and the weight function g (b1, b2) = 7%, the
following system of equations is obtained.
o11b1 + 012b2 — 0190 =0 (63)
0'11b% + O’12b1b2 — 20’10()1 — O'Qobg + goo — O

For HMR, which is orthogonal regression, the following
system of equations is obtained.

Glgbg + (0'11 - 0'22) blbg — Ulgb%bg + Ulob% + 2020b1b2

—010b3 — (000 — 011) b1 + 012b2 — 010 = 0
0125‘;’ - (011 - 022) b%bz - Jublbg + 020b% + o10b1b2
—020b% — (000 — 022) by + T12b1 — 029 =0

(64)
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For GMR the following system of equations is obtained.

201103 — 022b3 + 012b1bs — 010b1 + 2020bs — 09 = 0

01163 — 209203 — 012b1bs — 2010b1 + 020ba 4+ 0o =0
(65)

For AMR the following system of equations is obtained.

{

Ullbzllb% + Ulgb‘;’b% — Ulobi’b% + Ullbzll — 0'221)3 + Jlgbi’bg
—Ulgbgbl + 20’20[)3 — Ulob% =+ Ulob%bl — Uoob% =0
O'ngfb% + Ulgbll))bg — O'QOb%bg — 0'1117411 + 0'221)3 + Ulgblbg
70’12b:1))b2 + 20’106? — O'QOb% + O’QOb%bQ — Uoob% =0
(66)
For hybrid LVR the following system of equations is
obtained.

1. Specific Regression Equations for the Case of Four Vari-
ables

0'11b% — 0'22()5 + 2090by — 099 =0

O'Hb% — 0'221)5 — 2010b1 + 0po = 0 (67)

The general formula for the regression coefficients is applied
here to the problem of determining the coefficients in the
equation

2o = by + brx1 + bawa + b33 (63)

for certain special cases. In all cases, bg = f1g—b1pt; —bapio—
b3‘LL3.

For OLS xo|{z1,x2,23} regression, which is standard
ordinary least-squares, the following system of equations is
obtained.

o11b1 + 012b2 + 013b3 = 019
o12b1 + 022b2 4+ 023b3 = 029
013b1 + 023by + 033bs = 039

(69)

For OLS 1| {x2, z3, 2o} regression, the following system of
equations is obtained.

029b3 4 03303 + 012b1b2 + 2023b2bs + o131 b3
—010b1 — 2020b2 — 2030b3 + 000 = 0
012b1 + 022b2 + 023b3 — 020 =0
013b1 + 023by + 03303 — 039 =0

(70)

For OLS x| {z1, x5, 20} regression, the following system of
equations is obtained.

o101 + 012b2 + 01303 — 010 =0
Ullb% + 033552), + 012b1b2 + 023b2b3 + 2013b1 b3
720’101)1 — Ugobg — 20’3053 + oo = 0
013b1 + 023by + 033b3 — 030 =0

(71)

For OLS z3| {21, x2, 2o} regression, the following system of
equations is obtained.

01101 + 012b2 + 013b3 — 010 = 0
012b1 + 022b2 + 023b3 — 090 = 0

72
01163 + 02203 + 2012b1ba + T23b2bs + 013b1 b3 (72)
—2010b1 — 2020b2 — U30b3 + [ 0
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For HMR the following system of equations is obtained.

(022 — 011) b1b3 + 012b3bs + 0330163 — 013b3b3
—Jllblbg + Jlgb%bg — Jlgbgbg + 20923b1b2b3
—012b3 — 01363 — 010b3 + 01003
+010b3 — 2020b1b2 — 2030b1b3 + (000 — 011) by
—012by —013b3 + 010 =0
7012[)1[)% — Uggbzbg — 2013b1b2b3 — O'ng%bg
+ (092 — 011) b3ba + 022023 + 012b1b3 + T23b7b3
+0’12b? + Uggbg — Ugob% + Ugob%

—020b3 + 2030b2bs + 2010b1bs + 012b1
+ (022 — 000) b2 + 023b3 — 020 = 0
70’13[)1[)% -+ (0'33 — 0'11) b%bg — Uggbgb% — Uggb%bg
—20’12blb2b3 + 0'23[)% + 0'13[)? + Uggb%bg;
+Jggb%b2 + Jlgblb% - Jgob% — Ugob%
+030b3 + 2020babs + 2019b1 b3
+013b1 + 02302 4 (033 — 000) bg — 030 =0

(73)

For GMR, the following system of equations is obtained.

3011[)? — 0'221)% — Uggbg + 2012b1ba — 2093b2b3
+2013b1b3 — 201001 + 2020b2 + 2030b3 — 70 = 0

0'11[)% — 30’22[)3 + 0'33()% — 2012b1b2 — 2023b2b3
+2013b1b3 — 2010b1 + 2090b2 — 2030b3 + g9 = 0

Ullb% -+ 0'22[)% — 3033[):23 -+ 2012b1b2 — 2023b2b3
—2013b1b3 — 2010b1 — 2020b2 + 203003 + 090 = 0

(74)

For AMR the following system of equations is obtained.

Ullb%b%bg + O'12b§’bgb§ + Glgb?bgbg - Ulob%bgbg
+012b?b2b§ + Jlgb:fbgbg — 012b1b§b§ — Ulgblbgbg
Jllbilbg — O'QQb%bg — 0'3,3[)%()% — 2023[)%[?% + 013b?b§
+0’11b411b% + Jlgbi’bg + Jloblb%bg + 20’20[)3[)3
—|—20'30b%b§ — Ulobllgb% — Ulobllgbg - Uoob%bg =0
UQQb%b%b% + 023b%bgb§ + Glgb?b%bg — Ugob%bgbg
70’121)‘?1721):23 — O'ng%bzbg + O'ng%b%bg + Ulgblbgbg
—O’llbzllbg + O'sz%bg + 023b§b§ + O'lgbilgb% — 2013[):{’[)%
—Jggb%bg + JQQb%b% + Jzob%bgbg — Ugobgbg + 20’10[)‘1’[)3
+20’30b%bg — Ugob%bg — Uoob%bg =0
0'13():1)’[)31)% + 023[)%1)%()% + 033[)%()%[)% — Ugob%b%bg
—Ulgb:{)b%bg + 0'13[)1[)%1)% - Gng%b%bgg + 023b%b2b§
+O’33b%b§ + O'ng%b% + Jlgb?bg — O'llbzllbg — 2012[)?1)%
+U35b%b§ - O'ng%b% - Udob%bg + 201()1):1%[)% - Jg()b%bg
+20‘20b%b§ + Ugob%b%bg — Uoob%b% =0

(75)
For hybrid LVR the following system of equations is obtained.

01107 — 02203 — 03363 — 2093b2b3
+2090b2 + 2030b3 — 099 =0
Ullb% — 0'221)% + Uggbg + 20’13blb3
—2010b1 — 2030b3 + 099 =0
01103 + 022b3 — 033b% + 2012b1bo
720’101)1 — 2020b2 + o000 = 0

(76)

III. NUMERICAL EXAMPLES

Example 34: (Cement Data) This example is taken from
Hald’s statistics text [8] (p. 636). The data describe the heat
evolved in the curing of cement as a function of the percentage
in weight of certain compounds in the mixture. The y variable,
called here z(, is the heat measured in calories per gram.
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The variables x; and x5 are the percentages by weight of two
different cement compounds. The data are as follows.

linear relationship for themselves. Suppose they both share
the same zy data but they take independent measurements of
variables x1, 3, and x3. Their results are presented in a table.

X1 7 1 1 1 7 1 3 1 2 21 1 1 10
A
X2 | 26 29 56 31 52 55 71 31 54 47 | 40 66 | 68
X1 -3.138 -0.297 -4.582 0.301 2.729 -4.836 0.065 4.102
Xo | 785|743 |104.3 |87.6 959 109.2|102.7 | 72.5 | 93.1 | 115.9 | 83.8 | 113.3 | 109.4 X2 1.286 0.25 1.247 0.498 -0.28 0.35 0.208 1.069
X3 0.169 0.044 0.109 0.117 0.035 -0.094 0.047 0.375
Xo 3.3979 1.6094 3.7131 1.6767 0.0419 3.3768 1.1661 0.4701
The reader can verify that py = 95.42308, ooo = 208.90485, B
X1 -3.136 -0.296 -4.581 0.300 2.730 -4.834 0.064 4.103
’ul 746154 Xo 1.288 0.251 1.246 0.498 -0.281 0.349 0.206 1.069
n= = , (77) s 0.170 0.043 0.108 0.118 0.036|  -0.093 0.048 0.376
:LLQ 48'15385 Xo 3.3979 1.6094 3.7131 1.6767 0.0419 3.3768 1.1661 0.4701
J10 5968935
0= ~ |176.38106] ° 7% i i
020 . The goal is to try and recover the actual coefficients by, by, bo
and and bs; from the data using regression.
S 31.94082 19.31361 (79) The reader can verify that for Person A, py = 1.93150,
19.31360 223.51479| " o000 = 1.73426,

The data are well-conditioned: condS = 7.51147. Also
detS = 6.76623 x 103. The standard OLS z¢| {z1,z2}
regression plane is given by

To = 52.5773 + 1.4683z; + 0.6623x5. (80)
The OLS 1| {x2, zo} regression plane is given by

T = 52.2466 + 1.5685x1 + 0.6536x5. (81)
The OLS 25| {x1, zo} regression plane is given by

2o = 51.1917 + 1.44912; + 0.6940z». (82)
The HMR plane is given by

20 = 52.2110 + 1.527121 + 0.6607». (83)
The GMR plane is given by

o = 52.0069 + 1.4950z; + 0.6700x. (84)
The AMR plane is given by

20 = 51.7164 + 1.4699z1 + 0.67995. (85)
The hybrid LVR plane is given by

xo = 51.7166 + 1.5085z; + 0.6739x5. (86)

This example suggests that all the methods yield regression
planes that are reasonably close to each other when the
data are well-conditioned. The next example illustrates that
when the data are ill-conditioned, ordinary least-squares can
perform poorly while generalized least-squares methods can
still perform well.

Example 35: This example is chosen from the work of
Tofallis [10], [11] where the data are used to compare least-
volume regression to ordinary least-squares. The data are from
a model problem in Belsley’s book on collinearity [1] (p. 5)
and are ill-conditioned.

Suppose an underlying linear model of some physical

relationship is known and given by
Ty = 1.2 — 041’1 + 06%2 + 09.%5 +é€ (87)

where ¢ has a normal distribution with mean 0 and variance
0.01. Suppose two persons A and B wish to estimate the
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u]  [—0.70700
p=|py| =] 057850 |, (88)
ps] | 0.10025
o10 | [ —3.86706
so= |o2| = | 040169 |, (89)
0'30_ _—0.048495
and
9.33584  —0.55747 0.20635
S = |[—-0.55747 0.27862 0.04081 (90)
0.20635 0.04081 0.01607

The data suffer from multicollinearity, which is the near

linear dependence of one of the variables on the remaining

variables. This is evidenced by the high condition number of

the covariance matrix: cond S = 3.54374x 107. Also note that

the determinant is nearly singular: det S =6.35047 x 10~7.
For Person B, g = 1.93150, og9 = 1.73426,

1 —0.70625
pw= || =| 057825 |, 1)
L3 0.10075
J10 —3.86644
so= |oa0| = | 0.40204 |, (92)
g30 —0.04886
and
9.33332 —0.55747 0.20721
S = [-0.55747 0.27918 0.04078 93)
0.20721 0.04078  0.01609

Again the covariance matrix is ill-conditioned and nearly
singular: cond S = 1.28134 x 107 and det S=1.75906 x 1076,

The standard OLS x| {z1, 22, x3} regression planes for the
data of Person A and Person B are

A mo=1.2546 + 0.9741z1 + 9.0219z, — 38.4400x3
94)

B 1 xo=1.2752+0.2470z; + 4.5116x, — 17.64863.
(95)

The discrepancy between the OLS regression coefficients
and the model coefficients is striking. The OLS regression
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coefficients disagree with the model coefficients in both sign
and magnitude. Therefore OLS regression does not appear
to be useful in a case such as this. In comparison, several
generalized regression methods presented next appear to do a
much better job in recovering the model coefficients, agreeing
with the model coefficients in both sign and magnitude.

The AMR planes are

A zo = 1.2479 — 0.4069z1 + 0.5151x5 + 0.9767x3
(96)

B zo = 1.2478 — 0.4070z + 0.5151z5 + 0.9766x3.
©7)

The GMR planes are

A zo = 1.2440 — 0.434521 + 0.3438z3 + 1.8095x3
(98)

B zo = 1.2433 — 0.4348z1 + 0.3437x5 + 1.8100x3.
(99)

The hybrid LVR planes are

A 2o = 1.2206 — 0.437021 + 0.361725 + 1.92251;
(100)

B 2o = 1.2200 — 0.4372z1 + 0.3613z2 + 1.923125.
(101)

The LVR planes are computed by Tofallis as

A z9 = 1.20 — 0.43z; + 0.3T2o + 1.9723

(102)

B 2o = 1.20 — 0.43z; + 0.3725 + 1.98z5. (103)

In this example, AMR comes the closest to recovering the
model coefficients. GMR, hybrid LVR and LVR appear
to perform comparably well. The calculations of the three
remaining OLS regressions and HMR require further study.
They appear to have a negative Hessian determinant, making
them inadmissible. The hybrid LVR coefficients obtained here
are in good agreement with the LVR coefficients presented by
Tofallis, differing only in the hundredths place. This suggests
that hybrid LVR can be a useful least-squares alternative to
LVR.

IV. SUMMARY

The extension of the bivariate theory of generalized least-
squares to multivariate regression is begun in this paper.
The multivariate symmetric least-squares problem in m + 1
variables seeks an m dimensional hyperplane which minimizes
the average generalized mean of the square deviations between
the data and hyperplane in each of the variables. The weighted
multivariate ordinary least-squares problem in m + 1 variables
is also defined using an explicit formula for the ordinary least-
squares error. As in the bivariate case, every symmetric least-
squares problem is shown to be equivalent to a weighted ordi-
nary least-squares problem. The weight function g (b, ..., by,)
characterizes the regression method. The multivariate gen-
eralized least-squares error is then a product of the weight
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function g and the explicit multivariate error function. Partial
derivatives of this analytic expression for the error are then
taken with respect to each of the coefficients b4, ..., b, and set
equal to zero. The result is a nonlinear system of equations
in by,...,b,, involving only the covariances o, which can
then be solved to yield the regression coefficients for any
generalized least-squares method. In order for the solution
to minimize the error function and be admissible, the Hessian
matrix must be computed and found to be positive definite.

The specific system of equations for the regression coef-
ficients is presented for OLS, HMR, GMR, and AMR, for
three and four variables. A related least-squares alternative to
Tofallis’ least-volume regression (LVR) called hybrid LVR is
presented here as well.

Numerical evidence suggests that when the data are ill-
conditioned ordinary least-squares regressions may not suc-
ceed in uncovering an underlying linear model. In compari-
son, certain generalized least-squares methods can come closer
to uncovering the model coefficients.
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New Computational Methods for Spectrometer
Signal Analysis

Petra Perner

Abstract—Different spectrometer methods exist that have been
developed over time to practical applicable systems. Researchers in
different fields try to apply these methods to different applications
especially in the chemical and biological area. One of these methods is
RAMAN spectroscopy for protein crystallization or Mid-Infrared
spectroscopy for biomass identification. For the applications are
required robust and machine learnable automatic signal interpretation
methods. These methods should take into account that not so much
spectrometer data about the application are available from scratch and
that these data need to be learnt while using the spectrometer system.
We propose to represent the spectrometer signal by a sequence of 0/1
characters obtained from a specific Delta Modulator. This prevents us
from a particular symbolic description of peaks and background. The
interpretation of the spectrometer signal is done by searching for a
similar signal in a constantly increasing data base. The comparison
between the two sequences is done based on a syntactic similarity
measure. We describe in this paper how the signal representation is
obtained by Delta Modulation, the similarity measure for the
comparison of the signals and give results for searching the data base.

Keywords— Computational Methods, Delta Modulation, Feature
Extraction, Incremental Knowledge Acquisition, Spectrometer signal
analysis, Similarity-based Signal Interpretation

I. INTRODUCTION

Different spectrometer methods exist that have been
developed over time to practical applicable systems.
Researchers in different fields try to apply these methods to
different applications especially in the chemical and biological
area. One of these methods is RAMAN spectroscopy for protein
crystallization [1], [2] or Mid-Infrared spectroscopy for
biomass identification [3].

Databases that allow the extraction of the chemical and
biological compounds are built up based on different
spectrometer methods [4]. With the rapid increase in accessible
data from prior experiments and the development of
spectrometer control software that supports large inclusion lists
for targeted analyses, the use of search and matching strategies

This work has been sponsored by the Federal Ministry of Economic Affairs
BMWTI under the grant title ,,Marker Free Raman-Screening for the Molecular
Investigation of biological Interactions MARAS” grant number 16IN0477.

Petra Perner is the director of the Institute of Computer Vision and Applied
Computer Sciences I1Bal, Kohlenstrasse 2, 04107 Leipzig Germany (phone +49
341 8612273; fax: +49 341 8612275; e-mail: pperner@ibai-institut.de
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can be expected to increase [5]. Peak detection in spectrometer
signal data can be done based on statistics such as on the
Welch’s t-test [6], on Fuzzy logic [7], on curve fitting based on
the Levenberg—Marquardt algorithm [8], or on correlation [9].
Several heuristic and probabilistic algorithms for peak detection
are described and evaluated in [10]. The results show that there
is no unique algorithm for peak detection.

For the applications are required robust and machine
learnable automatic signal interpretation methods. These
methods should take into account the sparse available data for
the application and that new data need to be acquired while
using the spectrometer system. We propose a novel
spectrometer analysis method based on Delta Modulation and
similarity determination. We represent the spectrometer signal
by a sequence of 0/1 characters obtained from a specific Delta
Modulator. While doing this we preprocess the signal by
smoothing at the same time. This prevents us from the
extraction of a specific symbolic description of peaks and
background from the basic spectrometer signal based on signal-
theoretic methods [11]. The interpretation of the spectrometer
signal is done by searching for a similar signal in a constantly
increasing data base. The two 0/1 sequences of the spectrometer
signal are compared based on a syntactic similarity measure.

The proposed new method has been tested on RAMAN
spectrometer signals for screening of bio-molecular interactions
but the method can be used for all kinds of spectrometer signals.
With the aid of Raman spectroscopy, the vibrational spectrum
of molecules can be examined. Functional groups like amino,
carboxyl or hydroxyl groups can be identified through
characteristic vibrational frequencies.

In this paper the architecture of the spectrometer-signal
analysis system is described in Section I1. The calculation of the
signal representation obtained by Delta Modulation is explained
in Section Ill for three different kinds of delta modulation
methods. Then we describe three different syntactical
dissimilarity measures used for this study in Section IV. Finally,
we give results in Section V for the three Delta Modulation
methods and select the best one. This method is used for further
studying the best dissimilarity measure. We show how good
these measures can group similar spectra. At the end we use a
prototype-based classifier to show how good we can classify
the spectra based on the chosen representation and with the
three different dissimilarity measures. In Section VI we give
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conclusion.
Il. ARCHITECTURE OF THE AUTOMATED SPECTROMETER
SIGNAL PROGRAM

The architecture of the automatic spectrometer identification

system is shown in Fig. 1.
After preprocessing the spectrometer-signal, the signal is coded
into a 0/1 sequence by the delta modulator. While doing that the
signal is step-wise smoothed by a linear function. The
representation makes it unnecessary to develop special high-
level features that describe all interesting properties of the
spectra. The sequence itself can be interpreted in different ways.
It can be ask for identity, similarity of the whole sequence or
for partial identity or similarity. That allows identifying part-
spectra, special single peaks or peak combinations within
spectra.

This sequence is compared to sequences of reference spectra
stored in a memory. The name of the spectrum where the coded
sequence gives the highest similarity is given as output to the
user. A side effect of the coding is also that the spectra is not
stored with its real values but instead it is stored as 0/1
sequence. This saves memory capacity and makes it possible to
implement the method into a special purpose processor.

When there is no similar sequence in the data base the input
spectrum is stored into the data base after it has been coded by
the delta modulator. The spectrum is labeled manually after it
has been checked by other method what the spectrum is about.
This data collection is necessary since the appearance of the
spectra for different proteins is not known yet.

The pre-processing of the RAMAN spectra is in this special
case a baseline correction [12], a Fourier transformation to
eliminate the influence of the special system device and its parts
[13], and the calculation of the difference between the spectrum
of the buffer and the liquid in the buffer.

f)[ i e Output

Kind of
Pre- Feature-Extraction R i Protems‘
Processing i ¥ Comparison >

Delta Modulation
Memory for
Coded
Spectrometer LI
v

!

yes

New
Spectra
no l
Case-Base
Maintenance

Fig. 1. Architecture of the Spectrum Interpretation System

I1l. REPRESENTATION OF THE SPECTRA BY DELTA

MODULATION

The delta modulator compares the actual signal value s(i) with
an estimated signal value r(i) of the coder. The difference e(i)
between these two signals is coded by only one bit. It mainly
represents if the signal was increased or decreased by a certain
constant. Three different methods exist to estimate actual signal
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value: Linear Delta Modulation (LDM) [14], Constant Factor
Delta Modulation (CFDM) [15], and Continuously Variable
Slope Delta Modulator (CVSD) [16], [17], [18].

A. Linear Delta Modulation

In case of the Linear Delta Modulation, the difference e(i)
between the actual signal value s(i) and the estimated signal
value r(i) at sampling point 7 is calculated , see Fig. 2:
e(=s@-r@® (1)
If the difference is positive then the code D is equal “/ " and
D is equal “0” if the difference is negative. This binary signal
D,, is stored in the memory. At the same time the magnitude of
the signal to be expected at the next sampling point i is

estimated from it. The corresponding rule is:

s(i)>r@{).D,=0r=r({i—1)+ Au 2)

s <r@).D,=1Lr=r({i—1)—Au 3)

The incremental size Au is a constant value which has to be
selected in function of the standard-deviation &, of the first-
order difference signal: A(i) = s(i) —s(i — 1).

On the reproduction side (which is not necessary here since
we do not want to reconstruct the signal) an inversely
functioning decoder then generates the original curve by means
of the binary signal stored in the memory. This approximated
signal is s'(i). The difference between the original signal
s(i)and the approximated signal s’(i)is the approximation error
e(i) = s(i) — s’(i), see Fig. 3.

When process dynamics change, the linear delta modulator
is not adjusted optimally anymore and the reconstruction error
is increasing strongly. The adaptive delta modulators
compensate this disadvantage. They dispose of a function block
which takes over the control of the incremental size Au in
accordance with process dynamics. In the literature different
adaptive delta modulators are known, two of which are
presented in the following section.

s(1)

{

Sampling
Frequenz

efi}

Fig. 2. Linear Delta Modulator
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Fig. 3. Diagram with Input Signal, approximated Signal, and Binary Coded
Signal

B. Constant Factor Delta Modulation

The instantaneous-value compander, also called “Constant
Factor Delta Modulator” (CFDM), changes its increment size
at each sampling point.

An adaptation-logic decides based on the input signal
sequence (D,,, D,,_) by which factor k the preceding increment
size has to be multiplied:

Au; = Au;_q *x k
with D, = D,,_; then k = P and D,, # D,,_; then k = Q.
It needs to be P * Q =1, in order to observe the stability
condition. For speech signals are the values P = 1.5 and Q =
0.66 known from the literature that have also been shown good
performance in case of the application presented in this paper.

C. Continuously Variable Slope Delta Modulator CVSDM

The syllable compander, also called Continuously Variable
Slope Delta Modulator (CVSDM), pursues, in contrast to the
instantaneous-value compander, the tendency of the signal.
Only when the same state has been recorded three times in a
coincidence-register (D, = D,,_; = D,_,), the syllable
compander increases its increment size. It is therefore more
inert than the instantaneous-value compander. The rule for
syllable companding is:

“

(&)

no coincidence k = 0; Au; = Au;_; — 1 until Ay; =0 (6)

3 bit coincidence k = 1; Au; = Au; 4 +1

As Au must not become zero, a minimum increment size
Upmin larger than / needs to be added. As standard value u,,;,

can be assumed as Uy, = /0.

IV. SIMILARITY DETERMINATION BETWEEN TWO SPECTRA

The spectra are represented by 0/1 sequences. To compare
different spectra we need a distance measure that can work on
such kind of representation. Different measures are known from
text comparison and DNA sequence analysis. We choose for
this work the Hamming distance [19], the Levenstein distance
[20] and the Levenstein-Damerau distance [21].

A. Hamming Distance

The representation of a spectrum 4 and spectrum B is
illustrated in Table 1.
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TABLE I Representation of two Spectra, Sampling Points, and XOR

connection
Spectrum A 110(0|0 0/0]0]..
Spectrum B 111(1|0 0/0]0].
Sampling
Points i 2|13|4|5|6(7|8]|9].
A XORB ofof1]2f1f1]1(1

We assume that all spectra have the same length » and that
the peaks are stable at their position (wavelength) in the spectra.
Then we have to compare two sequences A and B. The
distance d between these two binary representations is the
number of bits in which the two vectors are different. That is
the well-known Hamming Distance:
d(A,B) = ||lA-B| =

1lA; — Byl (7N

B. Levenshtein Distance

Let d.(A,B) =Dy,/n be the Levenshtein-Distance
between the two 0/1 sequence 4 and B with m = |A| and
n = |B|. The Levenshtein distance is defined as the minimum
number of modifications needed to transform the sequence A
into B. The allowed operations are substitutions, insertions, and
deletions. The dissimilarity in Dy o should be Dy 5 = 0. Then the
dissimilarity is calculated as follows:

Dig=i1<i<m
Dy;j=j1<j<n

IfDL-_Lj_1 +0 if Ai=B
o {Di—l,j—l +1 Substitution
Dy j = min Dij—y +1 Insertion ®)
l Di_,;; +1 Deletion

forl1<i<m,1<j<n.

C. Damerau-Levenshtein-Distance

Let Dp.(A,B) = Dy, ,/nbe the Damerau-Levenshtein-
distance between the two 0/1 sequences A and B with
m = |A| and n = |B|. The Damerau-Levenshtein distance is
defined as the minimum number of modifications needed to
transform the sequence A into B. Besides substitution, insertion,
and deletion of a single character are allowed exchange of two
adjacent single characters. The dissimilarity in D, , should be
Dy = 0. Then the dissimilarity is calculated as follow:

Di,j = mln!

Di,0=i,1SiSm
Dyj=j1<jsm
Di—l,j—l +0 lf Ai = B]

Di_1j-1 +1 Substitution
D;j4q +1 Insertion
D;_, +1 Deletion

(9)
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for(1<i<21<j<n)or(1<i<m1<j<2)

Di_qj-1 +0 if A;=B;
D;_1j-1 +1 Substitution
D;j_, +1 Insertion
D;_y; +1 Deletion

|D;_,;—, +c Exchange if

Ai = B]-_land Ai—l = B]

D; j = min (10)

for 3<i<m3<j<n

V. EVALUATION AND RESULTS

We have a data set of 30 different spectrometer signals. Each
of the spectrometer signals have been preprocessed according
to the methods described in Section II, and afterwards
processed and coded based on the delta modulation (see Sect.
IIT). The final outcome is a 0/1 sequence. The achieved results
for the representation are presented in Section V.A.

We calculated the pairwise distances between the thirty
signals based on three distance measures: Hamming distance,
Levenshtein distance, and the Damerau-Levenshtein distance.
We used the single-linkage clustering method to evaluate the
goodness of the measures in Section V.B.

A. Representation of the Spectrometer Signal by Delta-
Modulation

The representation of the real signal by the approximated
signal of the delta modulator is exemplary shown in Fig. 4 for
Linear Delta Modulation and in Fig. 5 for Constant Factor Delta
Modulation. The binary coded signal for both methods is shown
in TABLE II. It can be seen that the coded signal is different
depending on the used delta modulation method. TABLE III
shows the mean and maximum approximation error between
the input signal and the approximated signal by the delta
modulator.

50 i

‘

2500

e Y YYA
Al W W WA A
o 500

1000 1500 2000 3000 3500 4000 4500

Representation of Benzoic acid using LDM

300

250

200

IEIEIIIaassve—

150 | i
E i i
i H
100 y & ¥1 ﬂ
50 I i
ig A i aA ;i
- i3 @ ALY H
o ALAILI W W WA Mt |
0 500 1000 1500 2000 2500 3000 3500 4000 4500

Representation of Benzoic acid using CFDM

ISBN: 978-1-61804-287-3

29

TABLE Il Binary Representation of the Spectrum of Benzoic acid

Name of

Compander |Sequence of Spectrum

LDM ...100101001010101010101010110101010101001...
CFDM ...0100100100100101001010110011110111011100...

TABLE III. Mean and Maximum Approximation Error between Input Signal
and approx. Signal

Substance Name of Delta Modulator
Linear Delta Modulator CFDM

mean € max & mean € max e
Acetone 1,74955958 4,642862 0,45178963 5,275991
Ascorbic acid | 2,19114882 13,715031 1,06728145 10,356945
Benzamide 1,7514159 4,282954 0,40339027 2,977274
Benzoic acid | 16,8602393 147,708368 4,78830105 4556784

mean 5,6380909 42,5873038 1,6776906 16,045

As expected the CFMD method shows the best result. The
mean error is /.677 increments and the maximum error is /6.04
increments. In the recent settings the CVSDM gave the worst
results. It is left for further work to improve this method.

In this study, we chose the CFMD method for the
representation of the spectrometer signal

B. Results for Similarity between two Spectra

It has been shown in Section V.A that the CFDM delta
modulator gives the best result for calculating the 0/1 sequence
of the signal. The dendrogram for the different similarity
measures between the thirty different spectra are shown in Fig.
6-8. The Hamming distance shows the highest differences in
similarity but does not represent the similar groups well (see
Fig. 6). The similarity measure will be sensitive to small
changes in the spectra that might be caused by noise. Much
better are represented similar groups in case of the Levenshtein
(Fig. 7) and Damerau-Levenshtein similarity

(Fig. 8).
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Fig. 6. Dendrogram using Hamming
Distance using CFDM

Fig. 7.Dendrogram using Leven-
shtein Distance using CFDM

Both dendrograms show similarity in the group structure.
They only slightly differ in the representation of the large group
at the top of the dendrogram but in general the group structure
is preserved.

C. Accuracy of the Classification

We enlarged the data base by ten samples from the same
spectrum. The final data base consists of three hundred samples.
Our prototype-based classifier PROTOCLASS [22] was used
for classification where 299 samples were the prototypes and
one sample was classified against the 299 samples by searching
for the three nearest neighbors. Cross-validation was used for
calculating the error rate. The results are show in TABLE IV.

TABLE IV. Accuracy of prototype-based classifier for the different
similarity measures

Distance Measure Accuracy in %
Hamming 85,2
Levenshtein 90,5
Damerau-Levenshtein 91,2

The best results we have got for the Damerau-Levenshtein
distance followed by the Levenshtein distance. The worst result
we have got for the Hamming distance.
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Fig. 8. Dendrogram using Damerau-Levenshtein Distance using CFDM

VI.

The representation of the spectra by a 0/1 sequence is a good
representation for a spectrometer signal. While coding the
signal in a 0/1 sequence it also smoothing the signal by a step-
wise linear function. To keep the approximation error between
the original signal and the coded signal small an adaptive delta
modulator has to be selected. In the experiment above we used
the CFDM delta modulation method instead of the linear delta
modulator. A better method than this might be the continuously
variable slope delta modulator. To construct such a modulator
for this kind of signals is left for further work.

Three different similarity measures have been used:
Hamming distance, Levenshtein distance, and the Damerau-
Levenshtein distance. While the Hamming distance is very fast
and simple to calculated, the latter two distances seem to
represent the similar groups of spectra’s very well. However,
these two distance measures are more computationally
expensive as the Hamming distance. The advantage of the
Levenshtein and the Damerau-Levenshtein distance is that this
distance can compare strings with different number of bits and
since these measures can delete and substitute bits small
differences in the sequence caused by noise or the behavior of
the delta modulation can be eliminated. Finally, we tested the
methods with our prototype-based classifier. We obtained good

CONCLUSION
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classification results for the Damerau-Levenshtein distance and
the Levenshtein distance. The worst result we obtained for the
Hamming distance.

In general we can say that the proposed novel method is a
good method to represent spectrometer signals and that the
similarity-based classification works very well. The proposed
method allows us to extend our database of spectrometer signals
very easily in the timely sequence the spectrometer signals
occur and at the same time immediately to use the new acquired
spectra for classification in daily work without going into a
heavy update of the system parameters and functions.

We have tested it on data from RAMAN spectroscopy.
However the method is not only applicable to RAMAN spectra.
The method can be used for other spectra as well.
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Inter-firm Transactional Relationship in Yokokai
Using IDE Spatial Model: An Empirical
Investigation

Takao Ito, Rajiv Mehta, Tsutomu Ito, Makoto Sakamoto, Satoshi Ikeda, Seigo Matsuno, Yasuo Uchida

Abstract—This paper discusses recent fundamental changes in the
Japanese alliance networks known as keiretsu, and reports the findings
of an empirical investigation on the relationship between these
changes and corporate performance. More specially, the performance
of Japanese auto manufacturers, such as Toyota, Mazda and Nissan,
among others, has significantly improved due to sophisticated
production system technologies, highly productive workers, and
recurring transaction relationship with other partners in their network
organization. One possible determinant of their success could be due
to their unique organization forms —the keiretsu— which provides a
strong platform to forge their strategic alliance relationship with their
parts suppliers as well as collaboration in research and development
with other automobile makers.

After the Lehman Brothers bankruptcy in 2008, the strong ties
between automobile makers and their supplier partners experienced
significant changes, which are known as “external influence”.
Consequently, what is the status quo of automotive keiretsus? Does a
transactional relationship in keiretsu still culminate in improving
corporate performance? To answer these questions, this paper reports
the results of a study that collected data on transaction to shed light on
the relationship between inter-firm transactional relationship and
corporate performance. The findings of this empirical investigation
reveal that: (1) Keiretsu is a flexible, highly adaptive organizational
form; its scale changes in response to economic situations; (2)
Transactional relationship is still a significant determinant of
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increasing profits for keiretsu partners even in the aftermath of the
Lehman crash in 2008.

Keywords—Corporate performance, Keiretsu, The IDE spatial
model, Transactional network, Yokokai.

I. INTRODUCTION

APANESE automobile manufacturers still show signs of
performing at a significantly higher level than their global
counterparts. This could possibly be due to the sophisticated
technologies deployed for their production systems, highly
productive employees, and continuous transaction relationships
with other member-partners in the keiretsu network. Possibly,
one explanatory factor contributing to their success could be
their unique organization forms —the keiretsu— which provides a
strong platform to forge strategic alliances with their parts
suppliers, as well as collaboration in research and development
with other automobile makers. In the aftermath of the 1990s
economic bubble, the strong interrelationships between car
producers and their automotive parts suppliers in the keiretsu
network underwent a significant transition referred to as
“keiretsu loosening”. Moreover, the 2008 financial crisis had a
strong impact on keiretsu.

Thus, it is necessary to determine the current status quo of
keiretsus. More specifically, does a transaction relationship in
keiretsu, still conduce to higher levels of corporate
performance? To find answers to this and related questions, this
paper reviews the extant literature on keiretsu to propose a new
approach known as the IDE spatial model that sheds light on the
interrelationship ~ between  transaction and  corporate
performance.

This manuscript is organized as follows: Section 2 reviews
the relevant literature associated with keiretsu networks.
Section 3 describes the data collection process and the new
network model. Based upon the findings, the managerial
implications are discussed in section 4. In section 5, the study
limitations are identified and section 6 proffers avenues of
future research.
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Il. BACKGROUND

Keiretsu have become successful model of inter-firm
collaboration. Keiretsu involves any type of relationship
between one or more companies attempting to pursue individual
and joint corporate and market related goals that each firm alone
could not easily attain. It is based on the notion that it is difficult
for a firm to “go it alone” and excel in performing all business
functions. Keiretsu are formidable organizational forms owing
to their global reach and lower investment costs. Cooperation
among partner firm forms the “heart” of keiretsu alliances.

Consequently, it is crucial to shed light on the essential
principles of rational inter-firm alliances not only based on
theoretical research, but also grounded in quantitative methods.

Although many quantitative methods have been developed,
an effective mathematical tool is graph theory. As a network
organization, the interrelationships among member partners in
keiretsu should be calculated from the viewpoint of factors,
such as centrality, density, effective size, and influence, among
others. To find new approaches, many studies have been
published on keiretsu. Fukuoka et al. calculated correlation ratio
between transaction and cross shareholdings data and found a
positive relationship between the correlation ratio and corporate
performance after comparing Nissan and Toyota [1]. Ito et al.
discovered a relationship between network indices such as
centrality and capacity and corporate performance in Mazda’s
Yokokai [2, 3]. Moreover, Tagawa et al. uncovered the
relationship between organizational structure and corporate
performance such as sales and profits, in Mazda’s Yokokai [4].
And more recently, Ito et al. uncovered the relationship between
organizational structure and corporate performance in Mazda’s
Yokokai using IDE spatial model [5]. All these studies support
the theory that mutual assistance and access to stable financing
are equally important determinants that leverage the
performance of manufacturing firms.

After 2008 economic downturn, the strong ties between
automobile manufacturers and their suppliers in keiretsu
underwent significant changes, which are known as “external
influence”. McGulre and Dow indicated that the four
characteristics that underscore the evolution of keiretsu ties are
(1) diminished bank debt; (2) reduced cross-holdings; (3)
reduced buyer-supplier ties (vertical keiretsu); and (4)
diminished inter-firm exchanges of board and personnel [6].
Thus, review of the literature readily reveals that many scholars
have found results consistent to those obtained by McGulre and
Dow.

Because of the importance of keiretsu, the following
questions should be investigated: What is the status quo of
present-day keiretsu? Is transactional relationship in keiretsu,
still a statistically significant predictor of corporate
performance? To our best knowledge, no research provides
answers to these questions.

I1l. DATA COLLECTION AND VARIABLES SELECTION

To shed light on these issues and to examine the network
relationship between transaction and corporate performance,
data were collected from Mazda’ Yokokai keiretsu. Mazda’s
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keiretsu is composed of three sub- organizations: Nishi-Nihon
Yokokai, Kanto Yokokai and Kansai Y okokai.

A.Data Collection

Data were collected for 2006, 2007, 2008, 2010, 2011 and
2012 fiscal years to establish the status quo of keiretsu and
ascertain changes in its structure in the aftermath of the Lehman
crash.

The relevant information about the Yokokai is shown in
Table 1.

Table 1 Yokokai Network Data with Singletons

Suppliers Car makers Total Number
2006 190 11 179
2007 189 11 178
2008 188 11 177
2010 172 11 161
2011 183 11 172
2012 183 11 172

Table 1 also includes data on singletons, which refers to a
partner firm in the keiretsu that has no relationship with other
member firms. Singletons were removed from the data-set
because singletons have no impact on the calculation of network
indexes. The revised data is shown in Figure 1.
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Figure 1 Yokokai network data without singletons

Transactional relationship in Yokokai, which was also
collected, refers to the percent of the parts one company
purchases from network partners.

Table 2 shows the transactional data in Yokokai. For instance,
Hikari Seiko (No. 157) sells 12.3 percent parts to Denso (No.
145). As such, the cell between Hikari Seiko and Denso is 12.3
percent. In other words, Denso purchases parts from Hikari
Seiko and it occupy 12.3 percent of Hikari Seiko’s total sales.

The inter-firm transactional relationship in 2006 is illustrated
in Figure 2.
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Table 2 Yokokai Network Matrix Data in 1985
M5(116| 117119120 121 | 1221 130 | 133 | 136 | 139 | 145

N3 |-
114 | -
15| -
116 | -+
17| -
19| -
120 -+
121 | -
122 -
130 | -+
133 | -
136 | -+
139 -
145 | -
147 | -
150 | -+
154 | -+
155 | -
157 | -+
159 | -+
162 | -+
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Figure 2 Transactional networks in Y okokai

B Model and Measurement

As previously noted, many structural indices of network
analysis have been developed, but this study selected degree,
influence and effective size of the firms included in Yokokai to
analyze the relationship between those indices and corporate
performance as these interrelationships have not been
previously investigated.

Degree is an index of a firm’s potential communication
activity. Degree is calculated as below.

CD(QJ==§ia(Q,pk) @

i=12,--,n; k=12,--,n

where
a(p;, p,) =1, ifand only if p; and p are connected by a line

= 0; otherwise
Influence reflects the power to influence or have an impact on
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other member firms directly and indirectly in a network.
Suppose that A is the matrix of the direct network, and A" means
the indirect influence from one firm to another firm by n steps.
Then influence is calculated as follows:

T=A+R=A+A+ A’ ++ « -+ A
= A(l - A)?

where
T: Total influence;
A: direct influence;
R: indirect influence;
I: ldentity matrix.

O]

Effective size of the network refer to the number of alters that
ego has, minus the average number of ties that each alter has to
other alters. As suggested by Borgatti [7], it can be calculated as
follows:

ES(pk)=(n—1)—% @

where
n: number of ego network;
Xpk: Node k’s connection lines in k’s ego network.

A three dimension is composed of a set of network indexes:
degree, influence and effective size. The position of each firms
located in the three dimension will be considered as one factors
of its performance. Accordingly, the following hypothesis is
posited:

H1: Distance between each firm and Mazda will be negatively
associated with sales.

IV. RESULTS AND DISCUSSIONS

Euclidean distance based upon degree, influence and
effective size are calculated in this paper. In order to calculate
the relationship between Euclidean distance and its corporate
performance, the data of corporate performance such as sales
are collected. The results of the regression analysis are reported
in Table 3.

Table 3 Regression results of the Euclidean distances and
corporate performance

Corre!aﬁtion Probability Degree of DW

Coefficient Freedom | Ratio
2006 -0.2442 0.0301 1,77 1.5969
2007 -0.242 0.0364 1,73 1.5017
2008 -0.4158 0.0005 1,65 2.0185
2010 -0.6801 0 1,66 2.1245
2011 -0.6578 0 1,59 1.952
2012 -0.7361 0 1,57 2.2231
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The results reveal that all of the correlation coefficients are
statistically significant. Table 3 shows all correlation
coefficients are negative, which means that longer distance from
Mazda are associated with lower sales. Thus, there is support
for H1 in a transactional network. Moreover, compared with the
results in 2006 and 2007, the correlation coefficients are
seemingly higher after 2008. According to McGuire and Dow’s
study, keiretsu, as one of the vertical organization, is over
sighted by a core firm, which encourages transactions with its
network partners with long-term perspective. All of the basic
functions are still working even in the aftermath of economic
downturn of 2008.

V. CORPORATE MANAGEMENT IMPLICATIONS

Based on the findings of this empirical study, some corporate
management implications can be gleaned. Thus, to augment
corporate efficiency, the following suggestions for managing
the interrelationships among keiretsu members are offered.
First, Euclidean distance could be considered as a new measure
for improving corporate performance. Second, position in
three-dimension space should be observed as it is an important
factor for determining corporate behavior.

VI. LIMITATIONS OF THE STUDY

Although this study makes a contribution to the extant literature,
there are some drawbacks that may temper the findings to be held
tentative. First, the results of this study should be compared with
other factors, such as capital relationship, work flow relationship
and friend relationship for identifying the antecedents of
corporate management. Second, it is suggested that additional
time series data over a period of 10 or 20 years or more should be
gathered to longitudinally analyze position and distance trends
and changes over time. This will provide a better picture of
whether these relationships are stable or vary over time, perhaps
owed to economic conditions. Owed to these limitations, the
findings of the study should be treated with caution.

VII. DIRECTIONS FOR FUTURE RESEARCH

The findings of this investigation should be viewed in light of the
above-noted limitations that are suggestive of future research
efforts. First, the interrelationships among the constructs should
be verified using data gathered from a sample of keiretsu
comprised in different industrial sectors that include machinery,
steel, shipbuilding and electronic products. Second, data drawn
over a period of six years is a starting point, but insufficient in
providing a comprehensive understanding on the real behavior of
the firms. Third, three dimension space is only one perspective
for analyzing the behavior. Additional indexes should be
identified as possible antecedents of corporate performance in
network organizations. For example, future studies should
investigate the linkage between degree, influence and effective
size as determinants of corporate performance.
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VIIl. CONCLUSIONS

This paper applied IDE spatial model and calculated
correlation coefficients between Euclidean distances and
corporate performance. The relationship between Euclidean
distances and sales is supported. But sales are not dependent
with only Euclidean distance. Additional investigations, such as
the association between corporate performance and degree,
influence and effective size should be tested.
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Informetric models for citation frequency data:
an empirical investigation

Lucio Bertoli-Barsotti, Tommaso Lando

Abstract— This paper tries to answer to the question “Which
is the best model for representing the citation frequency
curve?”. We consider 131 practical cases of physicists who
were applicants for a full professorship in the specific area of
Condensed Matter Physics, and we estimate a set of four
possible different types of distribution for size-frequency data.
The most remarkable result is that the well-known Lotkaian
model is not the best fitting among all we have considered.
From our data we conclude that the geometric distribution can
provide a valid alternative to more traditional models.

Keywords—Citation analysis, geometric distribution, Lotka’s
law, Kullback-Leibler estimation, size-frequency data.

I. INTRODUCTION

ITATION counting techniques are used for evaluating
scientific activities. Number of citations received by
article, or individual, are frequently used as a measure of
“quality” in science. In citation analysis, there are two possible
ways to interpret citation distributions and, accordingly, there
are also two possible ways to fit citation distributions with
probabilistic models. We may consider, for example, the
number of citations (for a given author) of each paper as
observations that constitute a sample. In this case, the
frequency of an observation c represents the number of articles
with c citations, and we speak of size-frequency distribution.
Following a second approach, we may observe the rank of a
paper and the frequency of its citations. Here, the frequency of
an observation, say r, is the number of citations of the paper
ranked at the r-th position and and we speak of rank-frequency
distribution. In other words, we could interpret the citations as
empirical observations (first approach) or frequencies (second
approach). In this paper we consider the problem on the point
of view of the first approach, the size-frequency analysis.
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We assume that, for a fixed author, the number of papers with
c citations received is given by a formula n(c,a), c = 1,2, ...,
where alpha is a (possibly vectorial) parameter. The unknown
parameter alpha can be determined via a fitting procedure. By
definition, the function n must satisfy the constraint
Y n(c,a) =N, where N represents the author’s total
number of publications with at least one citation. We might
also give a probabilistic interpretation of n by noting that this
function must be proportional to a probability mass function.
Indeed

MODEL DISTRIBUTION

[oe]

flca)=1

c

where f(c,a) = N1 -n(c,a). In this form, f represents the
standard form of a probability mass function (p.m.f.), with
support {1,2,3, ... }.

In this paper we shall consider the following models of
p.m.f..

A. Zeta distribution

The p.mf. is f(c,a)=% . a>1, where {(a)=

Y.z, ¢~* denotes the Riemann zeta function ([1], p.527). This
distribution is also referred to as discrete Pareto distribution
and, depending on the context, it is also called Zipf
distribution (see e.g. [2]). In the bibliometric literature, this
formula is also known to as power-law distribution. When « is

setequal to 2, {(2) = ”;, we obtain the Lotka distribution ([1],

p.527, [3], [4]). Somewhat strangely, in the literature the term
Lotka’s law is frequently used, in a more general sense than
that used by Lotka [3], to refer to the above formula
c™%Z(a)?! as a size-frequency density function expressing the
number/proportion of articles with exactly c citations ([5]-[6]-
[71-[81-[9]-[10]). In applications, the “Lotka’s law” is
probably the simplest and the most used model for the analysis
of citation frequency data.

B. Geometric distribution.

We consider the p.m.f. of the geometric distribution in the
following form: f(c,a) = a(1 —a)’, 0 < a < 1.

C. Logarithmic distribution
The p.m.f.is

flc,a) = —[log(1 —a)] c7la, 0<a<1
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(see [1], p.302).

D. Pareto distribution
c+0.5

Let f(c,a) = J._, s 9(v,a) dy, where
gy, a) = (@ —1)05%1y % y>05a>1
(see [1] p.574). The Pareto distribution is a continuous variant
of the above zeta distribution. For this reason, g is also known
as continuous Lotka function.

Denote by ¢; the number of citations gained by the i-th

paper, i =1,..,N. Let C=3YN, ¢, the total number of
citations (of an author). And let n; the number of papers with
exactly j citations. Let Fy(t) be the empirical distribution
function, defined as Fy(t) = stt% , forevery t € R.
Since in our context it is hard to assume the independence
between observations, we rely on the estimation approach
given by the minimum distance (MD) method (see [11], p.65-
67), by adopting the Kullback-Leibler distance. Remember
that the mimimum distance estimate of the parameter e, with
respect to the Kullback-Leibler distance, is the value of a for
which

— 25men; logf (j, a) = ming(— X578 n; logf (i, ).

(Note that, under the independence assumption, the minimum
Kullback-Leibler estimator coincides with the maximum
likelihood estimator). Otherwise said, we search for the point
o for which the function Ej;"f" n; logf(j,a) attains its

absolute maximum value, given the set of observed pairs

U,my)-

1. DATA

We considered 131 datasets, also analyzed elsewhere for a
comparative study concerning 13 different bibliometric
indices [12]. The publication and citation data considered were
obtained from Scopus in January 2014 and refer to a sample of
131 physicists who were applicants in the 2012 ASN
(Abilitazione Scientifica Nazionale; the Italian National
Scientific Qualification for the recruitment of academic staff
in Italy) for a full professorship in the specific area of
Condensed Matter Physics. Table 1 summarizes some of the
most important citation metrics concerning the considered
datasets.

C N | C/IN | MC h
Mean | 2206 85 25 359 | 21.6
Min 18 5 3 5 2
Max | 13916 | 328 | 102 | 3068 | 53
Q1 1156 57 16 104 18
Q2 1786 77 21 177 22
Q3 2740 | 107 | 31 330 27
SD 1935 51 16 543 8.7

Table 1. Characteristics of the 131 datasets analyzed in the
present study. MC=c,,,,; C= total number of citations;

ISBN: 978-1-61804-287-3

38

N=total number of cited papers; C/N=average number of
citations per paper; h=h-index

IV. EXPERIMENTAL RESULTS

As said above, our goal was to obtain an estimate of the
number of papers with c citations, for every ce€
{1,2, ..., Cmax}, Using a theoretical model distribution. Based
on the empirical observations, we estimate each one of the
considered models and we compute a Kolmogorov-Smirnov
(K-S) distance as a discrepancy measure (between observed
and fitted data) for goodness-of-fit purposes. Indeed, the K-S
distance can be used (here only for descriptive and
comparative purposes) to compare the different distributional
assumptionsand to identify the model which better complies
with observed citation frequency data, among those
considered. Remember that the K-S statistic, Dy , is defined as
the maximum (vertical) distance between the empirical and
the estimated theoretical distribution function, say F,(t), that
is, in symbols, Dy = sup, |Fa(t) — Fy(t)|. For taking into
account the sample dimension, we also compute the statistic
D} = DVN.

We observe that, frequently, the sets of citations contain
outliers, that is, some author may have one (or few) article(s)
which has been cited an outstandingly high number of times,
compared to all his (or her) other papers. This may be due to
several reasons (“age” of the paper, number of co-authors,
etc.). We note that the presence of outliers has a negative
influence on the geometric model. Table 2 reports the
correlation coefficients between the K-S distance and the most
important bibliometric indicators, namely: the h-index; the
total number of citations C; the number of papers with at least
one citation, N; the average number of citations per paper C/N
and the number of citations of the most cited paper MC. From
data reported in Table 2, we can observe a quite strong
dependence between the K-S distance between empirical and
geometric distribution and the maximum number of citations
(MC), and thereby the average number of papers (C/N). This
result suggest that, for the geometric model, the goodness-of-
fit could be enhanced by excluding from the sample the
highest observed values, which can actually be considered as
outliers. In particular, we find a satisfactory improvement of
the goodness of fit by trimming the 5% of the highest
observations in each sample dataset (note that, however, the
K-S distance is evaluated over the whole sample). As the MD
estimator for the geometric distribution is the reciprocal of the
sample mean, then we estimate a by the reciprocal of a
trimmed (or truncated) sample mean, which is less sensitive to
outliers and is especially suitable for dealing with heavy tailed
distributions. However, we observed that this technique has a
negative effect on the other models, as also confirmed by table
2 (interestingly, the logarithmic model yields even a better fit
for higher values of MC). For these reasons we report the
values produced by the trimming method, just for the
geometric distribution.

zeta | geo log geo(t)

-0.36

par

h 0.17 | 0.10 | 0.02 | -0.06
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C | 014 | 031 | -0.07 | -0.08 | -0.29
n 0 -0.07 | -0.13 | -0.22 | -0.46
C/n | 028 | 0.50 | 0.08 | 0.06 0.05
MC | 0.16 | 0.60 | -0.11 | -0.05 | -0.03

Table 2. Correlations between the K-S distance and the some
of the most important citation metrics; geo(t) refers to the
geometric model, with the estimation based on the trimmed
sample.

From Table 2 we observe that the geometric distribution,
estimated with the trimming method, is substantially
insensitive to MC and C/N, but is positively influenced by the
bibliometric indices of “productivity” (h, C and N). In
particular, the K-S distance is reduced for larger samples (a
sort of consistency), especially with the (trimmed) geometric
distribution.

Table 3 reports the average value of the K-S statistic D, over
the 131 datasets, and the number of cases when it is smaller
than 0.1, 0.15 and 0.2. The geometric model shows better fit
compared to the other distributions, especially when the
parameter is estimated via trimming method. And finally,
Table 4 summarizes the basic statistics regarding D* for the
whole sample of datasets.

zeta geo log par geo(t)

M(D) 0.26 0.18 0.18 0.25 0.12
#(D<0.10) | 1(1%) | 19(14%) | 10 (7%) 0 (0%) 52 (40%)
#(D<0.15) | 2 (1%) | 49 (37%) | 44 (33%) | 0(0%) | 105 (80%)
#(D<0.20) | 12 (9%) | 83(63%) | 80 (61%) | 56 (43%) | 123 (94%)

Table 3. In the first row we report the average values of the
K-S distance D. In rows 2,3,4 we count the number of cases
when D<0.10,0.15,0.20 (respectively).

D* zeta | geo | log | par | geo(t)
Mean | 2.26 | 1.60 | 1.58 | 1.81 1.00
Min | 0.29 | 0.26 | 0.17 | 0.53 | 0.32
Max | 459 | 489 | 3.34 | 331 | 249
SD 0.79 | 0.84 | 065 | 051 | 0.35
Q1 176 | 1.02 | 1.09 | 1.50 | 0.77
Q2 230 | 147 | 158 | 1.81 | 0.95
Q3 274 | 206 | 202 | 210 | 1.18

Table 4. Summary statistics concerning Dy, = DV/N (SD =
Standard Deviation, Qi = i-th quartile (i=1,2,3))

V. CONCLUSION

In this paper we considered four different types of
distributions, suitable for describing citation frequency data.
All these models are used for fitting the citation frequency
curves of a relatively homogeneous group of physicists. The
investigated persons can be considered as “average authors”
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(the average value of the h-index was about 21), then this case
study can be considered less typical than would be expected
from a standard informetric analysis (that frequently focuses
on very prominent persons).

Overall, our study provides sufficient evidence of the fact that
the (perhaps) most popular model for the analysis of citation
frequency data -i.e. the model known as the Lotka’s power
law- is not always the best candidate for the representation of
the citation frequency curve. Indeed, as far as concerns the
size-frequency data at hand, the geometric distribution can
provide a valid alternative to more traditional models.
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Bounds on the Generalized Krein Parameters of an
Association Scheme

Vasco Mog¢o Mano and Luis Almeida Vieira.

Abstract—In this paper we generalize the Krein parameters of
a symmetric association scheme and obtain some bounds on these
parameters and, consequently, on the classical Krein parameters
of an association scheme, taking into account the properties of
its eigenmatrix and dual eigenmatrix.

Keywords-Association scheme, matrix analysis, strongly regular
graph.

I. INTRODUCTION

HIS paper is organized in three sections. In the first one

we will present the basic definitions and properties of
symmetric association schemes which are necessary for our
work. All the concepts presented are described in detail, for
instance, in [1]. In Section II we generalize the Krein param-
eters of an association scheme and establish some bounds for
these generalizations. Finally, in Section III, we present some
conclusions examples.

A symmetric association scheme, ), with d associate
classes on a finite set X is a partition of X x X into
sets Rg, R1,..., Rq, which are relations on X satisfying the
following axyoms: (i) Ry = {(z,x) : z € X}; (i7) if
(z,y) € R;, then (y,x) € R;, for all z,y in X and 7 in
{0,1,...,d}; (i) for all 4,7,0 in {0,1,...,d} there is an
integer pl; such that, for all (z,y) in R,

Hze X :(z,2) € R; and (z,y) € R;}| :pij.

The numbers pﬁj are called the intersection numbers of (1. It is
usual to observe the intersection numbers as the entries of the
so called intersection matrices Ly, L1, ..., Lg, with (Li)lj =
pl;. where Lo = I,.

This definition is due to Bose and Shimamoto, [2], and by
axiom (4¢) the relations R; are all symmetric. A more general
definition of non necessarily symmetric association schemes
can be seen in [4]. Along this text we will only consider
symmetric association schemes.

One can describe the associate classes Ry, Rq,..., R4 of a
symmetric association scheme, (2, by their adjacency matrices
Ag, A1, ..., Aq, where each A; is a matrix of order n defined
by (Ai)zy = 1, if (z,y) € Ry, and (A;),, = 0, otherwise.
We also have the corresponding axyoms for these matrices:
(@) Ay = L; (b)) Lo Ai = Jus (¢) Ay = A], Vi €
{0,1,....d}; (d) AiA; = S0 pl A1 Vioj € {0,1,...,d}.
Regard that I,, and J,, stand for the identity matrix and the
all ones matrix of order n, respectively, and AT denotes

Vasco Moc¢o Mano and Luis Vieira are with Department of Civil Engi-
neering of Faculty of Engineering of University of Porto, Portugal e-mail:
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the transpose of A. Note that equality (b) implies that the
matrices A;, © € 0,1,...,d, are linearly independent. It is
also well known (see [1, Lemma 1.3]) that the symmetry of
the scheme asserts that péj = péz and thus A;A4; = A;A;, for
all 4,5 € {0,1,...,d}.

We can acknowledge A1, Ao, ..., Ay as adjacency matrices
of undirected simple graphs G1,Ga,..., G4, with common
vertex set V. Each graph G; is regular with valency n;. The
matrices Ag, Aq,..., Ay of a symmetric association scheme
generate a commutative algebra, A, with dimension d + 1,
of symmetric matrices with constant diagonal. This algebra
is called the Bose-Mesner algebra of the scheme because it
was firstly studied by these two mathematicians in [3]. Note
that A is an algebra with respect to the usual matrix product
as well as to the Hadamard (or Schur) product, defined for
two matrices A, B of order n as the componentwise product:
(AoB),; = A;;jB;;. The algebra A is commutative and
associative relatively to this product with unit .J,,.

An element E in A is an idempotent if E> = E. Two
idempotents £ and F' in A are orthogonal if EF = 0. The
Bose-Mesner algebra A has a unique basis of minimal or-
thogonal idempotents {Ey, ..., E;} such that B, E; = 6;; E;,
Z?:o E; = I,,, where 6;; = 1, if i = j and d;; = 0, otherwise,
for any ¢, j natural numbers. Let A be an association scheme
with d classes. If A; € A, j € {0,1,...,d} has d+ 1 distinct
eigenvalues, namely Ao, A1, ..., A4, the idempotents F; can be
obtained as the projectors associated to the matrix A; through

the equality:
d

A — NI
E;, = == 7 1
H AN M
1=0,l#1
Along this paper we will denote the rank of each E; by pu;,

i€{0,1,...,d}.

Besides the intersection numbers already introduced in the
beginning of the section each association scheme contains
three more families of parameters: the eigenvalues, the dual
eigenvalues and the Krein parameters. In fact, there are scalars
p;i(7) and ¢;(j) such that, for all i € 0,1,...,d, we have

A = ) pi(j)E; and 2)
j=0
d

Ei = > ali)4;, 3)
j=0

where the numbers p; (j) and ¢;(j) are the eigenvalues and the
dual eigenvalues of the scheme, respectively. We also define
the eigenmatrix, P = (P;;), and the dual eigenmatrix, ) =
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(Qj). each with dimension (d+1)x (d+1), as P;; = p;() and
Qij = ¢;(i), respectively. From (2) and (3) one can deduce
that PQQ = I,,. As a consequence, the dual eigenvalues are
determined by the eigenvalues of 4.

Finally, the Krein parameters discovered by Scott, [6], of an
association scheme with d classes are the numbers qéi 1)
with ¢,7,1 € {0,1,...,d}, such that

d
!
EioEj =3 dianE
1=0

4)

This notation will become clear later, in Section II, with the
introduction of the generalized Krein parameters of an associa-
tion scheme. These parameters can be seen as dual parameters
of the intersection numbers and they are determined by the
eigenvalues of the scheme. Also, the Krein parameters can
be considered as the entries of the matrices Lg, L7,..., L},
such that (Lj);; = g};, which are called the dual intersection
matrices of the scheme.

Now we will emphasize some properties of the matrices P
and () that we will use in the proofs of some of the theorems
that we will present in this paper.

Qi,5)@Q ZQ(J ki1,1) @0, 1); o)
Q)| < % (6)
|P(i, )| < ny; 7
d

> niQ(i, QU k) < 5<y,k) (8)
=0

II. GENERALIZED KREIN PARAMETERS AND SOME
BOUNDS

In what follows we generalize the Krein parameters of
an association scheme. Let Ag, Ay, ..., Ay be the adjacency
matrices of an association scheme with d classes, €2, on a
finite set of order n, A the underlying Bose-Mesner algebra
and S = {Fy, E1, ..., E4} be the associated unique basis of
minimal orthogonal idempotents. Let p be a natural number
and denote by M,,(R) the set of square matrices of order n
with real entries. Then, for B € M, (R), we denote by B°P
the Hadamard power of order p of B, with B°! = B.

Now, we introduce the following compact notation for the
Hadamard powers of the elements of S. Let z, y, a and 3
be natural numbers such that 0 < o, 8 < d. Then we define
EY = (BEo)®™ and EJ = (Ea)*" o (Eg)™. Note that,
when v = /3, there is a connection between the two notations:
ESny = B3,

Since the Bose-Mesner algebra A, that is generated by
the adjacency matrices of (2, is closed under the Hadamard
product, then there exist real numbers qfa Biy) such that

Zq ,Bwy)

We call the parameters an,B;x,y)’ 1 € '{0,'1,...,d}, the
generalized Krein parameters of the association scheme (2,
since for x = y = 1 we obtain the “classical” Krein parameters

OZE,y

aﬁ - (9)
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already presented in (4). With this notation, the greek letters
are used as idempotent indices and the latin letters are used
as exponents of Hadamard powers.

Next we present a formula to compute the generalized Krein
parameters by making use of just the entries of the matrices
P and Q.

Theorem 1: Let ) be an association scheme with d classes
and let 4,5, € {0,1,...,d}. Then the generalized Krein
parameters of €2, defined in (9), satisfy the equality

d

D QU ))™Q(t4))" P(s, ).

t=0

Ui jimm) = (10)

Proof: We have

S (Q(t, )" A, PO O( (t,)™A;. It follows
that EP" o ES™ Zt 0(Q(t, 1) (Q(t,j))™As. But
then, from (2)-(3) one can write E;" o EJ‘?mEs =
Yo (Q(,0)™(Q(t, 1)) AE,. This is g5 ;. . Es
ZfZO(Q(t,i))”(Q(t,j))mP(s,t)ES. Therefore (10) follows.

]

on,m
Elj

on om
s = E" o Ej

e}

From Theorem 1 we obtain the following consequence.

Corollary 1: Consider an association scheme {2 with d
classes and let j, k,l € {0,1,...,d}. Then, the classical Krein
parameters of ) satisfy

qéj,k;l,l) = P(l,).

d
> Q>,5)Q k
=0

Now we present some bounds on the generalized Krein
parameters. They can be obtained by making use of the
properties (5)-(8).

Theorem 2: Consider an association scheme 2 with d
classes. Then, for all natural numbers i, z, y, @ and 8 such
that 0 < 7, o, 8 < d, we have

0< qéuﬂ;w,y) <L

The following result presents another upper-bound on the
generalized Krein parameters associated to only one idempo-
tent.

Theorem 3: Let © be an association scheme with d classes
on a finite set of order n. Let i, s, z and y be natural numbers
such that 0 < 4,s < d. Then the generalized Krein parameter

qu‘,z‘;mz) with 4+ y = m, satisfies q(l izy) = (%)m_l.

Proof: Since g¢j,, =
Q(t,i)] < ., and |P(s,

that

Z?:o( Q(t,i))™P(s,t) and
t)| < ny see (i)-(iv), we conclude
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|
M=~

(Q(t,4))" P(s,1)

s
Qim

o+

\
M- L

(Q(t,8)™ P(s, 1)

ﬁ
Il
o

M=

[(Q(#, )™ | P (s, 1)]

-
Il
=)

|Q(t, D)™ (Q(t,7)) e

M=

tzo .\ m—2
3 = IO
m—2
< (Q(t,0))n,

3 ‘:5 \IM&

3
L

SIEs|E 3 IE

N——— ~— N— /
3
b

IA
/N N /N

Proceeding in an analogous manner as we have done in the
proof of Theorem 3, we obtain the following result.

Theorem 4: Let 2 be an association scheme with d classes
on a finite set of order n. Let 7, j, k, s be natural numbers such
that 0 < 4,5,s < d and ¢ < j. Then, for any natural k£ > 1, the
generalized Krein parameter q(si, Jikk) satisfies the inequality

k k—1
] < (1) (2(max{ui, u;})*
AGigikk) =\ 3 n2 .

From Theorems 3 and 4 we conclude the following corollary
that states the above bounds for the classical Krein parameters
of association schemes.

Corollary 2: Let § be an association scheme with d classes
on a finite set of order n. Let i, k,[ be natural numbers such
that 0 < 4,5,l < d and 7 < j.Then:

(4) qéi,i;l,l) < %3

(i) qém‘;l,l)

-

IN
—

III. CONCLUSIONS

In this paper we have generalized the Krein parameters of
an association scheme and through this generalization we have
obtained new conditions over the classical Krein parameters. In
fact, the results obtained in Corollary 2 present upper-bounds
on the classical Krein parameters that we will show that cannot
be improved, providing suitable examples.

Example 1: In this example we consider association
schemes with two classes which are equivalent to strongly
regular graphs.

ISBN: 978-1-61804-287-3

(a) Let us consider the family of strongly regular graphs
known as the conference graphs. A member of this
family of order n satisfies pg = 1, uy = ”T_l and pg =
2l Also, we have: q?Ll;l,l) =1/2-1/2n = p1/n.
Therefore, the upper-bound presented in (¢) of Corollary
2 is attained.

Now, we consider the family of strongly regular graphs
known as the cocktail party graphs. For a member of
this family of order 2! we have:

-1

20

and therefore the upper-bound presented in (i) of
Corollary 2 is asymptotically attained.

1
9(1,2:1,1) =

Example 2: In this example we present a family of associ-
ation schemes with three classes constructed from symmetric
designs. This family has an infinite number of elements and it
is presented and studied in [7], where the following definition
can be seen.

Let P be a set of points and 55 be a set of blocks, where
a block is a subset of P. Then, the ordered pair (P,B) is a
symmetric design with parameters (n, k,c), with ¢ < k, if it
satisfies the following properties:

(¢) B is a subset of the power set of P;
(ii) [Pl =|B| = n;
(i)  Vbe B, |b| =k;
(iv) VpeP,|{beB:peb} =k
’U) Vp1,p2 € P, ;1 7ép2, |{b€B:p1,p2€b}|:c;
(Ui) Vb17b2€B,b17éb2,|{p€7):p€b1/\p€b2}|:c.

Given a symmetric design with parameters (n,k,c), we
build a three class association scheme, as in [7], in the
following manner. Let X = P U B. We define the following
relations in X x X:

Ry = {(z,x):x € X};

Ri={(z,y) ePxB:zeytU{(y,x) e BXxP:x €y}
Ry ={(z,y) e PxP:z#ytU{(z,y) € BxB:z#y}
Ry={(z,y) ePxB:x¢ytU{(y,z) e BxP:x¢vy}.
Through the axioms (i) — (vi) of a symmetric design it is
proved that Ry, R, Re, R3 constitute an association scheme
with three classes over X. From the relations above we

compute the intersection matrices of the association scheme,
given by Lg = 14,

0 k 0 0
1 0 k-1 0
Ly = 0 ¢c 0 k—c |’
0 0 k 0
0 0 n—1 0
0 k-1 0 n—k
Ly = 1 0 n-2 0 ’
0 k 0 n—k—1
0 0 0 n—k
_ 0 0 n—k 0
3= 0 k—c 0 n—2k+c
1 0 n—k—1 0

42
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Now, using axioms (a) — (d) of the matrices of the Bose-
Mesner algebra, A = {Ag, A1, A2, A3}, we obtain:

. AQXAZ':AZ‘XAOZAi,fOYiG{O,l,z,S};

. A1 XAl :kA0+CA2;
oA1XA2:A2XA1:(]€71)A1+]CA3;
0A1><A3:A3XA1:(IC—C)A2;

o Ay x As=(n—1)A¢+ (n —2)As;
oAgXA3:A3XA2:<n—k)A1+(n—k—l)A3;
o A3 x A3 =(n—k)Ag+ (n — 2k + ¢)A,.

Now we can calculate the powers of A; to obtain the
following polynomial:

pay(A) = A+ (=k* —k+ N + k¥ (k—c), (1D
such that pa, (A1) = O,, where O, denotes the n di-
mensional null matrix. Then A; has four distinct eigenval-
ues and therefore the least natural number such that the
set {I,,, A1, A% ..., A¥} is linear dependent is 4. Then, we
conclude that the polynomial (11) is the minimal polynomial
of Al.

Applying formula (1) to the matrix A;, considering the
eigenvalues of the polynomial (11), Ao = k, A\ —k,
Ao vk —c and A3 —+v'k — ¢, and taking into account
the equality

(n—=1)c=k(k-1), (12)
satisfied by these symmetric designs with parameters (n, k, ¢),
see [5], we obtain the elements of the unique basis of minimal
orthogonal idempotents of A:

?

Ag+ AL+ As + Ag In
EO = = 5
2n 2n
B, = AO—A1+A2—A3;
2n
(n—=1)vk—cAo+ (n—k)A1 — vk — cAs — kA
E2 = 5
2nvk —c
E (n—].)\/k—CAo—(n—k)Al—\/k—CAQ-f—]{Ag
3 = .

2nvk —c

Now we apply equalities (2) and (3) to compute the matrices
P and @, respectively:

1 k n—1 n—=k
P _ 1 —k n—1 k—n
- 1 Vk-c -1 —Vk—-c |’
1 —vVk—c -1 vk —c
1 1 n—1 n-—1
k—n k—n
Q — i Lo—1 7\/kfc Vk—c
n 1 1 -1 -1
1 1 ——k_ _E_
Vk—c Vk—c

Finally, we obtain the dual intersection matrices of this asso-
ciation scheme by applying formula (10) from Proposition 1
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and taking into account equality (12): L§ = I,/2n,

01 0 O
1
[ 1 0 0 0 ’
oan| 0 0 0 1
00 10
0 0 n—1 0
L 1100 0 n—1
= — n—2 n—2k n—2 n—2k
2 2n Lo T2 + 2Vk—c 2 2Vk—c
0 1 n—2 _ n—2k n—2 4 n—2k
2 2Vk—c 2 2vk—c
0 0 0 n—1
I 1 0 0 n—1 0
j = — n—2 n—2k n—2 n—2k
3 am | 01 55 =975 T taa.
1 0 n—2 + n—2k n—2 _ n—2k
2 2vVEk—c 2 2vk—c

From the dual intersection matrices presented above, it is
possible to extract some evidence of the optimality of the
upper bound 1/2, for the Krein parameters qﬁj, with i # j,
presented in Corollary 2, (i7). In fact, we can observe that
n—1

2n

and this value converges to 1/2, when n tends to infinity.

qgs = (L;)OS =

We are also able to provide other examples of association
schemes with a number of classes greater than two for which
the Krein parameters converge to our upper-bounds presented
in Theorems 3 and 4, by making use of the Kronecker product
of association schemes.
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Ridge regression and bootstrapping in asthma
prediction

loannis I. Spyroglou, Eleni A. Chatzimichail, E.N. Spanou, E. Paraskakis, and Alexandros G. Rigas

Abstract—Asthma persistence prediction accuracy is a very
important matter, as the most important issue about this chronic
disease is the identification during the early ages. The early detection
of the preschoolers whose asthma persists after the age of five could
lead into better treatment of asthma for the next years of a human life.
In this case, the use of generalized linear models is proposed for
asthma prediction. In particular, the presence of multicollinearity
among the data leads to the use of the penalized likelihood function
and more specific to Logistic Ridge Regression. Furthermore, a test
for the evaluation of the fitted model is presented based on the
randomized quantile residuals which follow a Gaussian distribution.
The QQ-plot is used with the addition of the 5% rejection regions of
the randomized quantile residuals with the help of a proper bootstrap.

Keywords—Asthma outcome, Logistic Ridge regression, 10-fold
cross validation, Randomized Quantile Residuals, Bootstrap

. INTRODUCTION

STHMA is a disease with polymorphic phenotype

affected by several environmental and genetic factors
which both play a key role in the development and persistence
of the disease [1]. Among these factors seasonal symptoms,
wheezing episodes during childhood and several prenatal and
environmental factors are included [2].

Most children who suffer from asthma develop their first
symptoms before the 5th year of age. For the diagnosis of
asthma a detailed medical history and physical examination
along with a lung function test is usually required. On the
other hand, lung function test is hard to be performed in
children younger than five years old, so most of the times the
diagnosis of the disease is mainly based on the findings of the
physical examination and the presence of characteristic
personal and family medical history. Although the majority of
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the preschool children with asthma overcome their disease by
the school age a substantial number of preschoolers exhibit a
persistence of symptoms requiring early identification and
treatment [3].

In preventive medicine, the value of a test lies in its ability
to identify those individuals who are at high risk of an illness
and who therefore require intervention while excluding those
who do not require such intervention. The accuracy of the risk
classification is of particular relevance in the case of asthma
disease. Early identification of patients at high risk for asthma
disease progression may lead to better treatment opportunities
and hopefully better disease outcomes in adulthood [3].

Il. MATERIALS AND METHODS

A. Clinical Data

Data from 148 patients were collected from the Pediatric
Department of the University Hospital of Alexandroupolis,
Greece during the period from 2008 to 2010. A group of 148
patients who were diagnosed for asthma were studied
prospectively from the 7™ to the 14" year of age. From this
sample, 36 patients were removed because of missing data.
The history of each case was obtained by questionnaire. A
second group of 33 children was used for validation of the
efficacy of the constructed model in real life. In this group of
preschool children the proposed model was used to predict
asthma persistence in school age. At mean age (xSD) of
9.2+2.7 years these children were re-evaluated. The new
dataset has 18 available predictors which are going to be used
in the logistic model. The 18 used prognostic factors have
been derived by previous studies [1-3] and they are described
in Table I. The encoding of the prognostic factor “seasonal
symptoms” is presented in Table II.

TABLE |
Category Prognostic Factors
. Age, height, weight, waist’s
Demographic perimeter
B rd rd th
Bronchiolitis episodes ;Jer;tr" 87 year, between 3% — 5

Wheezing, cough, allergic rhinitis,
allergic  conjunctivitis, dyspnea,
congestion, runny nose, seasonal
symptoms

Antileukotriene, antihistamine,
corticosteroids inhaled

Diagnosis of asthma (dependent
variable), Treatment

Symptoms

Pharmaceutical therapy

Asthma

The 18 used prognostic factors.
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TABLE Il
1 2 3 4 5 6
(none) | (Winter) | (Autumn) | (Spring) | (Summer) | (>2seasons)

The encoding of “seasonal symptoms”.

B. Multicollinearity

Generalized Linear Models and Regression Analysis are
two of the most important and popular statistical approaches
used in biomedical research [4]. In many cases it has been
observed that medical data exhibit strong correlations between
the predictor variables, a condition known as multicollinearity.
Multicollinearity was introduced as a concept by Frisch [5], in
order to illustrate a situation, where the variables are subject to
two or more correlations.

One of the main consequences of multicollinearity is that
the least squares estimates often do not make any sense, and
the standard errors of the parameter estimates are very large or
the t-ratios are very low. Therefore multicollinearity could
lead into inaccurate results. For example, when the null
hypothesis that the parameters of the model are zero is
rejected, but none of the estimated parameters have a p-value
less than 0.5. One of several methods that have been used in
order to overcome the multicollinearity problem is the Ridge
Regression method which was introduced in [6]. When
multicollinearity appears, the ridge estimator has a smaller
total Mean Square Error (MSE) than the maximum likelihood
estimator. Eigenvalues of the correlation matrix of the
independent variables near zero indicate multicollinearity.

Ridge Regression (RR) is an alternative estimation method
of the unknown parameters of the linear regression models and
belongs to the category of biased regression methods [7-8].
This method introduces a bias in the regression equation in
order to reduce the variance of the parameter estimates. This
bias is entered with the ridge parameter, which determines the
extent of the shrinkage of the least squares estimates. Also in
[9] the ridge estimator was introduced for Logistic Regression,
which is one of the most popular methods used for binary data
modeling. Generally, this method is differentiated from the
maximum likelihood as a penalty term is added, which
includes the ridge parameter.

C. Ridge Regression

Let y;, i=1,..,n be the binary responses of n random
variables Y;, where Y;~B(1, p;), and x; a vector of explanatory
variables which consist of covariates (numerical or binary)
and dummy variables corresponding to factor levels.

The logistic regression model is given by:

exp(bx;)

P i expbr)) @

where b is the parameter vector [10-11]. This model is
implemented without the use of a constant term.
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Now, the maximum likelihood estimates of the parameters
b;, j=1,...k and from them the probabilities p; are obtained
by maximizing the following likelihood function

n

Loy = | [pra -, v @

i=1
or by maximizing the log — likelihood function using a
Newton — Raphson algorithm which is:

01 ,

L(bly) = logL(bly), 3)

L(bly) = 3 1 ! 1 log |1 ! 4
( |Y)—;[yi Og[m]+( =) Og[ —m” “)

As it was mentioned before when multicollinearity exists, in
order to obtain more stable parameter estimates the logistic
ridge regression is used. In ridge logistic regression the
penalized maximum likelihood is used and is given by [12]:

*(bly) = U(bly) = 2lIblI> = 1(bly) — 2R, )

and is known as restricted maximum likelihood function,
whereas [(b|y) is the unrestricted maximum likelihood and R
is a penalty term of the following form [13]:

k—1
R= Z(b,-+1 — B>
=0

Generally the difference between this approach, and the
approach of maximum likelihood function is the use of the
penalty term which includes the ridge parameter. The ridge
parameter is a positive number and its main role is the
regulation of the significance of the penalty term R [13].
Therefore it is obvious that when A =0 the estimates
produced are the same as the ones obtained by the unrestricted
maximum likelihood function. The computational procedure
of the penalized parameter estimates h” is based on the
Newton — Raphson algorithm. However, a transformation of
the linear estimates of the unrestricted logistic regression
model is required, since the term R given by (6), should be in
the form of (5). Therefore:

(6)

bixiy + byxip + o+ + bxye = b1zy + (by — by)zip + -+ (b — br_1)Zix
=Y1Zn +V2Ziz + -+ VieZie ™
where

V1= bl' ey y] = b] - bj—l' ] = 2, ,k (71)
and z; = Zﬁ:j X (7.2). Thus, the penalized maximum

likelihood becomes as follows:

Ply) = yly) = Al ®)
The first derivative of equation (8) is now:
UM = )zl - pid - 22y = UG - 22, ©
i=1
Then, calculating the negative second derivative we get:
') =2 + 24, (10)
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where 2(y) = zZTWz and W is the n X n weight matrix which
is diagonal with elements W;; = p;(1 — p,).

Applying the Taylor series expansion in the first derivative
of the penalized maximum likelihood function, the properties
which are valid for large sample can be obtained.
Consequently:

Ur(y? = UAyo) — (?A - ]/0)-0/1(]/0) + 0(”]71 - Vo”)- 1
Using equations (9) and (10) and setting (11) equal to O it
leads to:

74 ={0@G) + 2237 H{U (o) + v02(¥o)} (12)

D. Choosing the ridge parameter

The most difficult task in RR is to determine the ridge
parameter. In this study, we chose the value of the ridge
parameter that minimized the Mean Squared Error through 10-

fold cross validation[12].
(Z{n - ﬁi(xi)?) (13)

The average value of the MSE was considered the overall
cross-validation error of the model. We selected the ridge
parameter as the one with the minimum cross-validation error.

1
MSEcv = —
n

E. Residuals and bootstrapping

After fitting the model to the observed data, it is necessary
to check if the fitted model is valid. A usual technique which
is used for validity examination of the model is based on the
residuals. In the case of logistic regression with binary
response, the distributions of Pearson residuals which are
defined by 7,; = (y; — 9;)/yP:(1 —py), i =1,..,n and of
deviance residuals which are defined by, r, = sign{y; — p;}
are far from normal. In addition, plots of the residuals against
the explanatory variables, which are wusually used in
generalized linear models for model checking, are
uninformative in a binary case and are not recommended.
More details about the residuals are given in [14].

Let F(ysp) =P, <y)=Sol p"(1—p)"™ be the
cumulative binomial distribution of the ith binary response,
and |y;| is the greatest integer less than or equal to y;, i.e. the
“floor’ under y;. Then the randomized quantile residuals for a
logistic regression model are defined by

Trqi = (D_l{u}r (14)

where @(+) is the cumulative distribution function of the
standard normal, and u; is a uniform random variable on the
interval

(as 5] = (1im PO 5D, FO5 )
ylyi

~ [F(y; — 1,p), F(v; p)]

The randomized quantile residuals defined by (14) follow
exactly the standard normal distribution, apart from sampling
variability in p;. These residuals [15] can be used for any
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discrete distributed response. Thus, the validity of the model
can now be tested by using goodness of fit tests for the
normality of 7.,;. A very strong method to test the null
hypothesis that the randomized quantile residuals follow a
standard normal distribution ie. 7.,~N(0,I) that is
commonly used to check if a data sample comes from a
normal distribution is the Anderson — Darling test[19].

Also the Q-Q plot of the randomized quantile residuals has
been proposed by Dunn and Smyth [15] as a mean for
checking the validity of the model. Here a method for
constructing pointwise a X 100% rejection regions around the
Q-Q plot of any random sample is proposed by using
bootstrapping [16-17]. Because of the large number of the
estimated parameters, the additional uncertainty due to the
estimation of the regression parameters must be taken into
consideration. Therefore a proper bootstrap of the randomized
quantile residuals must be used in order to take the above into
account. Residual resampling is known to be an appropriate
bootstrap process for studying the properties of the estimates
[22-23]. Moreover this bootstrap is very important since the
standard errors of the ridge estimated parameters can be
obtained as it was mentioned before. The bootstrap is
implemented with the next steps:

Step 1: Obtain estimates of p;, and randomized
quantile residuals with the use of logistic ridge
regression.

Step 2: Bootsrapping 2000 times the randomized
quantile residuals obtained by the logistic ridge
model. So now we have 77, 4, ..., 7T, 2000- We use the
randomized quantile residuals because they have unit
variance as they approximate standard normal
distribution [15-20].

Step 3: Apply logistic ridge regression 2000 times
using as response the summations p* + 1, t =
1,...,2000, where pTare the estimated probabilities
from Step 1. In this step if a sum p; +7,4; > 1 then
this becomes 1. Also if sum<0 then it becomes 0 and
finally we round to the nearest integer if O<sum<1
[20-21]. Moreover 2000 samples of b* and p can be
obtained.

Step 4: The standard errors of the estimated
parameters h%can be obtained by finding the standard
deviation of the 2000 bootstrapped samples
b, ..., bk,

Step 5: From the 2000 sets of estimated response
variables p,,t = 1,...,2000, we calculate 2000 new
sets of randomized quantile residuals which allows us
to construct a x 100% rejection regions around the
Q-Q plot of the randomized quantile residuals.

I1l. RESULTS

The correlations between some variables are very strong
and statistically significant, indicating the presence of
multicollinearity. As a first step it is necessary to transform the
categorical variables with more than two categories into
dummy variables. For the detection of multicollinearity we
may use the Condition Indices, by calculating the eigenvalues
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of the correlation matrix and other similar procedures as in
linear regression models [17-19].

Another problem caused by the multicollinearity is the large
values of the standard errors of the estimated parameters,
which makes the model unstable. Moreover, , while the model
according to the F-test seems to be statistically significant
against the null hypothesis (b, = b, = +-- = b,53 = 0), the p-
values of the individual terms are all greater than 0.05 which
suggests that none of the variables is statistically significant.

Thus the logistic ridge regression is applied to generate an
improved model with more stable parameter estimates for a
ridge parameter A=0 to A=0.5. Furthermore when collinearity
exists there is always a model for A>0 for which the MSE is
less than the MSE of the unrestricted model [8-12].

For the calculation of p — values the following statistic is
used:

T b (15)
A=
se(bj’l)

The standard errors were obtained by the bootstrap
procedure that was described in section E. Thereafter we
assume that under the null hypothesis T,~N(0,1) to test the
significance of the ridge coefficients [24].

QQ Plot of Randomized Quantile Residuals versus Standard Normal

Quantiles of Randomized Quantile Residuals

0 1 2 3
Standard Normal Quantiles

Fig. 1 QQ Plot of randomized quantile residuals versus Standard
Normal

For A=0.0261 the minimum MSEcv is derived which is
equal to 0.034. The parameter estimates of the logistic ridge
model are shown in Table Ill. It now becomes clear that the
prognostic factors Waist’s perimeter, Congestion, Cough,
Wheezing, Dyspnea, Bronchiolitis episodes until 3 year are
statistically significant. Moreover it is obvious that the
estimates now are now much more stable than the estimates of
the initial unrestricted model and this is indicated from the two
first columns of Table I11.

We now proceed to provide a test in order to check the
validity of the model. Figure 1 shows the Q-Q plot of the
randomized quantile residuals of the fitted logistic ridge model
denoted with +. The 5% rejection regions were computed by
the procedure described in Section 5 after 2000 bootstrap
simulations. Only 1 (0.99%) of the 101 residuals lie outside
the 5% rejection regions and generally the Q-Q plot does not
present serious deviations from normality.
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Here it is important to mention that if the percentage of the
randomized quantile residuals that are outside the rejection
regions is greater than 5%, then the model should be rejected.

In addition, the powerful Anderson-Darling test gives the
value 0.3456 with a p-value 0.4810. Therefore, the null
hypothesis that the randomized quantile residuals follow an
approximate standard normal distribution cannot be rejected,
which suggests that the fitted model is valid.

Finally we would like to examine the performance of the
proposed model in new real data. These data were collected in
a period after 2010 and refer to 33 new patients.

Based on the equation;

1
1+ exp(_Xnew * Bridge) ‘

pridge =

a prediction for the diagnosis of a new patient can be found.
The positive predicted value, the negative predicted value and
the accuracy of this model are estimated using false positive
(FP), false negative (FN), true positive (TP), and true negative
(TN) values. The test set consists of the new 33 patients and
the 11 patients which were used for the cross — validation test.

ey NTP
Positive Pred.Value = —  x 100,
NTP + NFN
Negative Pred.Value = L x 100, (16)
Nry + Ngp
Nzp + Npy

Accuracy = x 100.

Nrp + Ny + Npp + Npy
All the above are statistical measures of the performance of a
binary classification test [25].

IV. CONCLUSION

In this paper, a new intelligent method based on the Logistic
Ridge Regression for asthma persistence prediction has been
validated in preschool patients in real time data. The proposed
model predicted the persistence of asthma at the approximate
age of nine years with an accuracy of 93.18%, positive
predictive value of 96.15% and negative predictive value of
88.89%. A comparison of this work against [25] could be
carried out. In [25] neural networks are used for the prediction
of asthma outcome. To conclude, the proposed method
exhibits high accuracy in asthma persistence prediction and
shows the importance priority of each factor in asthma
persistence. A better prediction rate will be possible by
increasing the patient data and further clinical evaluation may
enhance the implications of the present study. Finally, for
future research, we could collect data from different regions,
with different environmental and climatic factors, to examine
if asthma prediction is affected by them.
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Table 111
Estimates
Covariates Parameter Standard T p-
Estimates Errors 4 values
Age 0,059821 0,1221 0,4900 0,6241
Treatment 0,531238 0,4817 1,1028 0,2701
Corticosteroids inhaled 0,889768 0,4942 1,8002 | 0,0718
Antileukotriene -0,32763 0,5650 -0,5799 | 0,5620
Antihistamine 0,111097 0,6674 0,1665 0,8678
Height 0,600211 0,7353 0,8163 | 0,4143
Weight -0,01082 0,0276 -0,3925 | 0,6947
Waist’s perimeter -0,06579 0,0216 -3,0455 0,0023
Allergic rhinitis -0,06907 0,5733 -0,1205 | 0,9041
Allergic conjunctivitis -0,72709 0,5819 -1,2494 | 0,2115
Runny nose 0,429069 0,6068 0,7071 | 0,4795
Congestion 1,096703 0,5424 2,0220 | 0,0432
Cough 1,640577 0,5871 2,7942 | 0,0052
Wheezing 1,719255 0,5874 2,9271 0,0034
Dyspnea 1,18429 0,5962 1,9865 | 0,0470
Seasonal symptoms
(none) 1,26928 0,7360 1,7246 | 0,0846
Seasonal symptoms 1,148824 08505 | 1,3507 | 0,1768
(winter)
Seasonal symptoms 0,273617 08385 | 03263 | 0,7442
(autumn)
Seasonal symptoms
(spring) 0,856916 0,9088 0,9429 | 0,3457
Seasonal symptoms 0216933 08830 | 0,2457 | 0,8059
(summer)
Seasonal symptoms (>2 1,15655 08174 | 14149 | 0,1571
seasons)
Bronchiolitis episodes
until 3 year -0,21639 0,1089 -1,9866 | 0,0470
Bronchiolitis episodes
biw 3 — 5" year 0,132402 0,0932 1,4212 | 0,1553
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Bayesian Multivariate Growth Curve Models

Steward H. Huang

Abbstract— Growth curve models have been widely studied
and extensively applied in many areas because they are use-
ful in situations when time (an important factor) is involved.
Researchers have considered growth curves (mainly linear) in
conjunction with different covariance structures for numerous
applications. In this paper, the interest is to use some commonly
used nonlinear growth curves to describe (in terms of time)
each variable in a multivariate dataset in the presence of random
error covariance structures with autocorrelation dependence. No
similar attempts have been found in the literature because under
this complex scenario, the models become too complicated
for classical analysis without making a lot of compromising
assumptions. It is shown that under a Bayesian formulation, by
judicious choice of priors, one can obtain the full conditionals
and this allows one to conveniently implement the Metropolis
Hastings algorithm to sample/generate observations from the
conditional (posterior) observations. This makes Bayesian ap-
proach a simpler but useful alternative to classical analysis. An
intrauterine growth retardation in rats data set is used as an
illustrative example for our model.

Keywords— Multivariate, Growth curve, Bayesian analysis,
Autocorrelation

I. Introduction

The motivation for building multivariate models in this research
is that we can study the effect of several variables acting
simultaneously. This gives a closer resemblance to our intuition
as well as better understanding about the relationship between
the variables. When more variables are analyzed simultaneously,
greater statistical power will be obtained and we gain easier
visualization and interpretation of the data through graphical
measures, such as scatter plots or higher dimensional plots
(e.g. 3D plots). So our focus is also spontaneously shifted from
individual or isolated factors to the relationships among several
variables of interest in a data set.

Growth curve models, which are useful especially for studying
growth behavior of short time series in economics, biology,
medical research and epidemiological problems [1], [2], have
a long history. Their initiation may be attributed to Potthoff
and Roy [3], who introduced their formulation and then studied
the growth curve problems. Then subsequently, Rao [4], Khatri
[5], Geisser [6] and von Rosen [7]-[9] became the primary
researchers in analyzing the growth curve models. However, it
took nearly a decade before the Bayesian approach (including
predictive problem from a Bayesian perspective) was applied to
the analysis of growth curve models and different assumptions
about covariance matrices were also made accordingly. Lindley
and Smith [10] and Geisser [11] assumed that covariance ma-
trices were known, Fearn [12] assumed that they were identity
matrices with unknown variances. Barry [13] gave a different
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treatment of the problem under Bayesian approach but also
assumed identity matrix for covariances.

In this research, similar general multivariate growth problems
are studied by assuming that the multivariate dependent vari-
ables (such as weight, height, etc.) can be described by some
commonly used nonlinear growth curves in terms of the inde-
pendent variable (time) with a certain correlation (dependence)
relationship in the covariance matrix. So the multivariate growth
curve models proposed in this paper will include nonlinear
growth curves with autocorrelated errors in their covariance
structures. The classical analysis for these types of realistic
models becomes either too complicated to obtain analytical
solutions or may require a lot of simplifying assumptions,
thus becoming unrealistic. Bayesian analysis, including experts’
opinions, can help us computationally to get to the estimates
of the parameters for growth curve models and thus become
more appealing, as well as important to researchers. No similar
models which consider such complex scenarios are available in
the literature.

The model formulation will be presented in the following first
two section with the Gompertz growth curve as an example.
Then in the last two sections, the applications of the models
using a bivariate growth data set will be demonstrated. The
simulation results will be discussed in the conclusion.

II. Model Formulation

Let’s consider a single subject of n observations. Y; , for j =

(pXx1)
1,...,n,is a vector of p-variate correlated dependent variables.
If we let W = (wy, ..., w,) be a vector of the independent variable

time and ® = (6,...,6,), where 6y, k = 1,.., p is a vector of
<P gxl gxl

coeflicients (parameters) for growth curves and ¢ is the number
of coefficients for the specific growth curve in that model (e.g.,
g = 3 in a Gompertz curve). Also let f(W|6;), k = 1, ..., p be the
growth curve then our model can be defined as follows:

Y =M+ E, where E ~ N,(0,Q) , Q is a p X p variance
covariance matrix,

y'1 Yik
Yy = , where y; = fork=1,..,p,
(pxn)
P/ (pxn) Ynk
and
74 Hik
= = [fWI®)p| . where i = | & | = f(WIBK)
(pxn) nx1
P/ (pxn) nk
fork=1,..,p.

This model considers a covariance structure between weight and
length in that, under normal conditions, the lengthier the subject
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grows, the weightier it becomes and vice versa. Assume that
Y follows a p X n matrix normal distribution, which is actually
a special case of the pn-variate multivariate normal distribution
when the covariate matrix is separable. Then denote a pn-variate
normal distribution with pn-dimensional mean u and pn X pn
covariance matrix € , the p.d.f. function will be as follows:

g0l Q) = 2m) #1072 exp {10 - ' Q7 (v - ) ),
where

Um);l) =vect(Y') = (¥, ¥,) s

u=vect(M’) = (i}, ...,,u;,)’ ,

in which the operator vect(-) stacks the columns of its matrix
argument from left to right in a single vector. The separable
matrix Q = X ® ® , where ® is the Kronecker product which
multiplies every entry of its first matrix argument by its entire
second matrix argument, can be written as:
o1®. . .01,
0= :
0p1® o), ®
Also we know that Q! = CTeo)! = ! g 0!
IE®®| 2 =T % |®|"? . Then we have
20l Z, @) = 2n) % 27 (@2 -
exp{~30 - W/ E@®) (6 -
Note that also with the matrix identity, we have
O- #)ixnp(z ® (D);;!xnp(y ~ Hpx1 = trz;ip(y - M)anq),_lin(Y -
M)

nxp?

and

g(YIM,Z, ®) = (2m) % 273 @] 2.

exp (=31 Z, L (Y = M) pn @31, (Y = M} Q).

So Y is a random variable that follows a p X n matrix normal
distribution and can be denoted as:

Y|(M,Z, @) ~ Npxn(M, 2 ® D),

where (M, X, @) parameterize the above distribution with ¥ €
R M € RP" and £,® > 0 ( ¥ and ® are commonly
referred to as the within and between covariance matrices).
Recall that M is a function of ® and assume that ® is a
function of correlation coefficient p and that, for simplicity, ®
, ~ and @ are independent and adopt vague prior distributions
for (®, @, ¥). Then we have W(®,®,%X) = h(O®)h(P)A(X) and
because @ is a function of p, their prior distribution assumptions
are as follows: A(®) o« constant, p o (1 + p)*'(1 — p)’~! for
-1 < p < 1 (e, (1+p)/2 Beta(@,fp), where @ and B can
be chosen such that the mean &/(a + [3) is consistent with
the empirical value for p ) and A(X) « . So the prior

distribution is h(®, p, %) o« oy

|(p+])/2
distribution of the parameters follows:

(Z, O(p), OIW, Y) = 2n)™*
(1=pPtexp{-31rZ,L, (¥ = M) pu @31, (Y = M), )
Let G = (Y — M)®~ (Y — M) then (3) becomes

1
[x[(PD2

@ 2ApP "and the joint posterior

a1,

3).
n(E, D), O, Y) [
YL - pf.

This can be reduced to the joint distribution of ® and ® and
become (P(p), O|W, Y) if we integrate out .

exp{—%trZ’lG}] @I (1 +

The integration can be worked out by recognizing that if X~
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follows a Wishart distribution [14] then it can be written as:

_p 5 5
[P 2 (140) " (1-p)!

(@, D)W, Y) « Gl

4).

Assume an autocorrelation matrix for @ with correlation coeffi-
cient p as follows:

Lop p !
p 1 p . p7

@ = (5,

nlpn2pn3 1

where p is the correlation coefficient. Then we can substitute the
results that

|®| = (1 — p?)"~!, into (4) and get the posterior function
(lﬂ))(f:fl)*p(nfl)/2(1,p)(ﬁfl)*ﬂ(nfl)/2

7(©, D)W, Y) o

(6).
III. Gompertz Curve as An Illustrative Example
If we take the Gompertz curve as an illustrative example in

fitting a bivariate data set which has weight and length as the
variables and the following priors for

ay a

® = {616, = by by;, where a; ~ Expon(%) , ay ~
C1 C

Expon(L),

it~ ({5

Let ©® = (@y,d,b1,b,¢1,,%,) be a set of empirical Bayes
estimates of the coefficients which can be estimated through
nonlinear least square regression method. MATLAB nlinfit func-
tion can be used to fit nonlinear Jenss, Gompertz and Richards
curves and polyfit function to fit polynomial curves (MATLAB
Help and [15]). Depending on the data, although sometimes we
could get estimates of 3, , most of the time we have to assume

them to be equal to some proper value for our Bayesian analysis.
So the prior distributions are:
h(®|®) +.
by —bi\ < (b1 —b L
1 1 1 -1 1 1 a a c c
{—5 (bz —z;z) % (bz —Ez) (Erfeae ‘)} o
Let (7) be substituted into (6), then it becomes
( +p)(f1—1)—p(n—1)/2(1 _p)(ﬁ—l)—p(n—l)/2

},ib), cy ~ Expon(clrl) and ¢, ~ Exp()n(%).

(O, D)W, Y) o« =
|(¥ = -1y - my|"

b1\ «; b,

. by —bi\ < (b1 —b

L7t =z =7
iyt o
Then we get the full conditionals of the parameters as follows:
(1+p)((‘271)7p(n71)/2(lip)([s’fl)fp(nfl)/Z

7(oh) e |(r-pnyo-1cv-my | ©).
. exp{—ai /a}

n(ayl) o« b 1y [ (10),
. exp{—az/ds}

n(ag|) o [0t (v—my [ (11),
. —1 .

a(byl) « o T

| (b1 = by / «_1 (b1 = by
exp{ (b2 B bz) X by — by (12),

m(by]) o

—] .
[(v=myo-1(v—my [
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by —bi\ <, (b1 - b
_1(P1 =01} 51 (D1 =01
exp{ TR (bz_bz)} 3,
. exp{—ci1/¢i}
rlerl) o S (14),
A(cal) oo —Sple/t)__ (15).

|y=mo-t(y-my|
Regarding the MH Algorithm:

Let’s take the sampling of a, in Gompertz curve as an example.
To define the algorithm, let go(a(z"ld), a(z""w)) denote a source
density for a candidate draw a(znew) given the current value a(zold)
in the sampled sequence. The density w(a(z"ld), a(znew) ) is referred
to as the proposal or candidate generating density. Then, the
MH algorithm is defined by two steps: a first step in which a
proposal value is drawn from the candidate generating density
and a second step in which the proposal value is accepted as the

next iterate in the Markov chain according to the probability:

a (a(znld) , a(znew) ) = min { 1},

if 2@ (a(z‘ﬂd), a(z"ew)) > 0 (otherwise @ (a(z"ld), a(z”"w)) =1).

™ (a(znew) )w(a(zmw) :a‘g'"’”)

o (a(znld) )go(a(z(”d) Yg({mnr)) ’

If the proposal value is rejected, then the next sampled value
is taken to be the current value. Let’s follow this recursive
procedure:

Metropolis-Hastings Algorithm:

1)  Specify an initial value a” .
2) Repeatfor j=1,2,..,.M:
a) Propose la(z""w) ~ t,p(a(zj), -), and .
. )
b) Let a(zj ) = 511(2"‘)‘”) it U@0,1) < a/(a(zj),a(z"ew))
otherwise ag’ = a.
3) Return the values a(zl) ,a(22), ...,a(zM).

Then follow the above Metropolis-Hastings Algorithm in taking
samples of ® and p by using (9)-(15) through the following
steps:

1) Set j =0 and select a set of initial parameter values for
e , B©® and p(O)_

2)  Sample pU*D from (9) (using MH algorithm).

3) Sample ®U*D from (10)-(15) (using MH algorithm).

4) Replace p(j) by p(j+1) , W by ®U+D and BW by BUFD

5) Set j = j+ 1 and repeat steps 2 through 4.

Drop the initial burn-in sets and retain the rest of the data for
marginal distribution analysis. This analysis includes highest
density regions for the estimated parameters. In addition to
this analysis of parameters, we can also generate 90% Credible
Intervals (CIs or HDR’s, Highest Density Regions) for the best-
fit growth curve under this Bayesian formulation by using the
5% and 95% percentiles of y calculated by substituting the M
samples of ® at a given w;.

IV. Example: Using Intrauterine Growth Retardation in
Rats Data

An intrauterine growth retarded rats data set [16] in this section
as an example to demonstrate how to apply our approach to
Bayesian analysis of multivariate growth curve model in a
bivariate data setting (weight and length). In their experiment, in
[16], they chose fifty female rats that were mated overnight with
ten adult males and then divided the pregnant female rats into
three groups: control group, intrauterine growth control group
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and sham-operated group. They then measured body weight,
body length, and other facial characteristics of the rats that were
in those three groups, respectively, every four days for twenty
days. For illustrative purposes and for simplifying our analysis,
the control group has been chosen and only use the bivariates
body weight and body length in our growth curve model. The
data set for rats growth is in Table 1. Four classic growth curve
models explicitly for this specific example are presented below:

1) Jenss growth curve: f(w) = a + bw — exp(c + dw).
2)  Gompertz growth curve: f(w) = aexp[—exp(b + cw)].
3) Richards growth curve: fw) =
af{l +bexplc(d - w)]}_l/b.
4)  Polynomial growth curve: f(w) = a + bw + cw? + aw’.
< . ) 0.1
In that data set, assume that X, is equal to s [0-1 1 for

Gompertz curve. Similar assumption has been made for the
other growth curves for comparison. s> can be quite small if
prior knowledge is reliable. The value assumed here would
allow some moderate correlation relationship between the co-
variates length and weight. The results of Bayesian estimates are
displayed in Table 2. Using BIC, in conjunction with the graphs
and ClIs, it seems natural to say that the Cubic growth curve
is the model of selection for this specific bivariate intrauterine
growth retarded rats data.

Regarding diagnostic testing for the model, careful considera-
tion has been given to the useful approach presented by Franses
[17] for residual autocorrelation in growth curve models. How-
ever, it’s natural to concurr with his own conlcusion that there
are obvious drawbacks in applying his method to small sample
sizes, other growth curve models and to various model selection
criteria as well. Needless to mention that this research is dealing
with a multivariate scenario.

V. Conclusion

The 90% Credible Intervals, the fitted curves, and the estimates
of the model parameters for the four growth curves in Figures 1-
4 and Table 1-2 have been presented in this paper. There, we can
see that for weight versus time (Figure 1) and length vs. time
(Figure 2), the 90% CI of Cubic curve is the narrowest among
all four curves when time is small but diverges like a funnel
shape as time increases to approximately more than 15 days; for
weight vs. time in Figure 1, Jenss and Gompertz curves both
have relatively narrow 90% ClIs, whereas for length vs. time
in Figure 2, Jenss curve has smaller 90% CI. In Figures 3-4,
we observed that on the one hand, the data display a positive
trend that as length increases, the rate of change in weight also
increases; on the other hand, when weight increases, the rate of
change in length decreases.

Although all four curves fit the data reasonably well, the Cubic
curve is apparently the best fit curve among them. In addition,
as time increases approximately before the fifteenth day, the rate
of change in length and in weight both increase as weight and
length increase. It’s obvious that Cubic curve appears to be the
best fit curve for the given data. Besides, BIC is useful criteria in
model selection because the smaller value it is, the better curve
fitting it will be, and this is consistent with our observations in
those Figures.

In summary, the Bayesian multivariate growth curve models
in this study provide a formulation for generating Bayesian
estimates as well as describing the dependence relationship
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between variables with a certain autocorrelation relationship
under consideration. Further research topic may include better
diagnostic testing methods for more growth curve models as
well as smaller multivariate sample size data using various
selection criteria.
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Age (Days) Weight (g) Length (mm)
1 6.6 54.5
5 10.4 65.6
9 16.3 772
13 232 87.5
17 28.6 94.6
21 38.4 1104
TABLE 1

Rats Growth Data

(Units for ages: Days; Weight: Grams and Length: mm)

Fansz Gomparr: Richards Cubic Poymomial
Tengihvs. Weight vz, Tangth izt Tengthvs Waight 13 Lengrnvs eight 3.
Tme Time Time Time Time Tome Tme Tme
52,299 21536 275,231 146321 065.638 747626 50.216 5.323
1674 1373 0301 1167 0794 5303 7008 .03l
0113 2.006 0.027 0.041 0.005 0.01 -0.162 0.017

- - 37438 76.665 0.005 0.001
3% ~5.361 038 5360
773 574 5.39 357

Estimates

Blelan |@la
&|
o|

&

TABLE 2
Bayesian Estimates of Parameters and BIC

Note: Take the numbers in the two columns under Gompertz as
example: they are the estimates of the
parameters (coefficients) of the bivariate growth curves (for
length and weight, respectively), where
Length(w) =
275.231 exp [— exp(0.501 + 0.027w)], Weight(w) =
146.321 exp [— exp(1.167 + 0.041w)] .

A0% Gredible Intereallordenss Growih Gune S0% Gredible Interal lor Gomperie 6rowth Cune

O] cemnaec U pperh LomerBourds i
—f@—Bayesien Egtinater

B o trigingl Gune o

Tin e Tie e
0% Lredible Intervellor Richards Erowih Cure S0% Cradible Intereal lor Gubic Polynon izl € owih Gume

i 1]

Figure 1 Weight vs. Time Credible Intervals for the Four
Different Growth Curves
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Figure 2 Length vs. Time Credible Intervals for the Four
Different Growth Curves
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Effects of Dry Friction on Linear
Electromechanical Actuators:
A New Prognostic Method based on Simulated
Annealing Algorithm

Matteo D. L. Dalla Vedova, Paolo Maggiore and Lorenzo Pace

Abstract—Several approaches can be employed in prognostics,
to detect incipient faillures of primary flight command
electromechanical actuators (EMA), caused by progressive wear. The
development of a prognostic algorithm capable of identifying the
precursors of an electromechanical actuator failure is beneficial for
the anticipation of the incoming failure: a correct interpretation of the
failure degradation pattern, in fact, can trig an early aert of the
maintenance crew, who can properly schedule the servomechanism
replacement. The research presented in this paper proposes a
prognostic technique, based on approaches derived from optimization
methods, able to identify symptoms of an EMA degradation before
the actual exhibition of the anomalous behavior; in this case friction
failures are considered. An experimenta test bench was developed:
results show that the method exhibit adequate robustness and a high
degree of confidence in the ability to early identify an eventua fault,
minimizing the risk of false alarms or not annunciated failures.

Keywords— Dry Friction, Electromechanical  Actuator,
Prognostics, Simulated Annealing Algorithm.

I. INTRODUCTION

CTUATORS are devices capable of operate conversion

of mechanical, electrical, hydraulic, or pneumatic power
into mechanical power. In aircraft, actuators are commonly
used for flight control surfaces and various utility systems.
Flight control systems are considered flight critical and,
although highly redundant, must meet reliability requirements
of less than one catastrophic failure per 10° flight hours for the
F-18 strike fighter and one per 18x10° flight hours for F-35AB
[1]. Unanticipated and extreme operating scenarios are a major
cause of unscheduled maintenance events, which may result
into serious operational issues in terms of safety, mission
completion, and cost.
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Typically, when a monitor registers a fault, there is no
information regarding the real cause and effect relationship
between the failure mode and failure itself. All that isknownis
that a failure has occurred. Therefore, the identified need is for
a robust health management solution capable of accurate and
reliable early fault detection and failure prediction, covering
multiple failure modes for flight control actuators (PHM,
Prognosis and Health Management system) [2]. PHM is easier
to implement on the electric actuators since no additional
sensors are required, as the same sensors used to the control
scheme and system monitors are also used in many PHM
algorithms [2]. Therefore, electro-mechanical actuation
systems are going to be considered in this study, “All-electric-
aircraft" perspective.

Enormous economic (maintenance and logistics) benefit is
expected with the advance of the state of fault detection to
failure prognosis for actuator systems, as high Can Not
Duplicate (CND - inability to replicate field failures during
lower level maintenance assessment) rates till plague many
aircrafts. From collected field analyses, CND failures can
make up more than 85% of al observed field failures in
avionics and account for more than 90% of all maintenance
costs. These dtatistics can be attributed to a limited
understanding of root cause failure characteristics of complex
systems, inappropriate means of diagnosing the condition of
the system, and the inability to duplicate the field conditionsin
the lower level test environment [3]. Economically speaking,
Impact Technologies estimated that CND occurrences result in
about a $30M/yr incurred cost for one particular arcraft.
Moreover, their study showed that a $7M investment to
develop a complete PHM solution would produce a ROI
(Return On Investment) of 4 to 1 for a 5-year period
considering just a 20% CND reduction. In other words, this
means saving $30M in 5 years by spending just $7M initially.
Moreover, in case the technology could produce a further
CND cost reduction (e.g. 40%), the ROl would be of almost
10tolin5years[2].

Since the prognostic activities typically involve systems
having a complex non-linear multidisciplinary nature, the
faillure detection/evaluation strategies proposed in literature
are various and extremely different each other.
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For instance, during these years have been proposed model -
based techniques based upon the direct comparison between
real and monitoring system [4], on the spectral analysis of
well-defined system behaviors (typicaly performed by Fast
Fourier Transform FFT) [5], on appropriate combinations of
the first two methods [6] or on Artificial Neural Networks [7].
The present work reports the first results of a wider research
activity focused on the diagnosis model-based approach and,
in particular, on the parametric estimation task, having as a
primary objective the design of a modern and fast damage
estimator routine for a simple (but real) electromechanical
actuation system, in order to prove its accuracy and reliability.

Thisis done through the following steps:

1) define the optimization agorithm to be used for the
parameter estimation task;

2) set up area actuation system meeting as much as possible
the aeronautical requirements and being capable of
responding to different types of signals (step, sinusoidal,
random sequence, ramp) as well as recording significant
data (velocities, position, current);

3) build and validate a dedicated Matlab-Simulink numerical
model of the considered actuation system (it must be
noted that the aforesaid model, having to be run several
times in the process of identification and evaluation of
faults, must represent a compromise between the most
reduced calculation effort and a satisfying
representativeness of the actual EMA behaviors);

4) simulate different fault conditions on the real actuation
system (without damaging it);

5) test the damage estimator to evaluate its speed and
reliability on the simulated faulty response of the system.

In particular, this paper shows the results obtained applying
the proposed fault detection/evaluation method in case of
EMA subjected to dry friction phenomena.

Il. AIMSOF WORK

The aims of thiswork are:

1) the proposal of a numerical algorithm able to perform the
simulations of the dynamic behavior of a typical
electromechanical servomechanism evaluating the global
effects due to dry frictions acting on actuation system (e.g.
rotor bearings, gear reducer, ball screw, gaskets);

2) the proposal of an innovative fault detection/evaluation
method, based on techniques derived from optimization
methods, able to detect the EMA failure precursors and
evaluate the corresponding failure entity.

To assess the robustness of the proposed techniques, an
appropriate experimental test environment was developed; the
effects due to the said failures on the EMA behavior have been
evaluated by means of several tests (related to different values
of dry friction). These results have been compared with the
ones provided by a corresponding numerical simulation model,
in order to evaluate the differences and, by a proper algorithm
based on simulating annealing, timely identify the failures and
evaluate their magnitudes.
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I1l. OPTIMIZATION ALGORITHM

Different optimization techniques are commonly used also
for model parameter estimation tasks. They can be divided into
two main groups. deterministic (direct or indirect) and
probabilistic (stochastic, as Monte Carlo method, simulated
annealing and genetic algorithms). Most methods, are local
minima search algorithms and often do not find the global
solution. As aresult, they are highly dependent on good initial
guesses. While this is a viable solution in an off-line scenario,
where initial guesses can be reiterated, these approaches are
not suitable for an on-line automated identification process
because a good initial guess for one data set may not be for the
next identification. These approaches would not be robust and
may provide a false indication of parameter changes in an on-
line system. Alternatively, global search methods, such as
genetic algorithms and simulated annealing, are much better
options for on-line model identification. However, similar to
simplex methods, genetic algorithms do not always find the
global minima [8]. Simulated annealing methods are more
effective at finding the global minima, but at the cost of many
more iterations [2]. The simulated annealing method
originates, as the name suggests, from the study of thermal
properties of solids (Metropolis et a. 1953 [9]). The
Metropolis procedure was then an exact copy of the physical
process which could be used to simulate a collection of atoms
in thermodynamic equilibrium at a given temperature. In fact,
the abstraction of this method in order to alow arbitrary
problem spaces is straightforward. There is a significant
correlation between the terminology of thermodynamic
annealing process (the behavior of systems with many degrees
of freedom in thermal equilibrium at a finite temperature) and
combinatorial optimization (finding global minimum of a
given function based on many parameters). A detailed analogy
of annealing in solids provides frame work for optimization.
As reported in [12], Table 1 shows the key terms which are
related with thermodynamic annealing and its association with
optimization process.

Table 1: Association between thermodynamic simulation and
combinatorial optimization

Thermodynamic Annealing | Combinatorial Optimization

System State Feasible Solutions

Energy of a State Cost of Solution*

Change of state Neighbor solution?

Temperature Control parameter®

Minimum Energy Minimum Cost

! The cost of a solution represents the corresponding objective function value
(i.e. the function that the optimization algorithm attempts to minimize in
order to identify the optimal solution).

2 A new system solution calculated by the optimization algorithm and
evaluated, with respect to the previous one, using the said cost functions.

3 The system parameters iteratively modified by the optimization process so
as to minimize its objective function.
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Fig. 1 Operating Logic of Simulated Annealing Method

At a given temperature and energy, a new nearby geometry i
+ 1 is generated in each iteration as a random displacement
from the current geometry i. The energy of the resulting new
geometry is then computed and the ener getic difference AE is
determined with respect to preceding energy as.

D
The probability that this new geometry will be accepted is:

2

This means that, if the new nearby geometry has a lower
energy level (successful iteration), the transition is accepted.
Otherwise (unsuccessful iteration), a uniformly distributed
random number more or equal than 0 and less than 1 is drawn
and the step will only be accepted in the simulation if it isless
or equal the Boltzmann probability factor, i.e. r <= P (AE).
After a certain number of steps at the same temperature T, the
latter is decreased following the specified cooling schedule
scheme. It is worth noticing that the temperature does not take
part directly to the optimization itself, but it acts merely as an
exploration parameter. As at high temperatures T the factor P
(AE) is very close to 1, most likely many up-hill steps are
accepted, even if they are unsuccessful.

In this way, a wide exploration of the search space can be
performed (this is the main feature of this agorithm).
Subsequently, as the temperature falls off, the search is
confined in a more limited space since Boltzmann factor P
(AE) collapses to very low values, thus decreasing the
acceptance probability in case of AE > 0 (the agorithm
becomes more selective). Finally, the global optimum should
be found as soon as the temperature reaches its minimum value
but, in practice, reannealing is performed, raising the
temperature after a certain number of new points have been
accepted so that the search starts again at the higher
temperature. Basically, reannealing avoids getting caught at
local minima.

ISBN: 978-1-61804-287-3

56

In particular, the authors performed the abovementioned
optimization analysis by means of the MATLAB Optimization
Tool; in this case, the main annealing parameters are the
following:

Annealing function: specifies the function used to generate
new points for the next iteration:

e Fast annealing takes random steps, with size proportional

to temperature

e Boltzmann annealing takes random steps, with size

proportional to the square root of temperature using
multivariate normal distribution.

Reannealing interval: is the number of points to accept
before reannealing. Reannealing sets the annealing parameters
to lower values than the iteration number, thus raising the
temperature in each dimension.

The annealing parameters depend on the values of the
estimated gradients of the objective function in each
dimension. The basic formulais:

3)

Where:

k; = annealing parameter for component i.

To = initial temperature of component i.

T; = current temperature of component i.

§ = gradient of objective in direction i times difference of

bounds in directioni.

Temperature update function:
temperature will be decreased.

Initial temperature: is the temperature at the beginning of
the run.

The acceptance criterion evaluates the change in function
values between the current point and new point to determine
whether the new point is accepted or not, according to the
abovementioned statistical mechanics criteria (i.e. using the
Boltzmann probability density distribution).

Specifically MATLAB uses the following function:

specifies how the

(4)

which ranges from 0 to 0.5 and therefore differs from (2).

IV. ACTUATION SYSTEM

Until a few years ago, the actuators mainly used in
aeronautical applications were generally hydraulic and
precisely hydro-mechanical or, more recently,
electrohydraulic. This kind of actuator, because of its great
accuracy, high specific power and very high reliability, is often
equipped on current aircrafts, even if on more modern airliners
electro-hydrostatic actuators (EHA) or electro-mechanical
actuators (EMA) are installed. Especially in the last years, the
trend towards the all-electric aircrafts brought to an extensive
application of novel optimized electrical actuators, such as the
electromechanical ones (EMA).
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To justify the fervent scientific activity in this field and the
great interest shown by the aeronautical world, it must be
noticed that, compared to the electrohydraulic actuations, the
EMAs offer many advantages. overall weight is reduced,
maintenance is simplified and hydraulic fluids, which is often
contaminated, flammable or polluting, can be eliminated.

Flight
Control
Computer

{

Actuator

Electrical
Power

\ ‘I; Electro -Mechanical Actuator (EMA)

Power
Drive
Electronics

Electrical
Power

Control
Electronics

BLDC
Motor

—

(ACE)
[

Gear

@ Screw Jack Wg

RVDT

Fig. 2 Electromechanical Actuator Scheme

As shown in Fig. 2, a typical electromechanical actuator
used in a primary flight control is composed by:

1) an actuator control electronics (ACE) that closes the
feedback loop, by comparing the commanded position
(FBW) with the actual one, elaborates the corrective
actions and generates the reference current |,

a Power Drive Electronics (PDE) that regulates the three-
phase electrical power;

an electrical motor, often BLDC (BrushLess Direct
Current) type;

a gear reducer having the function to decrease the motor
angular speed (RPM) and increase its torque to desired
values,

a system that transforms rotary motion into linear motion:
ball screws or roller screws are usually preferred to acme
screws because, having a higher efficiency, they can
perform the conversion with lower friction;

a network of sensors used to close the feedback rings
(current, angular speed and position) that control the
whole actuation system (reported in Fig. 2, asRVDT).

In order to evaluate the behavior of the proposed prognostic

method in case of EMA progressive failures, a proper

experimental test-bench has been conceived.

After a tradeoff among available actuators, controllers and
power supplies, the following components have been chosen to
compose the case study shown in Fig. 3:

MecVel ALI-2 (version M01) actuator, powered by a

brushed DC (BDC) electrical motor and equipped with

24 VDC brake and encoder (Fig. 4);

RoboteQ AX1500 controller (with encoder module);

Acopian unregulated power supply (220 AC - 24 VDC,

23 A);

RS-232 to USB converter.

Subsequently to a proper stage of setup and calibration of
the EMA control logic (selection of the proper PID gains and
anti-windup filters), the actuation system was fully ready to
operate.

2)
3)

4)

5)

6)
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Swivel ball end

o

Fig. 4 Considered EMA actuator

The abovementioned controller logic closes the control
loops feeding the EM actuator with various type of input
meaningful for the parameter estimation process (sinusoidal
with/without linear frequency sweep, ramp, step and external
commands, all of them both in open and closed loop). Every
significant datum (RPM, rod position, controller current,
motor power level, PID actions) could have been recorded and
exported to Microsoft Excel or even to Matlab.

V. EMA NUMERICAL MODEL

As previoudly reported, the subsequent step was to build an
adequate Simulink model of the actuation system to be used as
core of the damage estimator thus making it capable of
recognizing the most representative actuator's failure modes
according to some faulty experimental data achieved by the
aforementioned software.
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Fig. 6 Block Diagram of EMA numerical model: the blocks that implement the nonlinearities considered (saturation of the motor torque,
friction phenomena and ends-of-travels acting on the final ballscrew actuator) are highlighted in the diagram by bold border.

In order to build an efficient model, two important (and
often antithetical) aspects must be considered: the execution
speed of the agorithm and the level of accuracy of the
simulated results (with respect to the real ones).

In the present work, a parameter estimation task is involved
(as shown in previous sections) meaning that the numerical
model will go through an optimization problem and thus the
speed aspect must be privileged. The proposed numerical
model is composed of six blocks representing the different,
physical or functional, components of the actual EMA. Hence,
the Simulink model includes following blocks:

e PID Control Logic (i.e. PID controller with saturated
output and anti-windup);

Controller (simulating the RoboteQ AX1500 controller
behaviors);

Motor (simplified electro-magneto-mechanical model of
the considered DC motor);

Gear box;

Ball screw;

Encoder.

As shown in [7], every block has been modelled starting
from its basic electromechanical equations, but since the
objective is to achieve a model capable of recognizing also
some significant actuator failure modes (e.g. dry friction), it
was decided to model in a suitably simplified way the
electromagnetic aspects and focus instead on mechanical ones.

The considered numerical model is developed from the
monitoring model conceived by the authors for an EMA
model-based prognostic application [4].
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The electro-magneto-mechanical dynamics of the BDC
motor is simulated by means of a classic resistive-inductive
(RL) numerical model.

In particular, it is a 1st order linear model capable of
calculating the moving torque TM as a function of the motor
torque gain GM, of its power supply voltage (Vdcm*|_ref), of
the back emf, of the dynamic characteristics of the RL circuit
and of the saturation of magnetic induction flux.

The dynamics of the mechanical actuation system (rotor of
BCD motor, gear box and ball screw) is represented by a
simplified 1 degree-of-freedom system (obtained assuming an
ideal rigid transmission without elastic deformations or
backlashes). According to [6], it is modelled by means of a
2nd order non-linear numerical model able to simulate the
EMA behavior taking into account the global effects due to
inertia, viscous damping, ball screw ends-of-travel and dry
frictions.

The dry friction torques acting on the actuation system are
simulated by a numerical algorithm which implements the
classica Coulomb's model; in particular, the proposed
algorithm has been devel oped by means of alumped parameter
model based on the Karnopp friction model [10] and suitably
modified as shown in [11].

VI.

The outlined nonlinear third-order model can simulate the
system response, taking into account the effects due to
Coulomb friction, being then potentially able to reproduce
seizure due to ball return jamming or bearing binding/sticking.

PROPOSED PROGNOSTIC ALGORITHM
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Subsequently, its execution speed was tested in order to verify
its suitability for optimization purposes. It must be noted that,
despite being arelatively simplified numerical model, it shows
a good accuracy, guaranteeing a satisfying correspondence
with the experimental data (as reported in the following
sections). The proposed prognostic algorithm performs the
faillure detection/evaluation by means of an optimization
process implemented by means of simulated annealing
algorithm; this process aims to minimize the value of
appropriate objective functions (typicaly related to the
magnitude of the error E(t) calculated comparing together
experimental and numerical data) by acting on well-defined
parameters of the numerical model. In particular, by means of
simulated annealing algorithm, the optimization process
modifies the parameter CSJ, representative of the dry frictions
acting on the EMA numerical model, up to identify its value
that minimizes the abovementioned objective functions. It is
clear that, in this case, the objective function of the
optimization problem is the error generated, for a well-defined
command input (Cmd pos), between the experimental data and
the corresponding model output. Before verifying the actua
ability of the proposed prognostic method to identify and
evaluate friction precursors, the calibration of the numerical
model parameters has been performed. The ideal values of
these parameters have been identified by comparing the
dynamic response of the real system in nominal conditions
(NC: e.g. nominal dry friction level and no other failures) with
that generated by the numerical model, then, identifying the
corresponding objective function (E;y) and, at last, applying
the proposed optimization process to the above parameters.

For instance, in Fig. 7 and 8 the experimental response of
the EMA test bench is compared with the corresponding
dynamic behaviors of the numerical model, putting clearly in
evidence the best match that occurs (between experimental and
simulated data) following of this calibration.

The model thus conceived and calibrated in NC was then
used to estimate the global amount of the dry friction torques
acting on the real EMA. The dynamic response of the real EM
actuation system (subjected to a well-defined system of
frictional actions) is compared with that produced by the
simulation model and, by means of the abovementioned
optimization method, it is calculated the value of the parameter
CSJ that minimizes the error between real and simulated.

It should be noted that this parameter, dimensionally
expressed in Newton-metre (Nm), is a global coefficient
representing the equivalent static frictional torque acting on
the whole EMA. The Simulated Annealing method used by the
proposed prognostic routine to perform the fault estimation is
implemented by means of M atlab Optimization Tool.

It must be noted that these optimizations have been carried
out in condition of unloaded actuator since, within an
operational scenario, these kinds of tests could be performed
on the ground, without any aerodynamic loads, but rather just
with the control surface weight, which is usualy negligible
compared to the actuator's capabilities.
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Fig. 8 EMA actuation speed after optimization

The problem of what type of signal should have been used
to test the optimization algorithm has not a precise solution
and depends strongly by the system's application. In the case
here examined, a sinusoidal linear frequency sweep wave was
chosen as standard input position signal for the parameter
estimation process. In fact, such a signal allows testing, at one
time, awide range of system response frequencies.

For instance, in the low frequency range the stick-dip
motion could be highlighted, enabling the optimization
algorithm to finely tune the friction coefficients of the model
and, at the same time, adapt the other parameters according
aso to the high frequency range, representing more
significantly the system dynamic response. A simple step or
ramp response could not comply with this necessity.

In order to obtain accurate results and assure a quick
algorithm convergence, the tatic friction coefficient CSJ
(varying during the optimization process in order to minimize
the error between experimental data and corresponding
numerical ssimulations) has been limited between a lower and
an upper bound (respectively LB and UB).
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In particular, CSJ can assume values from 0.01 Nm to 1.5
Nm which represent a quite large band given that its initial
value is assumed equal to 0.12 Nm (NC dry frictional torque
provided by motor datasheet) and the corresponding peak
torgue of the motor isworth 1.48 Nm.

In order to test the performance of the proposed method,
different experimental tests have been conducted (with
different time-history input and different levels of failure) that
were then used as input to the optimization process performing
the failure analysis.

For instance, the following section shows the results gained
by the authors in case of experimental system affected by a
friction torque of 0.779 Nm®. In this case, the considered input
is a position command evolving like a sinusoidal linear
frequency sweep wave.

Figures 9 and 10, comparing the dynamic response of the
actual EMA with the corresponding numerical simulation
before and after the optimization, alow evaluating
immediately the effects that this optimization produces on the
behavior of the simulated system. As shown in Fig. 9, before
optimization the numerical model is not able to simulate the
dynamic response of the real "faulty" system (i.e. affected by
the fault in question) but, provided that the calibration of the
model parameters is correct, approximates the real "healthy"
system (i.e. in nominal conditions). The difference between the
real position of the test case and the corresponding non-
optimized numerical model is shownin Fig. 11 (blue curve).

Fig. 10 compares the trend of the instantaneous position of
the experimental "faulty" system (blue line) with that of the
optimized numerical model (green line). Compared to Fig. 9,
Fig. 10 puts in evidence how the optimization process, realized
by means of the Simulated Annealing agorithm, has
significantly reduced the error between experimental and
simulated data (as show in Fig. 11), increasing the accuracy of
the numerical model with respect to the performance of the
"faulty" test-bench. This means that the value of friction torque
CSJ edtimated at the end of the optimization process is
reasonably close to the corresponding real and that, at least for
the considered typology of fault, this approach can be
satisfactorily used to identify / evaluate the failure. Findly,
Fig. 12 shows the diagram of the temperature of the Simulated
Annealing process concerning to the just described case.

4 Of course, the actuator could not be damaged to quickly obtain "real” faulty
data and even less there was enough time to carry out tests aimed at causing
wear or seizure in the system. Hence, an expedient had to be found. As the
MecVel actuator was equipped with an electric power-out safety brake
mounted on the motor's shaft, the authors decided to lower its nominal
voltage (24 V, i.e. brake not engaged) in order to increase the braking
torque applied to the motor and obtain a sort of "seizure" simulation (i.e. a
constant friction torque applied to the motor shaft which can ater its
response). In fact, supplying the brake with 11 V by means of a separate
power supply, a partial braking action is generated and, as a consequence,
the BDC motor exhibits large sticking zones and a much higher delay in
response. In this condition the braking torque applied should be
theoretically equal to 11 V / 24 V -1.7 Nm = 0.779 Nm, given that the
maximum brake torque is 1.7 Nm. These behaviors could then be
assimilated to an incoming failure like a bearing binding which implies an
increase of the friction coefficients.
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Fig. 12 Simulated annealing process temperature diagram

Comparing the results obtained with the proposed method it
is possible to notice how, in this case, the Simulated Annealing
algorithm has found a good solution, estimating a static
friction coefficient CSJ equal to 0.7352 Nm (and, therefore,
very close to the assumed experimental value of 0.779 Nm)
and, therefore, a 5.6% of accuracy®. It is clear that the brake is
heavily affecting the motor's motion causing a significant
increase of the friction torque. This can be considered as a
“limit"* situation. Nevertheless, the simulated annealing
algorithm has found a good solution even if starting from a
totally different initial point. It can be further observed that the
backlash increase is negligible with respect to CSJ and that the
faulty CSJ is approximately half of the nominal brake torque
(1.7 Nm). Specificaly, the resultant 5.6% of accuracy has to
be intended just as a rough estimate since it has been
calculated supposing that the brake was applying 0.779 Nm
but it is not an accurate datum. Finally, the dynamic friction
coefficient has decreased by -53%. Additional investigations,
performed taking into account also the effects due to electrical
noises, analog to digital conversion (ADC) problems, signal
transducers affected by offsets or electrical drifts or
(reasonable) variations of the boundary conditions, have put in
evidence the robustness and the accuracy of this algorithm.

VII.

A model-based damage estimator for an electromechanical
actuation system has been developed and tested under different
operational conditions wusing the Simulated Annealing
optimization algorithm with a MATLAB Simulink model
capable of reproducing the effects of progressive growth of
friction acting on mechanical devices (this is simulated
properly modifying the static friction coefficient CSJ).

The experimental data useful to demonstrate the damage
estimator capabilities have been achieved by means of an
electromechanical system developed for this purpose.

CONCLUSIONS

5 1t must be noted that the resultant 5.6% of accuracy, has to be intended just
as a rough estimate since it has been calculated supposing that the brake
was applying 0.779 Nm, but it is not an accurate datum becauseat the
moment, this valueis only estimated.
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This test-bench is able to feed the physical system with
different type of signals (i.e. step, ramp, sinusoidal and generic
external commands, both in open and closed loop mode),
acquiring the position/speed response to a sinusoidal
frequency sweep input which showed to be effective within the
damage estimation process. The Simulated Annealing proved
to be very effective, as its execution times were fairly
acceptable (a few minutes) for an operational scenario.
However, this method showed a strong dependence of the
results on its initialization settings (i.e. initial temperature,
function tolerance, reannealing interval) and aso on the
variables bounds which have to be chosen carefully, making,
for example, some considerations regarding their physical
limits. In view of the achieved results, this kind of damage
estimator can be considered a very powerful tool for PHM
applications. Hence its devel oping should be further improved.
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Math-statistical Models of Income Distribution:
L-moments and TL-moments and Their
Estimations

Diana Bilkovéa

Abstract—This paper deals with the application of such robust
methods of point parameter estimation, as the methods of L-moments
and TL-moments on economic data. The advantages of these highly
robust parametric estimation methods are aware when applied to
small data sets, especially in the field of hydrology, meteorology and
climatology, in particular considering extreme precipitation. The
main aim of this contribution is to use these methods on large
datasets, and comparison the accuracy of these two methods of
parametric estimation with the accuracy of the method of maximum
likelihood, especially in terms of efficiency of parametric estimation.
The study is divided into a theoretical part, in which mathematical
and statistical aspects are described, and an analytical part, during
which the results of the use of three robust parametric estimation
methods are presented. Total 168 income distributions of the years
from 1992 to 2007 in the Czech Republic (distribution of net annual
income per capita in CZK) were analyzed. There are a total income
distribution for all households of the Czech Republic together and
further the income distributions broken down by gender, job
classification, classification of economic activities, age and
educational attainment. Three-parametric lognormal curves represent
the basic theoretical probability distribution. For all analyzed income
distributions parameters of this model distribution were estimated
using the method of TL-moments, method of L-moments and
maximum likelihood method simultaneously and accuracy of these
methods were then compared.

Keywords—L-moments and TL-moments of probability
distribution, order statistics, quantile function, sample L-moments
and TL-moments.

I. INTRODUCTION

HE advantages of these highly robust parametric

estimation methods are aware when applied to small data
sets, especially in the field of hydrology, meteorology and
climatology, in particular considering extreme precipitation.
The main aim of this contribution is to use these methods on
large datasets, and comparison the accuracy of these two
methods of parametric estimation with the accuracy of the
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method of maximum likelihood, especially in terms of
efficiency of parametric estimation.

There are atotal income distribution for all households of
the Czech Republic together and further the income
distributions broken down by gender, job classification,
classification of economic activities, age and educational
attainment. Three-parametric lognormal curves represent the
basic theoretical probability distribution. For all analyzed
income distributions parameters of this model distribution
were estimated using the method of TL-moments, method of
L-moments and maximum likelihood method simultaneously
and accuracy of these methods were then compared.

L-moments form the basis for a general theory, which
includes the summarization and description of the theoretical
probability distributions, summarization and description of
obtained sample data sets, parameter estimation of theoretical
probability distributions and hypothesis testing of parameter
values for the theoretical probability distributions. The theory
of L-moments includes such established methods such as the
use of order statistics and Gini middle difference and this
leads to some promising innovations in the area of measuring
skewness and kurtosis of the distribution and it provides the
relatively new methods of parameter estimation for individual
distribution. L-moments can be defined for any random
variable whose expected value exists. The main advantage of
L-moments over conventional moments is that the L-moments
can be estimated by linear functions of sample values and they
are more resistant to the influence of sample variability. L-
moments are more robust than conventional moments to the
existence of outliers in the data and they allow better
conclusions obtained on the basis of the small samples of
basic probability distribution. L-moments sometimes bring
even more efficient parameter estimations of parametric
distribution than the estimations acquired using maximum
likelihood method, particularly for small samples.

L-moments have certain theoretical advantages over
conventional moments resting in the ability to characterize a
wider range of distribution and they are more resistant to the -
compared with conventional moments, L-moments are less
prone to estimation bias and approximation by asymptotic
normal distribution is more accurate in finite samples.

Let X be a random variable having a distribution with
distribution function F(x) and quantile function x(F), and let
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X1, X, «.., Xy is @ random sample of sample size n from this
distribution. Then X.,< X2n<...< X, are the order

statistics of random sample of sample size n, which comes
from the distribution of random variable X.

L-moments are analogous to conventional moments. They
can be estimated based on linear combinations of sample order
statistics, i.e. L-statistics. L-moments are an alternative system
describing the shape of the probability distribution.

Il. THEORY AND METHODS

A. L-moments of Probability Distribution

The problem of L-moments is discussed for example in [1]
or [2]. Let X be a continuous random variable that has a
distribution with distribution function F(x) and the quantile
function x(F). Let X, < Xpn<...<X,, be the order

statistics of random sample of sample size n, which comes
from the distribution of random variable X. L-moment of the
r-th order of random variable X is defined

r-1

1 (71)1~(r;1j~E(xr,,~;,)y r=12,..

r @

hr=

=

The expected value of the r-th order statistic of random
sample of sample size n has the form

1

n! r-1 n-r,
m'{X(F)'[F(X)] [1-F)I" TTdF(x).

2

E(X )=

If we substitute equation (2) into equation (1), we obtain after
adjustments

©)

hr = [X(F)-PE_i[FOIAF(x), r=1,2,.,

0

where
PIIF(]=5p;, [FXT and pi‘_,:(—l)""-[;j-(r;‘j, 4)

and p¥*[F(x)] is the r-th shifted Legendre polynomial. We also
obtain substituting expression (2) into expression (1)

'-(r }1]-7“ - jri!l)!‘j!-Ix(F)~[F(x)]”j’1-[1— FOIdF(x), r=1,2,...
()

The letter ,,L* in title ,,L-moments* stresses that the r-th L-
moment A, iS a linear function of the expected value of a
certain linear combination of order statistics. Own estimation
of the r-th L-moment A, based on the obtained data sample is
then a linear combination of order data values, i.e. L-statistics.
The first four L-moments of the probability distribution are
now defined

1

h=E(X12) = [X(F)dF(x),

0

(6)
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w%E(xM—x1;2)=ix(F)4[2F(x)—1]dF(x), )
xf%E(xm—zx 2t xm):ix(F)-{etme—6F(x>+1}d F(x), 8
M%E(x 04— 3X 343X 20— X1.,) =ix(F)»{ZO[F(x)P—30[F(x)12+12[F(x)] ~BdF(x).
©)

The probability distribution can be specified by its L-
moments, even if some of its conventional moments do not
exist, but the opposite is not true. It can be proved that the first
L-moment A; is the location characteristic, the second L-
moment 2, is the variability characteristic. It is often desirable
to standardize higher L-moments A, r>3, so that they are
independent on specific units of the random variable X. The
ratio of L-moments of the r-th order of random variable X is
defined

L2

3,4,... (10)

Tr

We can also define a function of L-moments, which is
analogous to the classical coefficient of variation, i.e. the so
called L-coefficient of variation

(11)

The ratio of L-moments t3 is the skewness characteristic
and the ratio of L-moments 1, is the kurtosis characteristic of
the corresponding probability distribution. Main properties of
the probability distribution are very well summarized by the
following four characteristics: L-location A, L-variability A5,
L-skewness 13 and L-kurtosis t,. L-moments A; and Ay, L-
coefficient of variation t and ratios of L-moments t3and 14 are
the most useful characteristics for summarization of
probability distribution. Their main properties are: existence
(if the expected value of the distribution exists, then all its L-
moments exist) and uniqueness (if the expected value of the
distribution exists, then L-moments define the only one
distribution, i.e. no two distributions have the same L-
moments. Using equations (6)—(9) and equation (10) we
obtain the expressions for L-moments, respectively for the
ratios of L-moments for the case of chosen probability
distributions, see Table I.

B. Sample L-moments

L-moments are usually estimated by random sample
obtained from an unknown distribution. Since the r-th L-
moment A, is a function of the expected values of order
statistics of a random sample of sample size r, it is natural to
estimate it using the so-called U-statistic, i.e. the
corresponding function of sample order statistics (averaged
over all subsets of sample size r, which may be formed from
the obtained random sample of sample size n).
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Table I. Formulas for the Distribution Function or Quantile

Table I. Continuation

Function, and for L-Moments and Ratios of L-Moments of
Chosen Probability Distributions

Distribution function

Distribution function ]
o F(x) or quantile L-moments and ratios
Distribution unction x(F) of L-moments
m=ap
. s l"((x + %j
_ B e t s
Gamma F(x)—%- _([ t 1»exp(*EJ he=mzP (o)
1)
13=611(at, 200) — 3
3

o F(x) or quantile L-moments and ratios
Distribution unction x(F) of L-moments
A= o+p
)
Uniform X(F)=a+ (b a)-F(9) =P
13:0
=0
nm=g+a
o
272
Exponential | X(F)=¢&-o-In[1-F(x)] . 1
°3
1
Ta = 6
m=E&+e-a
Nt ha=0a-In2
Gumbel X(F)=&—-a-In[-InF(x)] 1320,1699
14 = 0,1504
n=¢
FO) A2 =0
Logistic x(F):g+a-lnl_F(X) 13=0
1
Ta = 6
M=H
)\.2:1'[71'6
Normal F(0 :«p[m} 73=0
° =307 (tany2) - 9=0,1226
o
M—ier
o
M= K2k
Generalized 11 Ff (L+k)-2+k)
Pareto X(F) =g+ o= _1-k
B34k
_1-k)-2-k)
"Bk (4+K)
M:gm,w
—k
pye. 072 )kl‘(1+k)
Generalized K —k
extreme value X(F):ngq.M Ta:w,g
k 1-27*
1-62%+103% 547"
s
1-2
M:‘&ra‘l—r(hi)vr(l—k)
. re=a-T(L+k)T(L-k)
1-F(x)
_ { F0 } wek
Generalized | *x(F)=&+a————= 1+5k?
logistic 4=

6
2
——
2
S
2

xz=exp[u+ }erf(gj
F(X):q,{ln[x(':)—é]—u} 2
c

2
Lognormal Jerf (L}GXP (=xAd

Source: [13]; own research
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Let X4, X5, ..., X, iS the sample and X1:n < X2:n < o < Xpon

is order sample. Then the r-th sample L-moment can be
written as

-1
r-1 R -1
| (“) Sy .3 %z«nl‘[r. }xm;n, r=1,2,..,n. (12)
r r 1<ii<iz<..<ir<n i-o ]

Hence the first four sample L-moments have the form

o (13)
|2:1.[nJ 1.22 (X~ Xii: ),
212) S A (14)
|3=3~[”]71~zzz (X - 2X %
38 s ke (15)
|4:3-[n]71-zzzz (X -3 +3x,_- x )
4 (4 i>j>k>l tn kn ken Tl (16)

U-statistics are widely used especially in nonparametric
statistics. Their positive properties are: absence of bias,
asymptotic normality and some slight resistance due to the
influence of outliers.

When calculating the r-th sample L-moment it is not
necessary to repeat the process over all sub-sets of sample size
r, but this statistic can be expressed directly as a linear
combination of order statistics of a random sample of sample
size n.

If we thing the estimation of E(X,) obtained using U-
statistics, this estimation can be written as r -b,_;, where

,1_1 n j—1
br:%'[nr J L [Jr J'Xi:nn (17)
j=r+1
namely
1 n
o= Z Xjn: (18)
j=1
1.2 (-9
b=p’ Xjen (19)
1 n 22 (n-1) e
10 (i-D(G-2)
ISR R (20)

therefore generally

n Ix(p, q) is incomplete beta function
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(-D-2-i-0)

jin-

s (21)

b L 0-D)-(0-2) o (n-1)

The first four sample L-moments can be therefore written as

l1=bo. (22)
12=2b;~bo, (23)
13=6b,—6b;+bo, (24)
l4=20by—30b, +12b; —ho. (25)

Table Il. Formulas for Estimations of Parameters Taken by
the Method of L-Moments of Chosen Probability
Distributions

Distribution Parameter estimation
Exponential (Eknown) & =1,
=
Gumbel In2
=l e
. a=I
Logistic L2
& = |1
R 1
Normal o=mnzl,
p=ly
(& known)
Generalized k=b_,
Pareto Iz
a=(1+k)-l
2 In2
1= _In2
3+t; In3
k =7,85007 + 2,95547°
Generalized . Ik
extreme value L A
@-27%-r@a+k)
§A=II+&'F(1+Ak)—l
K
k=—tg
f N I2
Generalized G=—2
logistic C(1+k)-C(A-k)
Bop . l2—a
=l
8 (1+ty)
7= 12 .o 3
3% 2
&=0,999 2817 — 0,006 118 2>+ 0,000127 2°
Lognormal TR &2
erf[gJ 2
2
.5
E=1y- exp[u + 7)
(& known)
(ke
I1
2
if O<t<, then: z=mt
Gamma 2 1-0,30802

00581272+ 0,017 657°
z=1-t
_ 0,72132 -0,50472°
T1-2,18177 +1,211372

B:I

if%£t<1,then:

=

|

Source: [13]; own research

2@ !() is quantile function of standardized normal distribution
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We can therefore write generally

roox
|r+1:l§)pr,kbk' r=0,1,..,n-1, (26)

where

_ !
KD-(r k)t

pik:(fl)rik'{l:]'{rsz (27)

Use of sample L-moments is similar to the use of sample
conventional L-moments. Sample L-moments summarize the
basic properties of the sample distribution, which are the
location (level), variability, skewness and kurtosis. Thus,
sample L-moments estimate the corresponding properties of
the probability distribution from which the sample comes, and
they can be used in estimating the parameters of the relevant
probability distribution. L-moments are often preferred over
conventional moments within such applications, since, as the
linear functions of sample values, sample L-moments are less
sensitive to sample variability than conventional moments, or
to measurement errors in the case of extreme observations. L-
moments therefore lead to more accurate and robust
estimations of parameters or characteristics of the basic
probability distribution.

Sample L-moments have been used previously in the
statistics, although not as part of a unified theory. The first
sample L-moment |; is a sample L-location (sample average),
the second sample L-moment I, is a sample L-variability.
Natural estimation of the ratio of L-moments (10) is the
sample ratio of L-moments

Yeolaa (28)

Hence t; is a sample L-skewness and t4 is a sample L-kurtosis.
Sample ratios of L-moments t; and t; may be used as
characteristics of skewness and kurtosis of the sample data set.

Gini middle difference relates to the sample L-moments and
it has the form

B
G:(;) Z.?, (Xi:n=Xj:n)

and Gini coefficient, which depends only on a single
parameter ¢ in the case of two-parametric lognormal
distribution, but it depends on the values of all three
parameters in the case of three-parametric lognormal
distribution. Table Il presents the expressions for parameter
estimations of chosen probability distributions obtained using
the method of L-moments. For more details see for example
[3]-[14].

(29)
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C. TL-moments of Probability Distribution

An alternative robust version of L-moments will be
introduced now. This modification of L-moments is called the
Hirimmed L-moments” and it is noted TL-moments. In this
modification of L-moments the expected values of order
statistics of random sample in the definition of L-moments of
probability distributions are replaced with expected values of
order statistics of larger random sample and the sample size
grows in such a way that it corresponds to the total size of the
adjustment, as shown below.

TL-moments have certain advantages over conventional L-
moments and central moments. TL-moment of probability
distribution may exist even if the corresponding L-moment or
central moment of this probability distribution does not exist,
as it is the case of Cauchy distribution. Sample TL-moments
are more resistant to outliers in the data. Method of TL-
moments is not intended to replace the existing robust
methods, but rather as their supplement, especially in
situations where we have outliers in the data.

In this alternative robust modification of L-moments the
expected value E(X.jr) is replaced by the expected value
E(Xr+t;—j : r+ty+t,). Thus, for each r we increase the sample
size of random sample from the original r to r + t; +t, and we
work only with the expected values of these r modified order
statistics  Xty+1.r+t;+t, Xty+2.r+ty+tp, ..., Xty+r.r+ti+t, by
trimming the t; smallest and the t, largest from the conceptual
sample. This modification is called the r-th trimmed L-

moment (TL-moment) and it is marked 7t Thus, TL-
moment of the r-th order of random variable X is defined

At = Z( ! [ : ]E(X r+t—jir+tieta 1=12,.. (30)

It is evident from the expressions (30) and (1) that TL-
moments reduce to L-moments where t; = t, = 0. Although we
can also consider applications where the adjustment values are
not equal, i.e. t; #t;, we focus here only on the symmetric
case t; = t,=t. Then the expression (30) can be rewritten

x(t),l i(_l)j. r-1 -E(X ; ), r=1,2
Ty j r+t—jir+2t), F=4 4,0

j=0

31)

Thus, for example 31 = E(X 1,.1,20) IS the expected value of
the median of the conceptual random sample of sample size
1+ 2t. It is necessary to note here that ) is equal to zero for

distributions that are symmetrical around zero.
The first four TL-moments have the form fort=1

il) = E(X 2;3), (32)

1
X(zl):EE(X 34~ X2:4) (33)

1
Kgl)ng(X 45— 2X 35+ X 2:5), (34)
1
xﬁl):ZE(x 5.6~ 3X 4.6+ 3X 3.6 — X 2:6)- (35)
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Measurements of location, variability, skewness and kurtosis
of the probability distribution analogous to conventional L-

moments (6)—(9) are based on 3, A&, 2P a 1P .

Expected value E(X;.,) can be written using the formula (2).
Using equation (2) we can re-express the right side of
equation (31)

()

(r+2t)!

t)
W (Tt DL ) ]

LSy

i=

jx(F) [FOOI I - F)I* T dF(x),r=1,2,.

(36)

r

It is necessary to notify here that () =3, represents normal

the r-th L-moment with no adjustment.
Expressions (32)—(35) for the first four TL-moments (t = 1)
may be written in an alternative manner

249 =6 [ X(F)-[F(0]-[1- F(01d F(x), @37

0
1) =6 [ x(F)-[F (0] -[1- FOO]-2F (0 -1 d F(x), (38)
w;)=?° [ X(F)-F 00111 FOO1-{5IF (1 =5 F () + Bd F(x), (39)

0

735 [ X(F)-TF (01-[1 = F (01 -141F (0T = 21[F ()% + 9[F ()] -2 d F (x).

(40)

Distribution may be identified by its TL-moments, although
some of its L-moments and conventional moments do not exit.
For example ;® (the expected value of median of conceptual
random sample of sample size three) exists for Cauchy
distribution, although the first L-moment A; does not exit.
TL-skewness ) and TL-kurtosis ) can be defined

analogously as L-skewness t3 and L-kurtosis t,

a
(O
P55 (41)
1)
y_ M) 42
TS kgt) . ( )
D. Sample TL-moments
Let Xg, X, ..., Xn IS the sample and x;n < xon < .. < Xpen 1S
order sample. The expression
E(Xj+tj+l+1)_( i ]'i(i}l]'[nl_i]%i:n (43)

jHI+1

is considered to be an unbiased estimation of the expected
value of the (j + 1)-th order statistic Xj.1j+1+1 in the conceptual
random sample of sample size (j + | + 1). Now we assume that
in the definition of the TL-moment , ® in (31) we replace the

expression E(X,+,r+2t ) by its unbiased estimation
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(44)

ij-é(uij_l]-[?; i

E(X r+t7j:r+2t) =
[r +2t

which is obtained by assigning j >r+t—j -1l al—-t+]j
in (43). Now we get the r-th sample TL-moment

1 r-1 S (r=1)\ -
|g):?'zo(71)1'[ j J'E(X r+t—j:r+2t)' r=1,2,..n-2t (45)
=

14 S(r-1 1 n i-1 n—i
|£‘)=;-JZ:S‘(—1)'»[ i )[ - ]-;[Mjl}[uj}m;n, r=1,2,...n-2t,
(46)

which is an unbiased estimation of the r-th TL-moment » ®.

Note that for each j=0, 1, ..., r — 1 the values x;, in (46) are
not equal to zero only for r + t—j < i<n—t—j relative to the
combination numbers. Simple adjustment of equation (46)
provides an alternative linear form

=t C(r-1 i—-1 n—i
_1)i. )
gL

I izrst n
r+2t

For example, we obtain for the first sample TL-moment for
r=1

(47)

Xi:n-

n-t

t t

|£)= Z WE;L‘ Xi:no
i=t+1

(48)

where the weights are given by

n— n
2t+1

The above results can be used to estimate TL-skewness .0

(49)

and TL-kurtosis ) by simple ratios

t® = [ (50)
3 I(Zt) ’
I(t)

O (51)
4 Ig)

We can choose t=no representing the amount of
adjustment from each end of the sample, where a is a certain
ratio, where 0 <a <0,5.

Table 1ll contains the expressions for TL-moments and
ratios of TL-moments and expressions for parameter
estimations of chosen probability distributions obtained using

ISBN: 978-1-61804-287-3

the method of TL-moments (t = 1), more see for example in

[15].

Table I11. Formulas for TL-Moments and Ratios of TL-
Moments and Formulas for Estimations of Parameters Taken
by the Method of TL-Moments of Chosen Probability
Distributions (t = 1)

TL-moments and ratios of Parameter
Distribution TL-moments estimation
MY =
(O - @
Normal 1y’ =02870 p=li
©=0 . 1
P =0,062 0,297
=
. - =1
Logistic Ay’ =0,5000 s '1(1)
D=0 =2l
P =0,083
1
h§ =n - @
Cauchy 25 =06980 Rl
.
o= =2
3’ =0 °~ 0,698
9 =0,343
5a
A= -
=2
Exponential 5 5@
ORI a=—1-
3 9 5
1
121) = E

Source: [12]; own research

E. Maximum Likelihood Method

Let the random sample of sample size n comes from three-
parametric lognormal distribution with probability density
function

_In(x=0)-p)?
202 '

X>0,

1
G’ 8) T e Jan
(x=0)-/2n (52)

=0, else,

where —o < < o0, 62 > 0, —0 < 0 < oo are parameters. Three-
parametric lognormal distribution is described in detail for
example in [8], [9], [11] or [12].

The likelihood function then has the form

L(X; , 02, 0) =1 f (xi; p, 02, 0) =
i=1

. W DG -0 )—u]z} (53)
o ==L

= exp
)" @™ 2T (x - 6) {'1 20
i=1

2

We determine the natural logarithm of the likelihood function

| . _ 12
INL(X; u, o2, 0) = i*M—QInGZ—QIH(Zn)f TIn(xi—0).
i1 2a? 2 2 i1

(54)
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We put the first partial derivations of the logarithm of the
likelihood function according to p and o in the equality to
zero. We obtain a system of likelihood equations

oInL(x;p, 02,0) _ ii['n(Xi—e)—H]

ﬁ (55)
op

=0,

o2

SN (xi — 0 ) — u2
a|nL(X;p_,02’9):i:21[ﬂ(X| 6)-Hl

862

=0. (56)

26* 262

After adjustment we obtain maximum likelihood estimations
of the parameters p and o° for the parameter 0

R %In (xi—9)
(6) = =——, (57)
n 2
) iZl[ln(xi—e )~ 1(O)]
& (0) =— : (58)

n

If the value of the parameter 0 is known, we get maximum
likelihood estimations of the remaining two parameters of
three-parametric lognormal distribution using equations (57)
and (58). However, if the value of the parameter 6 is
unknown, the problem is more complicated. It can be proved
that if the parameter 6 closes to min{X; X, _ X,}, then the
maximum likelihood approaches to infinity. The maximum
likelihood method is also often combined with Cohen method,
where we put the smallest sample value to be equal to the
100- (n + 1)~ *-percentage quantile

Ximin = 0 TEXP (L +& “Unagy2)- (59)
Equation (59) is then combined with a system of equations
(57) and (58).

For solving of maximum likelihood equations (57) and (58)

it is also possible to use 0 satisfying the equation

n Z\I
> xi-6) (60)
n n i=1 _
RO
where
v InGi—9 ) -1
A 61
Zj &(9) ( )

where {1(0) and &(0) satisfy equations (57) and (58) with the

parameter 0 replaced by 0. We may also obtain the limits of
variances

- 2-exp(2p)
n-D(6) = < :
(0'[03'(1 +02)726271} (62)
2.1 2 _ o452
n-D([l):G [03(1 +6)-207] (63)

: ,
04 1692071
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B N R

n-D(c) = 5 .
o +0°)-202-1

(64)

I1l. Di1SCUSSION AND RESULTS

In the past L-moments were mainly used in hydrology,
climatology and meteorology in the research of extreme
precipitation, see for example [14]. There are mainly small
data sets in this cases. This study presents an application of L-
moments and TL-moments on large sets of economic data,
Table IV presents the sample sizes of obtained sample sets of
households.

The researched variable is the net annual household income
per capita (in CZK) within the Czech Republic (nominal
income). The data obtained come from a statistical survey
Microcensus — years 1992, 1996, 2002, and statistical survey
EU-SILC (The European Union Statistics on Income and
Living Conditions) — the period 2004-2007, from the Czech
Statistical Office. Total 168 income distributions were
analyzed this way, both for all households of the Czech
Republic together and also broken down by gender, country
(Bohemia and Moravia (including Silesia), see Fig. 1), social
groups, municipality size, age and the highest educational
attainment, while households are classified into different
subsets according to the head of household, which is man in
the vast majority of households. Sharply smaller sample sizes
for women than for men in Table IV correspond to this fact.
Head of household is always a man in two-parent families of
the type the husband and wife or two partners, regardless of
the economic activity. In single-parent families of the type
only one parent with children and in non-family households,
where persons are not related by marriage or by union partner,
nor parent-child relationship, the first decisive criterion for
determining the head of household is the economic activity
and the second aspect is the amount of money income of
individual household members. This criterion also applies in
the case of more complex types of households, such as the
case of joint management of more than two-parent families.

The parameters of three-parametric lognormal curves were
estimated simultaneously using three robust methods of
parametric estimation, namely the method of TL-moments, the
method of L-moments and the maximum likelihood method
and accuracy of these methods were compared with each other
using the familiar test criterion

. 2
X2=§ (nj - nm) , (65)
i=1 N7

where n; are the observed frequencies in individual income
intervals, m; are the theoretical probabilities of belonging of
statistical unit to the i-th interval, n-m; are the theoretical
frequencies in individual income intervals, , i=1,2, ...,k nis
the total sample size of the corresponding statistical set and
k is the number of intervals.
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Table IVV. Sample sizes of income distributions broken down by relatively homogeneous categories

Year
3 Set 1992 1996 2002 2004 2005 2006 2007
S = | Men 12,785 21,590 5,870 3,203 5,456 7,151 8,322
© Women 3,448 6,558 2,103 1,148 2,027 2,524 2,972
= Czech Republic 16,233 28,148 7,973 4,351 7,483 9,675 11,294
3 2 | Bohemia 9,923 22,684 5,520 2,775 4,692 6,086 7,074
© Moravia 6,310 5,464 2,453 1,576 2,791 3,589 4,220
Lower employee 4,953 4,963 1,912 1,068 1,880 2,385 2,811
%‘ Self-employed 932 1,097 740 391 649 802 924
) Higher employee 3,975 4,248 2,170 1,080 1,768 2,279 2,627
% Pensioner with s EA 685 594 278 178 287 418 493
3 Pensioner without EA 4,822 4,998 2,533 1,425 2,577 3,423 4,063
Unemployed 189 135 172 131 222 258 251
S o 0-999 inhabitants 2,458 3,069 999 727 1,164 1,607 1,947
'S & | 1,000-9,999 inhabitants 4,516 4,471 2,300 1,233 2,297 3,034 3,511
S 2 | 10,000-99,999 inhabitants 5,574 5,755 2,401 1,508 2,655 3,347 3,947
= 100,000 and more inhabitants 3,685 2,853 2,273 883 1,367 1,687 1,889
To 29 years 1,680 2,809 817 413 627 649 827
© From 30 to 39 years 3,035 4,718 1,398 716 1,247 1,620 1,655
5 From 40 to 49 years 3,829 6,348 1,446 738 1,249 1,609 1,863
From 50 to 59 years 2,621 5,216 1,642 919 1,581 2,051 2,391
From 60 years 5,068 9,057 2,670 1,565 2,779 3,746 4,558
o Primary 9,302 15,891 3,480 553 940 1,183 1,385
§ - Secondary 4,646 3,172 2,493 3,186 5,460 7,168 8,371
3 Complete secondary 1,951 6,356 1,129 118 282 266 319
w Tertiary 334 2,729 871 494 801 1,058 1,219

However, the question of the appropriateness of the model
curve for income distribution is not quite common
mathematical and statistical issue in which we test the null
hypothesis

Ho: The sample comes from the assumed theoretical

distribution
against the alternative hypothesis

Hi: non Hy,
because in goodness of fit tests in the case of income
distribution we meet frequently with the fact that we work
with large sample sizes and therefore the tests would almost
always lead to the rejection of the null hypothesis. This results
not only from the fact that with such large sample sizes the
power of the test is so high at the chosen significance level
that the test uncovers all the slightest deviations of the actual
income distribution and a model, but it also results from the
principle of construction of the test. But practically we are not
interested in such small deviations, so only gross agreement of
the model with reality is sufficient and we so called “borrow”
the model (curve). Test criterion x? can be used in that
direction only tentatively. When evaluating the suitability of
the model we proceed to a large extent subjective and we rely
on experience and logical analysis.

Method of TL-moments provided the most accurate results
in almost all cases, with the negligible exceptions. Method of
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L-moments results as the second in more than half of the
cases, although the differences between the method of L-
moments and maximum likelihood method are not distinctive
enough to turn in the number of cases where the method of L-
moments came out better than maximum likelihood method.
Table V is a typical representative of the results for all 168
income distributions. This table provides the results for the
total household sets in the Czech Republic. It contains the
estimated values of the parameters of three-parametric
lognormal distribution, which were obtained simultaneously
using the method of TL-moments, method of L-moments and
maximum likelihood method, and the value of test criterion
(65). This is evident from the values of the criterion that the
method of L-moments brought more accurate results than
maximum likelihood method in four of seven cases. The most
accurate results were obtained using the method of TL-
moments in all seven cases.

The estimation of the value of the parameter 6 (beginning
of the distribution, theoretical minimum) obtained using the
maximum likelihood method is negative in 1992 and 2005-
2007. This mean that three-parametric lognormal curve gets
into negative values initially its course in terms of income.
Since at first the curve has very tight contact with the
horizontal axis, it does not matter good agreement of model
with real distribution.
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Table. V. Parameter estimations of three-parametric lognormal curves obtained using three various robust methods of point
parameter estimation and the value of %° criterion

Maximum likelihood method
Method of TL-moments Method of L-moments
Year u o’ 0 0 o’ 0 1 o’ 0
1992 9.722 0.521 14,881 9.696 0.700 14,491 10.384 0.390 -325
1996 10.334 0.573 25,981 10.343 0.545 25,362 10.995 0.424 52.231
2002 10.818 0.675 40,183 10.819 0.773 37,685 11.438 0.459 73.545
2004 10.961 0.552 39,899 11.028 0.675 33,738 11.503 0.665 7.675
2005 11.006 0.521 40,956 11.040 0.677 36,606 11.542 0.446 -8.826
2006 11.074 0.508 44,941 11.112 0.440 40,327 11.623 0.435 -42.331
2007 11.156 0.472 48,529 11.163 0.654 45,634 11.703 0.421 -171.292
Criterion Criterion Criterion y*

1992 739.512 1,227.325

1996 1,503.878 2,197.251
2002 998.325

2004 494.441
2005 731.225 995.855
2006 831.667 1,067.789

1,050.105 1,220.478

Source: Own research

Fig. 1. Map of the Czech Republic (Bohemia and Moravia)

Source: www.google.cz
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Fig. 2. Model probability density functions of three-parametric lognormal curves in 1992 with parameters estimated using three

various robust methods of point parameter estimation
Source: Own research
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Fig. 3. Model probability density functions of three-parametric lognormal curves in 2004 with parameters estimated using

three various robust methods of point parameter estimation
Source: Own research
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Fig. 4. Model probability density functions of three-parametric lognormal curves in 2007 with parameters estimated using three

various robust methods of point parameter estimation
Source: Own research
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Fig. 8. Development of probability density function of three-parameter lognormal curves with parameters estimated using the
maximum likelihood method
Source: Own research
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Fig. 9. Model ratios of employees by the band of net annual household income per capita with parameters of three-parametric

lognormal curves estimated by the method of TL-moments in 2007
Source: Own research
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Fig. 10. Model ratios of employees by the band of net annual household income per capita with parameters of three-

parametric lognormal curves estimated by the method of L-moments in 2007

Source: Own research
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Fig. 11. Model ratios of employees by the band of net annual household income per capita with parameters of three-

parametric lognormal curves estimated by the maximum likelihood method in 2007

Source: Own research
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Fig. 12. Sample ratios of employees by the band of net annual household income per capita in 2007

Figs. 2-4 allow the comparison of these methods in terms
of model probability density functions in choosing years
(1992, 2004 and 2007) for the total set of households
throughout the Czech Republic together. It should be noted at
this point that other scale is on the vertical axis in Fig. 2 than
in Figs. 3 and 4 for better legibility, because income
distribution just after the transformation of the Czech
economy from a centrally planned to a marked economy still
showed different behaviour (lower level and variability,
higher skewness and kurtosis) than the income distribution
closer to the present. It is clear from these three figures that
the methods of TL-moments and L-moments bring the very
similar results, while the probability density function with the
parameters estimated by maximum likelihood method is very
different from model probability density functions constructed
using the method of TL-moments and the method of L-
moments.

Fig. 5 also provides some comparison of the accuracy of
these three methods of point parameter estimation. It
represents the development of the sample median and the
theoretical medians of lognormal distribution with parameters
estimated using the method of TL-moments, method of L-
moments and maximum likelihood method in the researched
period again for the total set of households of the Czech
Republic. It is also clear from this figure that the curve
representing the course of the theoretical medians of
lognormal distribution with parameters estimated by methods
of TL-moments and L-moments are more tightly to the curve
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Source: Own research

showing the course of sample median compared with the
curve representing the development of theoretical median of
lognormal distribution with parameters estimated by
maximum likelihood method.

Figs. 6-8 show the development of the model probability
density functions of three-parametric lognormal distribution
again with parameters estimated using three researched
methods of parameter estimation in the analysed period for
total set of households of the Czech Republic. Also, in view of
these figures income distribution in 1992 shows a strong
difference from the income distributions in next years. Also
here, we can observe a certain similarity of the results taken
using the methods of TL-moments and L-moments and
considerable divergence of the results obtained using these
two methods of point parameter estimation from the results
obtained using the maximum likelihood method.

Figs. 9-11 then represent the model relative frequencies
(in %) of employees by the band of net annual household
income per capita in 2007 obtained using three-parametric
lognormal curves with parameters estimated by the method of
TL-moments, method of L-moments and maximum likelihood
method. These figures also allow some comparison of the
accuracy of the researched methods of point parameter
estimation compared with Fig. 12, where are the really
observed relative frequencies in individual income intervals
obtained from a sample.
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IV. CONCLUSION

Relatively new class of moment characteristics of
probability distributions were here introduced. There are the
characteristics of location (level), variability, skewness and
kurtosis of probability distributions constructed using L-
moments and TL-moments that are robust extension of L-
moments. Own L-moments have been introduced as a robust
alternative to classical moments of probability distributions.
However, L-moments and their estimations lack some robust
features that belong to TL-moments.

Sample TL-moments are linear combinations of sample
order statistics, which assign zero weight to a predetermined
number of sample outliers. Sample TL-moments are unbiased
estimations of the corresponding TL-moments of probability
distributions. Some theoretical and practical aspects of TL-
moments are still the subject of research or they remain for
future research. Efficiency of TL-statistics depends on the

choice of o, for example, |9 |® 1) have the smallest

variance (the highest efficiency) among other estimations for
random samples from normal, logistic and double exponential
distribution.

The above methods can be also used for modeling the wage
distribution or other analysis of economic data (among other
methods, see for example [16] or [17]).
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Stability breakdown along a line of equilibria in
nonlinear circuits with memristors

Ricardo Riaza

Abstract—The design in 2008 of a device with a memristive
characteristic has had a great impact in electronics, specially at the
nanometer scale. This device, whose existence was predicted by Leon
Chua in 1971 for symmetry reasons, is governed in a flux-controlled
setting by a relation of the form 7 = W (p)v, and systematically leads
to the presence of non-isolated equilibria. In this communication we
examine how the stability of such manifolds of equilibria may break
down when normal hyperbolicity fails. This phenomenon may be due
to the transition of an eigenvalue either through the origin or through
infinity. Our approach is a graph-theoretic one, aiming at the analysis
of such phenomena in terms of the topology of the digraph underlying
the circuit.

Keywords—Nonlinear circuit, memristor, equilibrium, stability,
normal hyperbolicity, bifurcation.

I. INTRODUCTION

EMRISTORS are electronic devices defined by a

charge-flux characteristic. Their existence was pre-
dicted for symmetry reasons by Leon Chua in 1971, since
resistors, capacitors and inductors are defined by voltage-
current, charge-voltage and flux-current relations, respectively.
The charge-flux characteristic was the only one lacking in
this set of relations, since the charge-current and the flux-
voltage pairs are related by the electromagnetic laws ¢’ = i,
¢’ = v. The design of such a memory-resistor or memristor
at the nanometer scale announced by an HP team in 2008 [1]
has driven a lot of attention to these devices. The flux-charge
relation may have either a charge-controlled form ¢ = ¢(q)
or a flux-controlled one ¢ = o(p) [2]. We will focus on the
latter but dual results apply to the charge-controlled case.

Applications of memristors and other memory devices are
being reported in many fields: see [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12], [13], [14], [15], [16], [17] and references
therein. In particular, a significant impact in industry is ex-
pected to happen in the near future because of the use of
memristors in non-volatile memory design. Not only from the
point of view of applications but also from a mathematical
perspective this device poses challenging problems. In this
communication we focus on stability problems related to the
systematic presence of manifolds of non-isolated equilibria
in circuits including this device. These problems will be
addressed in Section III, after compiling some introductory
material on Section II. Finally, some concluding remarks can
be found on Section II.

R. Riaza is with the Departmento de Matematica Aplicada a las TIC, ETSI
Telecomunicacion, Universidad Politécnica de Madrid, 28040 Madrid, Spain.
ricardo.riaza@upm.es
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II. MEMRISTIVE CIRCUITS
A. The memristor

As indicated above, a flux-controlled memristor is defined
by a nonlinear, differentiable relation

q=0o(p);

time derivation yields, by means of the identities ¢’ =14, ¢’ =
v, the current-voltage characteristic

i=W(p)v, (1)

where W (p) = o'(p) is the memductance. The dual case is
defined by a flux-charge relation ¢ = ¢(q) which yields a
voltage-current characteristic of the form

v = M(q)i, 2

where M(q) = ¢'(q) is the so-called memristance. Note that
(2) is reminiscent of Ohm’s law, but the “resistance” M (q)
now depends on the charge ¢, which is the time-integral of
the current ¢; for this reason the device’ characteristic keeps
track of its own history. The name memristor, which is an
abbreviation of memory-resistor, comes from this remark [2].
Similar remarks apply to the flux-controlled case defined by
(1); this form will be assumed throughout the document.

B. Branch-oriented modelling of memristive circuits

For the sake of simplicity we will focus the attention
on a restricted class of memristive circuits, just including
flux-controlled memristors, voltage-controlled resistors, and
capacitors. We will refer to these as WGC-circuits. Dual
devices (charge-controlled memristors, current-controlled re-
sistors, and inductors) as well as voltage and current sources
are precluded in order to keep the discussion as simple as
possible, but the results may be proved to hold in general. The
essential mathematical aspects of the discussion are already
present in WGC-circuits. To focus on cases with a one-
dimensional manifold (that is, a line) of equilibria we will
further assume that the circuit has a unique memristor.

Such circuits can be described by the differential-algebraic
model (cf. [18], [19])

Om = Um (3)
C(“C)”é = i 4
0 = Bpvn,+ Beve + Broy ®))

0 QW (m)Vm + Qcic + Qrg(vr).  (6)

Here the subscripts m, ¢, r correspond to memristors, capaci-
tors and resistors; C'(v,.) is the incremental capacitance matrix,
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and i, = g(v,) is the current-voltage characteristic of resis-
tors, which is assumed to be differentiable; the incremental
conductance matrix is then G(v,) = ¢'(v,). Note that (3)-(6)
is a branch-oriented model (cf. [18]) which uses a description
of Kirchhoff laws in the form Bv = 0, Qi = 0 in terms of
reduced loop and cutset matrices B and (). The columns of
these matrices are split according to the nature of the different
devices, so that B = (B,, B. B;), @ = (Qm Q. Q)
(find details in [18], [20]).

Working scenario. Both C(v.) and G(v,) are assumed to be
positive definite everywhere; in circuit-theoretic terms, this
means that capacitors and resistors are strictly locally passive.
We also assume that g(0) = 0, and focus the analysis on the
line of equilibria defined by the vanishing of the right-hand
side of (3)-(6) when v,, = i, = v, = v, = 0, in order to
examine the qualitative behavior of the system as the variable
©m changes along this line. Specifically, we will assume that
W(0) = 0 and W’(0) # 0, so that the memristor becomes
active as ¢,,, undergoes the null value. Recall that a memristor
is said to be strictly locally passive (resp. active) at a given
value of ¢ if W () > 0 (resp. W(y) < 0).

The vanishing of W may lead to the loss of normal
hyperbolicity of the line of equilibria described above. An
m-dimensional manifold of equilibrium points in an n-
dimensional system is said to be normally hyperbolic if n—m
eigenvalues of the linearization are away from the imaginary
axis [21]: note that m eigenvalues necessarily vanish because
of the presence of an m-dimensional manifold of equilibria.
In our context, depending on the topology of the circuit and,
specifically, on the location of the memristor, the vanishing
of the memductance W may result in the loss of normal
hyperbolicity and different bifurcation phenomena may follow.
Some of these phenomena are addressed in the main results
reported in this communication, which can be found in Section
IIT below.

III. STABILITY BREAKDOWN
A. Double zero eigenvalue

The linearization of a dynamical system along a line of
equilibria obviously displays a null eigenvalue. When a second
eigenvalue undergoes the origin, a transcritical bifurcation
without parameters occurs generically [22], [23], [24]. If the
remaining eigenvalues have negative real parts, this implies
that the line of equilibria experiences a loss of stability in
the region where the bifurcating eigenvalue becomes positive
(find details in the references just cited). We discuss below
certain circuit-theoretic conditions which characterize this
phenomenon for the set of circuits presented above.

Proposition 1. Consider the system (3)-(6) in the working
scenario described above. If the circuit has a unique WC-
cutset which actually includes the memristor, and there are
neither C-loops nor C-cutsets, then the null eigenvalue of the
linearization of (3)-(6) along the line of equilibria becomes
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a double one at the origin. This corresponds to a second
eigenvalue which crosses the origin and becomes positive as
W becomes negative (that is, as the memristor becomes strictly
locally active) when ¢ varies. The remaining eigenvalues have
negative real parts, and therefore this transition implies the
loss of stability of the equilibrium line when W becomes
negative.

Both the statement and the proof of this result make use
of some notions and properties of digraph theory which we
compile in what follows. Find detailed introductions to digraph
theory and its use in circuit analysis in [18], [19], [20], [25],
[26], [27] A loop or cycle in a directed graph (or digraph) is
the set of branches in a closed path without self-intersections.
A cutset K is a set of branches whose removal increases
the number of connected components of the digraph, and
which is minimal with respect to this property, that is, the
removal of any proper subset of K does not increase the
number of components. In a connected digraph, a cutset is
just a minimal disconnecting set of branches. The removal of
the branches of a cutset increases the number of connected
components by exactly one. We assume that the digraph
has neither bridges (cutsets defined by a single branch) nor
selfloops (loops formed by a unique branch).

Given a set K of branches, we will denote by By (resp.
Qx) the submatrix of B (resp. of ()) defined by the columns
which correspond to K-branches. The absence of loops or
cutsets including only K-devices can be easily characterized in
terms of By and ) x; specifically, K does not include cutsets
if and only if Bg has full column rank (i.e. ker Bx = {0})
and, analogously, it does not include loops if and only if Qg
has full column rank.

Proof of proposition 1: The linearization of (3)-(6) at
a generic equilibrium is defined by the matrix pencil (cf.
subsection III-B below) AA — .J, where

0
C(0)

0 )
0

S oo
o O OO
OO OO
o O OO

and J is the matrix of partial derivatives of the right-hand side
of (3)-(6) with respect to the variables @, V¢, U, tc, Uy, that
is,

0 0 1 0 0
0 0 0 1. 0
J= 0 B B, 0 B, ®)
0 0 QmW((Pm) Q. QTG(O)
One can easily check that det(\A — J) reads as
A 0 -1 0 0
0 AC(0) 0 —I. 0
det| o _p, B, o -B |
0 0 _QmW(Qp ) _Qc _Q’I‘G(O) (9)
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and, for ¢ = 0,
A 0 -1 0 0
0 AC(0) 0 —1I. 0
det1 o - —B, 0 -B |
0 0 0 _Qc _QTG(O)

since W(0) = 0 because of the working assumptions. In this
case, A = 0 is indeed a double zero eigenvalue because of the
B,

fact that
( Q-G(0) )

is a singular matrix with a minimal rank deficiency: this
is a consequence of the existence of a unique WC-cutset,
which makes the kernel of (B. B,,) non-trivial and, actually,
one-dimensional. The positive definiteness of the conductance
matrix G(0) transfers this minimal rank deficiency to the
matrix (10) and this implies that the null eigenvalue is indeed
a double one when ¢ = 0.

The fact that this second null eigenvalue actually crosses
the origin as ¢ varies follows from the characterization of
the transcritical bifurcation without parameters reported in
[22], [23], [24]. Skipping technical details for the sake of
brevity, this is specifically a consequence of the assumption
W'(0) # 0; note that, together with W (0) = 0, this yields a
sign change in W (y) as ¢ undergoes the null value. Owing
to the results in [28], for positive values of W (recall that
both G(0) and C(0) are positive definite) all non-vanishing
eigenvalues have non-positive real parts, one real eigenvalue
actually becoming positive as W takes on negative values.
Finally, the fact that the remaining eigenvalues are away from
the imaginary axis follows from the results discussed in [29],
according to which the absence of inductors is enough to
guarantee, under the assumed absence of C-loops and C-
cutsets, that no purely imaginary eigenvalues are depicted in
the linearized problem. |

B. Bn

0 0 (10)

Example 1. Proposition 1 above provides a circuit-theoretic
description of the topological reasons supporting the stability
loss example discussed in [30]. Indeed, the simplest instance of
a circuit verifying the assumptions in Proposition 1 is depicted
in Figure 1.

Ay
/|
@]

Fig. 1. Example 1

Assuming that the capacitor is a linear one, with positive
capacitance C, the circuit equations amount to (cf. [30])

—W (om)v.

O =
Cv'
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It is a simple matter to check that the equilibrium line, defined
by v = 0 and parameterized by ¢,,,, becomes unstable as W
becomes negative. The two eigenvalues can be checked to read,
at a generic equilibrium,

W(em)

C )
and, assuming W(0) = 0, W’/(0) # 0, we have at the origin a
double zero eigenvalue with geometric multiplicity one which
is indeed responsible for the stability breakdown; note that,
indeed, the second eigenvalue becomes positive as W takes
on negative values.

In circuit-theoretic terms, this is just a consequence of the
fact that the two branches of the circuit define a WC-cutset;
together with the absence of C-loops and C-cutsets, this means
that Proposition 1 applies.

A =0, dg=—

B. Eigenvalue divergence through +oo

It is interesting to note that the dual behavior to the one
above may be depicted by divergence of one eigenvalue of the
pencil AA — J, with A and J given in (7) and (8). Given two
matrices A, B in R"*" the matrix pencil {A, B} is defined
as the one-parameter family AA + B. If the polynomial (in
A) det(AA + B) does not vanish identically (that is, if there
exists at least one value of A for which det(AA + B) # 0),
the matrix pencil is called regular. The (finite) eigenvalues of
a regular matrix pencil {A, B} are the values of A € C for
which det(AA 4+ B) = 0. The polynomial det(AA + B) of a
regular pencil has in general a degree m < n, with m < n
when A is a singular matrix; in the latter case case we say
that the pencil has n — m infinite eigenvalues.

In our setting, provided that the derivative of the right-hand
side of (3)-(6) with respect to the variables v,,, ., v, is non-
singular, then the pencil AA — J has exactly m eigenvalues,
where m is the total number of memristors and capacitors,
because of the index-one nature of the differential-algebraic
equations modelling the circuit [18], [19]. By contrast, the
vanishing of W () at a given value of ¢ may result in the
appearance of additional infinite eigenvalues and, again, in a
stability breakdown along the line of equilibria; this can be
seen as a result of the index jump resulting from the singularity
(cf. [30], [31], [32D).

We illustrate this behavior by means of a simple example,
obtained after replacing the capacitor in Figure 1 by an
inductor, as depicted in Figure 2. The key idea is that, open-
circuiting the memristor, the circuit results in an L-cutset,
which yields an index-two circuit configuration.

Sw

Fig. 2. Example 2
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The circuit equations now read as

o = v (11)
Li = —v (12)
0 = i—W(pm)v. (13)

Assume L > 0. One eigenvalue of (11)-(13) is fixed at
the origin, consistently with the existence of the branch of
equilibria defined by the identities © = v = 0. The second
eigenvalue can be checked to read as

-1

LW (em)
and jumps from —oo to +0o as W crosses zero and becomes
negative. Note that, again, the change of stability occurs along
the line of equilibria.
A topological characterization of this phenomenon in mem-
ristive circuits, in analogous terms to the ones of Proposition
1, is the object of undergoing research.

IV. CONCLUSION

Many mathematical properties of memristive circuits remain
to be solved. Some chaotic phenomena have been explored
in [33], [34], [35], but a complete analysis of the analytical
properties of manifolds of equilibria in problems with one
or several memristors has not yet been fully addressed in
the literature. Such results should be relevant in practical
applications involving memristors and other mem-devices.
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Abstract—The present paper focuses on comparison
and analysis of different techniques of data processing as
related to the problem of acquiring experimental data of
human getting up process in such form that it can be used
as an input to the control system of an exoskeleton. Use
of approximation by trigonometric series, polynomials
and spline functions is discussed.

Keywords—Experimental exoskeleton
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data processing,

I INTRODUCTION

Nowadays, various robotics facilities are systems
composed of two main elements — a man and a machine.
These systems include objects called the exoskeleton and
used to extend the functionality of a person. The
interaction of these two components determines the
quality of the system as a whole.

Recently, the new generation of exoskeletons came
into service and it allows a person to move in space, even
in case of damage of the lower extremities. In addition, it
becomes possible to significantly expand human
capabilities when a person performs tasks that impose
high demands on endurance and physical strength of a
man.

Obviously, the creation of such devices is possible with
a well-developed theory of the functioning of “man-
machine” systems, and the particular emphasis should be
given to the control. The main aim demands the
consideration of interaction between man and machine.
The common problems in the theory of walking
mechanisms have been developed in [1-4]. The
mathematical modelling of elements motion is one of the
most important tools in the study of behavior of the
systems like an exoskeleton. At the same time it is
necessary to process a large number of experimentally
obtained movement curves, solve the problem of
approximation and obtain the analytical dependences
which reflect the change in generalized coordinates
describing the position of the mechanism links.
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The paper is devoted to the analytical construction of
exoskeleton motion trajectories by means of the
experimental data characterizing the movement of a
person in the getting up process. The solution of this
problem will allow adapting the dynamic characteristics
exoskeleton to the motion of person.

1. STATEMENT OF THE PROBLEM

The purpose of this paper is the comparative analysis
of data processing methods to process information about
the person motions during the process of getting up. It is
possible to synthesize the control actions for the
exoskeleton control system on the basis of these methods.
The methods of obtaining the experimental data may be
different and are not described here. We assume that the
source data is written in the form of numerical sequences
which define a person position at each time interval. A
person position is determined by the generalized
coordinates. In this paper, we consider the case when the
system of three generalized coordinates defines the
orientation of a shin, a hip and a trunk. These parts of a
person body execute the plane-parallel motions but a foot
remains stationary. Hence it appears that the person
movement can be described as the four-link mechanism
motion with one fixed link (figure 1).

|V il s P
Figure 1 A person in the process of getting up and the four-link
mechanism
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A shin orientation is determined by the angle ¢, , a hip
orientation — by the angle ¢,, and a trunk orientation —
by the angle ¢,. The figure 2 shows the human rising

process data derived from experiments in the laboratory
of the department of mechanics, mechatronics and
robotics, Southwest State University. The corresponding
numerical dependences are shown in figure 2 (a).

@0, R 0.1, 200
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1, 2 and 3 — The time dependences (pl(t), ¢,(t) and (03(t),
respectively

Figure 2 The experimental data: a) — before smoothing process,
b) — after smoothing process

The resulting graphs (figure 2 (a)) are largely non-
linear, which is due to the inaccuracy of measurement.
High-frequency components of the signal give a stepped
appearance and do not carry useful information and
should be removed before the signal can be used as the
input action for the exoskeleton control system. The
smoothing method is the simplest way to process these
signals. The figure 2 (b) shows the dependences received
after data processing by the sliding window method that
uses the following expression:

@(tj)=%i¢i(tj+k), i=1,2,3, (1)
k=1

where: ¢, (t j) — the generalized coordinate ¢, value at the
time t before data processing, ¢, (tj) — the generalized

coordinate ¢, value at the time t after data processing, n —

the width of the sliding window.

The wuse of these dependences has several
disadvantages. Smoothed graphs and their derivatives
retain high-frequency components described above,
(although their amplitude decreased significantly) that
can impair the performance of the control system.
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Moreover, the smoothing shifts the boundaries of
transitions between different stages of the movement.

TRIGONOMETRIC SERIES

THE APPROXIMATION BY

An approximation is a method of data processing that
allows to selectively retain the required information about
the motion by eliminating unwanted high-frequency
components. We consider an approximation of the
original dependences by the trigonometric Fourier series:

f.(t) :%aL0 + Zn:(aiyk cos(k -t)+b;, cos(k-t)) (2)

where: fi

experimental dependence ¢, a;,.b;,

series coefficients, i=1,2,3.

The figure 3 shows the results of approximation at n =
30. The series coefficients for the i-th generalized
coordinate are chosen by minimizing of the following
positive definite function:

E = 2[@ (tj )—%ai‘0 - Z:(ai,k cos(k g )+ b, cos(k g ))

30

k=1

the function, that approximates the

— the Fourier

)

where m, — the total number of the dependence ¢,

points, i=1,2,3.
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Figure 3 The approximation of the initial data by trigonometric
series:a) with using of the formula (3), b) with using of the

formula (4)

It is possible to pay attention to the occurrence of
oscillations on the “direct” sections of the graphs (where

84
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the first order time-derivative is equal to null, figure 3
(@)). The approximation by piecewise-defined function

o) if teltt,] 4)
pt) = ‘ﬂ.(ta) if te[tiavtm]

n
% a,+ Z (a,, cos(k-t)+by, cos(k 1)) otherwise,
k=1

where: p;(t) — the piecewise-defined function used for
the approximation of original dependence ¢,, [t,.t,,] and
[ts.t,,] — the first and the second sections, respectively,
where ¢, has the first order derivative that is equal to
null. The figure 3 (b) presents the experimental data
approximation results of the piecewise-defined function.

We note that in both cases, the dependences have
significant vibrational state, and it is especially
conspicuous in the graphs of the time-derivatives. The
figure 4 shows the first order time-derivatives plots of the
functions f, in modulo.
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Figure 4 The time dependences a) ‘fl‘ , b) ‘fz‘ , C) ‘f3‘ ina

logarithmic scale

The figures 3 and 4 allow us to conclude that the use of
the approximation by trigonometric series make it
possible to reliably reproduce the original dependences,
but this method leads to additional high-frequency
components in the signal spectrum. The use of functions
obtained by this way as the input action for the
exoskeleton control system can negatively affect the
control process.
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can avoid these oscillations. We consider the case when
the graph has two straight sections:

V. THE APPROXIMATION BY POLYNOMIAL

FUNCTIONS AND SPIELS
The n-th order polynomial can be written in

n
Ri)= Zci,ktk ’

k=0
where: P (t) — the polynomial functions that are used for
the approximation of the original dependence ¢,, ¢;, -

form:

=123, (5)

the polynomial coefficients.

The polynomial coefficients for the i-th generalized
coordinate are chosen in the course of minimizing of the
following function:

e =3(ne) Faw ) THES O

The figure 5 shows the graphs obtained due to the
approximation of the functions ¢, by the sixth order
polynomials.
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Figure 5 The approximation of the experimental data by the
sixth order polynomials for the generalized coordinate: a) ¢, b)

®y,C) ¢y

As well as in the case of approximation by
trigonometric series, the use of polynomial functions
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leads to errors in straight segment of the dependences ¢;.
To obtain the better results, we use the approximation by
spline functions. For this purpose we divide the
dependences ¢,(t) and ¢,(t) into three portions, and the
dependence ¢,(t) into the four sections. Let this
partitioning occur at the points corresponding to the time
instants: t,, =3.48 sec, t, =4.93 sec for the dependence
¢,(t), and t,, =2.69 sec, t,, = 4.4 sec for the dependence
»,(t), and t,, =1.38 sec, t, =2.56 sec, t,, =4.03 sec
for the dependence ¢,(t). The first section and the last

section of each spline are specified by the zero order
polynomial, and the rest is defined by the seventh order
polynomials.

To calculate the polynomial coefficients, we can write
the following conditions:

Sz L) =ty

31(t11):¢71(t11) S Et )):Z ((t ))
51(t12)= 501((12) ! = 2 .. !
)=S0 =5 t)=0  [Saltn) = S2lta) = 5ulte)=0
s'1(112): gl(tu): é;(tu): 0 Sz(tzz): z(tzz) S..Z(tZZ): 0

83(t31)= 5”3(t31)

83(t32): (ﬂs(tsz)

83(t33)= (Pa(tsa) (N

S.3(t31) = S.3(t31)= S.3(t31)= 0

Sa (taz ) = s‘s(tsz ) = é.3(t32 ) =0

Ss(tas): S.3(t33): é.3(t33)7 0

where S,(t),S,(t),S,(t) are the spline functions used for
approximation of the time dependences ¢,(t), ,(t) u
4(t), respectively.

Due to using of the criterion (7), we can find the
desired coefficients to plot splines (figure 6).
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Figure 6 The graphs: a) the spline functions, b) the first order

time-derivatives of spline functions, c) the second order time-
derivatives of spline functions

3 4

Because of the seven order spline functions, it is
possible to achieve absence of function discontinuities in
the graphs of the time dependences of the generalized
velocities and accelerations (figure 6 (b) and (c)). Also,
the spline functions eliminate the high-frequency
oscillations.

V. THE DETERMINATION OF MOMENTS
NEEDED TO IMPLEMENT THE OBTAINED
MOVEMENT TRAJECTORIES OF THE MECHANISM

Different approaches with some accuracy allow
obtaining the mechanism movement that is determined by
certain changes of the generalized coordinates. For
example, it is possible to build the automatic control
system using negative feedback to control the generalized
coordinates. We consider another approach: the moments
sequence realizes the desired movement and can be
determined by solving the inverse problem of dynamics.

The equations of the flat three-link mechanism
dynamics can be found in a number of papers, including
[5], we do not give them in the paper. The flat three-link
mechanism is a series of connected links by joints. In
general terms, the equation of the mechanism dynamics
can be written as follows:

Ap)-5+b(p.5)+ 5(3)=T7, @8
where A(p) — the matrix of Kinetic energy, @&g} — the
vectors of the generalized coordinates, generalized

velocities, and generalized accelerations, respectively,
b(5.) — the vector bound with the compound centrifugal

forces, §(¢) — the vector of the generalized potential

forces, 7 — the vector consists of some elements — the
moments which are generated by electrical drives, T —
the transition matrix.

The initial data for solving of the inverse
problem of dynamics is the law of the generalized
coordinates alteration and their first and second order
time-derivatives. As a law, we use the
functions S, (t),S,(t), S,(t), described in the previous

section. In the solving of the inverse problem of
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dynamics, we obtained the results which depend on the
moments of electrical drives (figure 7).
N'lll 100

3
50 k
6 473

006 12YS 24 S 54 6 &8

-15C
1, 2, 3 - the moments of electrical drives rl(t), rz(t) u

13(t) mounted in the ankle joint, the knee joint and the
coxofemoral joint of exoskeleton, respectively

Figure 7 The time dependence of the moments generated by the
exoskeleton drives

Two graphs 17,(t) and 7,(t) have function

discontinuities at t =2.69 sec. (figure 7). Before this time
moment t=2.69 sec a hip and a shin were in static
equilibrium under the influence of reaction at supports
(i.e. a chair and a floor). Thus, the time moment t = 2.69
sec is the power up time of first and second electrical
drives.

VI.  CONCLUSION

This paper discusses various processing methods of
experimental data which describe the motion of a person
in the getting up process. It is shown that the
approximation of initial relationships by trigonometric
series provides a sufficient accuracy to reproduce the
shape of the original dependences, but adds the high-
frequency harmonics in the spectrum of the signal. These
harmonics can adversely affect the quality of the control
process. The paper demonstrates that this problem can be
avoided by using the spline approximation. The solution
results of the inverse problem of dynamics are presented.
These results were gotten by means of the approximating
spline functions and their derivatives. The spline
functions make it possible to reduce the peak magnitude
of the second order time-derivatives with respect to the
original dependences and other types of approximating
functions.
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Multiobjective Genetic Algorithm-Based for
Time-Cost Optimization

Jorge Magalhaes-Mendes

Abstract— This paper presents a hybrid genetic algorithm for the
time-cost optimization (TCO) problem. The chromosome
representation of the problem is based on random keys. The
schedules are constructed using a priority rule in which the priorities
are defined by the genetic algorithm. Schedules are constructed using
a procedure that generates parameterized active schedules. In
construction projects, time and cost are the most important factors to
be considered. In this paper, a new hybrid genetic algorithm is
developed for the optimization of the two objectives time and cost.
The results indicate that this approach could assist decision-makers to
obtain good solutions for project duration and total cost.

Keywords—Project management, Genetic Algorithms, Time-cost
optimization.

1. INTRODUCTION AND BACKGROUND

onstruction projects are found throughout business and
areas such as manufacturing facilities, infrastructure
improvement,

C

development and
commercial building.

and residential and

Cost

1
Optimum

Duration
Fig. 1. Project time and cost curve.

In a construction project, there are two main factors, such as
project duration and project cost. The activity duration is a
function of resources (i.e. crew size, equipments and
materials) availability. On the other hand, resources demand
direct costs. Therefore, the relationship between project time
and direct cost of each activity is a monotonously decreasing

J. Magalhaes-Mendes is with the Civil Engineering Department, School of
Engineering, Polytechnic of Porto, Porto, Portugal (e-mail: jjm@jisep.ipp.pt).
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curve. It means if activity duration is compressed then that
leads to an increase in resources and so that direct costs. But,
project indirect costs increase with the project duration. In
general, for a project, the total cost is the sum of direct and
indirect costs and exists an optimum duration for the least
cost, see Fig.1. Hence, relationship between project time and
cost is trade-off [36].

Several approaches to solve the TCO problem have been
proposed in the last years: mathematical, heuristic and search
methods.

A. Mathematical Methods

Several mathematical models such as linear programming
(Kelley [12]; Hendrickson and Au [4]; Pagnoni [2]), integer
programming, or dynamic programming (Butcher [33];
Robinson [8]; Elmaghraby [27]; De et al. [25]) and LP/IP
hybrid (Liu et al. [21]; Burns et al. [29]), Meyer and Shaffer
[31] and Patterson and Huber [14] use mixed integer
programming. However, for large number of activity in
network and complex problem, integer programming needs a
lot of computation effort (Feng et al. [6]).

B. Heuristic Methods

Heuristic algorithms are not considered to be in the category
of optimization methods. They are algorithms developed to
find an acceptable near optimum solution. Heuristic methods
are usually algorithms easy to understand which can be
applied to larger problems and typically provide acceptable
solutions (Hegazy [30]). However, they have lack
mathematical consistency and accuracy and are specific to
certain instances of the problem (Fondahl [19]; Prager [32];
Siemens [23] and Moselhi [24]) are some of the research
studies that have utilized heuristic methods for solving TCO
problems.

C. Search Methods

Some researchers have tried to introduce evolutionary
algorithms to find global optima such as genetic algorithm
(GA) (Feng et al. [6]; Gen and Cheng [22]; Zheng et al. [10];
Zheng and Ng [9]; the particle swarm optimization algorithm
(Yang [11]), ant colony optimization (ACO) (Xiong and
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Kuang [34]; Ng and Zhang [29]; Afshar et al. [1]) and
harmony search (HS) (Geem [36]).

In this paper it is proposed a hybrid genetic algorithm based
on the works [16] and [18], with a new chromosome structure
to solve the time-cost optimization problem.

II. MULTIOBJECTIVE OPTIMIZATION

With evolutionary techniques being used for single-
objective optimization for over two decades, the incorporation
of more than one objective in the fitness function has finally
gained popularity in the research [3].

In principle, there is no clear definition of an ‘‘optimum’’ in
multiobjective optimization (MOP) as in the case of single-
objective issues; and there even does not necessarily have to
be an absolutely superior solution corresponding to all
objectives due to the incommensurability and conflict among
objectives. Since the solutions cannot be simply compared
with each other, the ‘‘best’” solution generated from
optimization would correspond to human decision-makers
subjective selection from a potential solution pool, in terms of
their particulars [10].

The classical methods reduce the MOP to a scalar
optimization optimization by using multiobjective weighting
(MOW) or a utility function (multiobjective utility analysis).
Multiobjective  weighting allows decisions makers to
incorporate the priority of each objective into decision
making. Mathematically, the solutions obtained by equally
weighting all objectives may provide the least objective
conflicts, but in most cases, each objective is first optimized
separately and the overall objective value is evaluated
depending on the weighting factors. The weakness of MOW is
that the overall optimum is usually at the dominating objective
only [6].

In a certain way we can say that the work of Zadeh [20] is
the first to advocate the assignment of weights to each
objective function and combined them into a single-object
function. More recently, Gen and Cheng [22] adopted the
adaptive weight approach (AWA) in construction TCO
problem (also referred to as GC approach hereafter).

In the GC approach Gen and Cheng [22] proposed the
following formulas:

Z+ — {Zcmax,Ztmax} (1)
Z* — {ZLl"nll'l , Ztl'nll'l } (2)
where,
Zmax . .
¢ = maximal value for total cost in the current
population;
7 max . L. .
+ = maximal value for time in the current population;
Zmin L. .
¢ = minimal value for total cost in the current
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population;
ZM - minimal value for time in the current population.
w, =1/ (2 =20, w, =1/ (2 =2 3)
J)=w (27" =Z)+w (£ = Z,) “4)

In 2004, Zheng et al. [10] proposed the modified weight
approach (MAWA) to deal with the multi-objective problem.
Under the MAWA, the adaptive weights are formulated
through the following four conditions:

1) For Z™ is not equal to Z tmi“ and Z™* is not equal to

min
Zc

Zmin
V.= s (5)
Z(I.l'laX _ Z:I’lln
vf = male min (6)
Zz - Zz
v=v,_+v, (7)
w,=v, /v ®
w,=v, /v ©)
w,o+w, =1 (10)
2)For Z™= Z™" and Z™ = Z™"
w,=w,= 0.5 (I
3)For Z™ = Z™" and Z™ % Z™
w,=0.1, w,=0.9 (12)
4)For Z™ % Z™" and Z™ = Z™"
w,=0.9, w,=0.1 (13)

Zheng et al. [10] proposed a fitness formula in accordance
with the proposed adaptive weight:

(2 =2)+y
(Ztl‘ﬂaX _ Zrl‘ﬂlll)+ 7

(2™ -Z)+y
(@ -2y

(14)

f(x)=w,

where,

¥ is a small positive random number between 0 and 1.
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zmx = maximal value for total cost in the current
population;

Z™ = maximal value for time in the current population;

Zcmi"= minimal value for total cost in the initial
population;

Z™" = minimal value for time in the initial population;

Z, = represents the total cost of the x™ solution in current
population;

Z, = represents the time of the x™ solution in current
population.

This study uses the fitness formula proposed by Gen and
Cheng [22] where,

Z™ = maximal value for total cost in the current
chromosome;
Z™ = maximal value for time in the current chromosome;

Zcmi“= minimal value for total cost in the initial
population;
Z tmi“ = minimal value for time in the initial population;

V4

c

= represents the total cost of the x™ solution in current

chromosome;

Z

. = represents the time of the x™ solution in current

chromosome.

III. THE GA-BASED APPROACH

The approach presented in this paper is based on a genetic
algorithm to perform its optimization process. Fig. 2 shows the
architecture of approach.

The approach combines a genetic algorithm, a schedule
generation scheme and a local search procedure. The genetic
algorithm is responsible for evolving the chromosomes which
represent the priorities of the activities.

For each chromosome the following four phases are
applied:

1) Transition parameters - this phase is responsible
for the process transition between first level and
second level;

Schedule parameters - this phase is responsible for
transforming the chromosome supplied by the
genetic algorithm into the priorities of the
activities and delay time;

Schedule generation - this phase makes use of the
priorities and the delay time and constructs
schedules;

2)

3)

ISBN: 978-1-61804-287-3

90

4) Schedule improvement - this phase makes use of a
local search procedure to improve the solution
obtained in the schedule generation phase.

After a schedule is obtained, the quality is processed
feedback to the genetic algorithm. Fig. 2 illustrates the
sequence of phases applied to each chromosome. Details about
each of these phases will be presented in the next sections.

Chromosome

!

Transition process between
first level and second level
|

L]

Decoding of the Priorities of each activity
and delay time

!

Construction of a Schedule

!

Local Search

First Level

MRCPSP

Second Level

RCPSP

Evolutionary process

I
L]

Quality (Fitness) of the Chromosome

Fig. 2. Architecture of the approach.

A. GA Transition Process

The Genetic Algorithms (GAs) are search algorithms which
are based on the mechanics of natural selection and genetics to
search through decision space for optimal solutions. One
fundamental advantaged of GAs from traditional methods is
described by Goldberg [7]: in many optimization methods, we
move gingerly from a single solution in the decision space to
the next using some transition rule to determine the next
solution.

First of all, an initial population of potential solutions
(individual) is generated randomly. A selection procedure
based on a fitness function enables to choose the individual
candidate for reproduction. The reproduction consists in
recombining two individuals by the crossover operator,
possibly followed by a mutation of the offspring. Therefore,
from the initial population a new generation is obtained. From
this new generation, a second new generation is produced by
the same process and so on. The stop criterion is normally
based on the number of generations.

The GA based-approach uses a random key alphabet U (0,
1) and an evolutionary strategy identical to the one proposed
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by Goldberg [7].

Each chromosome represents a solution to the problem and
it is encoded as a vector of random keys (random numbers).
Each solution encoded as initial chromosome (first level) is
made of mn+n genes where n is the number of activities and
m is the number of execution modes, see Fig. 3.

The called first level as the capacity to solving the multi-
mode resource constrained project scheduling problem
(MRCPSP) [16, 18].

In this case of study we do not consider the requirements to
the type and number of resources needed for construction
mode for each activity as well as the maximum number of
available resources.

The transition process between first level and second level
consists in choosing the option or construction mode m; for
each activity j. Using this process we obtain the solution
chromosome (second level) composed by 2n genes, see Fig.4.

The called second level as the capacity to solving the
resource constrained project scheduling problem (RCPSP) [16,
18].

In this case of study we do not consider the requirements to
the type and number of resources needed for each activity as
well as the maximum number of available resources.

Chromossome of

Mode 1 Gene |,
- Mode?2 | Gene |,
E
3 Modem | Gene
Delay 1 Gene |4
Mode 1 Gene 5,
‘:\ Mode 2 Gene 5,
g Modem | Gene,,,
Delay 2 Gene py41
Mode 1 Gene ;
; Mode 2 Gene ,,
3 Modem | Gene ,,
Delay n Gene 41

Fig. 3. Chromosome structure.

After, we evaluate the quality (fitness) of the solution
chromosome.

Chromossomc of

First Level Second Level
1)
G 3

B Mode 1 TeNe Mode 1 Gene
. Mode 2 Gene |, —
‘::: »‘E.
= . . =
2 Modem | Gene 2) S

Delay 1 Gene ., Delay 1 Gene .

Mode 1 Gene ,; 1
ol ~ -
“ Mode 2 Gene ,, I Mode 2 Gene ,,
p= =
4 Mode m Gene ,,, 2) Z

Delay 2 Gene ;.4 Delay 2 Gene ;.4

1)

Mode 1 Gene Mode 1 Gene
= - a
= Mode 2 Gene ,, 2
= =
5 .. e B
2 Modem Gene 2) Z

Delay n Gene ..+ Delayn Gene .

1) The gene is chosen by the highest priority

2) Automatically carried over to the second level

Fig. 4. Transition process between first and second level.
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B. GA Decoding

A real-coded GA is adopted in this paper. Compared with
the binary-code GA, the real-coded GA has several distinct
advantages, which can be summarized as follows (Y.-Z. Luo
et al. [35]):

e It is more convenient for the real-coded GA to denote
large scale numbers and search in large scope, and
thus the computation complexity is amended and the
computation efficiency is improved;

e The solution precision of the real-coded GA is much
higher than that of the binary-coded GA;

e As the design variables are coded by floating
numbers in classical optimization algorithms, the
real-coded GA is more convenient for combination
with classical optimization algorithms.

The priority decoding expression uses the following
expression:

LLP; 1+ gene,,
PRIORITY, = L x 5 -

j=1..n (15)
LCP

where,

[1] LLP; is the longest length path from the beginning
of the activity j to the end of the project;

[2] LCP is the length along the critical path of the
project [15];

[3] mjis the gene of the selected mode for activity ;.

The gene jm+1 is used to determine the delay time when
scheduling the activities. The delay time used by each activity
is given by the following expression:

x 1.5x MaxDur (16)

Delay time = gene

Jm+1

where MaxDur is the maximum duration of all activities.
The factor 1.5 is obtained after some experimental tuning.

A maximum delay time equal to zero is equivalent to
restricting the solution space to non-delay schedules and a
maximum delay time equal to infinity is equivalent to
allowing active schedules. To reduce the solution space is
used the value given by formula (16), see Gongalves et al.
[13].

C. Construction of a Schedule

Schedule generation schemes (SGS) are the core of most
heuristic solution procedures for project scheduling. SGS start
from scratch and build a feasible schedule by stepwise
extension of a partial schedule.

There are two different classics methods SGS available.
They can be distinguished into activity and time

ISBN: 978-1-61804-287-3

incrementation. The so called serial SGS performs activity-
incrementation and the so called parallel SGS performs time-
incrementation.

A third method for schedule generating can be applied: the
parameterized active schedules. This type of schedule consists
of schedules in which no resource is kept idle for more than a
predefined period if it could start processing some activity. If
the predefined period is set to zero, then we obtain a non-delay
schedule. This type of SGS is used on this work.

T
7" Semi-Active ™~
Schedules

[N

/

o ——

Active Schcdlllcs\
o

Optimal
Schedules

Fig. 5. Types of schedules (adapted from Mendes [18]).

Fig. 5 presents the relationship diagram of various
schedules with regard to optimal schedules.

D. Local Search

Local search algorithms move from solution to solution in
the space of candidate solutions (the search space) until a
solution optimal or a stopping criterion is found. In this paper
it is applied backward and forward improvement based on
Klein [27].

Initially it is constructed a schedule by planning in a
forward direction starting from the project’s beginning. After
it is applied backward and forward improvement trying to get
a better solution. The backward planning consists in reversing
the project network and applying the scheduling generator
scheme. A detailed example is described by Mendes [15].

E. Evolutionary Strategy

There are many variations of genetic algorithms obtained by
altering the reproduction, crossover, and mutation operators.
Reproduction is a process in which individual (chromosome)
is copied according to their fitness values (makespan).
Reproduction is accomplished by first copying some of the
best individuals from one generation to the next, in what is
called an elitist strategy.

In this paper the fitness proportionate selection, also known
as roulette-wheel selection, is the genetic operator for
selecting potentially useful solutions for reproduction. The
characteristic of the roulette wheel selection is stochastic
sampling.

The fitness value is used to associate a probability of
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selection with each individual chromosome. If f; is the fitness
of individual i in the population, its probability of being
selected is,

i i=1,.
>

i=1

o an

P =

A roulette wheel model is established to represent the
survival probabilities for all the individuals in the population.
Then the roulette wheel is rotated for several times [7].

After selecting, crossover may proceed in two steps. First,
members of the newly selected (reproduced) chromosomes in
the mating pool are mated at random. Second, each pair of
chromosomes undergoes crossover as follows: an integer
position k along the chromosome is selected uniformly at
random between 1 and the chromosome length 1. Two new
chromosomes are created swapping all the genes between k+1
and /, see Mendes [16].

The mutation operator preserves diversification in the
search. This operator is applied to each offspring in the
population with a predetermined probability. We assume that

the probability of the mutation in this paper is 5%.

F. GA Configuration

Though there is no straightforward way to configure the
parameters of a genetic algorithm, we obtained good results
with values: population size of 5 x number of activities in the
problem; mutation probability of 0.05; top (best) 1% from the
previous population chromosomes are copied to the next
generation; stopping criterion of 50 generations.

IV. CASE STUDY

In order to compare the proposed RKV-TCO (Random Key
Variant for Time-Cost Optimization) approach, a case study of
seven activities proposed initially by Liu et al. [21] was used.

A project of seven activities proposed initially by Liu et al.
[21] and fitted by Zheng et al. [10] is presented in Table 1
with available activity options and corresponding durations
and costs. Indirect cost rate was $1500/day.

Table 1 Time and cost for each option/mode of activity.

Activity description Activity Precedent Option/ Duration Direct
number activity Mode (days) cost ($)
Site preparation 1 - 1 14 23,000
2 20 18,000
3 24 12,000
Forms and rebar 2 1 1 15 3,000
2 18 2,400
3 20 1,800
4 23 1,500
5 25 1,000
Excavation 3 1 1 15 4,500
2 22 4,000
3 33 3,200
Precast concrete girder 4 1 1 12 45,000
2 16 35,000
3 20 30,000
Pour foundation and piers 5 2,3 1 22 20,000
2 24 17,500
3 28 15,000
4 30 10,000
Deliver PC girders 6 4 1 14 40,000
2 18 32,000
3 24 18,000
Erect girders 7 5,6 1 9 30,000
2 15 24,000
3 18 22,000
ISBN: 978-1-61804-287-3 93
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The robustness of the new proposed model RKV-TCO in
the deterministic situation was compared with two other
previous models:

1) Gen and Cheng [22] using GC approach;
2) Zheng et al. [10] using MAWA with a GA-based
approach.

The results of RKV-TCO approach are presented in Table
2. The Table 2 shows the values of time and cost for the first
six generations with Gen and Cheng [22] and Zheng et al. [10]
approaches. The algorithm RKV-TCO obtains in the third
generation a better solution than the works mentioned above.
So, the RKV-TCO ends with project time = 63 days and cost
=$225,500 in Table 2.

Additionally we can also state that the RKV-TCO approach
produces high-quality solutions quickly once needed only 3
seconds to complete 50 generations.

This computational experience has been performed on a
computer with an Intel Core 2 Duo CPU T7250 @2.33 GHz
and 1,95 GB of RAM. The algorithm proposed in this work
has been coded in VBA under Microsoft Windows NT.

Table 2 Summary of the results.

Approaches Generation Criteria Calculation
number Time
Time Cost ($)
Gen and 0 83 243,500 Not
Cheng [22] 1 80 242,400 reported
2 80 261,900
3 79 256,400
4 79 256,400
5 79 256,400
Zheng et al. 0 73 251,500 Not
[10] 1 73 251,500 | reported
2 73 251,500
3 66 236,500
4 66 236,500
5 66 236,500
This paper 0 73 233,000 3 (two)
1 68 225,500 seconds
for 50
2 63 225,500 | generations

V. CONCLUSIONS AND FURTHER RESEARCH

A GA based-approach to solving the time-cost optimization
problem has been proposed. The project activities have
various construction modes, which reflect different ways of
performing the activity, each mode having a different impact
on the duration and cost of the project. The chromosome
representation of the problem is based on random keys. The
schedules are constructed using a priority rule in which the
priorities are defined by the genetic algorithm. The present
approach provides an attractive alternative for the solution of
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the construction multi-objective optimization problems.

Further research can be extended to the following
directions: extended to more construction project problems to
reinforce the results obtained namely expanding the
optimization model to consider resource allocation and
resource leveling constraints and expanding the number of
modes of construction for each activity to turn a more
complicated optimization problem.

ACKNOWLEDGMENT

This work has been partially supported by the CIDEM
(Centre for Research & Development in Mechanical
Engineering). CIDEM is an investigation unit of FCT -
Portuguese Foundation for the Science and Technology
located at the School of Engineering of Polytechnic of Porto.

REFERENCES

A.Afshar, A. Ziaraty, A. Kaveh and F. Sharifi, Nondominated Archiving
Multicolony Ant Algorithm in Time—Cost Trade-Off Optimization, J.
Constr. Eng. Manage., 135(7), 2009, pp. 668-674.

A. Pagnoni, Project engineering: computer-oriented planning and
operational decision making. Springer-Verlag, 1990.

C. C. Coello, An updated survey of GA-based multiobjective
optimization techniques, ACM Comput. Surv., 32(2), 2000, pp. 109-143.
C. Hendrickson and T. Au, Project management for construction:
fundamental concepts for owners, engineers, architects, and builders,
Prentice-Hall International Series in Civil Engineering and Engineering
Mechanics, 1989.

C. Patrick, Construction Project Planning and Scheduling, Pearson
Prentice Hall, Ohio, 2004.

C.-W. Feng , L. Liu and S.A. Burns, Using genetic algorithms to solve
construction time-cost trade-off problems, J. Comp. Civ.Engrg., ASCE,
11(3), 1997, pp.184-189.

D.E. Goldberg, Genetic Algorithms in Search, Optimization and
Machine Learning, Addison-Wesley: Reading, MA, 1989.

D. R. Robinson, A dynamic programming solution to cost-time tradeoff
for CPM, Management Science, 22(2), 1975, pp.158-166.

D. X. M. Zheng and S. T. Ng, Stochastic time—cost optimization model
incorporating fuzzy sets theory and nonreplaceable front, Journal of
Construction Engineering and Management, ASCE, 131(2), 2005,
pp.176-186.

D. X M. Zheng, S.T. Ng and M.M. Kumaraswamy, Applying a genetic
algorithm-based multiobjective approach for time-cost optimization,
Journal of Construction Engineering and Management, 130(2), 2004,
pp.168-176.

ILT. Yang, Using elitist particle swarm optimization to facilitate
bicriterion time-cost trade-off analysis, Journal of Construction
Engineering and Management, ASCE, 133(7), 2007, pp.498-505.

J. E. Kelley, Critical-Path Planning and Scheduling: Mathematical Basis.
Operations Research, 9(3), 1961, pp. 296-320.

J.F. Gongalves, J.J. M. Mendes and M.C.G. Resende. A hybrid genetic
algorithm for the job shop scheduling problem. European Journal of
Operational Research, Vol. 167, 2005, pp.77-95.

J. H. Patterson and D. Huber, A horizon-varying, zero-one approach to
project scheduling, Management Science, 20(6), 1974, pp. 990-998.

J. Magalhaes-Mendes, Project scheduling under multiple resources
constraints using a genetic algorithm, WSEAS Transactions on Business
and Economics, World Scientific and Engineering Academy and
Society, USA, Vol. 11, 2008, pp.487-496.

J. Magalhaes-Mendes, A two-level genetic algorithm for the multi-mode
resource-constrained project scheduling problem, International Journal
of Systems Applications, Engineering & Development, 5(3), 2011, pp.
271-278.

[10]

(1]

[12

—

[13

—

[14]

[15]

[16]



New Developments in Pure and Applied Mathematics

[17] J. Magalhaes-Mendes, Active, Parameterized Active, and Non-Delay

Schedules for Project Scheduling with Multi-Modes, Proceedings of the

16th WSEAS International Conference on Applied Mathematics,

Montreaux, Switzerland, December 29-31, 2011, pp-134-139.

J. Magalhaes-Mendes, A hybrid genetic algorithm for the multi-mode

resource-constrained project scheduling, Proceedings of the 6th

European Congress on Computational Methods in Applied Sciences and

Engineering (ECCOMAS 2012), Vienna University of Technology,

Austria, 2012.

J. W. Fondahl, 4 non-computer approach to the critical path method for

the construction industry, Technical Report No. 9, The Construction

Institute, Department of Civil Engineering, Stamford University., 1961.

L. A. Zadeh, Fuzzy sets, Inf. Control, 8, 1965, pp.338-353.

L. Liu, S. Burns and C. Feng, Construction time-cost trade-off analysis

using LP/IP hybrid method, J. Constr. Eng. Manage., 121(4), 1995,

pp.446-454.

M. Gen and R. Cheng, Genetic algorithms & engineering optimization,

Wiley-Interscience, New York, 2000.

N. Siemens, A simple CPM time-cost trade-off algorithm, Management

Science, 17(6), 1971, pp. B354-B363.

O. Moselhi, Schedule compression using the direct stiffness method,

Canadian Journal of Civil Engineering, 20(1), 1993, pp.65-72.

P. De, E.J. Dunne, J.B. Ghosh and C. E. Wells, The discrete time-cost

trade-off problem revisited, European Journal of Operational Research,

81(2), 1995, pp.225-238.

S. T. Ng and Y. Zhang, Optimizing construction time and cost using ant

colony optimization approach, Journal of Construction Engineering and

Management, ASCE, 134(9), 2008, pp.721-728.

R. Klein, Bidirectional planning: improving priority rule-based

heuristics for scheduling resource constrained projects, European

Journal of Operational Research, Vol. 127,2000, pp.619-638.

S. E. Elmaghraby, Resource allocation via dynamic programming in

activity networks, Eur. J. Operational Res., Vol. 64,1993, pp. 199-215.

S.A. Burns, L. Liu and C. W. Feng, C.W., The LP/IP hybrid method for

construction time-cost trade-off analysis, Constr. Manag. Econ., 14(3),

1996, pp.265-276.

T. Hegazy, Optimization of construction time-cost trade-off analysis

using genetic algorithms, Canadian Journal of Civil Engineering, 26(6),

1999, pp. 685-697.

W. L. Mayer and L.R. Shaffer, Extension of the critical path method

through the application of integer programming, Civ. Engrg. Constr.

Res. Ser. 2, Univ. of Illinois, Urbana, I1I, 1963.

[32] W. Prager, A structured method of computing project cost polygons,
Management Science, 9(3), 394-404, 1963.

[33] W.S. Butcher, Dynamic programming for project cost-time curve,

Journal of Construction Division, ASCE, 93(C01), 1967, pp. 59-73.

Y. Xiong and Y. Kuang, Applying an ant colony optimization algorithm-

based multiobjective approach for time—cost trade-off, Journal of

Construction Engineering and Management, ASCE, 134(2), 2008, pp.

153-156.

Y.-Z. Luo, G.-J.Tang, Z.-G. Wang and H.-Y. Li, Optimization of

perturbed and constrained fuel-optimal impulsive rendezvous using a

hybrid approach, Engineering Optimization, 38(8), 2006, pp.959-973.

Z. W. Geem, Multiobjective optimization of time-cost trade-off using

harmony search. Journal of Construction Engineering and Management,

ASCE, Vol. 136, No. 6, 2010, pp.711-716.

(18]

[19]

[20]
(21]

[22]
(23]
[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[34]

[35]

[36]

ISBN: 978-1-61804-287-3

95

J. Magalhdes-Mendes was born in Mancelos
(Amarante, Portugal) on January 17, 1963.

He has the following academic degrees:
f PhD in Mechanical Engineering and Industrial
Management by University of Oporto; M.Sc. in Civil
Engineering by University of Aveiro; M.Sc. in Systems
and Automation by University of Coimbra; Degree in
Civil Engineering by Polytechnic of Oporto and Degree
in Applied Mathematics by University of Oporto.
He has been Associate Professor of the School of Engineering of
Polytechnic of Oporto since January of 2010, where he teaches the courses of
organization and management of works and construction management. He has
published papers in the European Journal of Operational Research, Computers
& Operations Research, Journal of Heuristics, WSEAS/NAUN Journals and
several national and international conferences. He has about 350 ISI citations.
His research interest includes construction management, project management,
genetic algorithms, and operational research and supply chain management.




New Developments in Pure and Applied Mathematics

Normalizations of the Proposal Density
in Markov Chain Monte Carlo Algorithms

Antoine E. Zambelli

Abstract—We explore the effects of normalizing the proposal
density in Markov Chain Monte Carlo algorithms in the context of
reconstructing the conductivity term K in the 2-dimensional heat
equation, given temperatures at the boundary points, d. We ap-
proach this nonlinear inverse problem by implementing a Metropolis-
Hastings Markov Chain Monte Carlo algorithm. Markov Chains
produce a probability distribution of possible solutions conditional on
the observed data. We generate a candidate solution K’ and solve the
forward problem, obtaining d’. At step n, with some probability c,
we set K41 = K’. We identify certain issues with this construction,
stemming from large and fluctuating values of our data terms. Using
this framework, we develop normalization terms zo, z and parameters
A that preserve the inherently sparse information at our disposal. We
examine the results of this variant of the MCMC algorithm on the
reconstructions of several 2-dimensional conductivity functions.

Keywords—Ill-posed, Inverse Problems, MCMC, Normalization,
Numerical Analysis.

I. INTRODUCTION

The idea of an inverse problem is to reconstruct, or
retrieve, information from a set of measurements. In many
problems, the quantities we measure are different from the
ones we wish to study; and this set of d measurements may
depend on several elements. Our goal is thus to reconstruct,
from the data, that which we wanted to study. In essence,
given an effect, what is the cause? For example: If you have
measurements of the temperature on a surface, you may want
to find the coefficient in the heat equation.

The nonlinearity and ill-posedness of this problem lends
itself well to Markov Chain Monte Carlo algorithms. We
detail this algorithm in later sections, but we note now that
there has been much work done on Metropolis-Hastings
MCMC algorithms. However, much of it has been trying to
determine optimal proposal densities [3], [5]. Luengo and
Martino [3] treat this idea by defining an adaptive proposal
density under the framework of Gaussian mixtures. Our work,
however, is focused on improving the reconstruction given a
proposal density.

We take no views on the optimality of the structure of
the proposal density in our case, which we take from [1].
We simply observe possible improvements to this density
by normalizing it’s terms through context-independent
formulations. Eventually, we would like to implement the
GM-MH algorithm of [3] on our proposal density, and provide
a rigorous definition of our construction in an analogous
manner to their work.
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The paper is structured as follows. We first present the
framework of our problem in the subsection below. Section II
presents the MHMCMC algorithm and proposal densities
along with non-normalized results. The error analysis of those
results (in Section III) motivates this work while Sections IV
to VI present the new constructions and associated results.

A. Heat Diffusion

In this problem, we attempt to reconstruct the conductivity
K in a steady state heat equation of the cooling fin on a CPU.
The heat is dissipated both by conduction along the fin and
by convection with the air, which gives rise to our equation:

(D

Ugy + Uyy = ﬁu
with H for convection, K for conductivity, § for thickness
and v for temperature. The CPU is connected to the cooling
fin along the bottom half of the left edge of the fin. We use
standard Robin Boundary Conditions with

2

Kunormal = Hu

Our data in this problem is the set of boundary points of the
solution to (1), which we compute using a standard Crank-
Nicolson scheme for an n x m mesh (here 20 x 20). We denote
the correct value of K by K orect and the data by d. In order to
reconstruct Keomecr, we will take a guess K, solve the forward
problem using K, obtaining d’, and compare those boundary
points to d by implementing the Metropolis-Hastings Markov
Chain Monte Carlo algorithm (or MHMCMC).

II. METROPOLIS-HASTINGS MCMC

Markov Chains produce a probability distribution of possi-
ble solutions (in this case conductivities) that are most likely
given the observed data (the probability of reaching the next
step in the chain is entirely determined by the current step).
The algorithm is as follows (see [1]). Given K,, K, +; can
be found using the following:

1) Generate a candidate state K’ from K, with some
distribution g(K’|K,). We can pick any g(K'|K,) so
long as it satisfies

a) g(K'|Kp) = 0= g(Kn|K') =0
b) g(K'|K,) is the transition matrix of the Markov
Chain on the state space containing K, K'.
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2) With probability

Emn{l, } 3)

set K,,11 = K’, otherwise set K,,.1 = K, (ie. accept
or reject K'). Proceed to the next iteration.
More formally, if o > u ~ U[0, 1], then K,,4; = K'. Using
the probability distributions of our example, (3) becomes

Pr(K'|d)g(Kn|K')
Pr(Kn|d)g(K'|Kn)

a(K'|Kn)

a(K'|K,) =

i {1, S -0 1) g

where d’ and d,, denote the set of boundary temperatures from
K’ and K, respectively, and o = 0.1. To simplify (4), collect
the constants and separate the terms relating to K’ and K,,:

n,m

[(dij —diy)" = (diy — dnijﬂ = 71 [f = fal

—(D1)

ij=1

Now, (4) reads

a(K'|K,) Emin{l,e_Dl} ®)
Note that we are taking this formulation as given, and that the
literature mentioned above (most notably Gaussian Mixture
based algorithms) would be going from (3) to (4) perhaps

differently.

A. Generating K'

To generate our candidate states, we will perturb K,, by a
uniform random number w € [—0.005, 0.005]. In the simplest
case, where we are dealing with a constant K g, then we
could proceed by changing every point in the mesh by w, and
the algorithm converges rapidly.

Looking at non-constant conductivities forces us to change
our approach. If we simply choose to change one randomly
chosen point at a time, then we have a systemic issue with
the boundary points, which exhibit odd behavior and hardly
change value. To sidestep this, we will change a randomly
chosen grid (2 x 2) of the mesh at once. Thereby pairing up
the troublesome boundary points with the well-behaved inner
points.

B. Priors

While a gridwise change enables us to tackle non-constant
conductivities, two issues remain. The first is that our recon-
structions are still marred with “spikes” of instability. The
second, more profound, is that the ill-posedness of the problem
means there are in fact infinitely many solutions, and we must
isolate the correct one. This brings us to the notion of priors.
These can be thought of as weak constraints imposed on our
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reconstructions. However, we do not wish to rule out any
possibilities, keeping our bias to a minimum. So we define

=3 (K 4) - K'(i - 1,5))°
j=1i=2
m n 9
+D D (K6, §) - K'(i,j = 1)) (6)
i=1 j=2
=3 (Kaling) — Kuli — 1,5))?
j=11i=2
ZZ Kn(i,j —1))* (D)
i=1 j=2
let Dy =T’ — T, and modifying (5), we obtain
ao(K'|K,) = min {1,e" M Pr—22D21 8)

By comparing the smoothness of K not in an absolute sense,
but relative to the last accepted guess, we hope to keep as
many solutions as possible open to us, while ensuring a fairly
smooth result. We introduce one additional prior, this time
imposing a condition on the gradient of our conductivity. The
author explores the notion of priors more fully in [7], but much
as we take the proposal density as given, the aim of this paper
is not to examine priors per se. So we look at the mixed partial
derivative of our candidate state and compare it to that of the
last accepted guess

M =33 (KL, (6,5) = Kby (i = 1,5))°
j=1i=2
22 (K KL, -1)° ©)
i=1 j=2

n

> (K, (1,9) = Kn (i = 1,5)

M, =
j=11i=2
o . 2
+ D> (K, (604) = Ko, (6,5 = 1)) (10)
i=1 j=2
where K, and K, are computed using central and for-
Ward/backward finite difference schemes. We let D3 = M’ —
M,, and modify (5) to get
as(K' | K,) = min {1,e" P17 2D} (11)
We now take the acceptance step of our algorithm as
a = max {ae, as} (12)

So the algorithm seeks to satisfy at least one of our conditions,
though not necessarily both. We present some preliminary
results in Figure 1 and Figure 2 below. Note that we are clearly
on the right path, with the algorithm approaching it’s mark,
but not to a satisfying degree.
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(a) Target. (b) Reconstruction with

A1 =1, Ao =100, A3 = 15.

Fig. 1. Reconstruction of a tilted plane with priors, 10 million iterations.
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N jll/ s

(b) Reconstruction with
A1 =1, Ao =10, A3 =15.

(a) Target.

Fig. 2. Reconstruction of a Gaussian well with priors, 10 million iterations.

IIT. ERROR ANALYSIS

Our work so far has looked at qualitative improvements to
our reconstructions, now we seek to quantify those improve-
ments and the performance of the algorithm in general. Several
metrics can be used for this purpose, but we will focus our
writeup on the following: the difference between the data and
the output using our guess (§), given by

5= -+ 0n) Lwithd; =) (d—dj)?

the sum of differences squared between K .orrect and K, (5),

5 = (Z (Kcorrect - K1)2 e Z (Kcorrect - K?L)Z)

and most importantly, the rate of acceptance of guesses (I),
where
i1 +1
|

[y=0 and T, = %f guess is accepted.
if guess not accepted.

for each subsequent iteration.

The form of T" is a step function, where accepting every
guess would resemble a straight line of slope 1, and accepting
none of the guesses results in a slope of 0. The shape of this
function should tell us something about when the algorithm is
performing best.

A. 6, B, T Results

The results of tests involving these parameters reveals
some interesting information (see Figure 3). § decreases,
as expected, at a decreasing rate over time, slowing down
around 6 — 7 million iterations, which seems in line with the
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qualitative results.

On the other hand, § decreases much more rapidly. The
difference between the data and simulated temperatures
becomes very small starting at as early as 250000 iterations.
In a sense, this fits with the problem of ill-posedness, the
data is only useful to a certain degree, and it will take much
more to converge to a solution (and we have been converging
beyond 250k iterations). The most important result, however,

Plet of sum of diff squared of Ks to true K= B, Plat of sum of diff squared of data to accepted output = &

a1t PltofT, the

Fig. 3. Plot of the error metrics without normalizations.

comes from I'. If we fit a line to our step function, we get
slopes of 0.95 or more. This means we are accepting nearly
every guess. While this could be troubling on its own, the fact
that we are accepting at a constant rate as well is indicative
of a deeper problem in our method.

Given that I' is dependent solely on the likelihood of
accepting a guess, we take a look at « directly. What we find is
that « is evaluating at 1 almost every iteration. The quantities
we are looking at within it (comparing data and smoothness)
are simply too large. We need to normalize our distribution.

IV. PRELIMINARY STRUCTURE

In the following sections, we examine the impact of
normalizations on our data terms, and explore the motivations
behind the various constructions. More rigorous data is
provided concerning the final form, while the earlier results
focus on the concepts that guided their evolution.

One structural change which we will implement is to take
equation (12), and change it to be more restrictive. Previously,
it was looking for solutions which satisfied at least one of the
prior conditions. Here we will instead look for solutions that
satisfy all of them at once by setting

Aizi Di) }

where z; are as-of-yet undetermined normalization terms.

3
i=1

a(K' | K,) = min {1,6(2 (13)
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A. Motivation

We first take a moment to examine the sensitivities A;,
and impose the following condition: A\; > Ay and A\; > As.
Not doing so would mean the algorithm could give us some
false positives. This leads us to notice that a key aspect of
the MHMCMC method is information. Due to the ill-posed
nature of the problem, we need to keep every piece of
information that can be gleaned. We will keep this idea in
mind throughout the later sections.

As for the normalizations proper, the naive approach to our
problem would be to divide each data term by a constant value.
In this formulation, our normalization terms would have the

form
1
Zi = —
¢

(14)

where c¢; can be determined by looking at representative
values of our data terms.

This approach has one advantage, which is that it retains
information very well. The relationships between quantities
is affected by a constant factor, and its evolution is therefore
preserved across iterations. Unfortunately, this method is very
unstable, and is not particularly viable. One can think of the
opposite method to this one being dividing each data term
by itself. Clearly, this would erase all information contained
within our results, but it would successfully normalize it,
given a broad enough definition of success.

Concretely, we seek to find a normalization that delivers
information about the evolution of our data terms, but bounds
the results so that we may control their magnitudes and work
with their relative relationships.

V. NORMALIZED WITH INERTIA

We introduce the concept of inertia in this framework.
Inertia can be thought of as the weight (call it w) being applied
to either previous method. Though we do not want to divide
by only a constant, there is merit to letting some information
trickle through to us. If we do not bound the quantities we
are examining, then we will obtain very small or very large
values for «, effectively 0 or 1, which is undoing the work of
the MHMCMC. We attempt to bound our likelihood externally.
We define o, such that

a(K' | Kp) = 2000, = zoef(zi AiziDi) (15)

A. Global Normalizations

Even a cursory analysis of our early attempts at solving
this heat conductivity problem have revealed a desperate need
to correctly normalize our data in order to get meaningful
likelihoods. Some issues of note have been the idea that the
inertia of the process, the value of previous guesses, contains
information which is important to the successful convergence
of our algorithm. Another is the fact that the variance of data
terms means that we require a strong normalization term,
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at the expense, perhaps, of information, if we are to obtain
meaningful results.

Addressing the second point, we decide to deviate slightly
from one aspect of our method, and use a global result.
Computationally, we will only be tracking one variable, and
this poses no problem. But note that using a global result
in computing « implies that our process is no longer a
Markov process, as the probability of reaching the next step
is dependent on the past and not just the present.

B. Formulation of Z(")

First, let anm = max;{ang}, Vj and Din
max; {D; ;}, Vj. We denote Z(!) the normalization

1 1 1

25 = w0 — +(1 fwo)ahm (16)
(1) 1
7 1D ( ) | Dim|

While this effectively bounds our acceptance probability be-
tween [0, 1], it does so at the expense of the Markov property
of our algorithm. Removing this property exhibits some insta-
bility in the evolution of the algorithm. Namely, they appear to
converge to false positives, an effect which must be explored
more fully.

C. Restricted Random Interval

Examining the values of « that we now produce reveals
that we have greatly tightened the spread. Almost all of
our values are contained in a narrow band (which changes
depending on parameters), say between 0.6 and 0.75. Again,
this means we are losing information, as the difference in the
values of « are lost by comparing them over the entire [0, 1]
interval.

We change the 2nd step in the MHMCMC algorithm, which
was a > u ~ U[0,1] = K,4+1 = K’. We now restrict the
interval over which we draw u, taking its lower and upper
bounds at the jth iteration to be [tmin, Umax], Where for some
small constant (,

Umin =MiN0; — ¢ A Unax = Max®; + ¢ (13)
1< 1<J

While perhaps more restrictive, this formulation also greatly
increases the speed at which the algorithm begins to converge
by effectively selecting those guesses which are the most
promising, relative to the past performance of the algorithm.
This method implies that we will not, with probability 1,
decide the outcome of a guess, they simply become (as per ()
extremely unlikely to be accepted or rejected.

VI. LoCALLY FOCUSED NORMALIZATION

We now attempt to modify Z(!) in order to retain the
original Markov property of the algorithm. The property
was violated in the second term, which unfortunately also
guarantees we bound our results.
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A. Formulation of Z(

Denote a new normalization scheme Z(), given by

2) 1 1

) — wp—— + (1 — 19

Zg.; = Wo an + ( um)oéh’j_1 (19)

2% (1 — ) (20)
’j |Di |Di -1l

While we have recovered the Markov property, we must
now contend with unbounded values for a. We note now
that preliminary attempts to use zg) with zélj) did not yield
promising results.

While this formulation provides good results, it does require
us to find an empirical bound for «, as it is no longer
bounded by zg. For the results presented below, we imposed
a € [0, 1.5], setting

o (K'| K,) = min {1.5,zoe‘(zf=1 *iZiDi)} 21)

B. Results

The parameters we have to determine are A1, Ao, A3, w, wq
and the cutoff for « as in (21). We have concluded we must
set Ay > \;, Vi > 1 and we have by definition w, wq € [0, 1].
The exact values of the sensitivities and inertia factors are at
the moment heuristically chosen to be

A1 =0.5, Ao =0.15, A3 =0.45
wo = 0.1, w = 0.75, acuott = 1.5

For the tilted plane, we obtain Figure 4. As mentioned

S,

O e SN
“Saaam

(a) Reconstruction using Z @), (b) Reconstruction using Z (2),

Fig. 4. Z() and Z(® reconstructions of a tilted plane with priors, 2 million
iterations.

in Section V-B, we have some instability in the form of
incorrect convergence for Z(1), which is apparent in Figure 5
as well. On the other hand, Z(® converges well and produces
a smooth reconstruction. We can also note that it achieves
slightly better results than the no-normalizations case in
only 2 million iterations. The instability in Z(!) is again
apparent, and leads us to conclude that the loss of the
Markov property in the algorithm may be detrimental to its
performance. However, the reconstruction of the Gaussian
well has substantially improved when using Z?). It achieves
a smoother reconstruction as without normalizations (see
Figure 2), and in 4M iterations instead of 10M.
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(b) Reconstruction using Z(2).

(a) Reconstruction using AQS

Fig. 5. Z(M) and Z(?) reconstructions of a Gaussian well with priors, 4
million iterations.

Going back to our error metric I', we see the improvement
manifest itself rather clearly, with acceptances being on the
order of ~ 55% instead ~ 95% as they were before.

ot
o

(@) T',(2) for tilted plane. (b) ' ;(2) for Gaussian well.

Fig. 6. Plots of I for Z(2) reconstructions with priors.

VII. CONCLUSION

The need for normalizing factors arose from the variance
in the magnitudes of data terms D; from one iteration
to the next. In formulating those factors, we focused on
conserving the information contained in D; while bounding
our quantities, and we confirmed the importance of retaining
the Markov property in this context. However, by using the
Z2) formulation, we were able to obtain faster and better
reconstructions of the conductivity for both the tilted plane
and the Gaussian well.

Despite the encouraging results, several avenues need to
be explored more fully. The long-run behavior of Z(?) seems
to exhibit some stagnation, seemingly having converged as
best as it can. In addition, very preliminary results have
been obtained for a scheme that lies between Z(1) and
Z®), which updates the (1 — w) terms only when a guess is
accepted, has shown competitive performance relative to Z(2).

As the algorithm currently stands ayoff, the sensitivities A;,
and the inertia factors w, wy must be determined heuristically.
It is possible we may be able to dynamically adjust the values
as the algorithm runs, through a constrained optimization of
the acceptance rate, but that remains to be studied.

Finally, we would like to implement Gaussian-Mixture
based MCMC algorithms, that treat the proposal density as
an unknown to be approximated, and combine this framework
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with our normalization schemes to observe the interaction of
the two methods.
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Modeling the virtual machine allocation problem

Zoltan Addm Mann

Abstract—Finding the right allocation of virtual machines (VM)
in cloud data centers is one of the key optimization problems in cloud
computing. Accordingly, many algorithms have been proposed for the
problem. However, lacking a single, generally accepted formulation
of the VM allocation problem, there are many subtle differences in
the problem formulations that these algorithms address; moreover,
in several cases, the exact problem formulation is not even defined
explicitly. Hence in this paper, we present a comprehensive generic
model of the VM allocation problem. We also show how the often-
investigated problem variants fit into this general model.

Keywords—Virtual machines, VM placement, VM consolidation,
Cloud computing, Data centers

I. INTRODUCTION

Workload allocation in data centers (DCs) has been an im-
portant optimization problem for decades [7]. More recently,
the wide spread of virtualization technologies and the cloud
computing paradigm have established several new possibilities
for resource provisioning and workload allocation [4], opening
up new optimization opportunities.

Virtualization makes it possible to co-locate multiple ap-
plications on the same physical machine (PM) in logically
isolated virtual machines (VMs). This way, a high utilization
of the available physical resources can be achieved, thus
amortizing the capital and operational expenditures associated
with the purchase, operation, and maintenance of the DC
resources. What is more, live migration of VMs makes it
possible to move a VM from one PM to another one without
noticeable service interruption [2]. This enables the dynamic
re-optimization of the allocation of VMs to PMs, reacting to
changes in the VMs’ workload and the PMs’ availability.

Consolidating multiple VMs on relatively few PMs helps
not only to achieve good utilization of hardware resources, but
also to save energy because unused PMs can be switched off or
at least to a low-energy state such as sleep mode. However, too
aggressive consolidation may lead to performance degradation.
In particular, if the load of some VMs starts to grow, this may
result in an overload of the accommodating PM’s resources.
In many cases, the expected performance levels are laid down
in a service level agreement (SLA), defining also penalties
if the provider fails to comply. Thus, the provider must find
the right balance between the conflicting goals of utilization,
energy efficiency, and performance [11].

Beside virtualization and live migration, the most impor-
tant characteristic of the cloud computing paradigm is the
availability of online services with practically unbounded
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capacity that can be provisioned elastically as needed. This
includes Software-as-a-Service, Platform-as-a-Service, and
Infrastructure-as-a-Service [21]. In the latter case, VMs are
directly offered to customers; in the first two cases, VMs can
be used to provision virtualized resources for the services in a
flexible manner. Given the multitude of available public cloud
offerings with different capabilities and pricing schemes, it is
increasingly difficult for customers to make the best selection
for their needs. The problem is further complicated by hybrid
cloud setups that are increasingly popular in enterprises [5].
In this case, VMs can be either placed on PMs in the own
DC(s) or using offerings from external providers, thus further
enlarging the search space.

Since the allocation of VMs is an important and challenging
optimization problem, several algorithms have been proposed
for it. However, as shown in a recent survey, the existing liter-
ature includes a multitude of different problem formulations,
making the existing approaches hardly comparable [13]. Even
worse, some existing works failed to explicitly and precisely
define the version of the problem that they are addressing,
so that this must be figured out from the algorithm that they
proposed or from the way the algorithm was evaluated.

We believe that addressing an algorithmic problem should
start with problem modeling: a thorough consideration of
the problem’s characteristics and their importance or non-
importance, leading to one or more precisely defined — prefer-
ably formalized — problem formulation(s) that capture the
important characteristics of the problem. Then and only then
should algorithms be proposed if the problem is already well-
understood and well-defined. It seems that in the case of
the VM allocation problem, this critically important phase
was skipped, resulting in a rather chaotic situation where
algorithms for “the VM allocation problem” actually address
many different problems with sometimes subtle, sometimes
serious differences.

The aim of this paper is to remedy this deficiency. Specif-
ically, we devise a rather general formulation of the VM
allocation problem that includes most of the problem formu-
lations studied so far in the literature as special cases. We
provide a taxonomy of important special cases and analyze
their complexity. Section II contains the general problem
model and Section III discusses special cases, followed by
our conclusions in Section IV.

II. GENERAL PROBLEM MODEL

We consider a Cloud Provider (CP) that provides VMs
for its customers. For provisioning, the CP can use either
its own PMs or external cloud providers (eCPs). The CP
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attempts to find the right balance between the conflicting goals
of cost-efficiency, energy-efficiency, and performance. In the
following, we describe the details of the problem.

A. Hosts

Let D denote the set of data centers available to the CP.
For data center d € D, let P; denote the set of PMs available
in d, also including any switched-off PMs. Furthermore, P =
\U{Ps : d € D} is the set of all PMs.

Each PM p € P is characterized by the following numbers:

o cores(p) € N: number of processor cores

e cpu_capacity(p) € Ry: processing power per CPU core,
e.g., in MIPS (million instructions per second)

e capacity(p,r) € Ry: capacity of resource type r € R.
For example, R can contain the resource types RAM and
HDD, so that the capacity of these resources are given for
each PM (e.g., in GB). This should be the net capacity
available for VMs, not including the capacity reserved
for the OS, the virtualization platform, and other system
services

Our approach to model the CPU explicitly and all other
resources of a PM through the generic capacity function
has several advantages. First, this gives maximum flexibility
regarding the number of resource types that are taken into
account. For instance, also caches, SSD drives, network inter-
faces, or GPUs can be considered, if relevant. On the other
hand, the CPU is quite special, particularly because of multi-
core technology. A multi-core processor is not equivalent to a
single-core processor of capacity cores(p) - cpu_capacity(p).
It is also not appropriate to model each core as a separate
resource, because VMs’ processing power demand is not
specific to each core of the PM, but rather to the set of its
cores as a whole. The other reason why it makes sense to
model the CPU separately is the impact that the CPU load
has on energy consumption.

Each PM p € P has a set of possible states, denoted by
States(p). States(p) always contains the state On, in which
the PM is capable of running VMs. In addition, States(p) may
contain a finite number of low-power states (e.g., Off and
Sleep). Each PM p € P and state € States(p) is associated
with a static power consumption of static_power(p, state)
per time unit. In addition, the On state also incurs a dy-
namic power consumption depending on the PM’s load,
as defined later. The possible state transitions are given
in the form a directed graph (States(p),Transitions(p)),
where a transition € Transitions(p) is an arc from one
state to another. For each transition € Transitions(p),
delay(transition) and energy(transition) denote the time it
takes to move from the source to the target state and the energy
consumption associated with the transition, respectively. (It
should be noted that most existing works do not model PM
states and transitions in such detail; an exception is the work
of Guenter et al. [10].)

Let E denote the set of eCPs from which the CP can lease
VMs. For each eCP e € E, Types(e) denotes the set of VM
types that can be leased from e, and Types = | J{Types(e) :
e € E} is the set of VM types available from at least one eCP.

ISBN: 978-1-61804-287-3

Each VM type type € T'ypes is characterized by the same set
of parameters as PMs: cores(type), cpu_capacity(type), and
capacity(type, r) for all r € R. In addition, for an eCP ¢ € E
and a VM type type € Types(e), fee(type,e) specifies the
fee per time unit for leasing one instance of the given VM
type from this eCP. It should be noted that the same VM type
may be available from multiple eCPs, potentially for different
fees.

Since VMs can be either hosted by a PM or mapped to a
VM type of an eCP, let

Hosts = P U {(e, type) : e € E,type € Types(e)}

denote the set of all possible hosts.

B. VMs

What we defined so far is mostly constant: although some-
times new PMs are installed or existing PMs are taken out of
service, eCPs sometimes introduce new VM types or change
rental fees, such changes are rare, and can be seen as special
events. On the other hand, the load of VMs changes inces-
santly, sometimes quite quickly. For the purpose of modeling
such time-variant aspects, let Time C R denote the set of
investigated time instances. We make no restriction on Tvme:
it can be discrete or continuous, finite or infinite etc.

The set of VMs in time instance ¢ € T%me is denoted by
V(t). For each VM v € V(t), cores(v) is the number of
processor cores of v. The CPU load of v in time instance ¢ is
a cores(v)-dimensional vector: vepu_load(v,t) € Rfms(v),
specifying the computational load per core, e.g., in MIPS. The
load of the other resources is given by vioad(v,r,t) € R, for
a VM v € V(t), resource type 7 € R, and time instance
t € Time.

It should be noted that all the cores of a PM’s CPU are
expected to have the same capacity. In contrast, the cores of
the CPU of a VM do not have to have the same load.

C. Mapping VMs to hosts

The CP’s task is to maintain a mapping of the VMs to the
available hosts. Formally, this is a function

Map : {(v,t) : t € Time,v € V(t)} — Hosts.

Map(v,t) defines the mapping of VM v in time instance
t to either a PM or a VM type of an eCP. Furthermore, if
Map(v,t) = p € P, that is, the VM v is mapped to a PM
p, then also the mapping of processor cores must be defined,
since p may have more cores than v and each core of p may be
shared by multiple VM cores, possibly belonging to multiple
VMs. Hence in such a case, the function

Map_core, : {1,...,cores(v)}xTime — {1,...,cores(p)}

defines for each core of v the accommodating core of p, in a
given time instance.

Given the mapping of VMs, the load of a PM can be
calculated. For a PM p € P and time instance t € Time,
let

V(p,t) ={veV(t): Map(v,t) = p}
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be the set of VMs mapped to p in . The CPU load of p in time
instance ¢ is a cores(p)-dimensional vector: pcpu_load(p,t) €
Rfres(p ), the 7th coordinate of which is the sum of the load

of the VM cores mapped to the ith core of p, that is:

D

veV (p,t),
Map_core, (j,t)=1

pepu_load(p,t); = vepu_load(v, t);.

Similarly, for a resource type r € R, the load of PM p with
respect to 7 in time ¢ is

pload(p,r,t) = Z vload(v,r,t).
vEV (p,t)

The dynamic power consumption of a PM p is a
monotonously increasing function of its CPU load. This func-
tion can be different for each PM. Hence, for a PM p € P,
let dynamic_powery, : Rfres(p ) R, define the dynamic
power consumption of p per time unit as a function of the
load of its cores. This function is monotonously increasing in
all of its coordinates. If PM p is in the On state between time
instances t1 and %9, then its dynamic energy consumption in
this time interval is given by

/ )
t=t1

D. Data transfer

dynamic_power,(pcpu_load(p, t))dt. (1)

For each pair of VMs, there may be communication be-
tween them. The intensity of the communication between
VMs vy,v2 € V in time instance ¢t € Time is denoted
by vcomm(vy,va,t), given for example in MB/s. If there
is no communication between the two VMs in ¢, then
veomm(vy, ve,t) = 0. The communication between a pair of
hosts hy,ho € H is the sum of the communication between
the VMs that they accommodate, i.e.,

>

v1,V2 GV(t),
Map(vi,t)=h1,
Map(vz,t)=h2

pcomm(hy, ha, t) = veomm(vy, va, t).

For each pair of hosts hi,h, € Hosts, the band-
width available for the communication between them is
bandwidth(hy, ha), given for example in MB/s.

E. Live migration

The migration of a VM v from a host h; to another host ho
takes time mig_time(v, hq, ha). During this period of time,
both h; and ho are occupied by v. This phenomenon can be
modeled by the introduction of an extra VM v'. Let tsqp
and t.,q denote the time instances in which the migration
starts and ends, respectively. Before t,:4,, Only v exists, and
is mapped to h;. Between ts4r; and t.,q, v continues to
occupy hi, but starting with ¢,4,¢, also v’ appears, mapped
to ho. In teng, v is removed from hy, and only v’ remains.
Furthermore, data transfer of intensity mig_comm(v) takes
place between v and v’ during the migration period, which is
added to pcomm(hq, ha,t).
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FE SLA violations

Normally, the load of each resource must be within its
capacity. A resource overload, on the other hand, may lead
to an SLA violation. Specifically:

o If, fora PM p € P and one of its processor cores 1 < ¢ <
cores(p), pcpu_load(p,t); > cpu_capacity(p), then this
processor core is overloaded, resulting in SLA violation
for all VMs using this core, i.e., for each VM v € V(p, t),
for which there is a core of v, 1 < j < cores(v), such
that Map_core,(j,t) = i.

o Similarly, if, for a PM p € P and resource type r €
R, pload(p,r,t) > capacity(p,r), then this resource is
overloaded, resulting in SLA violation for all VMs using
this resource, i.e., for each VM v € V(p,t), for which
vload(v,r,t) > 0.

o Assume that Map(v,t) = (e,type), where e €
E. An SLA violation occurs relating to v, if either
vepu_load(v, t); > cpu_capacity(type) for some 1 <
i < cores(v) or if vload(v,r,t) > capacity(type,r) for

some r € R.

o If, for a pair of hosts hy,ho € Hosts,
pcomm(hy, ha,t) > bandwidth(hy,hs), then the
communication channel between the two hosts

is overloaded, resulting in SLA violation for all

VMs contributing to the communication between
these hosts. That is, the set of affected VMs
is U{{v1,v2} Map(vy,t) = hy, Map(ve,t) =

ha,vcomm(vy,va,t) > 0}.

It should be noted that, in practice, loads will never exceed
capacities. However, the loads in the above definitions are
calculated as the sum of the loads of the relevant VMs; such
a sum can exceed the capacity, and this indeed is a sign of an
overload.

In any case, if there is an SLA violation relating to VM v,
this leads to a penalty of

SLA_fee(v, At), 2)

where At is the duration of the SLA violation. The SLA
violation fee may be linear in At, but it is also possible that
longer persisting SLA violations are progressively penalized
[9].

In principle, there can be two kinds of SLAs: hard SLAs
must be fulfilled in any case, whereas soft SLAs can be
violated, but this incurs a penalty. Our above definition allows
both: hard SLAs can be modeled with an infinite SLA_ fee,
whereas soft SLAs are modeled with finite SLA_ fee.

G. Optimization objectives

Based on the above definitions, the total power consumption
of the CP for a time interval [t1, 5] can be calculated as the
sum of the following components:

o For each PM p, the interval [t1,t5] can be divided into

subintervals, in which p remained in the same state.
For such a subinterval of length At, the static power
consumption of p is static_power(p, state) - At. The
sum of these values is the total static power consumption
of p.
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e For each PM p and each state transition of p,
energy(transition) is consumed.

o For each PM p and each subinterval of [t1, 5] in which
p is in state On, the dynamic power consumption is
calculated as in Equation (1).

The total monetary cost can be calculated as the sum of the

following components:

o The fees to be paid to eCPs. Assume that for t € [ty t2],
Map(v,t) = (e, type), where e € E. This incurs a cost
of (to — 1) - fee(type, e). This must be summed for all
VMs mapped to an eCP.

o SLA violation fees, calculated according to Equation 2,
for all SLA violations.

o The cost of the consumed power, which is the total power
consumption, as calculated above, times the unit power
cost.

The objective is to minimize the total monetary costs, by
means of optimal arrangement of the Map and Map_core
functions and the PMs’ states. As a special case, if the other
costs are assumed to be 0, the objective is to minimize the
overall power consumption of the CP.

It should be noted that there is no need to explicitly
constrain or minimize the number of migrations. Rather, the
impact of migrations is already contained in the objective
function in the form of increased power consumption and
potentially SLA violations because of increased system load.
(With appropriate costs of migrations and SLA fees, it is
possible to also model constraints on migrations, if necessary.)

III. IMPORTANT SPECIAL CASES AND SUBPROBLEMS

The above problem formulation is very general. Most au-
thors investigated simpler problem formulations. We intro-
duced some important special cases and subproblems in [13]
and categorized the existing literature on the basis of these
problem variants. In the following, we show how these prob-
lem variants can be obtained as special cases of our general
model. It should be noted that the addressed problem variants
are not necessarily mutually exclusive, so that combinations
of them are also possible.

A. The Single-DC problem

The subproblem that has received the most attention is the
Single-DC problem. In this case, |[D| = 1 and |E| = 0, i.e.,
the CP has a single DC with a number of PMs, and its aim
is to optimize the utilization of these PMs. |P| is assumed
to be high enough to serve all customer requests, so that no
eCPs are needed. Since all PMs are co-located, bandwidth is
usually assumed to be uniform and sufficiently high so that
the constraint that it represents can be ignored.

Some representative examples of papers dealing with this
problem include [1], [2], [18], [20].

B. The Multi-DC problem

This can be seen as a generalization of the Single-DC
problem, in which the CP possesses more than one DC. On the
other hand, this is still a special case of our general problem
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formulation, in which |D| > 1 and |E| = 0. An important
difference between the Single-DC and Multi-DC problems
is that in the latter, communication between DCs is a non-
negligible factor. Moreover, the DCs can have different charac-
teristics regarding energy efficiency and carbon footprint. This
problem variant, although important, has received relatively
little attention [12], [15].

C. The Multi-laaS problem

In this case, P = (, i.e., the CP does not own any PMs,
it uses only leased VMs from multiple [aaS providers. Since
there are no PMs, all concerns related to them — states and state
transitions, sharing of resources among multiple VMs, load-
dependent power consumption — are void. Power consumption
plays no role, the only goal is to minimize the monetary
costs. On the other hand, |E| > 1, so that the choice among
the external cloud providers becomes a key question, based
on offered VM characteristics and prices. In this case, it is
common to also consider the data transfer among VMs.

The Multi-IaaS problem has quite rich literature. Especially
popular is the case when communication among the VMs is
given in form of a directed acyclic graph (DAG), the edges of
which also represent dependencies. Representative examples
include [8], [17], [19].

D. Hybrid cloud

This is actually the most general case, in which |D| > 1
and |E| > 1. Despite its importance, only few works address
it [3], [6].

E. The One-dimensional consolidation problem

In this often-investigated special case, only the computa-
tional demands and computational capacities are considered,
and no other resources. In our general model, this special case
is obtained when the CPU is the only resource considered, and
the CPU is taken to be single-core, making the problem truly
one-dimensional. That is, R = () and cores = 1.

Whether a single dimension is investigated or also others
(e.g., memory or disk), is independent from the number of DCs
and eCPs. In other words, all of the above problem variants
(Single-DC, Multi-DC, Multi-IaaS, Hybrid cloud) can have a
special case of one-dimensional optimization.

F. The On/Off problem

In this case, each PM has only two states:
States(p) = {On,Of f} for each p € P. Furthermore,
static_power(p, Of f) = 0, static_power(p,On) is the same
positive constant for each p € P, and dynamic_power, = 0
for each p € P. Between the states On and O f f, the transition
is possible in both directions, with delay(transition) and
energy(transition) both assumed to be 0. As a consequence,
the aim is simply to minimize the number PMs that are on.
This is an often-investigated special case of the Single-DC
problem.
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G. Connections to bin-packing

The special case of the Single-DC problem, in which a
single dimension is considered, power modeling is reduced to
the On/Off problem, all PMs have the same capacity, there is
no communication among VMs, migration costs are 0, and
hard SLAs are used, is equivalent to the well-known bin-
packing problem, since the only objective is to pack the VMs,
as one-dimensional objects, into the minimal number of unit-
capacity PMs. This has an important consequence: since bin-
packing is known to be NP-hard in the strong sense [14], it
follows that all variants of the VM allocation problem that
contain this variant as special case are also NP-hard in the
strong sense.

If multiple dimensions are taken into account, then we
obtain a well-known multi-dimensional generalization of bin-
packing, the vector packing problem [16].

IV. CONCLUSIONS

In this paper, we attempted to lay a more solid foundation
for research on the VM allocation problem. Specifically, we
presented a detailed problem formalization that is general
enough to capture all important aspects of the problem. We
showed how some often-investigated problem variants can be
obtained as special cases of our general model. Our work can
also be seen as a taxonomy of problem variants, filling the
problem modeling gap in the literature between the physical
problem and the proposed algorithms. We hope that this will
catalyze further high-quality research on VM allocation by
showcasing the variety of problem aspects that need to be
addressed as well as by defining a set of standardized models
to build on. This will hopefully improve the comparability of
the proposed algorithms, thus contributing to the maturation
of the field.
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Mathematical modeling of Incheon Bridge,
Structural monitoring

Gheorghe M.T. Radulescu, Corina M. Radulescu and Adrian T. Radulescu

Abstract— Mathematical modeling of structural behavior is
extremely important to validate design solutions and check if the
construction being analyzed continues to show safety in operating.
All data analyzed come from Structural Health Monitoring, an
extremely complex and relatively expensive activity, and the current
offer of tools, methods and technologies is varied, which can lead to
a virtually high number of structural monitoring systems that can be
customized for each case. In time, the monitoring of bridges became
the engine for the development of SHM tools, methods and
technologies, or manager monitoring systems. The case study, in
continuous quasi-static condition, was performed on Incheon Grand
Bridge, Seoul, South Korea. Tracking the behavior of an objective
under the influence of sunshine is performed by VCE Vienna
Consulting Engineers ZT GmbH. This paper presents the context in
which mathematical modeling fits into the set of activities on
checking behavioral hypotheses defined in the design process. This
paper presents and the mathematical models of the effect of sunshine
on a steel structural element, the 24 lamella front South line, by
comparing data pairs that reflect the cause: atmospheric temperature
and the effect: the movement of a sensor mounted on the structural
element. The analysis was performed using software to achieve a
more optimal mathematical model, that has been tested and then
validated.

Keywords— Incheon Grand Bridge, Mathematical model, steel
structural element, Structural Health Monitoring,

I. INTRODUCTION

A. General considerations of the Structural Health

Monitoring

Structural Health Monitoring (SHM) is a non-destructive in-
situ structural sensing and evaluation method that uses a
variety of sensors attached to, or embedded in, a structure to
monitor the structural response, analyze the structural
characteristics for the purpose of estimating the severity of
damage/deterioration and evaluating the consequences thereof
on the structure in terms of response, capacity, and service-
life[1, 2, 3, 4]. According to Chang [5], "the goal of structural
monitoring is to gain knowledge of the integrity of in-service
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structures on a continuous real-time basis". Some of the
benefits/advantages of a properly designed SHM are [6]: Real
time monitoring with alarms increase the safety for the end-
uses; Down time reduction; To verify, control, assess,
understand the actual behavior of the structure; Calibration of
FEM and calculations; Decreased maintenance costs; In
general, the activity of SHM during execution differs from its
period of service, but some sensors may remain, thus making
the overall process less expensive. Structural Monitoring [7]
was done using wired systems that collected and monitored
data from these structures. This was an expensive and
inflexible approach because the system could not be easily
redeployed if better data collection points were discovered on
the structure. Wireless Sensor Networks became a good way to
solve this problem, and thereby meet a major requirement for a
viable SM system. Autonomous motes could now be deployed
over a field of interest while data was collected at a base
station [8]. Real-time data monitoring involves continuous data
capture with a very small time margin between data sample
blocks[9]. Monitoring of bridges is an adaptation of SHM for
this important work of art. Data on structural behavior are
collected in the SHM process the and databases are created,
which can then be processed by different software, among
which are: Excel real-statistics, DataFit 9.1., Statistics Dell
software, Table Curve 2D, Table Curve 3D, SimFit and IBM
SPSS 21, which helps create different mathematical models of
the processes studied.

B. Presentation of the studied structure, Incheon Bridge

The Incheon Bridge (figure 1) is South Korea's longest
spanning cable-stayed bridge. At 12.3km long with a main
cable stayed span of 800m the new Incheon Bridge will be one
of the five longest of its type in the world. Its 33.4m wide
steel/concrete composite deck will carry six lanes of traffic
74m above the main shipping route in and out of Incheon port
and link the new Incheon International Airport on Yongjing
Island to the international business district of New Songdo
City and the metropolitan districts of South Korea’s capital,
Seoul. The cable stayed section of the crossing is 1,480m long,
made up of five spans measuring 80m, 260m, 800m, 260m and
80m respectively, and the height of the "inverted Y" main
towers is 230.5m. The sea crossing bridge section, whose
concessionaire is Incheon Bridge Corporation, is funded by the
private sector. Korea Expressway Corporation and the Korean
Ministry of Land, Transport and Maritime Affairs (MLTM)
managed the project [10].


http://en.wikipedia.org/wiki/Cable-stayed_bridge
http://en.wikipedia.org/wiki/Korea_Expressway_Corporation
http://en.wikipedia.org/w/index.php?title=Korean_Ministry_of_Land,_Transport_and_Maritime_Affairs&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Korean_Ministry_of_Land,_Transport_and_Maritime_Affairs&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Korean_Ministry_of_Land,_Transport_and_Maritime_Affairs&action=edit&redlink=1
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Figure 1. Genral view 1, Incheon grand bridge South Korea
(Sourse: VCE)

C. Short presentation of the Structural Monitoring Method

From the presentation site we quote: " In order to measure the
movement of the cable stayed bridge section and the
performance of the modular expansion joints of type LR24, a
ROBO®CONTROL remote monitoring system was installed
at one at the expansion joint locations. This serves to measure
the movements of the first, second and last lamella beams of
the joint, as well as the entire gap width and air and structure
temperatures. "[10]. Figure 2 shows the ultrasonic sensors, and
figure 3 shows the position of the RoboControl box, mounted
on the structure. The outstanding feature of the UPK series is
its high acoustic power combined with small sensor size.
Monitoring system consists of 6 UPK category sensors, i.e. 4
UPK 500 sensors(first lamella, second lamella and 24- last,
lamella —South, first lamella -North carriagetaway) and 2
UPK2500 sensors (bridge gap-South and  North
carriagetaway)[10].

Figure 2. Ultrasonic sensors sonorange UPK
(Surse SNT Sensortechnik AG)

pu— ,:‘“"&-.;
Figure 3. The position of the RoboControl box, mounted on
the structure(Sourse: VCE)

2. OVERVIEW OF THE DATA OBTAINED IN THE
MONITORING PROCESS, THE OPPORTUNITY FOR THEIR
SELECTION

The climate in South Korea is temperate with a lot of rainfall
in summer and winters that can get very cold. In Seoul,
Incheon bridge area, the average January temperature ranges
from -7°C to 1°C, slightly lower in February, and the average
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July temperature ranges between 22°C and 29°C, slightly
higher in August. The company that performs the monitoring,
VCE Vienna Consulting Engineers ZT GmbH, with which our
institution has been working with since 2009, provided us with
all the data from June 1, 2009, the date of commencement of
the action until today, the date of completion of this paper,
December 23, 2014, having an initial data volume of 194,881
for nine parameters (similar to those in Table 1.), so a total of
1,753,929 possible pairs of correlations[10], which initially led
to the selection of data for the year 2013 and after that the
selection of four significant months in 2013. Table 1. shows
the extreme values of air temperatures for the period in which
the monitoring was made (which continues today) and Table 2
shows the total number of data pairs for different monitoring
periods and different intervals between measured data.

Min. Max. Dif.
Momment of Recording; | 7/2/2013 8/6/2012 121
Mounth/ Day/Year; every | 21:28 5:58 Days
15 minutes
Air temperature [°C] -14.2 36.1 50,3
Movement of 24th lamella 0,211 0,045
from south line [m] 0,256
Movement of bridge gap | 1,676 0,861 0,815
from north line [m]
Movement of bridge gap | 1,696 0,853 0,843
from south line [m]
Movement of first lamella | 0,156 0,101 0,055
from north line [m]
Movement of first lamella | 0,139 0,083 0,056
from south line [m]
Movement  of  second | 0,285
lamella from south line [m] 0,168 0,117
Temperature in the ROBO- | 5,9 34,5 28,4
CONTROL box [°C]
Temperature  of  steel | -15,0 34,7 49,7
structure [°C]

Table 1. The extreme values for recordings made 02.02.2009-
23.12.2014, every 15 minutes (Sourse: Authors)

No Interval between | No. of processed

Period .

. measurements data pairs
1. 2009-2014 15 Min. 194.881
2. 1H 48.720
3. 2H 24.360
4. 4H 12.180
5. 2013 15 Min. 35.024
6. 1H 8756
7. 2H 4378
8. 4H 2189
9. 2013, 4 Mounth 15 Min. 11.616
10. 1, V, VIII, XI 1H 2.904
11. 2H 1.452
12. 4H 726, Case study

Table 2. The amounts of possible combinations for different
monitoring periods at various intervals (Sourse: Authors)

3. DEFINING THE POSITION AND ROLE OF
STRUCTURAL MATHEMATICAL MODELING IN THE
HISTORY OF ACHIEVING A CONSTRUCTION

Mathematical modeling has a very important role in achieving
a structural objective[1]. In Figure 4 the authors define the
position of this stage in the life of a structure.



New Developments in Pure and Applied Mathematics

Design of the objective L
- defining structural elements
- prognoses on structural hehavior
Stage oulcomne: Technical project

JL

SHOTN] 05
uSsap
J0MONEPIEA

f
T

Execution of the siructure -
- ensuring compliance with project % E’
- ensuring resistance element geomeiry g =
- structural monitoring during execution % E i
Stage ouicome: the desizned ohjective ; B E
JL 2B
g
Structural Health Monitoring & =
- creating structural hehavior databases 2 %?
B -]
o 2 %
g 1t
. . gk
Mathematical modeling B g
- creating mathematical models by processing B E

P

datahases

=,

Figure 4. The position of the Mathematical modeling in the
Structural live (Sourse: Authors)

Mathematical modeling of structural behavior complements
structural monitoring, a phase which begins during building
construction and continues, for special constructions (this
includes the bridge which is the subject of this case study),
throughout their lifetime[1, 11, 12]. While Structural Health
Monitoring aims to create behavioral data banks of the
structure for the action of various factors, mathematical
modeling, through processing and using various software
dedicated to data coming from the previous stage, defines
mathematical models of the cause and effect ratio for different
strains and resistance elements making up the analyzed
objective[13].

4. MAIN STRAINS TO WHICH THE RESISTANCE
STRUCTURES OF BRIDGES ARE EXPOSED TO

Bridges are subjected, during the period of service, to the
following main strains:

* wind,

* uneven sunshine of structural elements

« variation in the level of the watercourse,

« traffic and its characteristics, number, weight of vehicles,

speed, collisions and other events,

« earthquake,

« settlement or compaction of foundation land,

« different physico-chemical factors, one of the most

important being corrosion of metallic resistance elements.
The paper analyzes the second aspect, which is considered
very important for the monitored objective.
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5. MATHEMATICAL MODELS OF THE CORRELATION
BETWEEN TEMPERATURE AND SENSOR MOVEMENT.

A. Study of the relevance of mathematical models developed
for data taken at intervals of 1, 2 and 4 hours

The first verification was done to see if by reducing the
percentage of data, basically increasing the monitoring
interval, there are significant changes of the mathematical
model created by different mentioned software[14, 15, 16, 17].
We chose the correlation between the temperature of the steel
(the material of the bridge deck blades) and the movement of
the sensor mounted on them, i.e. lamella 24 from the south line
of the bridge. | chose three time intervals, respectively data
recorded hourly, every two hours, respectively every four
hours.

1. Hourly data
Entering the data in the program we obtain 83 equations which
define the relationship between the two sets of data, X,
representing the temperature of the steel and y = f(x) the
position of the sensor, relative to a predetermined fixed origin.
In general, as a mathematical model we chose the first
equation, Rank 1 or the closest one to an operable model. In
this case, the first equation is:

1)

y%° =a+bx+ox® +dx® +ex’

Correlation coefficient r? =0.8821704827 showing a
highly significant correlation between the input data into the
program.

Figure 5. Correlation graph between steel temperature and
sensor position on the 24 lamella south line and the data
covariance interval (Sourse: Authors)

For the defined equation the coefficients are shown below, and
for the other they have similar values: a=0.494485022; b= -
0.00063215; c= -3.7835e°"; d=-7.8368¢*"; e= 1.57508¢°
Figure 5. Shows the graph of the correlation between the
temperature of the steel and the position of the sensor on
lamella 24 from the south line and the data covariance interval.
Figure 6 shows the graph of residual values on the correlation
between steel temperature and sensor position on the 24
lamella south line. The vast majority of data falls in the
range of - 0.005 to + 0.005 m, reaching a lower percentage in
the range of - 0.010 to + 0.010 m.

2. Data taken every two hours

Entering the data in the program we obtain 83 equations which
define the relationship between the two sets of data, X,
representing the temperature of the steel and y = f(x) the
position of the sensor, relative to a predetermined fixed origin.
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Figure 6. Graph of residual values on the correlation between
steel temperature and sensor position (Sourse: Authors)

In general, as a mathematical model we chose the first
equation, Rank 1 or the closest one to an operable model. In
this case, the first equation is:

y%® = a+bx+cx® +dx® +ex’...
Although the correlation coefficient
r? = 0.8819868406 decreases slightly, it continues to show
a highly significant correlation between the input data into the
program. a= 0.494465456; b= -0.00060642; c= -9.0723 e*' ;
d=-9.4767 e°'; e= 2.05933 ¢*°

3. Data taken every four hours

Entering the data in the program we obtain 83 equations which
define the relationship between the two sets of data, X,
representing the temperature of the steel and y = f(x) the
position of the sensor, relative to a predetermined fixed origin.
In general, as a mathematical model we chose the first
equation, Rank 1 or the closest one to an operable model. In
this case, the first equation is:
Iny=a+bx+c-x*°+d-x*+e-x*

O]

®)
Although the correlation coefficient r? = 0.9046985517,
surprisingly, increases slightly, it continues to show a highly
significant correlation between the input data into the program.
For the equation  (3) coefficients are shown below, for the
rest they have similar values: a= -1.40691138; b=
0.00242608; c= -7.2963¢*°, d= -3.6588¢°°; e= 7.50831e*® -
The following four equations do not change, but have a slight
decrease in the correlation coefficient:

2. y*° =a+bx+cx? +dx® +ex* 4)
Correlation coefficient r? = 0.9046910656
3. y=a+bx+cx® +dx® +ex? (5)
Correlation coefficient r? = 0.9046597445
4.1y =a+bx+cx’ +dx® +ex’ (6)
Correlation coefficient r2 = 0.9046423605
5. y* =a+bx+cx? +dx® +ex* @

Correlation coefficient r? = 0.9045253305

Figure 7 shows the correlation graph between the temperature
of the steel and the position of the sensor on lamella 24 from
the south line, recordings made every four hours, and the
five equations-mathematical models shown, it becomes evident
that the shape of the graphs shown in Figures 5 and 6 and the
relationships and indices in the accuracy calculus
remain.similar; the reduction of the data to a quarter did not
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significantly affect the results. Replacing the variable x=steel
temperature in the Rank 1 equation leads to values very close
to the average ones found in the field, so the correlation is
maintained, and it even increases for the density selection
every four hours. (Table 3)

Figure 7. Correlation graph between steel temperature and
sensor position, recording every four hours(Sourse: Authors)

T Rank 1 Position from terrain

°C eqg. measurements Approx.
Max. Min. Med.

1 0.244 | 0,247 | 0,239 | 0,243 0,995188

5 0.241 | 0,248 | 0,237 | 0,242 0,995877

10 0.237 | 0,244 | 0,235 | 0,239 0,993319

15 0.237 | 0,239 | 0,224 | 0,231 0,973098

20 0.227 | 0,226 | 0,222 | 0,240 0,988125

25 0.222 | 0,226 | 0,216 | 0,221 0,992810

30 0.216 | 0,220 | 0,211 | 0,215 0,994004

Table 3. Validation of the mathematical model created-The
calculation of the approximation accuracy of the mathematical
model created on the correlation between steel temperature
and sensor position on the 24 lamella south line, for significant
temperatures (Sourse: Authors)

Iteration Accuracy The number
% of pairs of
data removed
Basic data 88,0 22
1 89,2 14
2 89,8 13
3 90,2 8
4 90,5 7
5 90,8 8
6 91,3 5
7 91,4 3
8 91,4 2
9 91,4 1
10 91,5 0

Table 4. Acuity of the mathematical model for each iteration
and the number of data pairs removed(Sourse: Authors)

This comparative analysis shows that for this case analyzing
the correlation between the response of the displacement
sensor under the effect of temperature change it is sufficient to
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study data taken every four hours, which are similar to those
taken every two hours or hourly. Further, the analysis of the
data and the construction of the other mathematical models
will be made at this data capture density, every four hours.

B. Data processing using IBM SPS Statistics software

For the case studied it was important to improve the
mathematical model by removing insignificant quantities,
through successive iterations. We conducted ten iterations,
eliminating the data that the software indicated as irrelevant,
and the acuity gradually increased (Table 2.) from the initial
88% to the final value, after ten iterations, of 91.5% . After the
tenth iteration the software indicates that no more quantities
have to be removed from the processed data, because this
percentage of acuity of the mathematical model created is the
maximum possible.

It is noted that removing massive amounts of values in the
basic data processing stage, and after the first iteration, the
second, or fourth, brought the greatest progress in increasing
acuity from 1.2% to 0,5 %.

C. Using statistical selection data obtained through IBM
SPSS 21 software with the others mathematical software

The author believes that there is no need to resume using the
diferents software for obtaining analytical and graphical data.
The following are the equations of Rank 1 and the related
correlation coefficient for all ten iterations above. For each
iteration | used the data set selected after the removal of data
pairs specified in the previous iteration.

Raw data.

Correlation coefficient r? = 0.9046985517,
Iny=a+bx+c-x*+d-x*+e-x* (8)
Iteration 1. Correlation coefficient, r? = 0.8992430098
Iny=a+bx+c-x*+d-x*+e-x* 9)
Iteration 2. Correlation coefficient,
Jny=a+bx+c-x°+d-x*+e-x* (10)
Iteration 3. Correlation coefficient, r2 = 0.9077518531
Iny=a+bx+c-x*+d-x*+e-x* (11)
Iteration 4. Correlation coefficient, r2 = 0.9116396303,
y=a+bx+c-x?+d-x*+e-x7* (12)
Iteration 5. Correlation coefficient, r2 — 0.9138251649,
y=a+bx+c-x°+d-x*+e-x* (13)
Iteration 6. Correlation coefficient, r2 — 0.9188109224,
y=a+bx+c-x°+d-x*+e-x* (14)
Iteration 7. Correlation coefficient, r> = 0.9200105984,
y=a+bx+c-x?+d-x*+e-x7* (15)
Iteration 8. Correlation coefficient, r? = 0.9198227878,
y=a+bx+c-x°+d-x*+e-x* (16)
Iteration 9. Correlation coefficient, r? =0.9193773591,
y=a+bx+c-x°+d-x*+e-x* (7)
Iteration 10. Correlation coefficient, r? = 0.9200420354
y=a+bx+c-x°+d-x*+e-x* (18)
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Iter. Coefficients of equations, mathematical models,
Rank 1

Iter. a b c
Raw -1.40691138 | -0.00242608 -7.2963¢0°
data

1. -1.40679370 | -0.00261402 | 4.48457 ¢°°
2. -1.40556455 | -0.00260040 | -1.0538 ¢°%°
3. -1.40465510 | -0.00263100 | -1.8611¢°°
4. 0.245724404 | -0.00063384 | -1.5918 ¢
5. 0.245755447 | -0.00063776 | -1.5727
6. 0.245877416 | -0.00063697 -1.63e0°
7. 0.245906597 | -0.00064837 | -1.5721¢°°
8. 0.245935689 | -0.00064455 | -1.6374¢°°
9. 0.245955161 | -0.00064746 | -1.6391e°°
10. 0.245983339 | -0.00064442 -1.683 ¢0°

d e

Raw -3.6588e0° 7.50831e°8 -
data

11. -3.9626 ¢0° 8.0838 ¢08
12. -3.2469 ¢0° 7.24115 %8
13. -2.7267 96 6.49408 e 8
14. 2.25411 %7 8.63967 e 0%
15. 2.2235 07 8.39932 ¢ 08
16. 2.36081 %7 8.29797 ¢ %%
17. 2.28472 %7 7.79865 08
18. 2.46217 %7 7.69347 %8
19. 2.50703 e %7 7.60461 %8
20. 2.60901 %7 7.7476 98

Table 5. Coefficients of equations, mathematical models -

Rank 1, first 10 iterations.(Sourse: Authors)

For iteration 10, a series of simple equations were found, for

example: Equation 28, Correlation coefficient,

r2 =0.9168929798, Yy’ =a+bx, (19)
a=0.060575825; b =-0.00042231

Equation 32, Correlation coefficient,

r2 =0.9147585193, y =a+bx

o
i
in
=
3
=

MOV. 2

20
STEEL TEMPERATURE

(20)

Figure 8. Correlation graph between steel temperature and
sensor position on the 24 lamella south line and the data
covariance interval (Sourse: Authors)
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Figure 9. Graph of residual values on the correlation between
steel temperature and sensor position on the 24 lamella south
line (Sourse: Authors)

Rank 1 Position from terrain
T
oc Eq. measurements Approx.
Max. Min. Med.

-12 0.255 | 0,256 | 0,254 | 0,2550 | 0,999647
-10 0.252 | 0,256 | 0,253 | 0,2545 | 0,993556
-5 0.248 | 0,251 | 0,249 | 0,2500 | 0,995892
0 0.245 | 0,250 | 0,238 | 0,2440 | 0,993558
5 0.242 | 0,248 | 0,237 | 0,2425 | 0,997938
10 0.237 | 0,244 | 0,235 | 0,2395 | 0,992902
15 0.233 | 0,239 | 0,224 | 0,2315 | 0,984269
20 0.227 | 0,226 | 0,222 | 0,2240 | 0,983142
25 0.222 | 0,226 | 0,216 | 0,2210 | 0,991129
30 0.218 | 0,220 | 0,211 | 0,2155 | 0,987626
35 0.213 | 0,217 | 0,210 | 0,2135 | 0,998234
40 0.209 - - - -

Table 6. Validation of the mathematical model created - This
presents the calculation of the approximation accuracy of the
mathematical model created on the correlation between steel
temperature and sensor position on the 24 lamella south line,
for significant temperatures model created brings. (Sourse:
Authors)

D. Improving the mathematical
irrelevant data

model by eliminating

The authors continued the selection and deletion of
information by analyzing the graphs obtained by sequentially
placing data pairs. After five iterations, we reached a
correlation coefficient of more than 0.95, which is considered
relevant for the response of the structural element to strains, in
the present case the way sunshine falls on it. The correlation
coefficients and the equations are presented in the relations 21-
25, specifying the iteration considered. The coefficients of the
equations are in Table 7, and the correlation graphs and
residual values graphs are shown in Figures 10 and 11. We
also removed a number of 20, 20, 17, 13 and 12 pairs of data
after iterations 10-14.

11. r2= 0.9312735355, 1/y=a+bx+cx2+dx3+e x* (21)
12.r2= 0.9414311349 1/y=a+bx+cx?+dx3+e x* (22)
13.r2= 0.9475693596 1/y=a+bx+cx?+dx3+e x* (23)
14.r2= 0.9530277469 1/y=a+bx+cx?+dx3+e x* (24)
15.r2= 0.9568250939 y=a+bx+c/x+d x2+e/xz+f x3+g/ x3+

h x*+if x* (25)
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It. Coefficients of equations, mathematical models,
Rank 1
a b c
11. 4.067898629 | 0.010819210 0.000108598
12. 4.067432360 | 0.010399102 8.53709 e¥°
13. 4.066422587 | 0.010104994 7.43603 e0°
14. 4.064486894 | 0.009927696 58866 e0°
15. 0.246306624 | -0.00062963 0.000105680
15. f=-3.859 %’ | =-8.593e%° | h=9.90611 ¢’
It. Coefficients of equations, mathematical models,
Rank 1
d e
11. 1.09237 e%° -2.6001 e’
12. 1.35539 e0° -3.0487 7
13. 1.49076 e%° -3.2542 7
14. 1.42313e°° -3.0722 7
15. -7.2178 5 -0.00023130
15. i=4.36782 ¢0° -

Table 7. Coefficients of equations, mathematical models -
Rank 1, the last 5 iterations.(Sourse: Authors)

T Rank 1 Position from terrain
°C eqg. measurements Approx.

Max. | Min. | Med.
-12 0.253 | 0,256 | 0,254 | 0,2550 0,992157
-10 0.252 | 0,256 | 0,253 | 0,2545 0,991018
-5 0.249 | 0,251 | 0,249 | 0,2500 0,996000
0 0.246 | 0,250 | 0,238 | 0,2440 0,991870
5 0.242 | 0,248 | 0,237 | 0,2425 0,997938
10 0.238 | 0,244 | 0,235 | 0,2395 0,993737
15 0.234 | 0,239 | 0,224 | 0,2315 0,980316
20 0.229 | 0,226 | 0,222 | 0,2240 0,978166
25 0.223 | 0,226 | 0,216 | 0,2210 0,991031
30 0.218 | 0,220 | 0,211 | 0,2155 0,987626
35 0.213 | 0,217 | 0,210 | 0,2135 0,998234
40 0.210 - - - -

Table 8. Validation of the mathematical model created after 15
iterations.. (Sourse: Authors)

In Table 8 we validated the mathematical model created. We
note that for temperatures between 20-30°C, we have the
lowest degree of approximation, which is explained by the
slower response of the material of which the structural element
analyzed is made of, namely the steel. We can also see that,
although the correlation coefficient increased significantly
between iterations 10 and 15, not the same can be said about
the degree of approximation which decreased for all positions.
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Mav. 24 lam. SL

Steel temperature

Mov. lam. 24 SL

Steel temperature

Mov lam. 24 SL

Steel temperature

Mov lam.24 5L
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Figure 10. Correlation graph between steel temperature and
sensor position on the 24 lamella south line and the data
covariance interval, iterations a. 11, b. 12, c. 13, d.14, e.15
(Sourse: Authors)
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Figure 11. Graph of residual values on the correlation between
steel temperature and sensor position on the 24 lamella south
line, iterations a. 11, b. 12, c. 13, d.14, e.15 (Sourse: Authors)
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CONCLUSIONS

The mathematical models of various correlation phenomena
which have a correlation coefficient below 0.9 are considered
irrelevant. The authors analyzed the possibility, by proper data
selection from structural monitoring activity, to improve the
mathematical model of the response of the structural element
analyzed, from a correlation coefficient of 0.88 to a correlation
coefficient greater than 0.95, after one cycle of 15 successive
stages of eliminating data considered irrelevant. The model
was validated by comparing the values given by the model
with those found during operation. Mathematical modeling of
phenomena recorded in the structural monitoring activity
became extremely useful both for those who make the
observations, Structural Health Monitoring specialists, who
thus can validate their recorded data, and for the designer of
the monitored objective, who can thus validate his chosen
design solutions and behavioral patterns predicted in the
design phase, but also for the beneficiary who has thus the
certainty that the objective works within the design parameters
and any accident due to current actions is excluded. This paper
is part of the concerns of the collective at the Land
Measurements and Cadastre Department of the Technical
University of Cluj Napoca, Romania, to implement different
software to perform mathematical modeling of structural
phenomena studied by Structural Health Monitoring activities.
Starting from a model with a small correlation coefficient we
succeeded, by a rigorous selection of data, to build a credible
model, subsequently validated by comparing the data obtained
in-situ.
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Systems Optimization
Prospected from Torus Cyclic Groups

Volodymyr V. Riznyk

Abstract—This paper relates to techniques for improving the
quality indices of engineering devices or systems with respect to
performance reliability, transmission speed, positioning precision,
and resolving ability, using novel design based on structural
perfection and remarkable properties of proposed modification of
combinatorial configurations, prospected from fundamental laws of
the space dimensionality, namely the concept of Ideal Vector Rings
(IVR)s. These design techniques make it possible to configure
systems with fewer elements than at present, while maintaining or
improving on resolving ability and the other significant operating
characteristics of the system.

Keywords—Combinatorial configuration, systems optimization,
perfect torus group, monolithic code, vectorial space harmony laws.

|.  INTRODUCTION

Combinatorial configurations arise in many problems of
pure mathamatics, notably in algebra, applied physics,
topology, and geometry. Combinatorics also has many
applications in mathematical optimization, computer science,
and quantum physics. One of the most acceptable parts of
combinatorics is systems theory, which also has numerous
natural connections to other areas. Combinatorial optimization
started as a part of combinatorics and graph theory, but is now
viewed as a branch of applied mathematics and computer
science, related to coding theory as a part of design theory with
combinatorial constructions of error-correcting codes. The
main idea of the subject is to design efficient and reliable
methods of data transmission. It is a large field of study, part of
information theory in systems engineering and data
communications. Combinatorial configurations such as cyclic
difference sets [1] and Ring Bundles [2], is known, to be of
very important in systems engineering for improving the
quality indices of devices or systems with non-uniform
structure (e.g. arrays of radar systems) with respect to resolving

ability [3].

This work is connected in part with Cooperative Grant Program to be
provided (no supported financially) by the U.S. Civilian Research &
Development Foundation (CRDF). General scientific field of proposed
activity: Mathematics, Systems Engineering. Title for the proposal:
“Researches and Applications of the Combinatorial Configurations for
Innovative Devices and Process Engineering”. U.S. co-investigator S.W.
Golomb  “University Professor” (EE& Math.), University of Southern
California; Ukraine co-investigator V.V.Riznyk, D.Sc., Professor, Lvivska
Polytechnika State University (1996).

ISBN: 978-1-61804-287-3

115

Op1iMum ORDERED COMBINATORIAL SEQUENCES

A. Optimum Chain Ordered Sequences

The “ordered chain” approach to the study of elements and
events is known to be of widespread applicability, and has been
extremely effective when applied to the problem of finding the
optimum ordered arrangement of structural elements in a
distributed trechnological systems.

Let us calculate all S, sums of the terms in the numerical n-
stage chain sequence of distinct positive integers C, = {ky, k»
,---» Kn}, where we require all terms in each sum to be
consecutive elements of the sequence. Clearly the maximum
such sum is the sum Sc;= k;+ k, +...+ k, of all n elements;
and the maximum number of distinct sums is

S5=1+2+...+n =n(n+1)/2 Q)

If we regard the chain sequence C, as being cyclic, so that
k, is followed by k; , we call this a ring sequence. A sum of
consecutive terms in the ring sequence can have any of the n
terms as its starting point, and can be of any length (number of
terms) from 1 to n -1. In addition, there is the sum S, of all n
terms, which is the same independent of the starting point.
Hence the maximum number of distinct sums Sy Of
consecutive terms of the ring sequence is given by

Smax= n (n - 1) +1 (2)

Comparing the equations (1) and (2), we see that the number
of sums S, for consecutive terms in the ring topology is
nearly double the number of sums S, in the daisy-chain
topology, for the same sequence C,, of n terms.

B. Two-dimensional Vector Rings

Let us calculate all S sums of the terms in the n-stage ring
sequence of non-negative integer 2-stage sub-sequences (2D
vectors) of the sequence Cn, = {(Ki1, K12), (Ko1, K22),..., (Ki1,
Ki2), ..., (Kn1, Kn2)} as being cyclic, so that (kny, ki) is followed
by (ki1, ki), where we require all terms in each modular 2D
vector sum to be consecutive elements of the cyclic sequence,
and a modulo sum m; of ki; and a modulo sum m, of k;, are
taken, respectively. A modular 2D vector sum of consecutive
terms in this sequence can have any of the n terms as its
starting point, and can be of any length (number of terms)
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from 1 to n-1. Hence the maximum number of such sums is
given by
S=n(n-1) 3
If we require all modular vector sum of consecutive terms
give us each vector value exactly R times, than

_ n(n-1)

(4)

Let n=m;, n-1=mjy, then a space coordinate grid m; x
m, forms a frame of two modular (close-loop) axes modulo m;
and modulo m,, respectively, over a surface of torus as an
orthogonal two modulo cyclic axes of the system being the
product of two (t=2) circles. We call this two-dimensional
Ideal Vector Ring (2D IVR), shortly “Vector Ring”.

Example: Let n=3, m;=2, m, =3, R=1, and complete set of
the 1VRs takes four variants as follows:

(@ {(0.1).(02),(1.2)};  (b) {(0,1).(0.2),(1.1)};
(©) {(0.1),(02),(1.0} (d) {(1,0).(1,1).(1.2)}.

To see this, we observe that ring sequence {(0,1), (0,2),
(1,2)} gives the next circular vector sums to be consecutive
terms in this sequence:

(0,1) +(0,2)=(0,0)
0,2) +(1,0)0=(1,2)
(1,2)+(0,1)=(1,0)

(mod 2, mod 3) (5)

So long as the terms (0,1), (0,2), (1,2) of the three-stage
(n=3) ring sequence themselves are two-dimensional vector
sums also, the set of the modular vector sums (m;=2,m,=3)
forms a set of nodal points of annular reference grid over 2x3
exactly once (R=1):

(0,00 (0.1) (0.2)
1,00 1,1) (1,2

Easy check to see, that the rest of these ring-sequences has
the principal property of forming reference grid 2x3 over a
torus using only three (n=3) two-stage (t=2) terms of these
ring sequences.

Schematic model of two-dimensional Vector Ring in torus
system of reference is given below (Fig.1) as the simplest and
well useful for analytic study of two-dimensional Vector
Rings.

s/ The first \ The second
{  coordinate axis -/ coordinate axis
. frame ¢ (0,0) frame :
\ /" !

B JN :

N a B 7

‘.

Fig.1. Schematic model of two-dimensional Vector Ring in torus
system of coordinates with ground coordinate (0,0).
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Easy check to see, that the rest of ring sequences have the
principal property of forming reference grid 2x3 over a torus
using only three (n=3) two-stage (t=2) terms of these circular
sequences.

111 .MuLTipimensionaL VecTor CycLic Groups

A. Principal Consideration

To discuss concept of Vector Cyclic Groups (VCG)s let us
regard structural model of t-dimensional vector ring as ring n-
sequence C, ={K, K,,.., K;,..., K} of t-stage sub-sequences
(terms) K; = (ki.kip....ky;) each of them to be completed with
nonnegative integers (Fig.2).

K, Ki, K,

Fig.2. Schematic model of t-dimensional n-stage ring
sequence.

Here is an example of 3D Vector Ring with n=6, m; =2, m,
=3, m3 =5, and R=1 which contains circular 6-stage sequence
of 3-stage (t=3) sub-sequences {Kj,...,Kg}: Ki= (ki1, Ko,
ks1)= (0,2,3); Ko=> (K2, K22, K32) = (1,1,2); K3 = (Ku3, ka3, Kaz) =
0,2,2); Ky = (Kua, Koa, k3a) = (1,0,3); Ks= (s, ko5, kss) =
(1,1,1), K6:> (k161 k261 k36) = (0,1,0) The set of all circular
sums over the 6-stage sequence, taking 3-tuple (t=3) modulo
(2,3,5) gives the next result:

(0,0,1)=((0,2,2) + (1,0,3) + (1,1,1)),
(0,0,2)=((1,1,2) + (0,2,2) + (1,0,3)),

(0,0,3)=((0,2,3) +(0,1,0)),
(0,04)=((0,2,2) + (1,0,3) + (1,1,1) + (0,1,0) + (0,2,3)),
(0,1,1)=((0,2,2)+ (1,0,3) + (1,1,1) + (0,1,0)),
(0,1,2)=((1,0,3)+ (1,1,1) + (0,1,0) + (0,2,3)),
(0,1,3)=((1,1,1)+ (0,1,0)+ (0,2,3)+(1,1,2)+ (0,2,2)),
(0,1,4)=((0,1,3) + (1,1,1)),
(0,2,00=((0,2,3)+ (1,1,2) + (0,2,2) + (1,0,3)),
(0,2,1)=((1,1,1)+ (0,1,0) + (0,2,3) + (1,1,2)),

(1,2,4)=((0,2,3)+(1,1,2)+(1,1,1)+(1,0,3)+(0,1,0)).

Easy to see this verify of the theoretical proposition (6).

~n(n-1)

t

(mg, my,...,m)=1

(6)
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B. Vector Ring Sequences as Cyclic Groups

Next, we consider a set of Vector Rings with n=3, m;=2, m,
=3, R=1 as a cyclic multiplicative group of a finite field. With
this aim let us multiply the VR {(0,1),(0,2),(1,2)} trough by
2D (t=2) coefficient (1,2) taking both (mod 2), and (mod 3) as
follows: (0,1)-(1,2) = (0,2), (0,2)-(1,2) = (0,1), (1,2)-(1,2) =>
(1,1). As a result of this transformation we got circular
sequence {(0,2),(0,1),(1,1)} different from the previous but it
is the same as the sequence (b), and the reverse transform by
the multiplicative coefficient is true. However, multiplying
circular sequences (b) or (c) through by (1,2) no transform
them to others variants of the sequences but to themselves as
combinations of reflection and cyclic shifting. Hence, the
complete set of four VRs with n=3, m;=2, m, =3, and R=1
contains both two isomorphic, and two non-isomorphic
variants of the sequences, each of them makes it possible to
cover the set of nodal points over torus grid 2 x 3 exactly once
(R=1) using only three (n=3) basic vectors for configure
optimum specify coordinates with respect to torus surface
frame of reference. A new type of cyclic groups is among the
most perfect Vector Rings which properties hold for the same
set of the VRs in varieties permutations of terms in the set
(e.g. set of two-dimensional Vector Rings {(1,0), (1,1), (1,2),
(1,3), (1,4)} and {(1,0), (1,2), (1,4), (1,1), (1,3)}. We call this
class of Vector Rings the “Perfect Torus Group” or “Gloria to
Ukraine Stars”. We have found numerous families of the
Stars.

Here is the simplest and well useful for analytic study and
applications of the underlying properties of Torus and
Hypertorus Groups for development of new mathematical,
physical and technological results.

IV. Optimum MonoLitHic VEcTOR CoDES

A. Useful Properties of Optimum Vector Codes

The remarkable properties of Vector Ring Sequences are
that all ring sums of vectors in the sequence exhaust the set of
vectors of a finite modular vector space by R ways exactly,
which allows on binary encoding of two- and
multidimensional vectors as sequences of the same signals or
characters in ring code combination length. This makes it
possible to use a priori maximal number of combinatorial
varieties of ring sums for coded design of signals (6). As an
example it is chosen the VR sequence {(1,1), (0,1), (2,2), (2,1)}
with n=4, m;=3, m,=4, R=1. Here digit weight of the first
position is vector value (1,1), the next — (0,1), (2,2), and (2,1)
formed a circle. Here is result of the code design (Table 1).

TABLE 1.

Vector code based on the VR {(1,1), (0,1), (2,2), 2,1)}
Vector Code Vector Code Vector Code
(0,0 1110 (1,0) 0111 (2,0) 1011
0,2) 0100 (11) 1000 (2,0) 0001
(0,2) 1000 (1,2) 1100 (2,2) 0010
(0,3) 1101 (1,3) 0011 (2,3) 0110
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We can see that sequence {(1,1),(1,0),(0,2),(1,1)} forms
complete set of ring code combinations on 2D ignorable array
3x4, and each of its occurs exactly once (R=1). Note, each of
them forms massive arranged (solid parts of bits) both
symbols “1” and of course “0” in the all possible binary
circular code combinations. This property makes VR codes
useful in applications to coded design of signals for
communications, control systems and vector computing with a
limited number of bits and improving noise immunity.

B. Definitions of the Ring Monolithic Vector Codes

a) Ring Monolithic Code is a set of ring sequence code
combinations which the same characters arranged all together
into the code combinations.

b) Numerical Optimum Ring Code is weighted binary Ring
Monolithic Code which ring n- sequence of positive integer
digit weights forms a set of binary n-digital code combinations
of a finite interval [1,S], the sums of connected digit weights
taken modulo S=n(n-1)/R enumerate the set of integers [1,S]
exactly R-times.

¢) Two-dimensional Optimum Ring Code is weighed binary
Ring Monolithic Code which set of connected 2-stage modular
sums taken modulo m; and m, , respectively, allows an
enumeration of nodal points of reference grid m; x m, over
torus exactly R-times with respect to torus surface frame of
axes, m;-m, = n(n-1)/R.

d) Multidimensional Optimum Ring Code is weighed binary
Ring Monolithic Code which set of connected t-stage modular
sums taken modulo my, m, ,..., m;, respectively, allows an
enumeration of nodal points of reference grid m; x ...x m;
over hypertorus exactly R-times, m;-m, ...-m; = n(n-1)/R.

V. ConcLusion

Concept of the systems optimizations provides, essentially, a
new model of technical systems. Moreover, the optimization
has been embedded in the underlying combinatorial models.
The favorable qualities of the Ideal Vector Rings provide
breakthrough opportunities to apply them to numerous
branches of science and advanced technology, with direct
applications to vector data coding and information technology,
signal processing and telecommunications, and other
engineering areas. Structural perfection and harmony has been
embedded not only in the abstract models but in vectorial laws
of the real world [4], [5].
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A Special Constant Acceleration Curve
Equation

Mehmet Pakdemirli and Thsan Timugin Dolapgi

Abstract—An ordinary differential equation describing a curve
for which the tangential and normal acceleration components of the
object remains constant is derived. The equation and initial
conditions are expressed in dimensionless form. In its dimensionless
form, the curves are effected only by a parameter which represents
the ratio of the tangential acceleration to the normal acceleration. For
constant velocity case, a circular arc solution is obtained. For
nonzero tangential acceleration, closed form solutions are not
available. Using a series solution, the curve is approximated by
polynomials. A perturbation solution is also presented. The
approximate solutions and the numerical solution are contrasted and
within the domain considered, the curves can be successfully
approximated by the analytical solutions. Potential application areas
can be the design of highway curves, highway exits, railroads, route
selection for ships and aircrafts.

Keywords— Curve Design, Highways, Kinematics, Numerical
Solution, Perturbation Solution, Series Solution, Vehicle Routes

I. INTRODUCTION

During transportation, aerial, marine and land vehicles
cannot travel always in straight routes. Tracking a curved path
is inevitable at least for some portion of the travel. To seek for
an ideal curve path becomes then a technological problem.
Especially at high speeds, smooth transitions in curvatures are
needed when entering curved routes. Abrupt changes in the
curvatures affect safety and comfort of the travel negatively.

Usually entering to the curves, the velocity should be
reduced and the straight path velocity can no longer be
maintained. For a constant tangential deceleration, the goal in
this study is to seek a specific curve for which the normal
acceleration component throughout the curve remains
constant.

In curved parts of roads, a special function named clothoid
is used [1-3]. The clothoid has the property that its curvature
varies linearly with its arc length. Since they are transcendental
functions, they have been approximated by polynomials,
power series, continued fractions and rational functions [2].
Clothoids are especially useful in transportation engineering,
since they can be navigated at constant speed by linear steering
and a constant rate of angular acceleration [3]. The curves
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derived in this study are not clothoids, since the basic
assumption is not a constant velocity with a constant angular
acceleration, rather the assumption is a constant tangential and
normal (centripetal) acceleration components with respect to
the curve.

The equation determining the curve is derived using basic
principles of kinematics. Equation and initial conditions are
expressed in dimensionless form. The curves depend on a
single parameter which is the ratio of the tangential
acceleration to the normal acceleration. For vanishing of the
parameter, the curve is a circular arc for which constant
normal acceleration with constant velocity implies constant
radius of curvature. For non-zero parameters, closed form
solutions do not exist. The next best choice is to find
approximate analytical solutions. A polynomial series solution
is constructed to approximate the curve function. Furthermore,
the curve parameter is selected as the perturbation parameter
and a first order uniform perturbation solution is also
presented. Finally, numerical solutions are calculated using a
variable step size Runge-Kutta algorithm. It is found that the
numerical solutions can be replaced with the approximate
solutions in a wide range of the interval.

Il. DERIVATION OF THE CURVE EQUATION

Assume that the object enters a curve with initial radius of
curvature pp and velocity vo. The object has a constant
deceleration a, throughout the curve. s is the length coordinate
along the curve with s=0 representing the entrance and
cartesian coordinates are selected as shown in Figure 1.

yl

Figure 1- Sketch of the curve
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If the normal (centripetal) acceleration [4] remains constant
within the curve

v(s)? Vi
Vi) _ Vo )
p(s) Py

where v(s) and p(s) represent velocity and radius of curvature

at distance s from the entrance. For a constant tangential
deceleration component ay, the reduced speed at location s is

v(s)® = Vi —2a,s (2
From calculus, the length of a curve and the radius of
curvature are given as [5]

s:j 1+y”?dx 3)
0

1 yll

b @y “

where prime denotes differentiation with respect to x. Upon
substitution of (2)-(4) into (1),

X yn V2
2 12 0

ve—2a, 41+ Yy dx |———-=-"2 5
( 0 0.!; y J(1+ y12)3/2 2o (5)
solving for the parenthesis, differentiating once to eliminate
the integral, and rearranging yields

(l+ y!Z)yw [3y + Opon _0 (6)

VO

which is the differential equation determining a constant
normal and tangential acceleration curve. For the specific
coordinates chosen, the initial conditions are

1

y(0)=0, y'(0)=0, y"(0)=— (7

The first condition is evident from the origin of coordinate
location, the second condition requires a tangent slope at the
entrance for smooth transition and the last condition is due to
the initial curvature of the function. For universality of results,
the system is represented in dimensionless form by defining

X y

*

X =—, y* = (8)
Po Po
and substituting into (6) and (7)
(1+ y’z)y’” ~(3y'+2¢)y"” =0 (9)
y(0)=0, y'(0)=0, y"(0)=1 (10)
where
ay Py )
= = . (11)
Vo Volpo

For simplicity, the symbol star is not shown on the variables
keeping in mind that the variables are all dimensionless. The
above differential system defines a constant tangential and
normal acceleration curve. The family of curves depend on
only one parameter ¢ which is the ratio of the tangential
acceleration to the normal acceleration. Rather than choosing
separately the accelerations, radius of curvatures and
velocities, it is sufficient to choose ¢, the combination of all
parameters in the analysis which reduces substantially the
calculations and presentations in the form of figures.
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Analytical solutions of the model are presented in this
section. The degenerate case of &=0 can be solved in closed
form functions. However, &0 case cannot be solved in closed
form functions and approximations are inevitable. A series
solution as well as a perturbation solution are presented in this
section.

For the degenerate case, the equation is

L+ y2)y"-3yy"? = (12)

y(0)=0, y'(0) :0, y'(0)=1. (13)
A straightforward calculation by employing reduction of order
and successive integrations yield

y=1-41-x (14)

which represents a circular arc since &=0 corresponds to no
tangential acceleration and the normal component of the
acceleration remains constant only in a circular path if the
speed is constant.

ANALYTICAL SOLUTIONS

Series Solution
Assume a power series solution for the problem with
nonzero &,

y() =Y ax (15)
i=0
Initial conditions (13) require
8=0, a=0 2= (16)
Substituting (15) into (9), using (16) yields the polynomial
solution
(x)=—x cloe [ Lel 20 (19,0200
3 8 3 60 5
+(i+§ 2, 8 x6+(ﬁg+3i853+gg5jx7+0(x3)
16 45 15 280 315 21

(7
For vanishing curve parameter, the Taylor expansion of the
circular solution (14) is obtained. The original circular
solution is an even power polynomial and deformations from
this solution with the curve parameter introduces the odd
powers also.

Perturbation Solution 1
If the curve parameter is our perturbation parameter, an
approximate solution

y(X) = Yo(x) + &y, () +O(?) (18)
can be constructed. Substituting the expansion into (9) and
(10), separating at different orders yields

12

oD): @A+yy )ym YoYo =0 (19)
¥0(0)=0, y,(0)=0, y;(0)=1
O(e): [+ Y )yi—=3yiye’ —6Yyaysyi +2YoYiye —2ys: =0
Y1(0) =0, yl(o) =0, 1(0) =0
(20)

The first order solution is the circular arc solution presented
before
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Yo =1-41-x? (21)
Substituting this solution to the next order
” 6 "3 2x°-1 , 2
yl 2 yl (1_ 2)2 yl - ( —X2)2 (22)
yl(O) 0, y;(0)=0, y/(0)=0
and solving yields
2X — 2arccosh(x
y= 2T () (23)
J1-x2 Jx?-1

The approximate solution is
y(x) = 1_\/1—)(_ 2X—7 2arccosh(x)
V1-x2 VX -1

Since the function is not defined near x=1, the singularity at
this point is unimportant.

}0(52) (24)

Perturbation Solution 2

An alternative perturbation solution can be
constructed by assuming the dependent variable to be small. If
a is the perturbation parameter, the smallness of the dependent
variable is represented by the transformation

y(x) = au(x) (25)
and the equation in terms of this transformation becomes
(l+ a’u ’Z)J (30(2U’+26‘a)J"2 =0 (26)
u(@=0, u'(0)=0, u"(0)=1/a (27)
The expansion in terms of the perturbation parameter is
u(x) = Uy (X) + au, (X) + a’u, (x) + O(a®) (28)
Substituting and separation at different orders yields
Oo®: uy=0
(29)
Up(0)=0, uy(0)=0, uy(0)=1/ex
. m n”2 _
O(a): u/—2eu;” =0 (30)
u,(0)=0, uj(0)=0, uj(0)=0
2y . m 12,m ' "2 " ”
O(a”): uy+ugug —3ugus” —4eugu; =0 (31)
u,(0)=0, u2(0)=0, u2(0)=0
The equations can be solved consecutively
1, 1 1(1 1 ,).,
U =—xX", U = ,u +—= X 32
°Toa T T 342 2= (8 3° j (32)

Substituting into (28) and back transformlng to the original
variable y(x)
x +1gx +

y(x) = 3 [; +%52jx4 +0(x°) (33)

which is the same solution with the series solution up to the
approximation considered.

IV. COMPARISONS WITH THE NUMERICAL
SOLUTIONS

The series solution and the first perturbation solution is
compared with the numerical solution. Equation (9) and (10) is
cast into a suitable form first by defining
Y=Y, Y, =Y, ¥, =Y" Interms of the new variables
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Yi=Y,

y; =Y,

i - (3y, +2¢)y: (34)
1 Y2 EE)Ys

1+y?

¥,(0)=0, y,(0)=0, y;(0)=1

the system is reduced to a system with three equations of first
order. The above system is solved by employing a variable
step size Runge-Kutta algorithm. Figure 2 shows that as the
number of terms in the series solution increases, convergence
to the numerical solution is achieved. Note that the figure is
drawn for a fairly large curve parameter of &=1. Since the
curve parameter is the ratio of tangential acceleration to the
normal one, &1 corresponds to equal acceleration
components.

L L
0.25 0.3 0.35 0.4

Figure 2- Convergence of series solutions to numerical
solution (&=1)

For &=0.2, the 7 and 11-term series solution and the
perturbation solution is contrasted with the numerical solution
in Figure 3. The one correction term perturbation solution
(i.e. equation 24) performs slightly better than the 7-term
series solution.

0.7

0.6

05
perturbation -

7 term:
0.4

0.3

0.2

0.1f

0

0 0.1 0.2

Figure 3- Comparisons of the series, perturbation and
numerical solutions (£=0.2)
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Finally an intermediate value of &=0.6 is considered in Figure
4. Five-term series solution performs slightly better than the
perturbation solution. In conclusion, perturbation solution can
replace the numerical solution for small curve parameter
values. For larger parameter values, the series solution better
approximates the numerical solutions.

5terms

perturbation

Figure 4- Comparisons of the series, perturbation and
numerical solutions (£=0.6)

In practical calculations, back substitution to dimensional
quantities should be done as a final step.

The error analysis is also done for the three curve
parameters considered. In Figure 5, the residual error
corresponding to &=1 is presented. As the number of terms
increase, the residual error decrease in most of the domain.
However, in a narrow region at the right, a reverse behavior is
observed and as the number of terms increase, the residual
error increases. For larger x values, the higher order
polynomial terms added is the reason of this residual error. As
can be seen from Figure 2, the absolute error is still smaller for
higher term polynomials in this region also.

/

-
5 terms’ /
9 terms

7
11 terms

Residual Error

L
0.1

0.3

L L
0.2 0.25
X

L L
0 0.05 0.15 0.35

Figure 5- The residual error of polynomial solution (&=1)

For a smaller value of the curve parameter (i.e. ¢=0.2), the
residual errors of 7 and 11-term solutions are contrasted. A
similar behavior is observed. Adding terms reduces the
residual errors in most of the domain except in a narrow region
of higher x values.
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-10

A5t

Residual Error

-201

30 L L L L L L
0 0.1 0.2 0.3 0.4 0.5 0.6

0.7
X

Figure 6- The residual error of polynomial solution (£=0.2)

Finally, residual error analysis for ¢=0.6 is presented in Figure
7. The qualitative behavior is the same with the previous
figures.

5 terms

11 terms

Residual Error

L
0.4

L L L L
0.2 0.25 0.3 0.35
X

L L L
0.05 0.1 0.15 0.45

Figure 7- The residual error of polynomial solution (£=0.6)

In conclusion, to decrease the absolute and residual errors,
the series solution should be truncated and not recommended
for usage for high x values.

V.CONCLUDING REMARKS

A new family of curves which can be used in
highways, routes of marine and aerial vehicles is derived.
Throughout the curve, the tangential and normal accelerations
remain constant, providing a comfortable transport within the
vehicle. Although the curves are derived under the assumption
of tangential deceleration, if they are tracked from the reverse,
the curves will represent motion with tangential acceleration.
An application might be a highway entrance, where the vehicle
should adjust its speed to the higher speed of the highway. The
curves outlined may find other application areas such as
manufacturing engineering in the future.
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Application of statistic complexity metrics to
detection of malware threats in autonomic
component ensembles

A Prangishvili, O.Shonia, 1.Rodonaia, V.Rodonaia

Abstract— The paper proposes a new technique for detecting
malware threats in autonomic component ensembles. The technique
is based on the statistic complexity metrics, which relate objects to
random variables and (unlike other complexity measures considering
objects as individual symbol strings) are ensemble based. This
transforms the classic problem of assessing the complexity of an
object into the realm of statistics. The proposed technique requires
implementation of the process X (which generates ‘healthy’ flows
containing no malware threats) and objects generated by the actual
(possible infected) process Y. The component flows files are used as
objects of the processes X and Y. The result of the proposed
procedure gives us the distribution of probabilities of malware
infection among autonomic components.

Keywords— autonomic ensemble, complexity measure, statistic
complexity, traffic flows, malware

I. INTRODUCTION

HE problem of anomaly detection in autonomic

component ensembles was considered in [1], [2], where
the following problem was set. A singleton application
currently runs on one of the VMs at an Datacenter. During the
session the application experiences consistently high CPU
load. This increase may be caused either by legitimate traffic
overload or by coordinated attacks (DDOS) launched against
the PaaS provider. The latter might be wrongly assumed to be
legitimate requests and resources would be scaled up to handle
them. This would result in an increase in the cost of running
the application (because provider will be charged by these
extra resources) as well as in violation of SLA (due to
increased response times). Hence, it is necessary to distinguish
between these two cases, the earlier this distinction is made,
the higher is the degree of protection of the application from
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failure and poor performance.To provide this protection, the
following security measures were suggested. The traffic flows
through the VM; had to be analyzed using Kolmogorov
complexity metrics. During the session the constant monitoring
of the metric (by the special probe implemented in the separate
module), along with measure of CPU load and available
memory size, was being executed. If the traffic satisfied some
pre-formulated criteria (indicated that there exist serious
DDOS attack threats) then the application rapidly migrated to
some other VM;.

The techhnique  described in [1], [2] implemented
Kolmogorov complexity metrics to reveal possible malware
attacks and had to deal only with DDOS attacks. Despite its
usefulness, Kolmogorov complexity does not capture the
intuitive notion of complexity very well. For example, random
strings without any regularities, say, strings that are
constructed bitwise by repeated tosses of a fair coin, have very
large Kolmogorov complexity. However, those strings are not
“complex” from an intuitive point of view — those strings are
completely random and do not carry any interesting structure
at all. Many approaches have been suggested to define some
complexity measure that is closer to the intuitive notion of
complexity and overcomes the difficulties of Kolmogorov
complexity. For example, Kolmogorov complexity is based on
algorithmic information theory considering objects as
individual symbol strings, whereas the measures effective
measure complexity (EMC), excess entropy, predictive
information, etc., relate objects to random variables and are
ensemble (that is, set of interrelated objects —symbol strings)
based

The Kolmogorov complexity measures M assigns a
complexity value to each individual object X' under

consideration. Let’s denote itas C,, (X'). It is assumed that

X" corresponds to a string sequence of a certain length and its
components assume values from a certain domain. In [3]
statistic complexity that is not only different to all other
complexity measures introduced so far, but also connects
directly to statistics, specifically, to statistical inference, was
introduced. More precisely, a complexity measure with the
following properties is introduced. First, the measure is
bivariate comparing two objects, corresponding to pattern
generating processes, on the basis of the normalized
compression distance (NCD) [4] with each other:
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NCD(x, y)  SO¥) = Min{C(9.CO)
T max{C().C(n}

where C(x) denotes the compression size of string x and
C(xy) the compression size of the concatenated stings x and y.

Second, this measure provides the quantification of an
error that could have encountered by comparing samples of
finite size from the underlying processes. Hence, the statistic
complexity provides a statistical quantification of the
statement ‘X is similarly complex as Y ’. This implies that a
fundamental complexity measure needs to be bivariate, C(X,
Y), instead of univariate comparing two processes X and Y.

Next, the desirable property of any complexity measure is :
a complexity measure should quantify the uncertainty of the
complexity value. As motivation for this property we just want
to mention that there is a crucial difference between an
observed object X'and its generating process X. If the
complexity of X should be assessed, based on the observation
X" only, this assessment may be erroneous. This error may
stem from the limited (finite) size of observations. Also, the
possibility of measurement errors would be another source of
wrong assessment.

Based on these considerations, the statistic complexity
measure, suggested in [3], is defined by the following
procedure:

1. Estimate the empirical distribution function F,, of
the normalized compression distance from ng,
Sy ={x = NCD(X',x")| X', X"< X},
objects X" and X" of size m generated by process
X (here ‘<’ means ‘is generated by X’)

2. Estimate the empirical distribution function

from

~

F,, of
the normalized compression distance from n,,

S¥y ={¥i =NCD(X, y)| X'< X,y <Y}4
from objects X' and Y’ of size m generated by
two different processes X and Y

3. Determine T =sup, 'fx,x (X)—IEX’Y (X)‘ and

p = Prob(T <t)
a. Define C_(S¢, Sy X, Y,mn ,n)=p as
statistic complexity
This procedure corresponds to a two-sided, two-sample
Kolmogorov-Smirnov (KS) test based on the normalized
compression distance [4] obtaining distances among observed

objects.
The statistic complexity corresponds to the p-value of the

underlying null hypotheses, H,:F, =F,,, and, hence,

assumes values in [0,1]. The null hypothesis is a statement
about the null distribution of the test statistic

T =sup,

IEX’X (x)— Ifx v (X)‘ ,and because the distribution

functions are based on the normalized compression distances
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among objects X' and X', drawn from the processes X and
Y, this leads to a statement about the distribution of normalized
compression distances. Hence, verbally, Hy can be phrased as
“on average, the compression distance of objects from X to
objects from Y equals the compression distance of objects only

taken from X”. If the alternative hypothesis, H, : F,, # F,,

is true, this equality does no longer hold implying differences
in the underlying processes X and Y, leading to differences in
the NCDs.

Applied to the problem of finding malware threats in the
flows between autonomic components CP; ([1], [2]) the above
procedure  will look as follows. For each autonomic
component (AC) of the autonomic-component ensembles
(ACEs) the processes X and Y are considered as the
processes generating objects represented in the form of
strings. The strings, in turn, represent traffic flows through
these autonomic components. The specific ways of how flows
are transformed into strings are considered later in the paper.
The process X (‘training process’) is the process generating
flows in the conditions when there are no malware threats. So,
objects (strings) generated by the process X are ‘healthy’ (they
do not contain any patterns of malware). These strings have to
be generated preliminary (before actual workload on an
autonomic components ensemble). Some fraction of objects
(string) have to be generated for situation with unusual (but not

malicious) behavior. For randomly taken pairs X" and X'’ (the
amount of such pairs is n;) of the generated strings the metric
NCD( X', X'") is calculated . The size of samples n; has to

be sufficient to account for various possible situations and
conditions that may occur in the specific autonomic ensemble
under consideration. Then the empirical distribution function

F is being built and stored to the specific place.
When the ensemble starts actual operation (receives
workload), the process Y (‘production process’) generates

objects (strings) Y', which represent actual current traffic

between ensemble’s components. Some of these objects may
contain malware patterns. The sample of the size n, of objects

X" (generated preliminary by the ‘training process’ X ) and
objects Y’ is being created and the metric NCD (X', y') is
calculated for each pair. Then the empirical distribution

function IfXY is being built. Now , by applying the steps 3 and

4 of the above procedure, the values of the statistic
complexity for each autonomic component can be computed.

The obtained numerical value of the statistic complexity
can be interpreted in the following sense: in the current
conditions the flows of packets through the given autonomic
component cannot be regarded as complex flows ( with the
probability equal to p ). That is, the flows may contain some
patterns (indicating the possible presence of some malware
threats) with the probability p.

It should be pointed out that in production conditions
(when the ensemble is under actual workload) the sample size
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n, cannot be determined in advance. This size depends on
actual working conditions: traffic intensity, frequency of
creation of objects (strings), actual hardware indices (CPU
load, available memory, etc.). As a rule, the number n, is less
than the number n, This fact can somewhat decrease the
precision of the metric, but it requires additional technical
consideration. In general, the statistic complexity has the very
desirable property that the power reaches asymptotically 1

when n, — o and N, — oo. This means, for infinite many

observations the error of the test to falsely accept the null
hypotheses when in fact the alternative is true becomes zero.

Formally, this property can be stated as p — 0 for n, — o

and N, — o0,

Finally, note that despite the fact that statistic complexity is
a statistical test, it borrows part of its strength from the NCD
and, respectively, Kolmogorov complexity on which this is
based on. Hence, it unites various properties from very
different concepts.
[1. APPLICATION OF STATISTIC COMPLEXITY TO AUTONOMIC
COMPONENTS ENSEMBLES.

In the proposed approach to anomaly detection in
autonomic component ensembles, an attempt to deal with
wide range of malware threats has been made (unlike the
techhniques described above and in [1], [2], which had to deal
only with DDOS attacks).

In autonomic cloud computing datacenters can be
considered as autonomic-component ensembles (ACEs) and
be represented by constructions of  SCEL (Software
Component Ensemble Language), a kernel language for
programming autonomic computing systems ([1], [5], [6]).
Each (virtual) machine is running one instance of the Cloud
Platform called Cloud Platform instance (CP;). Each CP; is
considered to be a service component. Multiple CPs
communicate over the Internet (IP ptotocol), thus forming a
cloud and within this cloud one or more service component
ensembles. The notions of autonomic components (ACs) and
autonomic-component ensembles (ACEs) ([5], [6]) have been
put forward as a means to structure a system into well
understood, independent and distributed building blocks that
interact in specified ways.

The process part of a component (Fig.1) is split into an
autonomic manager controlling execution of a managed
element. The autonomic manager monitors the state of the
component, as well as the execution context, and identifies
relevant changes that may affect the achievement of its goals
or the fulfillment of its requirements. It also plans adaptations
in order to meet the new functional or non-functional
requirements, executes them, and monitors that its goals are
achieved, possibly without any interruption. A managed
element can be seen as an empty “executor" which retrieves
from the knowledge repository the process implementing a
required functionality id and bounds it to a process variable Z,
sends the retrieved process for execution and waits until it
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terminates. Also actual parameters for the process to be
executed can be stored as knowledge items and retrieved by

the executor (or by the process itself) when needed.

el L
=
Y

i !
Autonomic manager

nE

7

§

Managed element

i

Fig.1 Functional description of a component

In our approach the notions of  netflows, their
informational-theoretical metrics and components’ autonomic
manager are essentially leveraged. A network flow can be
defined in many ways. In a general sense, a flow is a series of
packets with some attribute(s) in common. Each packet that is
forwarded within a router or switch is examined for a set of IP
packet attributes. These attributes are the IP packet identity or
fingerprint of the packet and determine if the packet is unique
or similar to other packets. All packets with the same
source/destination IP  address, source/destination ports,
protocol interface, and class of service are grouped into a flow
and then packets and bytes are labeled. This methodology of
fingerprinting or determining a flow is scalable because a large
amount of network information is condensed into a database of
netflow information called the netflow cache.

A netflow-enabled device (netflow exporter: router or
switch) (see the Fig.2) sends to the netflow collector single
flow as soon as the relative connection expires. This can
happen when 1) when TCP connection reaches the end of the
byte stream (FIN flag or RST flag) are set; 2) when a flow is
idle for a specific timeout; 3) if a connection exceeds long live
terms (30 minutes by default). Packets captured by the netflow
collector are stored to a flow storage . In our approach the
duration of each flow’s formation time is unknown in advance
and actually is defined by relevant collectors on the basis of
the selected connection expiration time criteria.

Flows accumulated at the flow storage, are then subdivided
into component flows. That is, flows which have the
component’s IP address as a destination address are grouped
and sent to the corresponding component (more exactly, to the
autonomic manager of a component - these flows are marked
with blue arrows in the Fig.2).


http://en.wikipedia.org/wiki/Packet_flow
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Fig.2 Interaction between netflow devices and autonomic
components
After receiving their destined flows, the  component’s
autonomic manager can start the processing in order to reveal
the abnormal behavior of flows in accordance with the
following technique.
Application for collecting and processing NetFlow
statistics are defined below (Fig.3):

' Ny
Collector HetFlaw Applicatian NetFlow Exparer
Fanngnia =T
: : e E: d Statist: o b
L S
l..—.g - o
Faw Files l
| F'171.16.1.868' -2014-03-10-15-(H} bin
Ajgragaior %— Dalabase
% el [ B
F'172.16.1.B6'-2014-03-10-15-00.zip
F'172.16.1.B5'-2014-03-10-14-55 =zip
F'172.16.1. B4'-2014-03-10-14-50.zip
WVER Wser [nte fane
h v
Fig. 3: Components of the NetFlow system for analysis of the

statistics
Once the collector populates the raw file, the file is passed on
to the second component in the system, which is called an
aggregator. The aggregator receives the file from the collector
and processes it using predefined information from the
database. The data thus processed (aggregated) is stored in the
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database. The user interface is a web application that enables
us to obtain information on the status of the network, based on
the data aggregated in the database. If it is necessary to get
more detailed information about a specific communication, the
user may open the relevant raw file via the web and filter it
according to the desired criteria. The location of the device
collecting NetFlow statistics depends on the architecture of the
network itself. The amount of NetFlow information exported
by network devices is directly dependent on the amount of
traffic passing through that device (exporter). Experience has
shown that the amount of NetFlow traffic does not exceed 1%
of the total amount of traffic through the network, so the
“distance” between the server (collector) and the network
device exporting the data (exporter) is not relevant. The
accessibility and the security of the server are the more
important parameters.

In the proposed approach the different files with the
particular titles (relevant to the concrete SCP;‘s IP addresses )
to store component flows are used. For example, for the
component flow to the SCP; with IP address 172.16.1.86,
occurred on 2014/03/16 at 15:00, the files with titles
F’171.16.1.86°-2014-03-10-15-00.hin and the
F’171.16.1.86°-2014-03-10-15-00.zip will be created.

If we look at known threats in data networks from point of
unwanted traffic, we can separate the following groups [7]:

1. Denial of service attacks.
2. Port scans and remote vulnerability searching and
virus spread.
3. P2P files exchange networks.
4. Email spam and web popup.
5. Open resources misuse (open DNS, open mail
relay, open proxy, Trojan horse, etc.)
In our approach we observe the following
attributes ([8]):
e Source/destination IP address and port number

To measure changes in IP address and port nhumber space
we observe a value of Shannon entropy related to these
attributes (entropy is used to capture the degree of dispersal or
concentration of the distributions for traffic attributes).
Entropy values are calculated for separate component flows
files (obtained by using the utility nfdump,) . Different AMs
(Autonomic Manager) use various time periods length (see
connection expiration time criteria above). The following
network variables are used for each component flows files:
entropy of source IP address, entropy of destination IP
address, entropy of destination port number, entropy of source
port number . Duration attributes of each component flow
time are different and depend on the traffic conditions and
selected connection expiration time criteria.

e Number of bytes and packets

These values are: bytes received by a host, bytes sent by a
host, packets received by a host, packets sent by a host. Again,
duration attributes of each component flow files are different
o TCP flags

traffic flow
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The attribute TCP_FLAG - a difference between number
of SYN packets sent and RST and FIN packets received - is
measured in the proposed approach. In normal conditions, in
long time observation we should get the mean value of
TCP_FLAG near zero. Intrusive actions like system scanning,
DoS attacks, may cause the temporal distortion of the mean
value of TCP_FLAG
o Duration of the connection

During various types of attacks, this value will be affected
and so an anomaly may be detected. For example, worm
infection will generate a large number of connections with
similar duration. We simply use the value of connections’
duration attribute contained in the given component flow file.
e Communication Patterns

Fan-in is the number of nodes that originate data exchange
with the current CP;, while Fan-out is the number of hosts to
which CP; initiates conversations. The above patterns are
invariant during most time of normal system activity or change
in a predictive way. But while attack appears they will change
significantly.

As one can see, the component flows files contain the
same volume of information (they contain the same amount of
attributes of the same size). Hence, we can assume that the
size m of a component flow file represents the object (in
terms of the statistic complexity procedure) of size m. In

general, component flows files are regarded as
objects X', X", X", ......... generated by the process X
(‘training  process’) and Yoy Y , Objects

generated by the process Y (‘production process’).

As it was described, the proposed procedure requires
implementation of the ‘training process’ X (which generates
‘healthy’ flows containing no malware threats) before
starting real ‘production* (real-time) process Y. In order to
decrease overheads, this process is executed just once with
as large value of the sample size n; as it is possible. The

obtained results (the empirical distribution function F,, ) is

stored to each CP; which can run applications subsequently.
When applications are executed on the CPs, the objects

Y,y y" , (corresponding component flows files)

are created and the empirical distribution functions

Fyy
are calculated on each CP; . Then, according to the steps 3 an4
of the procedure, the value of statistic complexity for each
autonomic component is calculated.

The result of the proposed procedure gives us the
distribution of probabilities of malware infection among
autonomic components of the datacenter.

To estimate the statistic complexity’s  value, which
practically indicates real malware threat, numerous simulation
experiments were carried out. The well-known simulation tool
CloudSim - a framework for modeling and simulation of cloud
computing infrastructures and services — has been used. As a
result of simulation experiments we determined that the
statistic complexity’s value larger than 0.4 can be practically
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regarded as serious malware threat. In this condition the
immediate migration of the application from the VM (where
the application is being run currently) to another VM (which
is to be selected by using the ensemble’s components
autonomic managers’ knowledge base and issuing the special
SCEL statement qry) is required.

It should be pointed out that detection of malware threats
and consequent migration are being executed in real-time scale
and thus minimize damage from possible malware threats. This
also contributes to maintaining the required SLA.

The time of migration must be taken into account when
determining the response time. In general,
streams of requests generated by each client (application) may
be decomposed into a number of different VMs. In case of
more than one VM serving the i" client, requests are assigned

probabilistically, i.e., o portion of the incoming requests

are forwarded to the j" server (host of a VM) for execution.
The exponential distribution function is used to model the

service time of the clients in this system. Based on this model,

the response time distribution of a VM (placed on server j) is

an exponential distribution with mean:

1

ATy
P bkt — o

M)

where L;; denotes the service rate of the i-th client on the j-th
server when a unit of processing capacity is allocated to the
VM of this client. The VM unit is defined as the basic unit of
virtual resource, which is associated with a set of physical
resources such as CPU time, main memory, storage space,
electricity etc. In real cloud systems, any virtual resource a
customer can apply should be a multiple of the VM unit.
Migrating a VM between servers causes a downtime in the
client’s application. Duration of the downtime is related to the
migration technique used in the datacenter. The downtime
also is the function of the link speed and VM memory size.
Let’a assume that an application i had to migrate n; times
during its execution cycle.  We introduce the following
notations:
n; -amount of migration of the i-th application during its
execution cycle;
my - the number (index) of VM (CP) on which the application
runs in k-th migration period;

SC,i, - the value of the statistic complexity obtained for the i-

th application running on the p-th VM in the given time
period
ﬁij - see (1)
Then the formula (1) must be updated by adding the term
representing the expected downtime of the VMj;:

R, if n.=0

imy

Z(SCimk * (R, +DT,, (LinkSpeed))) otherwise
k=1
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The obtained estimation of response times is much closer to
actual response times (observed in real operational conditions)
and thereby contributes to maintaining the required SLA.

I1l. CONCLUSION

In the paper we presented a new technique for detecting
malware threats in autonomic component ensembles. The
technique is based on the statistic complexity metrics. Unlike
the Kolmogorov complexity, which is based on algorithmic
information theory considering objects as individual symbol
strings, the statistic complexity relate objects to random
variables and are ensemble based. It is a bivariate measure
that compares two objects, corresponding to pattern generating
processes, on the basis of the normalized compression distance
with each other. Besides, this measure  provides the
quantification of an error that could have been encountered by
comparing samples of finite size from the underlying
processes. The approach transforms the classic problem of
assessing the complexity of an object into the realm of
statistics. This may open a wider applicability of this
complexity measure to diverse application areas. In particular,
the statistic complexity is applied to the problem of detecting
malware threats in autonomic component ensembles. The
proposed procedure requires implementation of the ‘training
process’ X (which generates ‘healthy’ flows containing no
malware threats) and objects generated by the actual
(possible infected) process Y (‘production process’). The
component flows files are used as objects of the processes X
and Y. The result of the proposed procedure gives us the
distribution of probabilities of malware infection among
autonomic components of the datacenter. The proposed
procedure of detecting malware threats and consequent
migration are being executed in real-time scale and thus
minimizes damage from possible malware threats. This also
contributes to maintaining the required SLA.
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Numerical calculation of the magnetic field
produced by a multi-conductor power cable

Dumitru Toader, lulia Cata, Constantin Blaj, and Alina Lihaciu

Abstract—The paper presents a numerical model using finite
element method to calculate the magnetic field produced by current
passing through multi conductor power cable, with helical turns
whose thickness is comparable to the winding radius. The software
package Vector Field Opera is used in order to optimize the
calculation of electric parameters taking into account the radius and
the helical shape of the multi conductor wires.

Keywords—finite element method, helical turn, magnetic field,
magnetic field.

I. INTRODUCTION

THE magnetic field produced by coils is, usually, made
considering the turns circular and filamentous. This paper
presents a numerical model for the calculation of the magnetic
field of multi conductor power cable.

When the thickness of the coil’s conductor is close to the
radius of the cylinder the turns are helical not circular. In
literature [1] - [9] the analytical model used to calculate the
magnetic field for helical turns neglects the conductor
thickness. The magnetic field was determined for helical turn
considering homogeneous linear and nonlinear medium, with
the software package Vector Fields Opera [10].

Il. THE FINITE ELEMENTS METHOD FOR THE CALCULATION OF
THE MAGNETIC FIELD

A. The functional for the magnetic field

The variational model of the magnetic field for conductive
environments at rest, nonlinear, with magnetic anisotropy,
inhomogeneous and with permanent magnets is created using
the magnetic vector potential. In this case the current density
is as given in [11, 12]:

> |

3=a-E=—0'~gradV—O'-%=ja—0'~a— 1)
ot ot
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Where: E - electric field strength; o — conductivity; t — time;
A - magnetlc vector potential; J a- imposed current density;

oA :
o- E - induced current density.

The functional is, [11] - [20],
Bl — — —| [;A-  0A
F= =—(B-Br)dB|-|| (Ja—c-—)dA|rdv-
[} B [ S
~J.(AxH)-n_dz- [ (35 - Ayds 0

where B - the magnetic flux density, Br = = Uy -Mp -the
magnetic flux density for permanent magnets, o —
permeability of free space, M p - the permanent
magnatization , ;(B) - is the permeability tensor, X - is the
boundary of the domain, dX - is the surface element of the
boundary, ﬁz - is the normal unit vector of the domain
boundary, AxH -the density of magnetic energy transferred
through boundary 2, js - the current density of surface S
contained in domain V, A - magnetic vector potential.

In the case of linear media, homogeneous and without

permanent magnetization (missing permanent magnets)
relation (2.2) becomes,
A - oA,
F= ~ BdB Ja—o-—)dA|dv—
({028 (- S|
—j(Ax H)-n ax-[ (s - Ayds 3)
B. Three-dimensional finite element
The three-dimensional finite element, at which

interpolation polynomial is linear, has 4 nodes (p=4), so

i =1,4. In the coordinate system Cartesian energy functional

(2.3), for linear environments without permanent
magnetization, domain does not contain current density
surface and Dirichlet conditions on the boundary becomes,

F=F+F +F 4)

where

130
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oA,
L[ PRB) y Ao a |Laxdydz
2u oy oz ot

F, = J‘V {1{(2}?&_6@?{1) -3, A +o'% Ay}}dxdydz

CPE[(ACAY AR
FZ_V{Z,Ul:(aX ayj J,-A+o o AZ]}dxdydz

The mathematical expression of the vector magnetic potential
A, for finite element “e” becomes,

Ao = AL (XY, 2,0 1+ AL (6 Y, 21) ] +

+ Aez(x’ y,Z,t)'EZ iNei (X! Y Z)'I\ei(X,y,Z,t).

— oA —
[M]-[Aa]+[C]-[F}+[Fi]:O ©
Where [M] - square matrix of linear system, [_C] — column

matrix of current density induced coefficients, [ Fi] - column

matrix of imposed current density, [ Ai] — column matrix of
vector magnetic potential. The equation (5) allows the
calculation of the vector magnetic potential in all nodes.

I1l. ELECTROMAGNETIC FIELD CALCULATION USING VECTOR
FIELDS OPERA

In order to calculate the electromagnetic field was used the
software package Opera Vector Field based on the finite
element method [10]. It includes programs for solving and
analyzing the electromagnetic field in plane (2D) and space
(3D).

The calculation of the magnetic field created by current
passing through a multi wire helical turn conductor (Fig.1),
used in overhead lines [21], with cross section 35 mm? and
length h=500mm is done using finite element method
implemented in the program Vector Fields Opera.

Helical turn

Steel core

Figure. 1 The 6 wire conductor with iron core
The magnetic field created by currents passing
through a multi wire helical turn conductor (Fig.1),
used in overhead lines [21], with the crose section
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35 mm? and length h = 500 mm is calculated using
the finite element method implemented in the
program Vector Field Opera.

The domain where is calculated the magnetic field is
cylindrical with length hy + h + h, and radius b (Fig.2),
where h; = h, = 10h. In figure 2 were not represented the
helical turns, being of Yy permeability as the surrounding
air.

X a _ Cilinder

Figure 2. The domain for magnetic field analysis

The software package, using the finite element method,
Vector Field Opera allows the calculation of the magnetic
field in both, linear and nonlinear, environments (Fig.3). For
nonlinear environment it is possible to use magnetization
curves B(H) (Fig.4) from the library or the curves can be
introduced by the user [10], [17]-[20].
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IV. NUMERICAL RESULTS

The 6 wire conductor, with iron core (Fig.1) produces the
magnetic field and has the following geometric characteristics
[22]-[24]: a = a; = 1.35 mm, h = 500mm and the
magnetization curve B(H) from figure 4. In the following
calculations were considered effective values of the current
such as 150A, 100A, 75A, 50A and 30A. The radius “a” of
the steel core (cylinder) was divided into 10 segments of
length a/10. The magnetic flux density was calculated only
inside the steel cylinder, because we were interested only in
the magnetic flux. The results are presented in Table 1.

A] 150A 100A 75A 50A 30A
rfmm

0 0.737 0.409 0.180 0.047 0.021
0.135 | 0.896 0.479 0.217 0.068 0.032
0.27 | 0.862 0.451 0.196 0.060 0.030
0.405 | 0.869 0.453 0.196 0.061 0.030
0.54 0.873 0.454 0.196 0.061 0.030
0.675 | 0.876 0.455 0.196 0.061 0.030
0.81 | 0.879 0.455 0.197 0.061 0.030
0.945 | 0.883 0.456 0.197 0.061 0.030
1.08 0.887 0.457 0.197 0.061 0.030
1.215 |0.892 0.458 0.197 0.061 0.030
1.35 | 0.873 0.448 0.192 0.058 0.029

For the calculation of the magnetic flux in the cylinder of
steel, the expression is

Y B.,+B
2 2
D= x(rZ, —17) =2~ (6)
k=0 2
The results are presented in Table 2.
Table 2. Magnetic flux (calculated)
I[A] 150A | 100A | 75A 50A 30A
®[pWb] | 5.011 | 2601 | 1.121 |0.352 | 0.172
V. EXPERIMENTS
Wiring connections scheme used for experimental

determinations is presented in Fig.5.
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From the measurements was determined the current
through the conductor and the induced voltage into coil with
2700 turns [24], [25].

pAs —  [we |
] L
i 2] I3 -
i’
- AT canal 14 + canal 2+ + Uei
2 I N1
~ 1436 d C1
< 3 == 111 ¥
s & . TC <o ) Td J
. 4o S il
< Nz Cz
’ canal 3 Ue2

Figure 5. Measurement scheme

om o e on
e

Figure 6. Measurements results

For a current of 150 A, rms value, as shown in figure
7, the voltage induced is shown in figure 8, and the
corresponding magnetic flux variation is shown in figure
9. The magnetic flux was obtained by integration of the
induced voltage. The results obtained for magnetic flux
at different values (rms) of the current in the conductor
are presented in Table 3
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Figure 7 The current flowing in the conductor
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Figure 8. Momentary values of induced voltage
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Figure 9. Momentary values of magnetic flux

Table 3. Magnetic flux (measured)

I[A] 150A | 100A 75A 50A 30A

®[pWb] | 5.011 | 2.601 | 1.121 | 0.352 | 0.172

It was made a comparative calculation of the values for
magnetic field strength along the cylinder radius and in the
middle of the turn (rotation angle t = 18007 and h/2), using the
two modeling programs available in Vector Fields Opera
(Geometric Modeler and Pre-Processor) [29]. The Geometric
Modeler works with tetraedric finite elements, and the Pre-
Procesor uses paralelipipedic finite elements.

The outside domain was extended, successively to a
cylindrical border placed at b = 10a, b = 20a, b = 40a, b=80a.

The results show that the radial dimension of the boundary
it is not necessary to be extended to more than 10 times the
cylinder radius.

Next it was considered the field calculation extended up to
10 times the cylinder radius and it was analyzed how the mesh
step influences the magnetic field intensity values

ISBN: 978-1-61804-287-3
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For different combinations of mesh steps and length of the
domain analyzed the results are shown in figure 10.
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Figure 10. Magnetic field strength
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It is noticed that using finite elements of different shapes
result differences between magnetic field intensity values
obtained in the two types of modeling. It can be concluded
that variant g is the best because Geometric Modeler uses the
tetrahedral-type finite elements, so modifying the finite
element size it changes the three spatial variables (r, z, 1)
simultaneously. The variant g is based on the size of finite
element (introduced in Geometric Modeler) for the outer
domain being twice the radius of the one used inside the steel
cylinder.

Further it is analyzed how the length of the cable, h, taken
in the modelization, affects the magnetic field intensity values,
computed in the mediator plane. In figure 11 are represented
the values computed for the length of the cable corresponding
to 1 turn, 3 turns and 5 turns, where the notations.
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Figure 11.
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have the following meanings: 1M, 3M and 5M represent 1
turn, 3 turns and 5 turns obtained with modeling program
Geometric Modeler respectively 1P, 3P and 5P represent 1
turn, 3 turns and 5 turns obtained with modeling program
Pre-processor.

From Fig. 11 results that for lengths corresponding to
more than 3 turns, the computed magnetic field values in the
mid-plane, do not change significantly. The analysis of a long
conductor, with a large number of turns, it can be made
considering a minimum length corresponding to at least 3
turns. In our calculations the length h, in the modelization,
was taken of about 5 times the average pitch of the helix. The
cables which were analyzed have the width of one complete
helix turn (pitch length) of the following values: 81mm,
97.2mm and 113.4mm.

V1. CONCLUSIONS
From the study results the following conclusions:

-Numerical model that uses finite elements form a
tetrahedron leads to the best results but require the longest
calculation time (about two hours and variant a only 1 minute
and the 24 seconds);

- A finer mesh step along the radius (/20 - variant b and
e, compared to a/10 - variant ¢ and d) leads to results close to
those obtained for variant g;

-The numerically analyzed and implemented in the
software package Vector Field Opera allows precise
calculation of the magnetic field, but this requires appropriate
choice of field sizes considered, the mesh step, namely the
finite element size and border conditions.

- Numerical model based on finite element software package
and implement in the Vector Field Opera can be used with
good results in calculating the magnetic field in both linear
and nonlinear environments, if properly chosen finite element
size and domain.
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Quasi-conformal Harmonic Mappings Related To
The Janowski Starlike Functions

Melike Aydogan', Yasar Polatoglu?, H. Esra Ozkan Ucar®, Arzu Yemisci* and Yasemin Kahramaner

Abstract—Let f(z) = h(z)+g(z) be a univalent sense-preserving
harmonic mapping in the open unit disc D = {z||z] < 1}. If f(2)
satisfies the condition |w(2)| = \Z,E?ﬂ <k, (0<k<1),then f(z)
is called k—quasiconformal harmonic mapping in D [6]. The class
of such mappings is denoted by Sgr(x).

The aim of this paper is to give some properties of the solution of

non-linear partial differential equation fo = w(z)f(z) under the
" k2 (b1 —2 *
condition |w(z)| < k, w(z) < ké%az), h(z) € S*(A, B), where

S*(A, B) is the class of Janowski starlike functions. The proofs of
this paper are based on the idea Robinson [7].

Keywords—k—quasiconformal harmonic mapping, distortion the-
orem, growth theorem.

I. INTRODUCTION

ET ) be the family of functions ¢(z) regular in the disc

D and satisfying the conditions ¢(0) = 0, |¢(z)| < 1 for
all z € D.
Next, for arbitrary fixed real numbers A, B, -1 < B < A <
1, we denote by P(A, B) the family of functions p(z) =1+
P12+ p2z? +p3z3 + ... regular in D and such that p(z) is in
P(A, B) if and only if

1+ Ag(z)

for some ¢(z) € 2 and every z € D.

6]

Moreover, let S*(A,B) denote the family of functions
5(2) = 2z + 2% + c32% + ... regular in D and such that s(z)
is in S*(A, B) if and only if
!
)
5(2)
for some p(z) is in P(A,B) and all z € D [5]. Let
51(2) = 2+ doz? + ... and s2(2) = 2z + e22? + ... be
analytic functions in the open unit disc in D. If there exists
a function ¢(z) € € such that s1(z) = sa2(¢p(z)) for all
z € D, then we say that s;(z) is subordinate to s2(z) and
we write s1(z) < s2(z) if and only if s;(D) C s2(D)
and s1(0) = s2(0) implies s1(D,) C s2(D;), where
D, = {z||z] < r,0 < r < 1}. (Subordination and Lindelof
principle [1], [3]).

=p(z) 2)

5

disc D is a complex-valued harmonic function f, which
maps D onto the some planar domain f(DD). Since D is a
simply-connected domain the mapping f has a canonical
decomposition f(z) = h(z) + g(z), where h(z) and g(z) are
analytic in D and have the following power series expansions

hz) = anz", g(z) = bnz" 3)
n=0 n=0

where a,,b, € C, n = 0,1,2,3,... as usual we call h(z)
the analytic part of f(z) and g(z) is co-analytic part of f(z).
An elegant and complete account of the theory of harmonic
mappings is given in Duren’s monograph [2] proved in 1936
that the harmonic function f(z) is locally univalent in I if
and only if its Jacobian

Jp =0 (2)]* =g (=) 4)

is different from zero in . In view of this result, locally
univalent harmonic mappings in the open unit disc D are
either sense-reserving if |¢'(z)] > |h/(2)| in D or sense-
preserving if |¢'(z)| < |h/(2)] in D.

Throughout this paper we will restrict ourselves to the
study of sense-preserving harmonic mappings. We will also
note that f(z) = h(z) + g(z) is sense-preserving in D
if and only if A’ (z) doesn’t vanish in D and the second
dilatati _9(2)

ilatation w(z) = ()
z € D. Therefore, the class of all sense-preserving harmonic
mappings in the open unit disc with ag = by =0 and a; =1
will be denoted by Sy. Thus Sy contains standard class .S
of univalent functions. The family of all mappings f € Sy
with the additional property ¢’(0) = 0, i.e, by = 0 is denoted
by SY. Hence it is clear that S C S% C Sy. For the aim of
this paper we need the following lemma and theorem.

has the property |w(z)| < 1 for all

Lemma 1.1 ([4]) Let ¢(z) be a non-constant and analytic
function in the unit disc D with ¢(0) = 0. If |¢(z)| attains
its maximum value on the circle |z| = r at the point zg, then
209’ (20) = m¢(20), m > 1.

Theorem 1.2 ([5]) If s(z) € S*(4, B), then for |z| = r,

Finally, a planar harmonic mapping in the open unit 0<r<l
M. Aydogan is with the Department of Mathematics, Isik Univer- F(r,—A,—B) <|s(z)| < F(r, A, B) o)
T;ﬁi’,axgiﬁgiikﬁsigh ' tEampus of Sile, Istanbul, Turkey, e-mail: me- 7"(1 n B'r') A,TB for B 7& 0.
' H.E. Ozkan, A. Yemisci and Y. Polatoglu are with Istanbul Kiiltiir Univer- F (7.’ A’ B) — (6)
Slt};. Kahramaner is with Istanbul Commerce University. redr for B=0.
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These bounds are sharp, being attained at the point z = re®?,

0 <6 <2m by

2(14 Be=0%)*5> for B #0,
s(2) = aeies (7)
ze for B=0.

II. MAIN RESULTS

Theorem 2.1 Let f(z) = h(z) + g(2)
of Sy and h(z) be an element of S*(A,
solution of the differential equation f; = w

be an element
B), then the

(2)f. under the
.. k? (b1 —z) .
conditions |w(z)] < k, 0 <k <1 and w(z) < =, is
— b2
9(z) _ k(b — 9(2))
) R - bio(z)
Proof. We consider  the
kQ(bl — Z)
w(z) = ————
k‘2 — blz
onto itself, i.e.

A = {w||w| <k} = w(D) = {z[|2] < k} (®)
On the other hand

9'(2) _
h(z)

, where ¢(z) € Q.

linear  transformation

this transformation maps |z| < k

(b1z + bo2? +...)
(z + ag22 +...)

b1+ 260+ ..
14+ 2a92z + ...

w(z) =

Therefore the function
E2(by —w(z
sy = £l
k? — biw(z)
satisfies the conditions of Schwarz lemma then we have
/ 2 _
w(e) = 0GB =)
hI(Z) k2 — b12’
k2 (b1 — 2)

,ZCQ — blz

©))
and the transformation w(z) = maps |z| = r onto
the disc with the centre
2 1— 2 2 1— 2 I
Clr) = E=( r)Reb17k( r?)Imby
— [by 212 — [b1 272
k(k? — [b1]?)

k2 — |by|2r2
principle, then we can write

and the radius p(r) = . Using the subordination

k:2 b1
wiDr) = (L e - DA < KMy
(10)
Now we define the function ¢(z) b
9(2) _ k(b1 — ¢(2))
W) R —Trol) (“)

then ¢(z) is analytic and $(0) = 0. If we take the derivative
Sfrom the (10) and after brief calculations we get

w(z) = L6 _ K1 —9()
W) T R hiol2)

B+ K =020 () 1= 0()
2 =bo(z)?  1te()

ISBN: 978-1-61804-287-3

Now it is easy to realize that the subordination

o(z) Kb - 8() _ a(z) | Kby 2)
We) - Rtz k) m-pe

is equivalent to |p(z)| < 1 for all z € D. Indeed we assume

the contrary; then there is a zy € D, such that |¢(z9)| = 1. So

by LS.Jack’s lemma (Lemma 1.1)z0¢'(29) = md(zp), m > 1

and for such zy we have

) _9'(0) _ k(b1 — ¢(20))
S W(20) K —big(20)

L R2(lba]® + K2 — 2b16(20))mé(20) 1 — é(z0)

(R By () T+ 6(z0)

but this contradicts with (9). So our assumption is wrong,

w(zg

ie, |¢(z)] <1 for every z € D.
2 _
Corollary 2.2 Let 9(2) = B by 7¢(z)) be the solution
M) R e
of the non-linear partial differential equation fz = w(z)f.
/
under the condition |w(z)| = Z/EZ%| <k(0<k<],
z
k% (b —
w(z) < (1772) and h(z) € S*(A, B), then
k’Q — blz

TG(Avakv |b1|,—7‘) < ‘Q(Z)l < TG(Avaka |b1|,7’)7

H(Avka |b1|,—7') < |g(2)| < TG(AaB,k»|b1|»7")

(14)
where
k(|b1| + kr) A-B
A Bk, b =——(1+B
G( y 7| 1|7T) k-ﬁ-‘bl"f‘ ( + T) B
E(|b1]| + kr) 4
H(A,B,k,|b = ———— ‘e
( ) 2 a| 1|3T) I{i+|b1|7‘ €
Proof. Using Theorem 2.1 we can write
9(2)
F N <|EEL| < F
(kv |b1|a T) = |h(Z)‘ = (l{i,|b1|,’l‘)
E(|b1| + kr)
F = — 1
<k7 |b1|aT) k+ ‘bl"f' ( 5)
then we have
F(k, [b1], =r)[h(2)| < |9(2)| < F(k, |ba],7)|R(2)|  (16)

Using Theorem 1.2 in the inequality (15) we get (13).

Corollary 2.3 Let f(z) = h(z) + g(z) be an element
of Sy. If f(z) satisfies the non-linear partial differential
equation fz = w(z)f. under the condition |w(z)| = |%\ <k,

k2(b1 — Z)
<=
wE) =TT

Gl(Aanka |b1|7771) < \g’(z)\ < Gl(A7B»kv |b1|77”),B 7£ 0

(0<k<1), and h(z) € S*(A, B) then

G2(A7ka |b1|a —T> S ‘gl(z)‘ S GQ(A7k7 |b1‘7r)7B =0

a7

136

¢ w(D,)
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where
k(|by| + k .
G1(A, Bk, |by|,r) = Wu + Ar)(1 + Br)* %"
(|b1|+kr)

Go(A Kk, |by|, ) = (1+ Ar)et

+ [b|r

Proof. Since h(z) € S*(A, B), then we have
1= ABr? < (A-B)r
1—Br?2 "= 1— B%*?
_ 1
N 1— Ar o h(z)|_ 14 Ar
1-Br h(z) 1+ Br
Fi (A, B,—r) <|h(2)| < Fi(A,B,r),B#0
= (18)
Fy(A,—r) < |W(2)| < F2(A,r),B=0
where
Fi(A,B,r) = (1+ Ar)(1+ Br) "5,
Fy(A,r) = (1+ Ar)er™, B=0
J() | Rb—2)
h'(2) k2 — b2
(using subordination principle)
F(kvbla _T)Fl(Av Bv _T) < |g/(2)|
< F(k,by,m)F1(A,B,r),B#0

B#0

On the other hand since then we have

(19)
F(k, by, —r)F2(A, =) < |g'(2)]
< F(k’, bla T)FQ(Aﬂ T)7 B=0
where F(k,|b1|,r) is given in (15). Therefore we have (16).

Corollary 2.4 Let f(z) = h(z) + g(z) be an element
of Sy. If f(z) satisfies the non-linear partial differential
equation fz = w(2) f. under the condition |w(z)| = |%| <k,
k2(by — :
w(z) < (1772) and
k?2 — b1z
S (i) <y
Fl(k7 ‘b1‘7 )a

(0<k<1), h(z) € S*(A, B) then

Ar)(1 — Br)
+ Ar)2(1 + Br)

A

(1-
<(1 B#0

(1- AT)2672ATF2(]€, |b1],7) < Jf

<(1+ Ar)2e2ATF1(k, |b1],7), B =0
(20)

Proof. Using Theorem 2.1 we can write

Fy(k,ba],r) < (1= |w(2)]?) < Fi(k, |bi],7),
where
Fy(k, |by],7) = [((k+k|bi])— (\b1|+(kl:zfl‘]b[1(ﬁ;2klb1D—(Ibll—kz)r]
[(k+k|b by |+k2)r])[(k—k|bi|)—(Jb1|— k)7
Fy(k, |by],7) = [(k+E[bi )+ 1|+( J)r\][l(lr)z‘ 1D)—(b1][—k7)r]

2n
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On the other hand we have

Jp = W@ =g ()P =M ()1 - Jw(z)]*) =

1 ()P (1 = lw()*) Ty < W (2)PF(k, [bi],r)  (22)

If we use Theorem 1.2 in the inequality (21) we get (19).

9(2) _ Kmi—s@)
Corollary 2.5 Let W) T Rt #(z) € Q be

the solution of the non-linear partial differential equation
fz = w(z)f. under the condmon f(z) = h(z) + g(z) € SH,

|w(z)\<k,w()<k ,0<k <1, h(z) € S*(A,B)

k2—|—b1
then,
f (k = klba]) + (bu] — £2)p
F(A, B, — dp <
! (4.5, =) EE L 7
[ (k + k|br|) + (|br] + &2)p
< [ F(A, B, dp, B#0
_/ (4,B,p) T p, B+
0
r k= klba]) + (1b] = k2)p
1-A ~ap dp <
Ja-ape e <1f
0
f (k + k|bu|) + (|ba] + k2)p
< [ (1+ Ap)e?r dp, B=0
< O/( p)e kT o1l p
(23)
Proof. Using Theorem 2.1 we obtain
Elby| + k) — (|by| + k2
|b1 |7
(k|bi| + k) + (Jbr]| + k2)r
< 24
(k — k|by]) + (|b1] — K2)r
<(1-
kT our < (1= |w(z)])
(k — Elb1|) — (Jb1] — B*)r
< 2
= k=Tl @

On the other hand we have

(1K ()] = 19" (2)])|dz] < d|f| < (| ()] + |g' (2)])|dz| =
1 (2)|(1 = [w(2)[*)|dz| < dIf < W' (2)|(1 — [w(z)])|dz]
(26)
Using (23), (24) and (25) and integrating we get (22).
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Abstract—Nowadays, networked wireless sensors can
outnumber traditional electronic appliances. They will enable a
plethora of new applications in industrial automation, asset
management, environmental monitoring, medical and
transportation business, and in a variety of safety and security
scenarios. Wireless sensor networks have got a wide range of
important and vital applications. Performance of wireless
sensor becomes one of the most important issues. The goal of
this work is to provide an approach for the efficient estimation
of network throughput. The node performance model is
offered and discussed. Next, a wireless sensor network is
modeled as undirected probabilistic graph. We consider the
networks which carry on work acceptably even if some amount
of nodes fails. We define the throughput of network as the
probability that sink nodes are connected and can collect data
from other nodes. The corresponding calculating method is
obtained.

Keywords- wireless sensor networks,
random graph connectivity

network reliability,

l. INTRODUCTION

The applications of wireless sensor networks (WSNSs)
have evolved over the last years from a stage where these
networks were designed in a technology-dependent manner
to a stage where some broad conceptual understanding
results now exist. An essential progress in electro-
mechanical and digital electronics technologies leads to
development of low-power, low-cost, multifunctional
sensors, which are attractive for customers.

Small sensors, which consist of sensing, data processing,
and communicating modules, are combined by wireless
channels into wireless sensor networks [1]. These networks
are intended to be context aware, self-governing, flexible and
reliable. WSNs have a wide range of potential applications,
including industrial process monitoring, health care [2],
military surveillance, agricultural monitoring [3], fire
detection [4], smart home [5] etc.

Nowadays, low-power sensor network performance
increasing is an important issue. However, this theme had
not been considered in previous works. Thus, it needs to
offer the corresponding mathematical and simulation models.
It helps us to develop practical Energy Harvesting WSNs
(EH-WSNSs).

Probabilistic graph models have been used extensively in
the literature for studying network reliability problems,
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especially in the case of unreliable edges [6,7]. In this paper
we offer a novel concept of ad hoc network reliability, which
has not been discussed in the previous works. We consider
ad hoc networks with imperfect nodes and perfectly reliable
links. Nodes unavailability can be caused by scuffing or
intrusions. An operational probability is associated with
every node. It is assumed that the node failures are
statistically independent. At the same time, if any two
operable nodes are within a communication range then the
nodes communicate with each other without any losses.

The rest of this short report is organized as follows. In
section 2 the basic notations are presented. Sections 3
describes the approach of reliability calculation. In Section 3
the mathematical models for estimating of WSNs node
performance are considered as well. Finally, we conclude the
paper in Section 4.

Il.  SYSTEM MODEL

We model the ad hoc network by an undirected
probabilistic graph G = (V;E) whose vertices represent the
nodes and whose edges represent the links. We assume that
each node succeeds or fails independently with an associated
probability. Further on we refer to this probability as node
reliability. We suppose that the links are perfectly reliable.
We use following notations for the number of network
elements: [V | =N, |[E| = M.

Let us define EH-WSNSs reliability as the probability of
EH-WSNs  structure  connectivity.  For  structural
optimization of a network the reliability polynomials are
used. This polynomial shows dependency of a reliability
index on reliabilities of a graph components..

A sensor node randomly comes to a restoration mode and
returns to a working mode. Therefore, a node is randomly
available. Let p be the probability of the node reliability
(availability). In the considered case, if p increases then the
transmission range is reduced and the number of links
between sensor nodes decreases. And vice-versa, if the
sensors transmission rage is reduced then the energy
harvesting period can be reduced and p is in

Assume, that an asynchronous MAC protocol is used in
the system. Our motivation is as follows. The synchronous
protocols require time synchronization, which causes
control message overhead and makes sensor nodes more
complex and expensive. Hence, the system reliability is



New Developments in Pure and Applied Mathematics

degraded. In asynchronous duty cycle MAC protocols, each
sensor node wakes up and sleeps independently. Thus, time
synchronization is not necessary.

Most asynchronous duty cycle MAC protocols adopt a
random wake-up interval in order to avoid repeated
collisions. Given that sensor nodes wake up at different
times with random wakeup intervals, it is necessary to
ensure that a sender and its intended receiver are active at
the same time period to transmit data. To do this, preamble-
based protocols were proposed as B-MAC, Wise-MAC,
Wise-MAC and X-MAC. PW-MAC and TA-MAC are
asynchronous MAC protocol based on asynchronous duty
cycling. Ones minimize sensor energy consumption by
enabling senders to predict receiver wakeup times.

We describe EH-WSNs topology by random graph
(random vertices). Let us make the following designations.

G(n; m; py,..., Pn ) is @ non-oriented graph with m edges
(all links in WSNs) and n nodes (the number of sensors in
WSNES);

V and E are the set of nodes and edges of graph G
correspondingly;

p;i is the reliability of the vertex v;; if all nodes are
homogeneous then the designation p is used.

R(G) is the reliability polynomial for the graph G, in
other words it is the connectivity probability for G.

For R(G) calculation the factoring method can be used. It
is descibed in the paper [8].

Let us designate the sensor working time as T and the
total sensor restoration time as S. Thus, the duration of
sensor active state is T - S. Assume that a sensor is randomly
switched from the active state to the restoration state and
inversely.

The Generally, a model of the sensor’s behavior is based
on Continuous Time Discrete States Markov process with an
absorbing state. It is assumed that all nodes of WSNs are
unreliable. In this paper we do not consider any effects
related to the sensor repairing. A node of WSNs can get the
stages as follows. Attack stage (A) — a sensor is active and
transmits packets. Next, the stage (D) — a battery exhausting
is detected and a energy harvesting mechanism is activated.
The detection technique is generally based on change-point
detection methods. OFF stage — the sensor is failed. For
example, in this case the sensor battery is fully exhausted,
the node buffer is overfilled etc. If a sensor is in energy
harvesting mode then an intensive traffic can lead to sensor
failure. The corresponding state diagram is shown on Fig.1.

The states diagram is described below. Let the intensity
of the traffic be A. The intensity of battery exhausting is d.
The intensity of battery restoration is p. Let us make the
following designation: pa , po , Porr are the probabilities of
active state, energy harvesting state and failure state
correspondingly. The index of probability corresponds to the
state designation.

RESULTS
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Fig. 1. The states diagram.

Using probabilities formulas, we get
P, (t+At) = P, (t) At + P, (t)(1— dAt),
P, (t+At) = P, (t)dAt + P, (t)(1— (d + 2)At),
Py (t+At) =P (t) + Py (1) + AAt.

Therefore, the probabilities of the sensor states are described by
the following system of independent differential equations:

Pl _ b (0= pa 00,
deDlt(t) =—pp (D(A+ 1)+ p,(t)d,
dpoff ( ) _

a P4

Using the normalization condition we get,
Porr =1-pp — Pa:

The system of homogeneous linear differential equations
can be solved by using the standard methods. pg (t) is the
probability that a sensor has failed at or before time t. Thus,
reliability of a sensor is given as,

S(t) =1- Porr (t)

Hence, the average sensor lifetime LT is given by,

TS(t)dt-

It is reasonable to input the following boundary conditions,
PA(0) =1, py(0) =0, poee (0) =0.

Using the obtained solutions, we can control node
throughput and get a reasonable performance of EH-WSNs.
From the normalization condition we get,
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ip +ip +Ep —0
dt'° dt’ 4 dt o
So, we get
d
EpOFF:/’ipD’
i|o =—pp(L+4)
dt AT D '

Using the differential equation from the previous section,
we receive

PA =exp(—qt),
n
=1+——.
a 1+ 2

Now, the probabilities of other states can be derived and
average sensor lifetime is calculated. Let us remark that the
sensor transmit traffic in the stage A. Thus, the function pa
gives as an estimation of sensor throughput.

Thus, we get the method to estimate node reliability.

If we focus on energy consumption then the choice of
transmission range is equivalent to determination of energy
harvesting schedule (network operating strategy).

Our goal is network reliability optimizing. The
corresponding mathematical statement is as follows

R(G(n,m(p),p(S)) — mgx.

Taking into account the arguments above, The
optimization problem for EH-WSNSs operation strategy is
reduced to the following statement

r=arg max R(G(n,m(r), p(r)). @

Here, ©Q; is a set of admissible distances.

In some practical cases it is reasonable to constrain the
number of neighboring sensors owing to MAC protocols
specificity or interference problems. Hence, the problem (1)
has to be reformulated as follows

R(G(n,m(p), p(S)) — max,
deg(v,)<a,VieV.

Here, a +1 is a maximal admissible number of neighbors.
Let us make a few propositions. The transmission range
takes a value from a set of admissible distances,

reQ,.
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Remark, the growth of r is not necessary leads the growth
of m, i.e. it is possible

n>rn, m(rl) = m(rz) .

And,
p(r) < p(ry).
Hence, for a fixed m

R(G(n,m,r,) < R(G(n,m, rz)'

I <r,.
Therefore,

supr < max
reQ),

Vi,V

, Vv eV.

r

We can limit our consideration by a finite discrete set of
admissible distances (Q,).

Remark, the calculation of R(G) can be hard computational
problem. However, in some practical cases (tree-topology,
cycles etc.) a polynomial time algorithm can be applied. In
general case, proper approximation technique has to be
used.
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On the Financial Applications of Multivariate
Stochastic Orderings

Sergio Ortobelli, Tomas Tichy, Tommaso Lando, Filomena Petronio

Abstract—The paper proposes a multivariate comparison among
different financial markets, using risk/variability measures consistent
with investors’ preferences. First of all, we recall a recent
classification of multivariate stochastic orderings and properly define
the selection problem among different financial markets. Then, we
propose an empirical financial application, using multivariate
stochastic orderings consistent with the non-satiable and risk averse
investors’ preferences. For the empirical analysis we examine two
different approaches; first, we assume that the return are normally
distributed; second, we deal with the more general assumption that
the returns’ distribution follow a stable sub-Gaussian law.

Keywords—Financial ~ Market Multivariate

preferences, Stochastic Dominance.

comparison,

I. INTRODUCTION

his paper focuses on the investors’ preferences related to

the portfolio selection problem. Thus we introduce
multivariate stochastic orderings consistent with investors'
preferences and show how we can use multivariate risk
measures and orders (in terms of probability functionals) to
determine dominant sectors/markets in different financial
contexts.

We define the dominance among financial markets
generalizing the concept of univariate FORS orderings, risk
and reward measures in the multivariate framework (see
Ortobelli et al. in [2], [3] and [4]). FORS probability
functionals and orderings generalize those found in the
literature (see [1] and [9]) and are strictly related to the theory
of choice under uncertainty and to the theory of probability
functionals and metrics (see [6] and [10]). While the new
orderings can be used to further characterize and specify the
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supported through the Czech Science Foundation (GACR) under project 15-
23699S and through SP2015/5, an SGS research project of VSB-TU Ostrava,
and furthermore by the European Social Fund in the framework of
CZ.1.07/2.3.00/20.0296 (first and second author) and CZ.1.07/2.3.00/30.0016
(third and fourth author).

S. Ortobelli is with the Department of Mathematics, Statistics, Informatics
and Applications, University of Bergamo, Via Dei Caniana 2, 24127 (BG),
Italy (corresponding author e-mail: sergio.ortobelli@unibg.it).

T. Tichy is with the Department of Finance, VSB-Technical University of
Ostrava, Sokolska t¥ida 33, 70121 Ostrava, Czech Republic, (e-mail:
tomas.tichy@vsb.cz).

T. Lando is with the Department of Finance, VSB-Technical University of
Ostrava, Sokolska t¥ida 33, 70121 Ostrava, Czech Republic, (e-mail:
tommaso.lando@.vsb.cz).

F. Petronio is with the Department of Finance, VSB-Technical University
of Ostrava, Sokolska ttida 33, 70121 Ostrava, Czech Republic, (e-mail:
filomena.petronio@vsb.cz).

ISBN: 978-1-61804-287-3

investors’ choices and preferences, the new risk measures
should be used either to minimize the risk or to minimize its
distance from a given benchmark.

The main contribution of this paper is to use multivariate
ordering consistent with investors’ preferences to define the
dominance among financial markets/sectors. Thus we propose
two different approaches: the first one is based on a
generalization, of the mean-variance approach. The second
one takes into account the possibility of heavy tailed
distributions. In this last case, the conditions for the
multivariate dominance are based on a comparison between: i)
means; ii) dispersion indices and iii) stability indices. Therefor
we propose an ex-ante empirical application of multivariate
orderings, to evaluate the possible dominance among different
financial stock markets (USA, China, Japan and Germany).

The paper is organized as follows. In Section 2 we
introduce multivariate FORS orderings and the definition of
orderings among markets. Section 3 introduces a preliminary
empirical analysis.

Il. MULTIVARIATE DOMINANCE

We recall that the most important property that
characterizes any probability functional associated with a
choice problem is the consistency with a stochastic order.

We says that a functional u:A XA — R is consistent
with a preferences orderings > anytime that X dominates Y
(with respect to a given order of preferences >), implies that
u(X,Z) < u(Y,Z) for a fixed arbitrary benchmark Z (where
X,Y,Z € A, that is a non-empty space of real valued random
variables defined on (Q,J, P)). A univariate FORS measure
induced by a given order of preferences > can be any
probability functional ux: A XA — R which is consistent
with >. Hence we can similarly define multivariate FORS
measures.

Definition 1 We call FORS measure induced by a
preference order >, any probability functional pu: 4 xA —
RS (where A a non-empty set of real-valued n-dimensional
random vectors defined on the probability space (2,3, P))
that is consistent with a given order of preferences > (that is,
if X dominates Y with respect to a given order of preferences
> implies u(X,Z) < u(Y,Z) for a fixed arbitrary benchmark
Z where the vectorial inequality is considered for each
componenti.e., u;(X,Z2) < w;(Y,Z) foranyi=1,..,s.

As for the FORS measures we can easily extend the
definition of multivariate FORS ordering developed in [2] and
[3].

Definition 2 Let py : A — R® (with compact and convex
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A S R™ be a bounded variation function, for every n-
dimensional random vector X belonging to a given class A.
Assume that € A, py = py, a.e.on A iff X2 Y. If, for any fixed
A € A, px(A)is a FORS measure induced by an ordering >,
then we call FORS orderings induced by > the following new

class of orderings defined V X,Y€e A, = {X EA:

|fA [T, |t % dpy (ty, ...,tn)| < oo} for every (ay, ..., ay)
with a; = 1 we say that X dominates Y in the sense a -FORS
ordering induced by >, in symbols:

X FSR; Y if and only if px,(u) < py, (W) Vu€EA
@
where
pX,a(ul' ""un)
1 Uuq Up n
_ (u; — t)% Ydpy(ty, ..., t
— ;1:1[‘(“0 fal fan D i i Px( 1 n)
px(ty, . ty) ifa; =1, i=1,..,n
2)

and the integral is a vector applied for each component of the
vector dpy = [dpayx, - dp(s)x |, whose components are the
differential of components of vector px = [payxs - P(s)x] -

This expression generalizes the one proposed in [5].
Besides, we call py FORS measure associated with the FORS
ordering of random vectors belonging to A, We say that

px generates the FORS ordering. Multivariate orderings can
have several applications in economics and finance. In this
paper we discuss a possible application in ordering financial
markets by the point of view of investors. With this aim we
need to give some possible alternative definitions of orderings
among financial markets/sectors.

Let us assume there are two markets: market A with n
assets, and market B with s assets. Assume that the vector of
the positions taken by an investor in the n risky assets of
market A is denoted by x = [xq,...,x,] and similarly the
vector of the positions taken by an investor in the m risky
assets of market B is denoted by y = [y, ..., y5]". We assume
that no short sales are allowed.

Definition 3 We say that a market/sector A with n assets
strongly dominates another market/sector B with s assets with
respect to a multivariate FORS ordering if for any vector of
returns Yz of t < u = min(s,n) assets of market/sector B
there exists a vector X, of market/sector A such that
X, FORS Yg . Similarly we say that a market/sector A with n
assets weakly dominates another market/sector B with s assets
with respect to the FORS ordering if for any given portfolio of
gross returns y'Yg of market/sector B there exists a portfolio
x'X,of the market/sector A such that x'X, FORS y'Yy.

Example 1. Suppose that the return distributions of markets
A and B are jointly elliptically distributed. Suppose the
markets have the same number of assets n, vectors of averages
Qp is negative semidefinite. Then market A strongly
dominates market B with respect to the increasing concave
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multivariate order (see [1]). Moreover market A weakly
dominates market B with respect to the concave order since
portfolio x'p, =x'up and x'Qux = x'Qgx for any
vector x > 0. Observe that the weak dominance between the
markets is also knows in ordering as the increasing positive
linear concave multivariate order (see [1]).

Example 1 can be used in financial applications. In
particular, if we assume that the returns of different markets
are jointly elliptically distributed and they are uniquely
determined by a risk measure and a reward measure, we can
order the markets in a reward-risk framework. On the other
hand, if we assume that the distribution does not have finite
variance, the mean-variance approach is not appropriate. In
this paper we propose a sub-Gaussian distributional
assumption, which is quite more suitable for dealing with
financial problems (see [7] and the references therein). In
particular, we denote the univariate Pareto-Lévy stable
distribution by S, (o, B, 1), where a € (0,2) is the so-called
stability index, which specifies the asymptotic behavior of the
tails, o > 0 is the dispersion parameter, g € [—1,1] is the
skewness parameter and u € R is the location parameter. We
consider the same notion used in [8].

A quite easy way to deal with stable distributions is to
assume that the vector of returns follows a sub-Gaussian
distribution. All components of a sub-Gaussian distribution
are a-stable distributions, obtained by setting the skewness
parameter § =0, i.e. they are symmetric a-stable
distributions. Thus, we propose to base the comparison
between markets on: i) the vectors of averages; ii) the matrices
of dispersion and iii) the stability indices. The motivation is
that empirical evidence leads us to strongly suspect that, in the
univariate case, a distribution with heavier tails cannot
dominate, at the second order (SSD), a distribution with higher
expectation, inferior dispersion but heavier tails. Figure 1 and
Figure 2 actually show that, on fixed values of o,u, the
distribution with heavier tails is dominated by the distribution
with lighter tails.

This concept can be applied in a multivariate context,
generalizing the multivariate mean-variance approach
described in Example 1, by taking into account the asymptotic
behavior of the tail distributions. This yields the following
definition of asymptotic multivariate dominance among
financial markets.

Definition 4. Assume that the markets A and B have an
equal number of assets n. Assume that the markets A and B
are stable sub-Gaussian distributed with stability indices
a, and «ay , vectors of averages u, and pg , and
dispersion matrixes Q, and Qgz. We say that market/sector
A dominates market/sector B with respect to the asymptotic
increasing concave multivariate order if a4 > ag, py =
ugand (Q4 — Qp)is negative semi-definite. We say that
market/sector A weakly dominates market/sector B with
respect to the asymptotic increasing concave multivariate
order if a4, > ag, and, for any vector x =0, x'uy = x'ug
and x'Qx < x'Qp x.
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In the following empirical analysis definition 4 to determine
in practice if there exists the asymptotic increasing concave
weak dominance among some equity markets.

I1l. DOMINANCE COMPARISON AMONG THE US, CHINESE,

JAPANESE AND GERMAN STOCK MARKETS

In this section, we evaluate the weak asymptotic
multivariate dominance among the US, Chinese, Japanese and
German stock markets. In particular, we consider the stocks
of: NYSE and NASDAQ (US); Shanghai, Shenzhen and Honk
Kong stock exchanges (China); Tokyo, Nagoya and Osaka
stock exchanges (Japan); Frankfurt and Berlin stock
exchanges (Germany).

First of all, we examine the statistical characteristics of the
returns of each market. Then, we verify the dominance among
stock markets during the decade 2004-2014. Since, in practical
contexts, it is not easy to obtain the strong stochastic
dominance among markets, then we verify if the conditions
for the asymptotic weak dominance hold, under the implicit
assumption the vector of returns of each market is i) normally
distributed; ii) alpha stable sub-Gaussian distributed.

i) We assume that the returns of each country
follows a Gaussian distribution with vector of
means (, and variance-covariance matrix Q4. For
each couple of countries, we determine the mean-
variance efficient frontier, as suggested in
Example 1.
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i) We assume that the returns of each country is in
the domain of attraction of an «a, stable sub-
Gaussian distribution with vector of means
U, and dispersion matrix Q4. For each couple of
countries, we determine the so called alpha-mean-
dispersion efficient frontier, computing the
portfolio with minimum dispersion x'Q,x, for
any fixed mean x'u,, and finally we compare the
efficient frontiers verifying if the conditions

ay > ag, x'uy = x'ug and x'Qux < x'Qgx hold.

The results of the two approaches are summarized in the
Table 1.

Tab. 1 Number of trimesters (January 2004- December 2014)
when dominance among markets holds.

Mean-Variance comparison
USA Germany | China Japan
USA // 1 2 10
Germany 0 // 0 3
China 8 5 // 20
Japan 0 0 0 //
Alpha-Mean-Dispersion comparison
USA Germany | China Japan
USA // 0 0 0
Germany | 0 // 0 0
China 2 1 // 0
Japan 0 0 0 //

Table 1 reports the number of times (trimesters) when a
market dominates another, in terms of reward-risk analysis,
during the decade January 2004—December 2014. First of all,
we observe that there exists a strong difference between the
comparison based on mean-variance efficiency and the alpha-
mean-dispersion efficiency. We observe that US and Chinese
markets dominate the other two more frequently in the mean-
variance framework. On the other hand, using the alpha-mean-
dispersion criterion, only the Chinese market dominates few
times the German and US markets. Moreover, we observe that
the Japanese market never dominates the others and it is often
dominated in terms of mean-variance. However, Japanese
market is never dominated in terms of alpha-mean-dispersion
efficient frontier, because it presents lower kurtosis and
smaller tails, as also observed in Table 1. Therefore, from this
analysis, the most performing market is the Chinese emerging
market.

IV. CONCLUSION

We introduced a methodology aimed at comparing different
financial markets/sectors from the point of view of a non-
satiable risk-averse investor, the method is applied to four
stock markets (US, German, Japan and China). The method
could be very useful for investors who want to optimize their
international portfolio, in particular, this analysis can be
generally applied to preselect the “best” markets to invest in.
In section 2, we proposed a definition of multivariate
dominance among different markets and evaluate it with
empirical comparison between markets, assuming that the
returns are in i) normally distributed; ii) sub-Gaussian
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distributed. We observe that the mean-variance dominance
(approach i) among different markets is verified several times,
although we generally do not observe the asymptotic
dominance (approach ii), except in few cases. In particular,
while the Japanese stock market appears to be dominated in
terms of mean-variance, it is never asymptotically dominated
since it presents an index of stability generally higher
compared to the other countries. This result suggests that the
big losses observed during the crisis have a stronger impact in
the US, China and German stock markets.
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Abstract—In this paper the problem of modelling dynamics
of a two link mechanism with discrete control system is
discussed. The influence that discrete nature of different parts of
the control system has on the controlled motion of the
mechanism is analyzed. It is shown that using model of the
control system with discrete components can produce
qualitative different results when studying stability of the two
link mechanism.

Keywords—Discrete control system, two link mechanism,
dynamics.

I INTRODUCTION

Mathematical modeling of motion of a mobile robot is
an inalienable step of its designing. It is necessary to
consider the dynamics of nonlinear equations of the
mechanism, and the discrete nature of the elements of its
automatic control system (CS).

A typical example is an exoskeleton that provides a
controlled change in the orientation of its body. The
dissimilarity of functioning of the real regulators which
are realized on the basis of modern digital electronics
against their linear models, can change the dynamic
characteristics of the exoskeleton sufficiently to result in
instability or incorrect behavior of the object. This is
especially important to consider in design of control
systems for rehabilitation apparatuses, based on
exoskeletons, as in this case, significant errors in the CS
may lead to injury of a patient.

While there are many publications that discuss
dynamic behavior of a multilink mechanical systems (for
example see [1-5]), as well as publications and text books
that deal with discrete control (for example see [6-7]),
there are relatively few works dedicated to study of the
dynamics of an electromechanical system taking into
account discrete nature of elements that form the control
system.

In this paper we pose the problem of the development
of a mathematical model of the automatic control system
for the process of controlled changing of the exoskeleton
body orientation. In this mode, the exoskeleton may be
regarded as a two-linked mechanism with one fixed link
(exoskeleton foot). It is important to ensure the
immobility of the foot, because foot slipping, rotation or
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detachment from the surface are not part of the normal
mode of operation.

Il.  THE OBJECT OF THE RESEARCH
In this paper, we consider the motion of two-linked
mechanism shown in Figure 1. The first link relies on the
surface at two points, and we assume that the friction
force acts only in one of the reference points. In joint
connecting the two link, there is a motor that generates
torque M . The masses of the links are m;,m, , the

lengths of the links are 1,1, .S

F friction

1, 2 — first and second links
Figure 1 The scheme of the investigated mechanism

The figure 1 shows the fixed coordinate system Oxy,
the normal reaction forces N,,N,, the friction force
F
and second link. For the specified mechanism in the case

when the first link is motionless we can write the
equations of dynamics in the form:

. 1
Ip=M -l coslphm,g, ()

where J is the moment of inertia of the second section
relative to point O,, g is the gravitational acceleration
constant, M is the torque between the first and the
second links.

To determine the value M we use the fact that the
electric motor torque is proportional to the current in the
windings of its armature is M =iC, [8]. To calculate

current we can write the Kirchhoff equation for the
armature circuit:

. The points C,,C, are the mass centers of the first

friction

u-Ri—gC, =0, )
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where U is the voltage, that supplies electrical drive,
R is the resistance of the armature winding, C_ is the

constant of electrical drive that connects its maximal
angle velocity with the maximal value of voltage that is
acceptable. We must note that this formula is simplified,
so it does not take into account the effect of the
inductance of the motor windings. Our assumption
transforms the resulting equation into linear equation with
respect to the angular velocity and the current in the
armature circuit, which simplifies further calculations.
After transformations, we obtain the following
differential equation that describes the dynamics of
electromechanical system:
3= 2u-gC,)-Sheoslpmg, 3

The condition of the separation of the first section from

the surface is the state when normal reactions N, N,

equal to zero. If only one reaction equals to zero it means
that the body starts to rotate. The condition of the second
link sliding is the state when the following equality holds:
For =N T

The objective of mechanism control is the changing of
the second link orientation in such a way that gives the
first section the ability to be motionless. One of the topics
of this paper is how the discrete CS influences on the
nature of the mechanism work during the execution of
this task.

1. THE DESCRIPTION OF THE AUTOMATIC
CONTROL SYSTEM WITH CONSIDERING
OF NON-LINEAR COMPONENTS

We consider one of the most common schemes of CS
design, in which the physical layer of CS is realized on a
microcontroller (microcomputer, system-on-chip) that
reads the sensor signals by using of analog-to-digital
converters, and generates a control action via PWM
generators and power amplifiers. A control action is

supplied to the microcontroller via a digital
communication channel. Scheme of CS is shown in
Figure 2.

L
Filtee ———-- A

T
non

Figure 2 Scheme of the automatic control system

Figure 2 uses the following conventions: ¢, is the

reference variable (desired law of change of the
controlled value), y, is the quantized and sampled
control action value is supplied to the microcontroller, e
is the error (control process is executed by means of it),
nis the on-off time ratio of the PWM signal, M is the
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electrical drive torque, ¢ is the drive shaft rotation angle,
w ¢ is the angle of rotation, that is calculated by counter.
The values ¢, and y, are related as follows:
wit)=p,(n-T,) for te[n-T,, (+1)-T,].(4)
where T, is the update time of the input signal ¥/,
(the data transfer session period), ne N is the number of
full periods T, since the beginning operation of the
device (number of data transfer session). To determine
the value  , we can use the following formula:
y/f(t)=m~Ago for (pe[m-A(p, (m+l)~A;o]. (5)
where Ag is the measuring step of an angle sensor,
me N is the value obtained by integer dividing ¢ by
A .The error e is defined by the following equation:
e=y,(t)-w,(t). The error €is used to determine the
on-off time ratio of PWM signal # that is supplied to the
amplifier to amplify voltage for the electrical drive:
n=kye, (6)
where k, is the proportional gain coefficient of the

regulator. The voltage applied to the motor, can be
determined by the following formula:

. {uosign(e) if telkT, (k+77)Tp], -

0 otherwise
where u, is the supply voltage of the power amplifier,
T, is PWM signal period, k is the number of full periods
T, since the beginning operation of the device (the
number obtained by integer dividing t by T,).
We consider parameters T, , Ap and T, as values

allowing to estimate the degree of discreteness of the
system. In the simulation operation of the device, we can
identify their influence on the performance of CS.

IV.  Simulation of automatic control system
Here we consider the case where the system executes
on the assumption of a control action defined by the
following expression:

9, =a,sint)+a,, (8)
where a,,a, are constants. The constant values used in
the simulation are:

T
a0=§, a1=0.2.

Figure 3 shows the time dependence of the generalized
coordinate ¢(t) in the case where there is no discreteness

(voltage applied to the electric drive is a linear function of
the control action ¢,(t) and the current value of the

generalized coordinate go(t)). This dependence allows to
estimate the influence of values T,, Ap and T, on the
dynamics of the system.
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o0.040) |

deg. 6o}

50|

40l

0 1 2 3 4 5 6 7 8 ts

1, 2 — The time dependences go(t) and @ (t)

Figure 3 The movement of the system without discrete elements
in ACS

We consider the effect of the period of the PWM signal
to the motion of the system. At values of T, equal to or

less than 10 msec, the obtained dependences visually
identical to that shown in Figure 3. Since the period of the
PWM signal is less than 10 msec (in practice), it can be
stated that the effect of the nonlinearity is relatively small
and can be neglected in the study of the dynamics of a
controlled mechanical system. In cases where the period
of the PWM signal is chosen much larger than 10 msec, it
can make a significant distortion in the nature of the
system movement. This distortion manifests in the
appearance of high-frequency oscillations (see figure 4).

80
o(1). @a(t)
deg. 70

60

50

40

0 I 2 3 4 5 6 q 8 ts

1, 2 — The time dependences (/)(’[) and @, (t)
Figure 4 Movement of the system at T, = 0.1 sec

Time period of the control action update T, begins to
have a significant visual influence on the dynamics of the
system at T, >50 msec. This manifests itself in the
stepwise nature of the dependence (p(t) and the presence

of an overshoot at the transition between the “steps” of
the graph.

80

o). ya(t)
70

deg.
60

50

40

B 4 2 & 4 5 9B 7
1, 2 — The time dependences go(t) and w4 (t)

8 ts

Figure 5 Movement of the system at T, = 0.05 sec

The form of the obtained dependence can be
interpreted as follows. The abrupt change of control
action value makes the system execute in transient
conditions, which leads to oscillations associated with
overshoot. After the end of the transitional process, the
system executes the control action value that does not
change during time T, . It leads to the appearance of

horizontal sections of dependence.
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We consider the influence of the measuring device
discreteness in the feedback loop on the CS work process.
The influence of nonlinearity, produced by the angle
sensor, begins to manifest itself visually at Ap>0.3

degree (the example is shown in figure 6 (a)).

(1), a(t) 80
deg. 70

601"

a)

(), yi(t)

deg.

10 0 1 2 3 4 5 6 7 8
b) t,S

1, 2, 3 - The time dependences go(t), 0y (t) and v, (t)
Figure 6 Movement of the system at A = 7.2 degree

The form of obtained dependence ¢ft) is similar one

that is shown in the figure 5. In this case, the control
action value changes continuously, i.e. nature of the
horizontal sections appearance cannot be explained in the
same way as for the dependences shown in the figure 5.
To illustrate the horizontal sections occurrence on the

graph (p(t) we can construct the dependence graph y , (t)
(figure 6 (b)). In horizontal sections (p(t) the dependence
w . (t) graph switches at a high frequency (switching

period is comparable to the integration step of the
selected numerical method) between two discrete values.
Such behavior of the function y, (t) does not reflect the

behavior of real angle sensors. In order to eliminate the
high-frequency switching process shown in the figure 6
(b), we introduce a model of the sensor so-called “dead
zone”:

m-Ap if |§0‘m'A¢|>kZA¢)
‘//f(t): .
v, (t-At) otherwise

(9)

where w (t—At) is the function value in the previous

step of integration, k, is the factor what determines the

width of the “dead” band (as a measurement step part of
angle sensor).
The use of derived functions w (t) allows to obtain

the dependences shown in the figure 7.
9(0). 9a(®®°
deg. 70 2

60

50
40

0 1 2 3 4 5 6 1 B8 ts
1, 2 — The time dependences (p(t), Q4 (t)

for pe[m-Ap, (m+1)-Ag]
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Figure 7 Movement of the system at A@ = 7.2 degree (the
sensor model with “dead zone” (k, =10% ))

The figure 7 pays attention to the appearance of high-
frequency oscillations on the graph qa(t). It is shown that
the amplitude and frequency of these oscillations depends
on the valuek, .

We note the described nonlinearities influence on the
mechanical system performance. Let one of the system
quality criteria be immobility of the first section during
some period of time. The condition of the first link
movement beginning is the state when one of the normal
reactions applied at the points O, and O, equal to zero.

We construct the normal reaction N, time dependence in

the case where the discrete components is not included in
CS (see figure 8 (a)), and in the case where the signal in
the feedback loop formed by the formula (9) (see figure 8

(b))

Na. 800
N600

400

200

[

a) 0 0.5 1 15

3
N» 2x10

N 1.5x10°
1x103

500

b) 0 0.5 1 1.5 2 ts
Figure 8 The time dependence of the normal reaction N,

We must take into account that the discrete elements of
CS can give a significantly larger number of the normal
reaction zeroing moments. We do not set the task to
determine whether the device could be overturned.

Conclusions

As the result of the mathematical simulation of the
dynamic behavior of the two link mechanism. It is shown
that discrete nature of input signal, signal in the feedback
loop and PWM signal that is used to control the motor
each has different influence on the form of the trajectory
of the system, as expressed in the change law of its
generalized coordinate. In particular it is shown that high
update time of the input signal (T,) can result in system

behaving as in transition process, which results in
overshoots. For models with discrete joint sensor models
similar results were obtained, and additional high
frequency oscillations were observed after introducing
dead zone to the sensor model. In general, it was shown
that models that take into account discrete nature of
different components of the control system are likely to
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produce high frequency oscillations of the controlled
parameter. Also as evidenced by the results shown on the
figure 8, discrete model of a mechanical system can
produce a very different results from its non-discrete
analog when studying its stability.
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Millennium Prize Problems I&TEX

1 Introduction

In this work we present final solving Millennium Prize
Problems formulated Clay Math. Inst., Cambridge in
[1] Before this work we already had first results in
[2]-[4]. The Navier-Stokes existence and smoothness
problem concerns the mathematical properties of so-
lutions to the Navier-Stokes equations. These equa-
tions describe the motion of a fluid in space. Solu-
tions to the Navier-Stokes equations are used in many
practical applications. However, theoretical under-
standing of the solutions to these equations is incom-
plete. In particular, solutions of the Navier-Stokes
equations often include turbulence, which remains
one of the greatest unsolved problems in physics.
Even much more basic properties of the solutions to
Navier-Stokes have never been proven. For the three-
dimensional system of equations, and given some ini-
tial conditions, mathematicians have not yet proved
that smooth solutions always exist, or that if they do
exist, they have bounded energy per unit mass. This
is called the Navier-Stokes existence and smooth-
ness problem. Since understanding the Navier-Stokes
equations is considered to be the first step to under-
standing the elusive phenomenon of turbulence, the
Clay Mathematics Institute in May 2000 made this
problem one of its seven Millennium Prize problems
in mathematics.

In this paper, we introduce important explana-
tions results presented in the previous studies in [2]-
[4]. We therefore reiterate the basic provisions of
the preceding articles to clarify understanding them.
First, we consider some ideas for the potential in the
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inverse scattering problem,and this is then used to es-
timate of solutions of the Cauchy problem for the
Navier-Stokes equations.

A similar approach has been developed for one-
dimensional nonlinear equations [5]-[8], but to date,
there have been no results for the inverse scattering
problem for three-dimensional nonlinear equations.
This is primarily due to difficulties in solving the
three-dimensional inverse scattering problem.

This paper is organized as follows: first, we study
the inverse scattering problem, resulting in a formula
for the scattering potential. Furthermore, with the use
of this potential, we obtain uniform time estimates
in time of solutions of the Navier-Stokes equations,
which suggest the global solvability of the Cauchy
problem for the Navier—Stokes equations.

Essentially, the present study expands the results
for one-dimensional nonlinear equations with inverse
scattering methods to multi-dimensional cases. In
our opinion, the main achievement is a relatively un-
changed projection onto the space of the continu-
ous spectrum for the solution of nonlinear equations,
that allows to focus only on the behavior associated
with the decomposition of the solutions to the discrete
spectrum. In the absence of a discrete spectrum, we
obtain estimations for the maximum potential in the
weaker norms, compared with the norms for Sobolev’
spaces.

Consider the operators

H = _Ax + Q(x)a Hy = _Ax

defined in the dense set W2 (R3) in the space Lo(R3),
and let ¢ be a bounded fast-decreasing function. The
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operator H is called Schrodinger’s operator.

We consider the three-dimensional inverse scat-
tering problem for Schrédinger’s operator: the scat-
tering potential must be reconstructed from the scat-
tering amplitude. This problem has been studied by
a number of researchers [9], [11], [12] and references
therein.

2 Results

Consider Schrédinger’s equation:

—A U 4 qU = |E*T, ke C (1)

Let ¥, (k, 0, z) be a solution of (1) with the following
asympotic behavior:

Vo (k, 0, 2) = 07
ZIkl lx\

where A(k: 6',0) is the scattering amplitude and
0 = 0652forkec+—{fmk>o}

Ak, 0 9)—}—0(’ ‘),]x\—>oo, (2)

el
A(k,0,0) =

1

_ _E/m o)V (k, 0, 2)e ™ 2z, (3)

Let us also define the solution ¥_ (k, 6, x) for
ke C™ ={Imk <0} as

V_(k,0,2) =V, (—k, —0,z).

As is well known [9]:

\II-F(kv va) - \Il—(kv 9,.’,13‘) =

k ’ ! /
- / Ak, 0,000 _(k,6 ,2)d0, k € R. (4)
47 Jg2
This equation is the key to solving the inverse scatter-
ing problem, and was first used by Newton [10], [11]
and Somersalo et al. [12].
Equation (4) is equivalent to the following:
\Ij-i- = S\Ij—a (5)
where S is a scattering operator with the kernel S(k, #)
and

S(k, ) = / U, (k, 2) U (1 2)dz.
R3
The following theorem was stated in [9]:
Theorem 1 (The energy and momentum conserva-

tion laws) Let ¢ € R. Then, SS* = I, 5*S =1,
where I is a unitary operator.
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Definition 2 The set of measurable functions R with
the norm, defined by

:/ dedy< 00

HQHR RS | |2

is recognized as being of Rollnik class.

As shown in [13], ¥ (k, x) is an orthonormal system
of H eigenfunctions for the continuous spectrum. In
addition to the continuous spectrum there are a finite
number N of H negative eigenvalues, designated as
—E2 with corresponding normalized eigenfunctions

wj(x - )(] =1, N), where

by,

We present Povzner’s results [13] below:

E3}) € Ly(R%).

Theorem 3 (Completeness) For both an arbitrary
f € Lo(R?) and for H eigenfunctions, Parseval’s
identity is valid.

\fli, = (Ppf, Pof) + (Pacf, Pacf).

N
PDf—ij% —Ej).

Pact = [ /

where f and fj are Fourier coefficients for the con-
tinuous and discrete cases.

$)Wy(s,0,z)d0ds, (6)

Theorem 4 (Birmann—Schwinger estimation). Let
q € R. Then, the number of discrete eigenvalues can
be estimated as:

q(z)q(y)
/R3 /R3 oy dzdy. (7)

This theorem was proved in [14].
Let us introduce the following notation:

(47)?

NA:/ A(k,0,0)d6, for f = f(k, 0, z),
JS2

Df = k/s2 Ak, 0,0)f(k, 0, 2)dd,  (8)

d0(V,0, ) = eV,
th(\/ga 0/71") = (\II+(\/Z,97:1:) -

N
where A = [] (k+iE;)/(k -
j=1

ei\/EGx)A’ (9)
iLJ;). We define the

operators T4, T for f € W4 (R) as follows:

T f(s)

1
s —Zz

271 Imz—0
— 00

ds, Im z >0,
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1 o
T f=— lim 1) s, m = <0, (10)
211 Imz—0 s —Z
1
Tf= §(T+ +T1-)f. (11D

Consider the Riemann problem of finding a func-
tion ®, that is analytic in the complex plane with a cut
along the real axis. Values of ® on the sides of the cut
are denoted as ¢, ®_. The following presents the
results of [15]:

Lemma 5

1 1 1
™r=-1,TT, ==-T,, TT_=—=-T_
4 ) + 92 +> 2 )

1 1
Ty =T+ 1, T-=T- I (12)

Theorem 6 Letq € R, g = (D — D). Then,
&L =Tyg. (13)

The proof of the above follows from the classic results
for the Riemann problem.

Lemma?7 Let q € R, g+ = g(1/2,0,2), g- =
9(\/z,—0,x). Then,

U, (Vz,0,2)A = (Ty gy + V),

U (Vz,0,2)A = (T_g_ +e V). (14)

The proof of the above follows from the definitions of
g, (I):ta \IJ:I: .

Lemma8 Letqg € R,
Ay = AWz,0,z), A=A _(Vz,—0,z). (15)
Then
A(k,0,0)A =T, (A, A — A_A).

The proof of the above again follows from the defini-
tions of the functionsg, ., U, .

Lemma9 Let q € R. Then,
NALA = NTL(DA_A). (16)

The proof of the above follows from the definitions of
g, P,V and Theorem 1.

Lemma 10 Let g € R. Then,

INT(A4)| < 2INAL]. (17
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The proof of the above follows from the definitions of
g, ®1, ¥, and Lemma 9 and dispersions relations for
analytics functions.

Definition 11 Denote by T A the set of functions
f(k,6,0") with the norm

I fllra = QSEE/(‘Tﬂ +1f]) <.

Definition 12 Denote by R;_r_p) the set of func-
tions g such that

g=U-T_-D)f
forany f € TA.

Lemma 13 Suppose ||Allra < o < 1. Then, the
operator (I — T_D), defined on the set T A has an
inverse defined on R(r_1_p).

The proof of the above follows from the definitions of
D,T_ and the conditions of Lemma 13.

Lemma 14 Let g € R, and assume that (I —T+ D)™
exists. Then,

g=Tyg—T g, T_g- = (I —T-D)"'T_Dgy,
1
U= (- T_D)™'T_Dé¢y + éo. (18)

The proof of the above follows from the definitions of
g, P4, U and equation (4).

Lemma 15 Let g € R, and assume that (I —T. D)™
exists. Then ,

o0

A e,

=1

lT_D + lT_D =

A A
e prepitepiepig, a9
TATTOATTTTATTTATT 5

where Q3 represents terms of highest order of T_D.

Proof: Using

/ U_ (2, k)« U_(z,])dx = 6( k — 1),
RS

/}33¢0(x’ k) * do (@ D)de = 6( k — 1)

and (18) we get proof. O
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Lemma 16 Ler g € R. Then,
q=lim HyW_/W_. (20)
z—0
The lemma can be proved by substituting W into
equation (1).

Lemma 17 Let q € R, and assume that (I—T_D)™!
exists. Then,

AN(I —T-D)~'T_DHyg¢
) AN —T_-D)"'T D¢y + Nepy'

¢ = lim 1)

The proof of the above follows from the definitions of
N, ¥, and Lemma 14.
Lemma 18 Let g € R. Then ||D|| < 2.

The proof of the above follows from the definition of
D and the unitary nature of S.

Lemma 19 Let ¢ € RN Ly(R3). Then,
2 <[ @l @)
R3

max |1h; (z)| < 2||qyjl[ L, (rs)- (23)

The proof of the above follows from the definitions of
E?, bj and (1).

Lemma 20 Let ¢ € RN Lo(R3), and
|Al|lTa < a < 1.
Then,

[V |gl]|z=0) < Z (ColNAl[g=0)". (24

To prove this result, one should calculate W using
(18)
\I/j:q = A\Ifﬂ:. (25)

Using the notation that:

i) = [ alw)e™da,

RS

k= 1) = [ @),

R3

Qq = / g(z)et=12) g,

R3

Qrq= /Q(x)ei(k_l’x)di’«"hk\=\l\’

R3

NQq= [ Qalk.0',0)d0. for = f(h.0 ),

Df = k:/sz Ak, 0 ,0)f (k.0 ,z)db . (26)
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Lemma 21 Let ¢ € RN Ly(R3) and
|TA||lra < a<1.

Then,
[TNAl|L, < C[|TQq|L,-

INA|L, < CllQq]|L.- 27
To prove this result, one should ¥ using Lemmal4
q=AVL/V,. (28)
Lemma 22 Let ¢ € RN Ly(R3), and
[|Allra < a < 1.

Then,

Uelgllo—o) < D _(ColTN A=)’ (29)
=1

Vlqlla—g) < Y (ColTQqlljk=0)"  (30)

i=1

To prove this result, one should calculate A using
Lemmal4.

Lemma 23 Let g € R, Hl]?X |G| < oo. Then,

W=

R3 R3

Y dzdy < Clalz, +max|d)%. G1)

A proof of this lemma can be obtained using
Plancherels theorem.

Lemma24 Let ¢ € R N Ly(R?), and ||q||1, +
max|§(k)| < o < 1. Then,

Uilpmo>1— /(1 —a) (32)

a0 < D _(ColTQqlx=0)"- (33)

=1

To prove this result, one should calculate ¥4 |,—g.

3 Cauchy problem for the Navier—
Stokes equation

Numerous studies of the Navier-Stokes equations
have been devoted to the problem of the smoothness
of its solutions. A good overview of these studies
is given in [16]-[20]. The spatial differentiability of
the solutions is an important factor, this controls their
evolution. Obviously, differentiable solutions do not
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provide an effective description of turbulence. Never-
theless, the global solvability and differentiability of
the solutions has not been proven, and therefore the
problem of describing turbulence remains open. It is
interesting to study the properties of the Fourier trans-
form of solutions of the Navier-Stokes equations. Of
particular interest is how they can be used in the de-
scription of turbulence, and whether they are differen-
tiable. The differentiability of such Fourier transforms
appears to be related to the appearance or disappear-
ance of resonance, as this implies the absence of large
energy flows from small to large harmonics, which in
turn precludes the appearance of turbulence. Thus,
obtaining uniform global estimations of the Fourier
transform of solutions of the Navier-Stokes equations
means that the principle modeling of complex flows
and related calculations will be based on the Fourier
transform method. The authors are continuing to re-
search these issues in relation to a numerical weather
prediction model; this paper provides a theoretical
justification for this approach. Consider the Cauchy
problem for the Navier-Stokes equations:

a—vAg+(q,Vq) = -Vp+ f(z,t), (34
where
div g = 0,
qli=0 = qo(x) (35)
in the domain Q7 = R3 x (0, T), where :
div qo = 0. (36)

The problem defined by (34), (35), (36) has at
least one weak solution (g, p) in the so-called Leray—
Hopf class [16].

The following results have been proved [17]:

Theorem 25 If

@ € W3 (R?), fe€ Lx(Qr),

there is a single generalized solution of (34), (35), (36)
in the domain Qr,, Ty € [0,T), satisfying the follow-
ing conditions:

at, Vq, Vp € La(Qr).

(37

(38)

Note that 77 depends on gg and f.
Lemma 26 Let gy € W4 (R3), f € Lo(Qr).Then,

0<t<

t
supT||q||%2(Rg) +/||VQ||%2(R3)dT =
0

< lgoll7,(msy + £ 1| Lo - (39)
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Our goal is to provide global estimations for the
Fourier transforms of derivatives of the Navier—Stokes
equations’ solutions (34), (35), (36) without the that
the smallness of the initial velocity and force are
small. We obtain the following uniform time estima-
tion.

Proposition 27 The solution of (34), (35), (36) ac-
cording to Theorem 25 satisfies:

t
d=iio+ / e W=D (g, V)g] + F)dr, (40)
0

where F' = —V/p + f.

This follows from the definition of the Fourier trans-
form and the theory of linear differential equations.

Proposition 28 The solution of (34), (35), (36) satis-

fies:
_ kik; _ . ki
P:ZWQin‘f‘ZZWfi (41)
©,] 7
and the following estimations:
3 1
1pllagrsy < 3IValIZ, o lallZ, gy @2)
N R Vi R -9
\Vp| < — + = + — [Vf| +3|V§|. 43)
k[ k]2 Ikl‘ ’ ‘

This expression for p is obtained using div and the
Fourier transformpresentation.

Lemma 29 Let

Qqo € W3 (R?), Qf € Ly(Qr).

Then, the solution of (34), (35), (36) in Theorem 25
satisfies the following inequalities:

t
sup [INQalf3,ne) + [ KN Qa3 nydr <
0<t<T s

< HNQQOH%Q(Rs) 1R Lo@ry- 44

Proof this follows from the a priori estimation of
Lemma 26 and conditions of Lemma 29.

Lemma 30 Let Qqo € W3 (R3), f € La(Qr).Then,
the solution of (34), (35), (36) in Theorem 25 satisfies
2 the following inequalities:

0, sup
0<t<T

t
sup [11Qq|17, rs) +/||k2Qq!|2L2<R3>dT] =
0

< Sl;p[Hqullig(RS) + 1 fllza@ml- 45
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Proof this follows from the a priori estimation of
Lemma 26 and conditions of Lemma 30

Lemma 31 The solution of (34), (35), (36) in Theo-
rem 235 satisfies the following inequalities:

/|5E| lq| d33+//!$| \Vq|2dxdr < const,

0 R3

/\x! |q] dac+//|ac[ \Vq|?dzdr < const (46)
0 R3

or

¢
IVallL, rs) +//\k|2\v~q|2dkd7 < const,
0 R8

t

—|—//|k‘]2|v~2q|2dk‘d7§const.
0 R3

2~
198 .
47
Proof this follows from the a priori estimation of

Lemma 26, conditions of Lemma 31, the Navier—
Stokes equations.

Lemma 32 The solution of (34), (35), (36) satisfies
the following inequalities:

o < -
m’?x]q| < mgx]qg\—i—

1 2 2
V d 48
+3 OE?ETHQHLQ(R?’) +0/H a|l7,(gsydT,  (48)

T
Vil < Vol + = Vg
ml?x| ql < mI?X| do| + 5 OiltlgTH ‘IHLQ(R?’)‘{'

t
+//\k|2y€q|2dkdr, (49)
0 R3
max‘V q‘ < maX‘V qo’ + 5 P, La(R®) +
t
+ / / k|| V2G| ?dkdr. (50)

0 R3

Proof this follows from the a priori estimation of
Lemma 26, conditions of Lemma 32, the Navier—
Stokes equations.
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Lemma 33 The solution of (34), (35), (36) according
to Theorem 25 satisfies C; < const, (i = 0,2,4),
where:

t
Co= [|FiPdr, Fi=(q.9)q+F.
0

L ~ |2 L ~ 12
CQZ/WH\ dr, 04:/‘V2F1‘ dr.  (51)

Proof this follows from the a priori estimation of
Lemma 26, the Navier—Stokes equations.

Lemma 34 Weak solution of problem (34), (35), (36)
from Theorem 25 satisfies the following inequalities

NQq
022

INQq| < zM;, < zMs,

’ < zMs,

where My, Ms, Ms are limited.

Let us prove the first estimate. These inequalities

T 2m
z
Qa(z.)] < 5 [ [lat(en - ep).1)ldey <
00

< 27z max |g| < zMj,

where My = const.
Proof now this follows from the a priori estimation
of Lemma 26, conditions of Lemma 34, the Navier—
Stokes equations.

The rest of estimates are proved similarly.

Lemma 35 Suppose that q € R, max |G| < oo, then

// 7= |2)dxdy<C(IQIL2+maXIqD
R3 R3

Proof: Using Plansherel’s theorem, we get the state-
ment of the lemma. This proves Lemma 35. O

Lemma 36 Weak solution of problem (34), (35), (36)
from Theorem 25 satisfies the following inequalities

1 1

1\2 Cj
Qal < 1Quol + (5) " o
v

zler — ey

;o (52

t
where Cy = [ \Fﬂzdﬂ Fy=(q,V)q+F.
0
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Proof: From (40) we get

|Qq| < [Qqol+
t

/e—l/22|€k—€>\‘Z(t_T)Fl(Z(ek - e)\)a T)dT
0
where F = (g

+ , (53)

, V)q + F. Using the denotation

t

/6—1/22\619*8/\|2(t77)]-7’1 (Z(@k — €>\)7 T)dT
0

I =

)

taking into account Holder’s inequality in I we obtain

¢ v 7
() (fns)
0 0

where p, q satisfies the equality % + % = 1. Suppose

p=q = 2. Then
1
t 2
1 <f|F1|2dT>
0

1\2
I<
(QV) zler — ey

Taking into consideration the estimate [ in (53), we
obtain the statement of the lemma.
This proves Lemma 36. g

Lemma 37 Weak solution of problem (34), (35),
(36), from Theorem 25 satisfies the following inequal-
ities

9Qq| _ ‘8qu n
0z | — | 0z
1 C% 1 C%
1\2 1\2
+a () 2 0+(> )
v) Z%er—ex \2v/) zlep— eyl
where
rlof |
02:/ 671 dr.
0

Proof: The underwritten inequalities follows from
representation (40)

) )
% < ‘ g?ZQO + 2vzley, — e,\\zx
t
« / (t — r)e 2ok =esl=T) i (5(ep — e2), T)dT| +
0
; oF
+ / e e aF N S (o ey — ey, 7)dr|.
0
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Let us introduce the following denotation

I} = 2uz|e, — ey]* x

)e—uz2|€k*6>\‘2(t*‘r)ﬁ’1(Z(ek — 6)\)7 T)dT

)

X /t(t—
0

t .
oF
Iy = /e_”z2|e’“_e*‘2(t_ﬂa—;(z(ek —ey),T7)dT|,
0
then 90 90
q q0
I + L.
92 ‘ 9. | Tt
Estimate /; by means of
sup [t"e | < a
t
where m > 0 we obtain
A ¢
n< /e*w”ek AT (2(ex — ex), T)dr]
0

On applying Holder’s inequality, we get

p 1
da —VZ2|€ e |2 ’
Il < — ‘ L |pd’7' X
z

0

¢ 7
X (/|F1|qd7') s
0

where p, q satisfy the equality % + % =1
For p = ¢ = 2 we have

1

N

11§4a<>2
1%

1
I < <1>2
2v Z|€k —6)\‘

Inserting I, I5 in to ’8 ’

1
Cg
22ex —en|’

/|8F1

we obtain the statement of

the lemma. This completes the proof of Lemma 37. O

Lemma 38 Weak solution of problem (34), (35),
(36), from Theorem 25 satisfies the following inequal-
ities

INQq| < C, [TNQq| < C, |Qq| < C,

TQq| < C, [NQpq| < C, [TNQpq| < C,

Qeq| < C,|TQEeq| < C. (55)
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Lemma 39 Lerq € R, mkax |g| < oo. Then,

0 [ 12

R3 R3

dd<

< C(lqlr, + max|q))*. (56)

A proof of this lemma can be obtained using
Plancherels theorem.

We now obtain uniform time estimations for Roll-
nik’s norms of the solutions of (34), (35), (36). The
following (and main) goal is to obtain the same es-
timations for max |g] — velocity components of the

Cauchy problem for the Navier—Stokes equations.

Let’s consider the influence of the following large
scale transformations in Navier-Stokes’ equation on

1
2 E
N )
v2 —4nCCy
Proposition 40 Let
4 8
A= —F———— then K < —
v3(CCo+1)3 T
Proof: By the definitions C and Cj, we have
1 1 —
K_<V>2 <1/>2 47 C'Cy _
\4 A A? N
1 1 4nCCy\ 8
=rv2|lr2 — 3 < —
Az 7
This proves Proposition. O

Theorem 41 Let
a0 € W3(R?), V34 € Ly(R%), f € Lao(Qr),

feLi(Qr)NLy(R?), Vif € Li(Qr) N La(R?)

and

rrlkaux|]Qq0HL2 < const, mkaxHQfHL2 < const,

m’?XHQEQOHL2 < const, m]?XHQEfHLz < const.

Then, there ex satisfying the folloists a unique gen-
eralized solution of (34), (35), (36) wing inequality:

mtax Z max |gi| < const, where the value of const

depends only on the conditions of the theorem.
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Proof: It suffices to obtain uniform estimates of the

maximum velocity components ¢;, which obviously

follow from max |g;|, because uniform estimates al-
X

low us to extend the local existence and uniqueness
theorem over the interval in which they are valid. To
estimate the velocity components, Lemma 30 can be
used:

T
0= /([ asl oyt + Ao+ 1)

= 4/(v3(CCy+1)3).
Using Lemmas (36)—(39) for

T
Vi :%/(/0 ||qgc‘|2LQ(R3)dt+A0+l),

we can obtain ||A;||74 < o < 1, where A4; is the am-
plitude of potential ¢; and N(g;) < 1. That s, discrete
solutions are not significant in proving the theorem,
so its assertion follows the conditions of Theorem 41,
which defines uniform time estimations for the maxi-
mum values of velocity components.

¢
IVallL, rs) +//|Vq[2dkd7' < const+
0 R3

+ma:n|q| / ||Vq||L2(R3) ‘VQqH[Q(R?’) dr. (57)
0

O

Theorem 41 asserts the global solvability and

uniqueness of the Cauchy problem for the Navier—

Stokes equations.
Theorem 42 Let
q0 € W3 (R?), V(o € La(R?),

f € La(Qr), f€Li(Qr)N La(R?),

B [[Vallz,(re) = 00 (58)
Then, there exists i, j, xg
thj? Y;(xo,t) = 0o or tlg?o N(gi)) =00 (59

Proof: A proof of this lemma can be obtained using
q¢; = Pacq; + Ppq; and uniform estimates Pa.q;. O

Theorem 42 Describes the loss of smoothness of
classical solutions for the Navier—Stokes equations.
Theorem 42 describes the time blow up of the clas-
sical solutions for the Navier-Stokes equations arises,
and complements the results of Terence Tao [20].
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4 Conclusions

New uniform global estimations of solutions of the
Navier-Stokes equations indicate that the principle
modeling of complex flows and related calculations
can be based on the Fourier transform method.
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On a Subclass of p-valent Starlike Functions
Associated with a Generalized Hypergeometric
Differential operator

Entisar El-Yagubi'

Abstract—The object of the present paper is to introduce a new
subclass of p-valent starlike functions with negative coefficients in
the open unit disc which is defined by a generalized derivative
operator D;nf,bkz, p(ai, by). We obtain coefficient inequalities, growth
and distortion theorems, and extreme points for the subclass of p-
valent functions.

Keywords—p-valent functions, starlike functions, derivative oper-
ator.

I. INTRODUCTION

YPERGEOMETRIC functions theory found to be of

common interests in the real case. However, it started
to be flourish among the complex analysts ever since de
Branges [?] used it to prove the Bieberbach conjecture.
Thereon, the theory of hypergeometric functions becomes
the favourite topics of discussion among the mathematicians.
Many interesting subclasses of analytic functions associated
with the generalized hypergeometric functions have been
investigated and studied by many researchers, for example,
Kumar et al. [?], Gangadharan et al. [?], Liu [?], El-Ashwah
[?] and of course many others. In this paper, we shall use
the generalized hypergeometric functions to define a new
derivative operator. Moreover, we investigate some interesting
properties on a subclass of p-valent starlike functions with
negative coefficients.

Let A, denote the class of functions of the form

)= 2"+ Z anz", (z€U,peN), ()
n=p+1

which are p-valent functions in the open unit disc U.

Also let 7, denote a subclass of A, consisting of p-valent
functions which can be expressed in the form

oo

Fe) == 3 Jaulsn,

n=p+1

If f(z) and g(z) belong to A, then the Hadamard product
f * g is defined by

o0
z) =2+ Z anbp 2",

n=p+1

(2 €U, p €N). )

f(z)xg p € N.

E. El-Yagubi and M. Darus are School of Mathematical Sciences, Fac-
ulty of Science and Technology, Universiti Kebangsaan Malaysia, e-mail:
maslina@ukm.edu.my .

M. Aydogan is with Isik University.
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Dziok and Srivastava [?] studied the following p-valent func-
tion, which defined by generalized hypergeometric functions

al n— : (ar)n— "
H,(ai,by) = 2P+ P L. , pEN,
7 _Xp;rl (01)n—p -+ (bs)n—p (n—p)!
where a; € C, b, € C\{0,-1,-2,...}, i = 1,...,7,¢ =

1,...,8), and r < s+ 1;7,s € Ny, and (), is the
Pochhammer symbol defined by

_D(@+n) |1, n =0,
(x)"_f‘(x)_{ z(z+1)---(z+n—-1), n={1,2,3,...}.

Let Ei\n{,b)%p € A, is defined by

oo
m,b _.p
‘Cz\l,)\z,P =z Z
n=p+1

where m,b € Ng = NU {0}, A2 > A; > 0. Corresponding

2", peN,

[p-i—()q—l—)\z)(n—p)—&-b m
p+)\2(nfp)+b

to Hy(ai,by), LY b/\z » and using the Hadamard product we

define a new generalized differential operator D" /\17 Ao .p(@is bg)
as follows:

Definition 1. 1 Let f € A,, then a generalized differential
operator D/\1 opl@isbg) f(2) 1 Ap — Ay is given as

DY, (@i bg) f(2) = (Hy(ai,by) + L% )+ f(2)

o P+ A+ A)(n—p) +01™ ( Un—p - (ar)n—
- +n§-1 |: +>‘2 n_ ) +b (bl)n—p"'(bs)n—p
RTED

It follows from the above definition that

(p+ Xa(n —p) +b)DY L (a5, bg) f(2)
= (p+ Aa(n—p) — pA1 + )DL (a5, by) £(2)

+ 2D (aib) f(2)). @)

Remark 1.1 It should be remarked that the linear operator
Dy 11\2 o(ai,bg) f(2) is a generalization of many operators

considered earlier. Let us see some of the examples:
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e For Ay = b = 0, the operator Df\”l’”bAQ’p(ai, by)f reduces
to the operator was given by Selvaraj and Karthikeyan

[?].

o For m = 0, the operator D;”l’b/\g (@i, bg) f reduces to the
operator was given by Dziok and Srivastava [?].

e For Ao =0 =0 and p = 1, we get the operator studied
by Selvaraj and Karthikeyan [?].

e« For m = 0,r = 2,s = 1 and p = 1, we obtain the
operator which was given by Hohlov [?].

e Forr=1,s=0,a1 =1,A\1 =1, =b=0and p=1,
we get the Saldgean derivative operator [?].

e Forr=1,s=0,a1 =1, =b=0and p =1, we get
the generalized Sdldgean derivative operator introduced
by Al-Oboudi [?].

e Form=0,r=1,s =0,ap =d+1and p =1, we
obtain the operator introduced by Ruscheweyh [?].

e Forr =1,5s =0,a; =0+ 1 and p = 1, we obtain the
operator studied by El-Yagubi and Darus [?].

e Form =0,r =2and s = 1l,ae = 1 and p = 1, we
obtain the operator studied by Carlson and Shaffer [?].

e Forr=1,s=0,a; =1,y =0 and p = 1, we get the
operator introduced by Catas [?].

By making use of the generalized derivative operator

Dz\'i’f’/\z’p(ai, bq)f(z), we introduce a new subclass as follows:

Definition 1.2 For f defined by (1), 0 < § <
L, > X > 0,mb € Ny = {071,2,...},
a; € C,b, € C\{0,-1,-2,...},i=1,...,r,g=1,...,5),
and 1 < s+ 1; 75 € No, let S5 (ai by, ) be the
subclass of .4, consisting of functions f which satisfy

2D (i, bo) f(2))
%< ( Zl’,bxz,p( a)f(2)) ) ) )
D/\W\%p(ai,bq)f(z)
where p € N and DZ’1&27P(ai, by)f(z) # 0.
Note that if f given by (2), then we can see that
Dz?,l))\zm(ai»bq)f(z) =
(o) m
P Z [p + ()\1;- /\2)(71 — p)b+ b:l
Bt p+Aa(n—p)+
0y @y Janl” g

(b1)n—p - (bs)n—p (n— )
In addition, we define the class 'TS;’?};\Q )p(ai, by, B) by
T‘S;i’,bkz,p (ai7 bqa 5) = S;nl",l;\z,p(a% bqa 5) N 7;7 (7N

Note that the subclass TS;:”’lj\Q (@i, bg, 3) has been studied
by many authors. For example:

ISBN: 978-1-61804-287-3

when m = 0, r = 1, s = 0, ay = 1, p = 1, then
TSN (@ir by, B) = S7(8),

whenm =1, A1 =b=0,r=1,5=0,a; =1, p=1, then
T/\/l;nl’gz,p(ai, bq, B) = C7(B), where the classes Si-(3) and
Cr(B) were studied by Silverman [?].

II. COEFFICIENT INEQUALITIES

We provide a sufficient condition for p-valent functions f
in U, to be in TS:Z’,§27P(ai, by, B).

Theorem 2.1 Let f be defined by
fe 7’5:1’,11\2’1)(%7 by, B) if and only if

(2), then

Z (n— B) [P+()\1+/\2)(np)+b

Bt p+A2(n—p)+b

(a1)n—p - (@r)n—p
(bl)nfp T (bS)nfp(n - p)

where 0 < 8 < 1, Aa > A\ > 0, m,b € Ny, p € Nyg; €
C,b, € C\{0,-1,-2,...},(i =1,...,mq¢=1,...,s), and
r<s+1;r,s € Ny.

lanl <p =5, ®

Proof. Suppose that (8% holds true. It suffices to show
2(DY, p(ais bg) f(2))
m,b
DYt (aibo)f(2)
centered at w = p with radius p — 3, which is
m,b
| Z<D>\1,>\2,p(aia be) f(2))'

DY, (@i bg) f(2)

So, we can write

that the values in a circle

—-p|<p-8. &)

‘z(DL’i’,’Az,p<ai,bq>f<z>>/ - ‘

DY, p(ai bg) f(2)

2(DYY, (@i, bg) £(2) = DY, L (aisbg) f(2)
DY, (ai,by) f(2)

+(A1+A2) (n—p)+b]™
Sy () [PPSR

(@1)n—p-(ar)n—p

= Ty 0y () 2] <1
0o + (A1 A) (n—p)+b] ™ ’ ’
2P — Zn:p+1 [%}
(al)nfp“'(ar)nfp n
' (bl)n—p'"(I’S)W—p("_p)!anz
s +(A14+X2)(n—p)+b]™
S0y — p) [EEARN R4
. (a1)n—p(ar)n—p '|an|
S (b1)n—p - (bs)n—p(n—p)! (10)

0 P +A2) (n—p)+b]"™"
1= it [W}

(@2)n—p(ar)n—p
By (e eyl L
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This last expression (10) is bounded by (p— ) if the following  Corollary 2.1 Let f be defined by (2) be in the class

inequality which is equivalent to (9) holds. TS;?’f;\z’p(ai, by, ), then we have
Bt p+Xa(n—p)+0b T =B+ (At ) (n—p) +b
(a1>n7p e (ar)nip . (bl)nfp U (bs)nfp (n B p)! . (14)
By G- (@)np - ()
The result (14) is sharp with f given by
= p+()\1+)\2)(n—p)+b]m pﬂ{ p+Xa(n—p)+b ]m

<(p—pB)|1- =P
<l ﬁ)l n_zw{ P+ Aa(n—p)+b T&) = = e | n M) —p) 55

(bl)n—p e (bs)ﬂ/—P (n — p)'zn (15)

' (a)n—p - (@r)n_p u . R
amn¢~@upm—m”“y(”) (@ ()

which is equivalent to III. GROWTH AND DISTORTION THEOREMS

o m We Olgtain growth and distortion bounds for
Z (n o 6) |:p + ()—‘: )—\'_ ()\2)(7’L )—f)b+ b:| f S TS;Z:)\Q,[)(G’Z'? bq, ﬁ) as follows:
p 2N —p

n=p+1

. (a)n—p - (@)n_p lan| < (p — B) Theorem 3.1 Let f defined by (2) be in the class
(b1)n—p- (bs)npn—p)!" """~ ’ TS™b (a;,bg, ), then for 0 < |z] = r < 1, we

A1,A2,p
. have

by using (8). Thus f € TSZ:)\ZJ)(CL,', by, B). In order to prove

the sufficiency, assume that f € TSZ’g%p(ai,bmﬁ) and by rP

condition (5), we have

_ p-B [ p+Aa+b }m.(bl)...(bs)rp+1<
p+1-8 |p+A+A+b] (a1)--(ar) -

— +X+b ™ (by) - (bs)
m,b . I < rP4 p 6 |: p :l . i
R Z(D)\lg\Q,p(awbq)f(Z)) [f2)l =7 p+1—0|p+M+ra+b (ar)---(a,)
DYy s p(ais0g) f(2) 16)
o and
+(A1+A2) (n—p)+b]™" _ m .o (b.
PP — 0L n [ O ER -1 D= 8) [ ptAstb } b)) (bs)
(@) np-(@r)n—p n pr1=F |p+M+l+b] (ar)--(ar)
_ % ) (bl)n—p'"(bS)n—p(n_P)I ‘aan > B
P o ptQatdo)(nop)+b]™ '
n=p+1 | ptiz(n—p)+b < |f'(2)]
(@) n—p(ar)n—p n m
e e L < prp71+(p + P —5) [ Pt +b } (o))
12) = p+1—-0 |[p+M+X+b] (a1)---(ar)

2(DYYY, (aibe) f(2))
DY, L (aisbe) f(2)
is real. Letting z — 1~ through real axis, we have

Choose values of z on real axis so that

where 0 < 8 < 1,A2 > A1 > 0 and m,b € Ny,

p—3 n |:p+(/\1+)\2)(nfp)+b:|m a; € C,b, € C\{0,-1,-2,...},
A (p)+>\2(n(_p))+b (7::1,-~-,7”,q:1,...,8),TSS—F:[;T,SENO andpEN-
S (T Ry com g e 1] (1)
(bl)n—;n (bS)n—p( ;0)7!” > B (]3)
1y {P+(/\1+)\2)(n*p)+b:|
n=p+1 p+A2(n—p)+b

Proof. Since f € TMZ’?AQ(ai7bq,B) by Theorem 2.1,

 (@n—p(@r)noyp we have
Oy (s =L
— M+ A2)(n — b]1™
Thus we obtain Z (n—5) {p +p(_~_1:\|_(:)(r;) f)b+ }
n=p+1 2 o
— + (A + X2)(n—p) +b]" p _
Z (n—p) {p A1+ A2)(n = p) ] . (@)np - (ar)np Hlanl <p—pB.
n=p+1 p+ )\2(n - p) +b (bl)n—p T (bs)n—p(n - p).
(al)n—p ce (ar)n—p Now
. <p_
(bl)nfp"'(bs)n*p(n —P)'|an| =P 67 A A b m ( ) ( ) o0
P+ A1+ A+ ai)---(ar
. . . _|_1_ . an
which is (8). Hence the proof is complete. (p B) [ P+t b ] (b1) -~ (bs) <nzp;1 ‘ |>
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G p+ A+ A2 +b]" (a1)--(ar)
- Y wh1-9)| ~ an
n:%;rl p+ A+ (b1) -+ (bs)
- P+ A+ X)(n—p)+b]"
< 3 -0 PN
n=p+1 p 2 p
(al)n—p e (ar)n—p
: lan] <p—p, peN.
(01)n—p - (bs)n—p(n — p)!
Therefore,
n=p+1 n_p+1_6 p+)\1+)\2+b (al)”'(aT>'
(18)
Since -
fR)=2"= Y lanlz",
n=p+1
then we get
o0
FE)=1]2" = > lanlz
n=p+1
Next,
2P = 2P > Jan] < 1£(2)]
n=p+1
o0
< 2P+ P > Janl,
n=p+1
that is
P =Pt N a | < JF(R)] < 0P+t DT ).
n=p+1 n=p+1
By using the inequality (18), we get the result (16).
Furthermore, we observe that
prP = (4P Y an] < [f/(2)]
n=p+1
<prPt (e )P Y a.
n=p+1

By using (18), we easily arrive to the result (17).
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Point triangulation using convex layers

V. Tereshchenko, Y. Tereshchenko

Abstract— In this paper, we propose a triangulation method for
a set of points in the plane. The method is based on the idea of
constructing convex layers by Graham’s scan. It allows to develop an
algorithm with the optimal complexity of O(NlogN) and an easy
implementation. First, convex hulls are constructed for the set S of N
points, forming k layers. Then, each layer is triangulated in one scan
of the adjacent convex hulls. Algorithm is easily parallelized: each
layer can be triangulated independently. The main feature of the
proposed algorithm is that it has a very simple implementation and
the elements (triangles) of the resulting triangulation are presented in
the form of simple and at the same time fast data structures:
concatenable triangle queue or triangle tree. This makes the algorithm
convenient for solving a wide range of applied problems of
computational geometry and computer graphics, including simulation
in science and engineering, rendering and morphing.

Keywords—triangulation, convex hull, set of points, convex
layers, Graham’s scan.

I. INTRODUCTION

HIS paper proposes an optimal triangulation algorithm

for a set of points in the plane. The main advantage of
triangulation is that from an object, which is potentially very
complex, we can move on to more simple polygons (triangles)
for their further study.

Relevance. Today, there exist a number of efficient
algorithms for solving the problem of triangulation of a set of
points [1]. The following groups of triangulation algorithms
are distinguished: iterative algorithms (least efficient and quite
difficult to implement) [2], algorithms, based on the «divide-
and-conquer» strategy (the fastest and relatively easy to
implement) [2-5], direct construction algorithms (have good
(even linear) average construction time, easy to implement) [6]
and two-pass algorithms (most difficult to implement, not very
effective) [7].

In my opinion, most effective are triangulation methods,
based on the «divide-and-conquer» strategy, that have time
complexity O(NlogN) in worst and average cases [2-5].
Among them, algorithms that use concatenable queue data
structure at the merge step can be singled out [4, 5]. These
algorithms give optimal results in terms of computational
complexity — &NIogN), but it is desirable to have a simpler
implementation. So naturally, the question arises — is it

V. M. Tereshchenko is with the Taras Shevchenko National University of
Kyiv, Kyiv, Ukraine (corresponding author to provide phone: +38-067-900-
2449; fax: +38-044-259-0427; e-mail: v_ter@ ukr.net).

Y. V. Tereshchenko is with the Taras Shevchenko National University of
Kyiv, Kyiv, Ukraine (e-mail: y_ter@ ukr.net).

ISBN: 978-1-61804-287-3

163

possible to develop an algorithm that would give high
efficiency and at the same time would be simple to implement?
Once again, we stress that this is important in terms of
practical use of the algorithm. An example of such method is
Graham’s algorithm for construction of convex hulls, that has
optimal computation complexity and at the same time is very
easy to implement [8]. This method has inspired to develop a
triangulation algorithm as efficient and simple in
implementation as the algorithm for convex hull construction.
Goal. Develop a triangulation algorithm based on the
Graham’s method, which would have optimal time complexity
(A&NlogN)) and at the same time would be easy to implement.
Originality. A new algorithm for triangulation of a set of
points is proposed in the paper. The new algorithm is based on
the Graham’s method and has an optimal complexity of

ANIogN).

Problem formulation. Triangulate the set S of N points in
the plane using Graham’s scan with the time complexity of

ANIogN).

PROBLEM AND SOLUTION METHOD

A. Method of solving the problem

Let S be the set of N points in the plane, Fig. 1.

[ ] L
Py
Iy *
. P
I
P; * Py
P
e N Py o T o Fiz o
. P,
Ps
.

Fig.1. Example of an input set of points.

1. According to the Graham’s method, we find centroid ¢ (X,
yq) of the first three noncollinear points. For example, in fig.
11 it is the centroid for points Py, P,, P; with coordinates Xq,
Yq , accordingly Fig.2.:

X, + X, + X5

Vit Yo tYs
E .

3

q
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. CH(S)
*
o \\P: P
f‘I . ‘. 9 Pll] .
foq e
,f' -~ bs Ps * Py &
- P
f,-"lsl P 8 Pz
4 .
[ * L
* Py
Pz
.

Fig.2. Definition of point g.
Fig.5.
2. We sort the given set S of N points by their polar angle

(counterclockwise), getting an ordered list U. For our
. . I1l. DATASTRUCTURE CONSTRUCTION
example from fig.1, we will get U= {Py, Ps, Pg, P7, Py, Pg,

P11, Ps, Pio, Po, Py, P1}. The question arises, how to present the resulting
triangulation in the form of a certain data structure that could
3.We use the Graham’s scan for the list U, as a result b€ used for processing and solving the following problems:
obtaining the convex hull for the set S with the boundary ~ coloring, finding intersections, morphing, rendering, Boolean
CH(S) = {Ps, P1, P11, P10, Po, P5, P1}, Fig.3. operations etc. In this case, the triangulation procedure
provides a convenient way for its maintenance, namely:
1) During the scan of construction of every new triangle, we
assign it a name and add it to the created, cyclically ordered
list of such triangles. Fig. 6 shows an appropriate example.

CH(S)

Fig. 3. Convex hull for S.

Fig.6. Construction of the list of triangles:T={ 1, 2, 3, 4, 5,
4. For the set of points S; remaining inside the convex hull, we 6,7,8,9, 10,11, 12, 13, 14,15}

construct convex hull CH(S;) using Graham’s scan.
Similarly, we construct convex hulls CH(S;), ..., CH(S,) for ~ 2) The formed list can be presented in the form of a

the following sets S,, ..., Sk, until it is possible, Fig.4. concatenable queue (Fig. 7), which maintains connectivity
in each layer (blue and brown lines) and contains pointers to
CH(S) the links between the edges of the adjacent layers (green

T

lines).
P

Fig.4.

5. Accordingly we triangulate layers, which are formed by the
adjacent convex hull boundaries, Fig. 5. This can be done

even during each subsequent scan, and in case of possibility Fig.7. Data structure in the form of a linked queue for fig. 6. First
of parallel processing, each layer can be triangulated  layer edges {1,2,3,4} are marked in red, second layer edges {5, 6, 7,
independently. 8,9,10,11, 12, 13, 14,15} are marked in blue.
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This allows to carry out logarithmic search for the
triangulation on any layer and in any direction.

3) The actual layered triangulation can be presented in the
form of a binary edge tree (Fig. 8), which maintains
connectivity.

Fig. 8. Data structure in the form of a binary edge tree.

Using this data structure, logarithmic search can be carried out
from any triangle.

IV. COMPLEXITY

Theorem. The proposed algorithm has the same time
complexity as Graham’s method for convex hull construction —
O(NIlogN) and uses linear space.

Proof.

1%, 2" and 3" steps are steps of the Graham’s algorithm
and they require O(N), O(NlogN), O(N) time respectively. 4"
step is the Graham’s scan and it requires O(N) time, but for the
set of points, left after step 3. 5" step — layer triangulation,
which is carried out (considering the ordering of points at the
border of each convex hull by their polar angle) in one scan
using O(N) time.

V. CONCLUSION

An optimal method for triangulation of a set of points with
the complexity of O(NlogN) is proposed in the paper. This
algorithm is based on the Graham’s scan for computing the
convex hull. First, convex hulls are constructed for the set S of
N points, forming k layers. Then, each layer is triangulated in
one scan of the adjacent convex hulls. Algorithm is easily
parallelized: each layer can be triangulated independently. The
main feature of the proposed algorithm is that it has a very
simple implementation. The algorithm has application to
solving a wide range of applied problems of simulation in
science and engineering.

The feature of the proposed method is not only simple
process of triangulation constructing, but also convenient
representation of its elements for the further use in the form of
data structures. These data structures are concatenable queue
or a binary faces tree.
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Onboard Electromechanical Actuators
Affected by Motor Static Eccentricity:
a New Prognostic Method based on
Spectral Analysis Techniques

Dario Belmonte, Matteo D. L. Dalla Vedova, and Paolo Maggiore

Abstract— The proposal of prognostic algorithms able to
identifying the precursors of incipient failures of primary flight
command electromechanical actuators (EMA) is beneficial for the
anticipation of the incoming failure: a correct interpretation of the
failure degradation pattern, in fact, can trig an early alert of the
maintenance crew, who can properly schedule the servomechanism
replacement. In this paper the authors propose an innovative
prognostic model-based approach, able to recognize symptoms of an
EMA degradation before the actual exhibition of the anomalous
behavior. The identification/evaluation of the considered incipient
failures is performed analyzing proper critical system operational
parameters, able to put in evidence the corresponding degradation
path, by means of a numerical algorithm based on spectral analysis
techniques. Subsequently, these operational parameters are correlated
with the actual health condition of the considered system by means of
failure maps created by a reference monitoring model-based
algorithm. In the present work, the proposed method has been
applied to the case of an actuator having brushless DC motor affected
by a progressive increase of the static eccentricity of the rotor.
In order to evaluate the performances of the aforesaid prognostic
method, a test simulation environment, able to manage different
failure modes, has been conceived. This numerical test case simulates
the dynamic behaviors of the EMA taking into account nonlinear
effects related to different kinds of progressive failures (such as
transmission backlash, friction and rotor static eccentricity). Results
show that the method exhibit adequate robustness and a high degree
of confidence in the ability to early identify an eventual
malfunctioning, minimizing the risk of fake alarms or unannounced
failures.

Keywords— BLDC Rotor Static Eccentricity, Electromechanical
Actuator (EMA), Prognostics and Health Management (PHM),
Prognostic Precursors, Progressive Failures, Spectral Analysis
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CTUATORS provide mechanical power transforming

electrical, pneumatic or hydraulic sources of power, and
they are commonly utilized for driving slight control surfaces
and utility aircraft subsystems. Flight control systems are
critical for reliability indeed it must meet severe reliability
requirements of less than one catastrophic failure per 105
flight hours. The reliability of critical components such as
actuators used for primary flight controls is designed by
conservative safe-life approach which imposes programmed
removal of related components after a specific interval of time
or operating cycles. Historical records indicate that actual use
is often very different from estimated one, because the
aforesaid design criterion is not able to evaluate possible initial
flaws (occurred during manufacturing) and other impacting
factors such as extreme or unanticipated operating scenarios,
pilot and flying style in manned systems. Furthermore,
statistical based preventive removals are also involved to
remove components with significant useful life increasing
costs and related inefficiencies. Prognostics is a discipline with
the purpose to predict when a certain component loses its
functionalities and is not further able to be operative or to meet
desired performances. It is based on analysis and knowledge of
possible failure modes and on capability to identify incoming
faults, due to aging or wear, by monitoring specific operational
parameters (called prognostic precursors). This discipline is
used in other technological fields and could be very useful to
condition based maintenance, since it lowers both costs and
inspection time. To improve these advantages, a new
discipline called Prognostics and Health Management
(PHM) was born to provide real-time data on current health
status of the system and to calculate Remaining Useful Life
(RUL) before a fault or failure occurs, when a component
becomes unable to perform its features at designed levels. The
need for condition based maintenance is clearly recognized,
but it is difficult to define robust PHM algorithms due to
complex actuators phenomenology. It is necessary to develop a
robust health management solution able to perform reliable
and acceptable faults detection and failure prediction

INTRODUCTION
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analyzing multiple, competitive failures modes by monitoring
physically meaningful parameters. Several aircraft use
electrohydraulic (EHA) or simply hydraulic actuators for
primary flight control system, but incoming Unmanned
Autonomous Vehicles (UAVs) will utilize electromechanical
actuators (EMA), and several research programs will introduce
EMA in future military and civil flight control systems.
Typically PHM strategies are easier to implement on EMA
since additional sensors are usually not required providing to
define the health status of the system. The same sensors
framework used for control schemes and systems monitor is
also used in many PHM algorithms in a model based approach
for health system evaluation. This paper presents a study
focused on the development a prognostic technique able to
identify  failure  precursors alerting that degrading
performances of a typical aeronautical electromechanical
actuator exhibiting an anomalous behavior due to wear
phenomena. In particular, three kinds of non-linear physical
behaviors are considered: friction, backlash, rotor static
eccentricity. To assess the robustness of the proposed
techniques, based on a typical Spectral Analysis approach, an
appropriate simulation test environment has been developed.
Simulations have then been run with progressive Static Rotor
Eccentricity while the EMA model is subjected to different
parameters configuration; the algorithms correctly sort out the
failure precursors and make a correlation between the actual
Static Eccentricity percentage and the calculated operating
maps to identify and evaluate incoming failure. Results show
that an adequate robustness and confidence has been gained in
the ability to early identify the EMA malfunctioning
minimizing the risk of fake alarms or unannounced failures.

Aims of thiss work are:

The proposal of a numerical algorithm, implemented in
MATLAB-Simulink® simulation environment, able to
perform the simulations of dynamical systems for EMA
taking into account evaluation of rotor static eccentricity
due to progressive wear.

The proposal an innovative prognostic method
introducing typical spectral signal analysis techniques able
to detect, by specific failure precursors, an accurate health
state of flight control systems.

AIMS OF WORK

1)

2)

I1l. PRIMARY FLIGHT CONTROL EMAS

Primary flight controls are typically proportional
servomechanisms with continuous activation: they must return
a force feedback related to command intensity and a high
frequency response. Since their loss is a critical issue, their
reliability must be very high. Their purpose is to control the
dynamic of the aircraft by generating, by means of the rotation
of the corresponding aerodynamic surfaces, unbalanced
forces/couples acting on the aircraft itself. These controls are
usually conceived to obtain the aircraft rotation around one of
the three body axis when one control surface is activated.
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This kind of actuator, because of its great accuracy, high
specific power and very high reliability, is often equipped on
current aircrafts, even if on more modern airliners electro-
hydrostatic actuators (EHA) or electro-mechanical actuators
(EMA) are installed. In the last years the trend towards the all-
electric aircrafts brought to an extensive application of novel
optimized electrical actuators, such as the electromechanical
ones (EMA). To justify the fervent scientific activity in this
field and the great interest shown by the aeronautical world, it
must be noticed that, compared to the electrohydraulic
actuations, the EMAs offer many advantages: overall weight is
reduced, maintenance is simplified and hydraulic fluids, which
is often contaminant, flammable or polluting, can be
elimination. For these reasons, as reported in [1], the use of
actuation systems based on EMAs is increasing in various
fields of aerospace technology.

Flight
Contral
Computer

!

Actuator
Control

Electronics

\l; Electro -Mechanical Actuator (EMA)
PO?HE! BLDC
™ Drive
Electronics Motor
(ACE) ) =
‘I‘ (@

Electrical

Power

Electrical
Power

Gear | Screw lack m"‘“w

RVDT

Fig. 1 Electromechanica actuator (EMA) scheme.

As shown in Fig.1, a typical electromechanical actuator used
in a primary flight control is composed by:
1) An actuator control electronics (ACE) that closes the
feedback loop, by comparing the commanded position
(FBW) with the actual one, elaborates the corrective
actions and generates the reference current ly;
A Power Drive Electronics (PDE) that regulates the three-
phase electrical power;
An electrical motor, often BLDC type.
A gear reducer having the function to decrease the motor
angular speed (RPM) and increase its torque.
A system that transforms rotary motion into linear motion:
ball screws or roller screws are usually preferred to acme
screws because, having a higher efficiency, they can
perform the conversion with lower friction;
A network of sensors used to close the feedback rings
(current, angular speed and position) that control the
whole actuation system (reported in Fig. 1, as RVDT).

2)

3)
4)

5)

6)

IV. PROPOSED ACTUATION SYSTEM NUMERICAL MODEL

As previously mentioned, goal of this research is the
proposal of a new a technique to identify precocious symptoms
(usually defined failure precursors) of EMA degradations.

In order to assess feasibility performance and robustness of
the aforesaid technique, a suitable simulation test environment
has been developed in the MATLAB/Simulink® environment.
The proposed numerical model (Fig.2), widely described in
[2], is consistent with the considered EMA architecture.
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Fig. 2 Proposed EMA block diagram.

As shown in Fig. 2, the propose EMA simulation model is

composed by six different subsystems:
1) Com: input block that generates the different position

commands.

ACE: subsystem simulating the actuator control

electronics, closing the feedback loops and generating in

output the reference current Iref.

BLDC EM Model: subsystem simulating the power drive

electronics and the trapezoidal BLDC electromagnetic

model, that evaluates the torque developed by the

electrical motor as a function of the voltages generated by

three-phase electrical regulator.

EMA Dynamic Model: subsystem simulating the EMA

mechanical behavior by means of a 2 degree-of-freedom

(d.o.f.) dynamic system.

TR: input block simulating the aerodynamic torques

acting on the moving surface controlled by the actuator .

Monitor: block simulating the monitoring system.
It must be noted that this numerical model is able simulate
the dynamic behavior of the considered EMA servomechanism
taking also into account the effects of BLDC motor non-
linearities [3-7], end-of-travels, compliance and backlashes
acting on the mechanical transmission [8], analogic to digital
conversion of the feedback signals, electrical noise acting on
the signal lines and electrical offset of the position transducers
[9] and dry friction (e.g. on bearings, gears, hinges and screw
actuators) [10].

2)

3)

4)

5)

6)

V. EMA FAILURES AND PERFORMANCE DEGRADATIONS

Only recently EMAs have been employed in aeronautics for
flight control systems, so the cumulate flight hours and the on-
board installation periods don’t permit reliable statistic data
about recurring failures. Generally it is possible to classify
among four main failures categories:

1) Mechanical or structural failures.
2) BLDC motor failures.

3) Electronics failures.

4) Sensor failures.

The present work takes into account effects of mechanical
failures due to progressive wear focused on progressive static
rotor eccentricity related to bearing wear. Electrical and sensor
failures have not a secondary importance, but their evolution is
very fast, nearly instantaneous, so corresponding failure
precursors are often hard to identify and evaluate; nevertheless
it is intention of the authors to study these kind of failure in a
next work.
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As is known, wear increases the dry friction phenomena that
occur between two surfaces in relative motion, increasing both
static and dynamic friction coefficients. The driven system
requires higher torques to actuate the control surface with the
same external load. Even if an increased dry friction does not
cause seizure of the entire system, it reduces the corresponding
servomechanism accuracy and sometimes it generates dynamic
unexpected responses, as stick-slip or limit cycles due to the
interaction between PID controller and friction forces

The mechanical wear could also generate backlash in EMA
moving parts such as gears, hinges, bearings and especially
ball screw actuators; these backlashes, acting on the elements
of the mechanical transmission, reduce the EMA accuracy and,
as a function the mutual position with respect to the signal
transducers, can lead to problems of dynamic stability and
controllability of the whole actuator.

The eccentricity fault of a stator and rotor is due mainly to
mechanical reasons. In this kind of failures, the axes of
symmetry of the stator and of the rotor and the rotational axis
of rotor are displaced to each others. This displacement of
symmetrical axes can be classified into static, dynamic and
mixed eccentricities [11]; in this work, only the first type of
eccentricity will be discussed.

y

%

€
Xo

I

—

Fig. 3 Reference system for the definition of rotor static eccentricity ¢.

The static eccentricity (Fig. 3) consists in a misalignment
between the rotor rotation axis and the stator axis of symmetry;
the rotor is symmetric and rotates towards its rotation axis, this
misalignment initially is mainly due to manufacturing
tolerances and imperfections, but, during operational period,
increases as a consequence of wear in bearings that support
rotor shaft. When this failure occurs in multipolar motor, the
rotor generates a magnetic flux that has not cyclic symmetry,
since the air gap varies during its 360° degrees turn. Therefore,
if a rotor has an evaluable static eccentricity, an additional
radial force component arises and its magnitude varies like a
sine wave. In condition of Static Eccentricity the air gap is not
constant and symmetric along rotor turn (Fig. 3), so the

clearance between the rotor and the stator can be
mathematically represented by this function:
g'(®) = gy + xyc0s(8) 1)
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where g is the initial clearance without misalignment and the
second term added represents the sinusoidal air gap variation
as a function of the misalignment X,. In terms of motor
performances, in these conditions the provided torque is lower
than in nominal conditions (because of a change in the
electromagnetic characteristics of the engine): to simulate
eccentricity effects avoiding more complex electromagnetic
FEM models, a smart numerical algorithm has been released.
Since static eccentricity modifies the magnetic coupling
between the stator and the rotor, the proposed algorithm
adjusts the angular modulation of the back-EMF coefficients
and thereby the related torque constants.

As reported in [1], this algorithm is implemented by means
of the functions f (u) contained in the BLDC EM Model block
of Fig. 2 and acts on the three back-EMF constants Cei (one
for each of the three phases) modulating their trapezoidal
reference values Kei as a function of coil short circuit
percentage, static rotor eccentricity ¢ and angular position Jr.

ea=Ke; -Ce (1 +7- cos(d)) 2)

The obtained constants (ke_a, ke_b, ke_c) are then used to
calculate the corresponding counter-electromotive forces (ea,
eb, ec) to evaluate the mechanical couples (Cea, Ceb, Cec)
generated by the three motor phases.

The effects of the aforesaid failures will be briefly analyzed
in the next section, in which the related EMA simulations will
be examined. With respect to other EM models available in
literature, the numerical model shown in the previous sections
is able to calculate the instantaneous value of each current
phase (la, Ib, Ic) also in case of unbalanced electromagnetic
system (e.g. partial short circuit on a stator branch or rotor
static eccentricity). Then, it is possible correlate the
progressive static eccentricity with these currents (used as
failure precursors) by means of an algorithm, based on the
Fourier spectral analysis, that analyses the filtered phase
currents; for this purpose, each phase current is filtered by
three low pass signal filter, in order to attenuate noise and
disturbances. The Fourier transform is a mathematical
instrument that transforms the time domain representation into
a frequency domain representation, which has many
applications in physics and engineering. The Fourier
Transform comes from a study of Fourier series that it
represents complicated but periodic functions as infinite sum
of sine and cosine functions with different amplitude and
phase. It’s possible to represent sine and cosine formulas using
Euler’s Formulas, then the Fourier Series is written by (3).

FG) =

where ¢, is the n-th Fourier coefficient.

The Discrete Fourier Transform (DFT) is the equivalent of
Continuous Fourier Transform for a signal known only at N
samples time during a finite Time acquisition [12], so we have
a finite sequence data considering the signal periodic as:

L
il = lx
+ oo T4
fi=—z= Cn¥

3)
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The DFT approximates the Fourier Transform since it
provides only for a finite set of frequencies during a limited
acquisition time. It must be noted that there are two main types
of DFT calculation errors: “Aliasing” and “Leakage”.
According to the Nyquist-Shannon theorem, defined fy the
upper limit of the frequency bandwidth of a signal, in order to
avoid “Aliasing” phenomena during DFT calculation, the
Sampling Frequency fs must be defined as:

f=2fy (5)

In the present work, in order to avoid Aliasing errors. the
performed DFT uses a sampling frequency fs equal to the
inverse of the integration time DT of EMA simulation model:
this requisite allows to represent all high frequency
components calculated by the model EMA.

The continuous Fourier Transform of a waveform requires
the integration to be performed over the interval -oo to +o0 or
over an integer number of cycles of the waveform. If we
attempt to calculate the DFT over a non-periodic signal, we
have a corrupted frequency transform due to “Leakage” errors.
For most waveform of real data is not be possible to reduce
“Leakage” without a specific data modification. This used
solution is called “Windowing” [14]: a cosine function is
applied over the entire signal to taper the samples towards zero
at both endpoints without discontinuity with a hypothetical
next period. Rather than performing a DFT calculation, a FFT
calculation is often preferred to reduce the number of involved
multiplications [15-16]. The proposed numerical module uses
a FFT with a “Hanning” windows: this type of windowing,
often used for general purpose applications in spectral analysis
[13], is defined as:

Wn = 5{1 —cos[2an/(N — ]} 0<n=s (W —1) (6)

Windowing have a side effects because data are reduced and
set to zero at the beginning and end of each time record to
force the signal to be periodic; it must be noted that there is no
loss in amplitude readout accuracy, but a loss in frequency
resolution is present.

A processing technique called “overlap” is able to enhance
events occurring near the beginning and ending of time record.
The entire simulation time is divided in several time section
interval, but these intervals are not time sequential but
overlapped of 67% from the first time section in order to
improve spectral information. Energy information in signal
must be preserved during transformation. That is, the energy
measured on time signal must equal the energy measured on
the frequency representation of that signal.

All the aforesaid spectral techniques (and the related
requisites) are merged together and implemented into the
proposed numerical module called EMA Spectral Algorithm.

1 We have “Aliasing” DFT calculation errors when the samples are not
sufficiently closely spaced to represent high frequency spectral components.
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Fig. 4 Evolution of RMS currents as a function of rotor static eccentricity ¢

This module processes all filtered phase currents deriving
from each considered value of the rotor static eccentricity and
correlates these failures with the corresponding failure
precursors, generating a simulated “operating map”.

Once defined, for each type of EMA examined, its own
“operating maps” it is possible to conceive dedicated fault
detection/evaluation systems (on-board systems or portable
devices equipped with embedded versions of the proposed
spectral analysis algorithms) able to evaluate static rotor
eccentricity during preflight test.

VI.

Simulation EMA environment works with step command
with a very high position value for driving surface to quickly
saturate the electromechanical actuator, that after a short
transient time, it reaches the max velocity without
aerodynamic load. The entire simulation time test amounts to
one second and, for each simulated actuation test, all filtered
phase currents (lsa, Its, ltc) are acquired. These filtered current
signals, expressed as a function of simulated time, are divided
in intervals called “time sections” of 25% of the simulation
time and, sequentially, a FFT single sided spectral analysis
(according to the Cooley Tukey algorithm [15]) is performed
for each time section. To improve the frequency resolution of
the algorithm, the time sections are extracted using overlap
processing so, during one second of acquired signal, more time
sections are post-processed [17].

Thus, a set of FFT spectral diagrams is calculated; the
meaningful harmonics are identified by means of a peak hold
function that, for each frequency line, finds the maximum
magnitude peaks between all spectral diagrams that are
extracted for each filtered phase current.

EMA SPECTRAL ALGORITHM AND OPERATING MAPS
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The comparison among the sets of max magnitude peaks
found in each filtered phase current reveals that from 0% to
33% of static rotor eccentricity the first max magnitude peak
has the same constant frequency value called Hzl (Hzl=
33.568 Hz).

After this percentage of static rotor eccentricity, the first
magnitude peak for each filtered phase current switches to
another constant frequency value called Hz 2 ( Hz 2= 32.805
Hz ); this means that, when the static eccentricity is equal to a
given percentage of the clearance between rotor and stator, the
frequency of the first maximum magnitude peak decreases
(Hz1>Hz2).

The Root Mean Square (RMS, also known as the quadratic
mean) of a given signal time history is a measure of overall
energy and it is often used to extract signal features for
prognosis and trending data. In order to avoid numerical
problems, the time history of the considered signal must be
digitized at a particular sample rate (for a total of N samples),
then RMS value can be estimated by:

N
rms = 3 2(i)?
i=1

For each filtered phase current (l¢a, Is, ltc) @ RMS value is
calculated processing the rotor static eccentricity values from
0% to 50% with 1% increasing step; the results are three
signals, called 14 rms, 15 rums @nd I¢ rms, evolving as shown in
Fig. 4.

The progressive eccentricity causes progressive asymmetry
of the magnetic field so the RMS filtered phase current values
increase and, therefore, the torque needed to maintain the same
actuator velocity increase.
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Fig. 5 Evolution of mean value of RMS currents as a function of rotor static eccentricity ¢

As shown in Fig. 5, evaluating the mean value of the RMS
of filtered phase currents, calculated for each of the considered
eccentricity percentage (, it is possible to perform an
evaluation of the EMA health conditions, defining several
operating intervals related to specific eccentricity percentages:
1) Green Phase: from 0% to 10% of the rotor static
eccentricity (with respect to the stator-rotor air gap); this
operating interval corresponds to Normal Mode with
acceptable actuator performances; it is related to a
negligible static eccentricity, mainly due to tolerances of
manufacturing and beginnings of mechanical wear. It must
be noted that, with respect to reference value mean RMS
on 0% static eccentricity, this green phase has a wide
interval about 16 mA,

Orange Phase: from 11% to 26% of the rotor static
eccentricity  percentage;  this  operating interval
corresponds to Moderate Mode with actuator
performances related to incoming evaluable command
degradations. Respect to reference value mean RMS on
11% static eccentricity this orange phase has a wide
interval about 100 mA;

Red Phase: from 27% to 33% of the rotor static
eccentricity; this operating interval corresponds to
Serious Mode where actuator performances are degraded
and condition based maintenance operations need to be
planned. With respect to reference value mean RMS on
27% static eccentricity, the red phase has a wide interval
about 60 mA;

Violet Phase: from 34% to 50% of the rotor static
eccentricity; this operating interval corresponds to
Extreme Mode. In this case the actuator performances are
very degraded and the based maintenance operations are
needed as soon as possible. With respect to reference
value mean RMS on 34% static eccentricity, this violet
phase has a wide interval about 200 mA;

2)

3)

4)
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VII.

The proposed model-based approach allows to calculate
specific operating maps for many different EMA models: in
fact, modifying defined sets of technical parameters, it is
possible to adapt the performances of the numerical system to
a given type of EMA and, so, define the corresponding
operational map.

Actual EMA failure precursors, directly acquired by on-
board maintenance systems, are compared with the
corresponding calculated operating map in order to evaluate,
during a preflight test, the percentage of static rotor
eccentricity avoiding degraded flight command performances.

Once defined the operational maps simulating EMA model,
integrated with the authors spectral numerical module, it is
possible to have an adequate accuracy to individuate the health
state of the actual actuator by performing pre-test flight as
indicated in previous paragraphs.

Results are encouraging the extension of the proposed
technique to investigate more challenging occurrences, such as
the electrical and sensor failures, for which the evolutions are
usually very fast, if not instantaneous, and the corresponding
failure precursors are often difficult to identify and evaluate.

For this purpose the actuator model should be further
detailed and new element should be modelled. Combined
failures should also be investigated.

CONCLUSIONS
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Optimal problems with control-state constraints
In a regional economy model identification

Vasily V. Dikusar, Nicholas N. Olenev, and Marek Wojtowicz

Abstract— A multi-sector model of regional economy based on
balances for economic agents is considered. The model can be used
for the forecast of development for a regional economy if its
numerous parameters are identified according to historical data of
economic development. A convolution of Theil indexes for time
series of statistical and calculated data is used as criterion function.
The problem of identification is written in the form of a problem of
optimum control with restrictions of a general form. A two-stage
method for solution of optimal problems with non-regular control-
state constraints is offered. At the first stage the discrete problem on
the basis of methods of the factor analysis is solved. This discrete
problem consists of subtasks for systems of linear algebraic equations
and improper problems of (non)linear programming. Then a
hypothesis on geometry of an optimum trajectory is formulated, that
is periods of constancy for a set of active restrictions are allocated. At
the second stage the formulated hypothesis is checked analytically
with use of the Pontryagin Maximum Principle and Dubovitsky-
Milyutin's formalism. The offered scheme is applied to a problem of
parameter identification for the considered model of regional
economy. Methods of distributed computing and GRID-technologies
are used in solution of computationally complex problems.

Keywords—~Factor analysis, regional economy model, optimal
control, parameter identification.

Solution of the problem of economy model identification
on a uniform mesh of parameters does not require intensive
data exchange. So to solve this problem you can use instead of
expensive supercomputers the distributed computing and
GRID-technologies built on the basis of pooling resources of
personal computers. Using mathematical methods, such as
numerical methods for optimal control, methods for parameter
continuation, and factor analysis, reduces the required time of
calculations [1-3].

This paper presents a normative economic model of
regional economy [4-6] to demonstrate new mathematical
methods to solve the parameter identification problem. This
work presents also criteria of closeness for time series of
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economic parameters. They use these criteria for indirect
estimation of unknown economic model parameters by
comparison of calculated macroindexes with their statistical
analogues. The simulation model has a lot of unknown
parameters so the identification problem is very complicated.
The identified model of regional economy enables to receive a
quantitative estimation of future dynamics of macroindexes for
regional economy.

The presented here normative balance dynamic regional
economy model consists of three production sectors. The
parameters are identified by statistical data for the Nizhni
Novgorod Region economy [5-6]. The model considers state
taxation and a shadow turnover. This regional model has eight
economic agents: three Production sectors (X. Y, Z),
Households (H); Regional bank system (B), Trade
intermediary (T), Government (G), and Outside world (O).

Production sectors in the model are presented by three
sectors: (X) mining and infrastructure industries, (Y) the
manufacturing sector, (Z) services sector, including financial
services [5].

The model gives description of formal and informal
financial flows. The official stock of money for each
production sector grows by new credits, sales of its goods on
domestic and foreign markets, by budget transfers, and by flow
of shadow money. It decreases by flow of salaries to
households, by consumption of intermediate products, and by
tax transfers to the consolidated regional budget.

As result the model contains of about hundred equations
and more than eighty parameters which cannot be defined
directly from the economic statistical data. Moreover, even if
all of the necessary statistical data are available, their quality is
not very good.

For the model parameter estimation time series of regional
economic macroindexes calculated by the model are compared
with time series of corresponding statistical data. As criteria of
fitting of the time series the Theil index of inequality is used.

The problem of the model identification is formulated as
an optimal problem with control-state constraints and can be
resolved as this problem. Dubovitskii and Milyutin [1] were
the first who formulate and study optimal problems with
nonregular control-state constraints. The basic notions and
concepts in optimal control theory are related to the maximal
principle. The presence of state constraints and control-state
constraints of complex nature complicates the maximal
principle and its properties. Classical technique does not
provide a comprehensive study of such problems. Another
approach to the study of an optimal control problem is to
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single out a specific class of problems and study it
qualitatively and quantitatively.

Regional economy production sectors X, Y, and Z use
labor, capital and intermediate products of adjacent production
sectors. Production sectors deliver product on domestic and
foreign market, and on the market of intermediate product. It is
considered that prices are formed in each market of each
product and change of the prices is in inverse proportion to
change of stocks of corresponding products. Households L
offer labor and consume final product. Trade intermediary T
redistributes material and financial flows. Regional bank
system B emits money resources, gives out credits to
production sectors. Regional government G accumulates taxes
from production sectors and adjusts charges of the budget. The
model uses profit tax n;, value-added tax n, and excises ns,
uniform social tax ng customs duties on export ns and
households - the customs duties on import ng, the surtax n-.

The formal and informal products of each sector differ
only that informal one is not taxed. As a result each production
sector has two kinds of money — "white" and "black". "Black"
money can be washed, and the stock of not washed money is
exposed to penal sanctions. All moneys of the consumer are
considered "white", and the consumer divides the income by
norms of consumption of formal and informal products of all
sectors.

In this paper we use the following standard designations
for macroindexes and parameters of the model [4].
Superscripts are used to point agents, and subscripts are used
to point goods. It is assumed that distribution of a stock of
each good is made by norm: a"" - a share of a stock of the
good i going from economic agent n to economic agent m. It
is assumed that distribution of money is made also under a
norm: b™ - a share of money stock going from agent m to
agent n for a product i. It is assumed that capital intensities
also are set by some norms: ¢;" - agent m norm of expenses on
product i for creation of one unit of capital product.
Parameters of production functions of sectors X, Y, and Z are
set by constants. For example, sector X output Yx(t) of
product X produced by economic agent X (mining and
infrastructure industries complex of the Nizhni Novgorod
Region) is described by Cobb-Douglas production function of
used production factors (stocks Q): labour L, capital K and
intermediate products from sectors Y and Z.

REGIONAL ECONOMY MODEL

Ve =@ f" (@2Qx @)™ - @rh)* , )

where 8 +6% +6,C +5, =1. Hereinafter, all parameters
Yx(), Yx(), Q). Q*®), Qy'(t), Q (), are considered as
functions of time t, therefore this argument falls in formulas.
All parameters, as a rule, are considered as constants, as here
a’, ad, ayt, azt, 0%, o’ oy, 07 € (0, 1). Agent X produces
formal product X and informal product V by the common
capital, the common labour and the common stocks of
intermediate products, and made product (output) Yy(t) shares
in fix proportion (1 — gx) : gx on open (“white") output X and
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informal ("black") output V, where qx is a share of the
informal product in the common output of the product Yy(t).
The informal product is used for sale to population and other
sectors. It is assumed in the model that investments can be
official only. The stock of open product Qy*(t) increases due
to production and decreases due to shipment to agents Y, Z, L
and for investments Iy(t). It is considered that charges on
investments from the own product coincide with incomes of
them. There is a fix share of own product stock that goes on
foreign market Xy*°(t).

dQ;
dt

X
X

Lral +alt +a)Qx —cxly, (2)

= (1_ Oy )Yx —-(a
where
_ by W

PXCX + PGy + P2 C;

o} =min{p}, pZ .

XO _ . XOAX
Xy~ =ay Q.

X

The stock of intermediate product Y of agent X grows by
purchase of formal product Y of agent Y on price py*(t) and of
informal product W of agent Y on price py*(t) and decreases
by use it in production and investment. The stock of
intermediate product Z of agent X grows by purchase of formal
product Z on price p;*(t) and of informal product U of agent Z
on price py*(t) and decreases by use it in production and
investment.

dQX XYWX XYWX

th =prx b\N X _aYXQYX_C\;qX'
Y

d X bXZWX XZWX

T L LT
A (]

The stock of labor in sector X grows by purchase from
regional households L of formal labor L on official wage s, *(t)
and informal labor B on unofficial wage sg*(t) and decreases
by demand of labor of agent X.

dQf _ bW bgtBY | xox
= -a . 4
dt Sﬁ( Sé( LQL ()

The stock of capital in sector X grows by investment
b 'WX(t), and decreases by decreasing of capital of agent X
with tempo w* and by use of capital in production of sector X.

dQg
dt

=bgW ™ — 1 Qg —agQx . (5)
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A value of credit C®*(t) from regional bank system B to
agent X is limited by residual value of productive assets, which
is assumed to be proportional to the capital stock.

C¥ =o*Qf, >0 (6)

Debt Z*(t) of agent X to the bank system B grows by new
loans C®*(t) and by current interest rate r(t) on debt, and
decreases by repayments H*®(t).

dz*

CB* 4rz* —H™®
dt ’

H*® =pPwWw*. ()

The stock of open ("white") money W*(t) of economic
agent X grows when agent X takes bank credits, sales the
goods on foreign market, sales the goods on domestic markets,
takes transfers from regional consolidated budget T¢*(t) and
receipts of the "washed"” money from a shadow turnover
bg*B*(t). It decreases due to payments of wages to households
L, due to consumption of intermediate products of adjacent
sectors Y and Z, due to payments on credits and transfers of
taxes to the consolidated budget.

dw X
dt

Oy XO |, ~BX LXL | Y XY | Z . XZ )X
=wpx Xy~ +C +(pxax + Pxax + Pxax bx—

XY | WXZ W XY | WXZ | pXL R XB X
—( +bs" + +by° +b " +Dby )N -

~TXC 476X 4pyBX. (8)

Here w(t) is Ruble /USD exchange rate, T*°(t) is transfer
payments of taxes to the consolidated regional budget, TX(t)
is transfer from the budget to sector.

Transfers of agent X to the consolidated budget T¢(t)
develop from the profit tax T,*(t), the added value tax T,*°(t),
the excises T5*°(t), the uniform social tax T, °(t), the customs
duties on export Ts*(t).

TXG _TXG X6  TX6  TXC TG
XG (0] X0
T =ngwpy, X~
XG XL X
T,” =nb W",
XG X (0] XO L A XL Y A XY Z A XZ X
T, =n; [prxx +(pxax + Pxax + Pxax )Qx ]

7,¢ = n{wp® X [ +( prax- + pyay’ + pi’ )Qy -
_(bYXY +bz><z +b'_>|(B )W X _T3XG _-I-4XG —TSXG},
T =nfwpl X + (phal + pal’ ) Q) -
_(bev +bzxz _{_b:‘(B +bZ(L )WX _TZXG _-I—3XG _-I—4XG _Tsxe}
©)

The informal share in total output gy defines a gain of
stocks both opened Qy*(t) and shadow Q,*(t) products. The
stock of shadow product V in sector X decreases due to
deliveries to households and allied sectors.
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The stock of shadow money of informal share of
production grows by sale of informal product as final product
to households L and, as intermediate product, to adjacent
sectors Y and Z, a part bg* of shadow money stock has time to
wash, a part bg*® gets as penal sanctions in a profitable part of
the regional government consolidated budget, and a part bg"-
goes to the households as shadow incomes.

dB*
- (pba" + pyal” + RPal” R -

dt
~ (b +b¥ +b2e JB* . (11)
The equations for sectors Y and Z can be write by analogy
to equations (1) - (11) for sector X.
Change of stock for final product X intended to agent L
(households), Qx"(t) defines change of a consumer price index
px- on product X.

dQL XL X bLXWL
dtx =dx {Ux — X )|2 ) (12)
L LXyps L
—d(';’tx =a'x-(bx\iv —alt XJ. (13)
Px

Changes of stocks of all other products in all markets and
change of the corresponding prices are similarly defined. Thus
we assume, that the product of the same sectors acts in other
quality in the different markets and has the other price, that it
is, as a matter of fact, other product.

It is considered that increase of the open and shadow
wages can occur both at shortage of the labour, and due to
increase of consumer prices on production of the sector. For
example, the open wage at sector X is determined by equation

X XLyas X
dSiL_ aX bW _aXoX
=l X L ¥

dt 5

XSX bLXWL
e vl R | I DD
Px N

X

Here the following designation is used: A+ = A, if A>0
and A+ =0, if A <0. It is supposed that the gain of wages at
surplus of a manpower does not exceed a gain of the price,

Bl ay
The stock of money on the regional consolidated budget

accounts increases by tax revenues and decreases by transfers
to production sectors and households.
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The regional bank system is not closed, and the branches
of the Russian banks from other regions play greater role in
investment decisions. Therefore it was assumed that a part
gold and exchange currency reserves of the Russian Federation
provide reservation for actives of the region.

The description of the model terminates here because of
restrictions on volume.

In this work a method for macroeconomic model
parameter estimation based on parallel processing by
distributed computing and GRID-technologies is proposed.
For an application of this method some measure of similarity
between two time-series is required. Complicated economic
models with a lot of parameters can be accurately estimated by
the proposed method.

A macroeconomic model usually contains a lot of
unspecified parameters. Some variables of the macroeconomic
model have initial values that are sometimes unknown and
should be considered as parameters as well. In most cases
mentioned parameters can't be defined on the basis of
economic statistics. Moreover, even if all necessary statistics is
available the quality of the data isn't always good. That's why
only confidence intervals for the unknown parameters can be
computed from the data.

For estimation of the unknown parameters time-series for
some macro-indexes (calculated by the model) and statistical
time-series for these macro-indexes should be compared by
means of some measure of similarity. The unknown parameters
can be determined implicitly as those parameters, which
provide minimum value of the used measure of similarity.
Parallel processing on a cluster of workstations or on a
supercomputer enables to perform exhaustive search of the
parameters within their confidence intervals (determined either
from economic sense or from the available statistical data) and
estimate their values for reasonable time.

Estimated values of the parameters give new knowledge
about the macroeconomic system under investigation and this
knowledge can force a researcher to modify the model. Thus
macroeconomic model parameter estimation based on parallel
processing becomes a powerful tool for mathematical
modelling of economic systems.

It was mentioned that calculated and statistical time-series
for some macro-indexes should be compared on the basis of
some measure of similarity. As used here, two time-series are
considered to be similar if they are close as functions of time
(in other words, if there is a strong, possibly nonlinear
dependence between two time-series). Convolution of the
Theil's index and specially designed wavelet based measure of
similarity was used as a characteristic of closeness between
two time-series.

With linear trend appropriate rescaling with respect to
ordinate axe two completely different time-series can become

IDENTIFICATION PROBLEM
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quite similar and the value of Euclidian distance between these
time-series can decreases significantly. Such effect frequently
occurs in many real situations.

The Theil index of inequality measures discrepancy of
time series X; and Y; and the more close it to zero, the more
close compared numbers. For convenience of calculations,
instead of Theil index we shall use an affinity index.

:
. Z(Xt_Yt)z
U(x,v)=1—T‘:‘°—-

=
X2+ >V

t=t,

(16)

Decomposition of model on separate blocks enables
define independent parameters for reasonable time due to
parallel calculations for model parameter estimation on the
fixed intervals of their changes.

For choice for optimal point it is possible to use some
convolution of affinity indexes for time series of
macroeconomic indexes. For example, if for all macro
parameters the adjustment of estimated by model and
statistical data has about equal importance, it is possible to
maximize compound value of all indexes.

Recording formal

K (@) — max, (17)

where
A={deR":a <a <a’ 1<i<N}, (18)
(19)

K@=]]u,@):
j=1

Here m is a total number of macroeconomic indexes that
are compared with statistical ones, j = 1,...,m. It is necessary
to touch only those variants of values of parameters, at which
affinity indexes are above some fix positive values, for

example, U; >085 (j=1,...,m).

Now full search on all unknown parameters, set on an
interval, even on the most powerful supercomputers is
impossible, as search on a grid from 10 points on each interval
on 80 parameters gives 10% variants, that approximately is
equal to number of nucleons in the Metagalaxy. Means it is
necessary to use the directed search, to reduce number of
independent parameters due to additional assumptions by
mathematical methods set out in the next section.

IV. OPTIMAL PROBLEMS WITH CONTROL-STATE CONSTRAINTS

Here we consider the optimal control problems from
applications in economics. Especially those problems are
considered which include control-state variable constraints [7-
8]. An optimal control problem can be solved completely or at
least qualitatively with the help of the maximum principle



New Developments in Pure and Applied Mathematics

(MP). Difficulties in the numeric solving the optimal control
problems with control-state constraints (CSC) might derive
from insufficient analysis of model problems and inadequate
progress in the MP theory in the case. The MP itself could be a
base of the numeric methods. Availability of state variable and
CSC of a complex nature leads to a complication of the
formulation and properties of the MP.

New objects appear: measure and functional Lagrange
multipliers. It becomes necessary to examine the properties of
these objects and analyze the interconnections of the various
parts of the MP. Otherwise it would be impossible to use the
MP. It is known that the MP reduces the initial control
problem to the solution of the two-point (multi-point boundary
value problems). They include: initial value problem (I\VVP);
the problem of linear (LP) or nonlinear (NP) programming;
root finding of transcendental functions. The IVP consists of
the two groups of nonlinear differential equations (direct and
adjoin).

A number of investigators have tried and rejected shooting
methods for certain classes of two-point problems which are
particularly sensitive to the initial conditions and are thereby
troublesome numerically. On the other hand there are
successful examples of shooting methods at the expense of a
special parametrisation and continuation (homotory chains) the
solution (R. Bulirsch, H.J. Pesch, J. Stoer, J. Bett, H. Maurer,
A. Afanasjev, E. Smoljakov and others).

One of the most effective numerical techniques for the
solution of optimal control problems is discretizing the
differential equations. This approach combines a nonlinear
programming problems with discretization. The resulting
problem is characterized by matrices which are large and
sparse. The iteration routine requires an good initial quess for
the adjoint variables. Such treatment of the problem has been
succesfully utilized for applications.

This paper extends the continuation methods for ill-posed
problems. Our approach utilized the system dynamics and
adjoint differential equations defined by the maximum
principle. The resulting boundary value problem is
characterized by Jacobi or Hesse matrices which are small
(dimension) and ill-conditioned.

Method of introduction the parameter helps to overcome the
difficulties associated with adjoint initial values.

Among the topics covered are:

 Investigation of the degeneracy phenomenon of the
maximum principle for optimal control problems with state
constraints and CSC.

« Stiff ordinary differential equations.

* lll-posed linear and nonlinear programming problems.
Continuation method in ill-posed boundary valued
problems.

* Reentry body problem.

« Optimal control problems in economics.

* Banking activity problems.

 Determination of geometry for optimal trajectory with
inequality constraints.
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» Parallel calculations.

V. SOME RESULTS OF THE MODEL IDENTIFICATION

Numerical experiments with model were spent to find the
efficient variant qualitatively truly reflecting processes,
occurring in economy of the Nizhni Novgorod Region.
Numerical experiments have shown working effectiveness of
full model and its separate parts (Figure 1). It means that the
model can be used in the further work. External parameters of
this variant can be taken for a basis for more exact
identification of parameters of model in the future, and to use
the wvariant as base of numerical qualitative scenario
calculations with model.
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Figure 1 Outputs in production sectors of Nizhni Novgorod
Region, where Y_X — output of sector X, Y_Y — output of
sector Y, Y_Z — output of sector Z
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Figure 2 Variation of transfers from regional consolidated
budget to production sectors of Nizhni Novgorod Region,
where TGX- transfer to sector X, TGY - transfer to sector Y,
TGZ - transfer to sector Z

Changes in scenario calculation in comparison with the base
variant can be represented by a variation of change of the
macroindexes expressed in percentage. If F(t) is a value of
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some macroindex at moment of time t in the base variant, and
S(t) is a value of the same macropindex in the current scenario,
variation V(t) for macroindex changes is defined as
V(t) :100%-(S(t)/F(t)—1).

Here results of scenario 1 are presented. In this scenario
transfers from consolidated budget to manufacturing sector Y
grow up from 2008 they came to stimulate innovation in this
sector. But all the cost structure of the sector (including in this
case, science, scientific services and education) is not changed.
Namely, let budget transfers in the sector Y will increase from
2% to 22% of the money stock of the consolidated budget of
the Nizhni Novgorod region.

Real transfers to manufactory sector Y in scenario 1 grow
up slightly more than 8 times then in base scenario.
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Figure 3 Variations for outputs of regional production sectors
(Y_X - output of sector X, Y_Y - output of sector Y, Y_Z -
output of sector Z)
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Figure 4 Variations for capitals of regional production sectors
(QK_X — capital of sector X, QK_Y - capital of sector Y,
QK _Z - capital of sector Z)

Figure 4 show the increase of capital in production sector Y.
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Figure 5 Variations for price indexes on product X on
intermediate and consumption markets (pX_Y — price index on
X for sector Y, pX_Z — price index on X for sector Z, pX_L -

price index on X for households L)

In Figure 5 one can see that the price indexes vary on a
miscellaneous in the different domestic markets. Price index of
intermediate product for sector Y are increased.
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Figure 6 Variations for wage indexes at production sectors
(sL_X —wage index for formal labor force at sector X, sL_V —
wage index for informal labor force at sector X, sL_Y — wage

index for formal labor force at sector Y, sL_W — wage index
for informal labor force at sector Y, sL_Z — wage index for
formal labor force at sector Z, sL_U — wage index for informal
labor force at sector Z)

The change of consumer price indexes conducts to decrease
in all wage indexes on all channels of realization: both on
official and on shadow ones (Figure 6). From Figure 6 one can
see that the wage indexes for shadow channels decrease not so
much as them do for official channels, and differently by
sector: the more big decrease is for export sector X (official
wage for official product X and shadow wage for informal
product V), more for innovative sector Y (official wage for
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official product Y and shadow wage for informal product W),
and less for sector Z (official wage for official product Z and
shadow wage for informal product U).
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Figure 7 Variations for money of regional production sector X
(WX — white money of sector X, BX — black money of sector
X)

As you can see from Figure 7 the white money stock in
sector X is increased and its black money stock is decreased.
The same is true for other sectors.
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Figure 8 Variations for regional government budget income
from production sectors (TXG — regional government budget
income from sector X, TYG — regional government budget
income from sector Y, TZG - regional government budget
income from sector Z)

Let now consider the optimistic scenario, when as a result of
upport innovation processes of technology transfer in 2010
there was an increase returns on all factors of production,
namely, all the degrees in the production function, increased
by 5%. Then the gross output at constant 2000 prices increased
in all sectors (Figure 9), with the output X industry doubled in
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4 times, and for sector Y and Z in 15 times. At the same time,
despite the growth in labor productivity, employment increases
slightly in the sectors of the economy (Figure 10).
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Figure 9 Variations of outputs for optimistic scenario in
production sectors of Nizhni Novgorod Region, where Y_X —
output of sector X, Y_Y — output of sector Y, Y_Z — output of
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Figure 10 Variations of employments for optimistic scenario
in production sectors of Nizhni Novgorod Region, where
QL_X —employment in sector X, QL_Y — employment in

sector Y, QL_Z — employment in sector Z

All wages are growing, with the exception of legal wage rate
sector X of mining and infrastructure industries (Figure 11).
Investments of all sectors are grow up (Figure 12).
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The decision making process in the system of
product design and planning based on Kanseli
Engineering

Kai-Shuan Shen

Abstract—Based on Kansei Engineering, this sequential study
proposes strategies and decision-makings to determine product
features and design specification. Then, we mainly probe into users’
needs inside a vehicle and propose draft resolution to car interior
design, space utilization and function variation for Crossover B-car
developers’ references. The ideas of product design were verified
through experts. Then, the AHP is applied as the strategies to
determine product features in this study. In this study, the proposed
system could make the process of product design and planning more
practical and efficient. Finally, the results of the study could be
referred to the designers, managers and researchers for the
development of car interior.

Keywords—decision making, design practice, design process(es),
production strategy, Kansei Engineering, Analytic Hierarchy Process
(AHP)

. INTRODUCTION

he activity of product design involves with the interaction

among human experience, creative thinking and
domain-specific knowledge. Hence, a product designer has to
put his effort and creativity into a design depending on the type
of design problem. In addition, a system can be used to solve
problem. For example, the system proposed by Rouse (1986) is
important to consider support for the designer’s creativity [1].
In this study, the system can be viewed as a decision-making
tool for facilitating the process of practical product design and
development. In addition, designers’ creativity can be inspired
in the system. Based on this previous study “The design
evaluation process in product design and planning based on
consumer appeal”, design evaluation plays a critical role in the
process of product design and planning because design
evaluation is the foundation of strategies and decision-makings
in the process of product design and planning. Furthermore,
design specifications, principle solutions, and design selection
from various initial design alternatives should be determined
with full considerations through the assistance of design
evaluations during the design conceptualization [2]. In this
study, the system performs the decision-making activities
according to experienced user and expert evaluation with a clear
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procedure in the process of product design and planning. In this
system, a strategic way to decide which ideas and design
characteristics as criteria have the most advantages can be
applied according to Kansei Engineering. Then, after critical
criteria were extracted, designers or manager could figure out
possible alternatives and chose the best alternative with the
assistance of AHP.

The prototype of the proposed system has been developed for
the integration of design and product planning. In this study
based on Kansei Engineering, as a preference-based design
methodology, customers’ feedbacks and experts’ opinions also
are integrated in to this system to assure critical original product
ideas to be approved. Hence, this system can assist designers in
making a persuasive choice.

Then, marketing strategies can be put forward with the
assistance of AHP for product design from integral
consideration such as market. The achievements in this study,
which have been validated by costumers, experienced users, and
experts, are promising and contribute to the efficiency,
credibility, practicability and creativity of product design and
planning,

I1.DESIGN TARGET & DESIGN CASE

In the current market, consumers have more and more needs
to B Car and put more and more emphasis on Crossover
functions. Many experts believe that crossover style has led the
fashion trend of international automobile industries and will get
popular around the world. Mercedes-Benz has always been
well-known for its luxurious and pragmatic design. However,
after Benz has successfully developed A-Class and C-Class, it
created a new segment B-Class, between the two classes. The
orientation of B-Class, as the concept of “sports tour”, caters for
consumers’ need of “specious room”, “outstanding comfort”,
and “eminent pragmatic” and conquers worldwide young
owners with traditional design and driving fun. Benz B-class
can make passengers satisfied not merely because of
comfortable seats. Furthermore, it integrates elegant design and
pragmatic style to create the ideal interior surrounding. The
B-class provides extensive interior space even if the body of it is
smaller than many other larger cars (Fig 1).
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Fig. 1 Benz B170 1.7 exterior and interior esign

I1l. REVIEW OF LITERATURE

A.The process of product design and planning

Product design integrated into the activities of product
developing through agent-based system has become a new trend
and necessity for product designers and developers. Sun et al
(2010) attempted to integrate product design and manufacturing
planning through an agent-based concurrent engineering system
and presented its fundamental framework and functions [3]. In
addition, Chen (2001) proposed a concurrent design evaluation
system (CONDENSE) developed to help product designers in
evaluating possible design solutions and design alternatives
during the early stage of design.

During the process of product design and planning, the
determination of design specification is critical and necessary.
The design specification is derived from the brief or initial
market specification, which is usually a statement of the general
objectives and requirements of the product to be developed [4].
The design specification, also called solution principle,
performs the best combination of physical effects and
preliminary embodiment features to meet the design
requirements under the design constraints. For the example of
designing a CROSSOVER B-CAR interior, “comfortable
position of armrests” can be one of the design specifications to
fulfil the design requirement “conforming to ergonomics” under
the design constraint “comfortable and convenient”.

Problem encountered in developing design specifications
originates from uncertainty in the determination of the design
specifications. Then, design specifications must be determined
so that the product design process can proceed to the conceptual
design stage [5] [6]. In addition, the conceptual design is
generally considered to be the highest level of design, involving
the most senior product designers working in consultation with
management, marketing, and production staff [4].

B. The strategies and decision-makings of product design

The newness of new product development results from of the
chosen design strategy and is represented by different new
product developments [7]. This argument implies that design
strategy plays a critical role in the process of product
development. Furthermore, a principal aim of design strategy is
to offer variety to consumers using different product features,
styles, qualities, sizes, and so on [8]. In this study, design
strategy was performed through picking out appealing product
features and deciding styles through expert meeting. Therefore,
product design strategy in fact reflects a policymaker’s
motivation. Furthermore, Baxter (1995) determined that such
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motivation can be transformed into a goal [9]. In this study, in
order to reach the goal styles of Crossover B-Car interior,
designers’ motivations were materialized with the assistances
objective statistical analysis and subjective expert decisions and
strategies.

Design strategies can be viewed as the policies to achieve a
goal. Compared to design strategy, decision-makings of design
are applied to execute these policies. Furthermore, effective
decision-making can make the process of product design and
planning more efficient and can prevent from making mistakes.
In this study, decision-making mainly relied on the information
based on the results of user and expert evaluations. In addition,
the decision-making of design could be more objective due to
the assistance of statistical analysis.

C.Kansei Engineering

Kansei Engineering is a design method based on semantic
evaluation. The term “Kansei Engineering” comes from director
of Japan Mazda Car Company in 1986, whose address it in a
conference of world automobile technology, managers’
conference of U.S.A automobile industrial and class speech in
Michigan University. He stressed on that car have to contribute
to creation of culture for extending the theory of car culture.
Japanese scholar Nagamachi brought out a new
consumer-oriented technology of product development-Kansei
Engineering. He defined Kansei Engineering as the technology
of transforming consumers’ feeling, demands, and impressions
to product into the elements of design and production function
[10]. More specifically, Kansei engineering is used to grasp
vague demands of the consumer, and develop the car based on
the user’s word. This was based upon the analysis data showing
a relationship between human impressions and interior design
[11].

There are four main aspects which Kansei Engineering
explores: (1) how to grasp the consumer's feeling (Kansei)
about the product in terms of ergonomic and psychological
estimation, (2) how to identify the design characteristics of the
product from the consumer's Kansei, (3) how to build Kansei
Engineering as an ergonomic technology, and (4) how to adjust
product design to the current societal change or people's
preferences trend [12].

“Kansei” is similar to a semiotic system, which is designed
to determine human’s affection and preferences. Hence, from
the aspect of Kansei Engineering which can leads a
user-centered design study, what kind of feeling a product can
brings to users is a very import issue to designers. For example,
Nagamachi (2008) used the method of Kansei Engineering to
find a hierarchy of the values in a customer’s life [13]. In
addition, subjective evaluations were carried out by semantic
differential methods, and then analysed by using multivariate
analyses [11].

Kansei Engineering is utilized in the automotive, electrical
appliance, construction, clothing and other industries [12]. For
example, Nissan, Mazda and Mitsubishi were eager to
implement Kansei Engineering and they began to produce many
kinds of newly designed passenger cars [12]. In addition,
Kansei Engineering can also be used for studying car interior
style and design detail such as how the design of a meter or a
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steering wheel can affect humans’ feeling while using them.
Jindo (1997) attempted to explore styling or design
specification of car interiors by Kansei engineering, especially
regarding the speedometer and steering wheel of a passenger car
[11].

D.AHP (Analytic Hierarchy Process)

Saaty proposed Analytic Hierarchy Process (AHP) in 1971 in
order to solve the decision-making and multi-aspect problem
which cannot be solely settled through the measurement of
quantities [14]. AHP can make complicated question
systematized and hierarchically decompose different aspects. In
addition, after sequences of ideas are sought out through the
judgment of quantification, they can be synthetically evaluated
for providing policymaker with adequate information of
selecting appropriate proposals. A policymaker can
simultaneously diminish the risk of wrong decision-making by
sharing risk for individual element of each factor. Hence, ss far
as a policymaker is concerned, hierarchical structure of is
helpful to the understanding to things. In addition, while a
policymaker faces the situation of selecting appropriate
proposals, it is necessary to proceed to the evaluation of every
alternative one according to certain criteria [14].

Thomas L. Saaty, the author of the well-known AHP
method, has recently been gaining popularity. AHP analyses
and incorporates comparisons of importance between the
elements of the system (criteria and alternatives) as perceived
by the decision maker. In this paper a new approach, which
integrated Kansei Engineering into AHP, was applied for
selecting design alternatives for Crossover B-Car interior.
Comparing to traditional multi-criteria decision analysis, this
approach can help decision makers to sieve out critical criteria
and their corresponding factors and to select the best
alternatives with a more professional and strict procedure.

E. Quantification Type |

This study also adopted the Quantification Type | method
as a tool to analyse the importance of the appeal factor of
Crossover B-Car interior. Quantification | method was used to
analysed the relationships between the subjective evaluation
scores and design elements [11]. This technique is also
generally used in Japan to examine the relationship between
quantitative data (the scores in this work) and qualitative data
(the design categories of the samples evaluated). By using the
multiple linear regression methods, Hayashi’s Quantification
Theory Type | (Hayashi, 1950) can statistically predict the
relationship between a response value and categorical values.
Moreover, in product design, Hayashi’s Quantification Theory
Type | can also be used to evaluate the weights of the factors
form users’ preferences [15] [16][17].

The statistical method can be widely applied to research
analysis especially for Kansei Engineering. Nagamachi (2008)
introduced that Quantification Theory Type | is an excellent
technique which is feasible to construct the relationships
between design elements and Kansei images. This study also
adopted the Quantification Type | method as an analysis tool of
the appeal of a CROSSOVER B-CAR interior. In addition,
upper-level and lower-level items were measured and quantified
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using the importance-level of the original evaluation. Using this
method, we were able to analyse the importance of appeal. In
addition, the importance of upper-level and lower-level items to
the original evaluation were measured and quantified. In
particular, the partial correlation coefficients indicate the extent
to which each design element contributes to an explanation of
the evaluation adjective concerned (Jindo, 1997). In this study,
the technique of Quantification Theory Type | was transferred

to a type of mathematic formula and was executed through
Excel Macro for statistical analysis.
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Fig. 2 The system based on Kansei Engineering for the process of

product design and planning

IV. RESEARCH OBJECTIVES

This study aims to explore the process of product design and
planning based on Kansei Engineering-based AHP. In
particular, the application of strategies and the determination of
decision-makings are two critical issues to be probed in this
study. Therefore, the selections of design criteria and the most
proper alternative through careful evaluation in the Kansei
Engineering-based system are explored in this study. In
addition, expert and consumer opinions could be integrated
through the assistance of the system to adopt design decision
and strategies. More specifically, design specification was
mainly determined according to the results of design evaluation.
Then, designers or managers could decide the best alternatives
among potential ones.

V.METHODS & RESEARCH PROCEDURES

In this paper, Kansei Enginering was used for extracting
critical criteria and factors for the Analytic Hierarchy Process
(AHP). In addition, AHP is applied to decide the best
alternative for the design of Crossover B-Car Taiwan. Decision

183



New Developments in Pure and Applied Mathematics

of the appropriate alternatives can be viewed as a complex
multi-criteria decision-making problem that requires an
extensive evaluation process of the possible alternatives and
factors as diverse as design issues. The decision-making process
includes the identification of three alternatives of Crossover
B-Car interior and 23 criteria grouped into eight critical factors.
Five professional editors of auto magazines, six experienced
consumers acted as decision makers (DMs). The comparisons
between the elements were identified and analyzed using the
AHP multi-criteria decision method. The strengths and
weaknesses of AHP as a multi-criteria decision analysis tool are
also described in the paper. The main findings of this research
have proved that Kansei Engineering-based AHP is a useful and
efficient tool to help managers to make their decision process
traceable and reliable.

This study can be divided into 2 main stages according to
general process of product planning (Fig 2). The study reveals
the following two stages according to the previous study with
the first two stages.

A.Product Approved

Potential alternatives-

In the stage of “product approved”, potential alternatives
could be proposed by designers according to the critical appeal
factors and design characteristics of Crossover B-Car interior,
which were refined through the evaluation process of the
previous study. In addition, expert meeting could approve these
alternatives by leaving practical ones for the next stage.

In addition, attractive design specifications were determined
according to the results of the evaluation conducted through the
previous study and were further sifted by experts. Hence, design
characteristics with higher “category scores” and appeal factors
with higher “partial correlation coefficient” were listed as the
priorities for design specification. Furthermore, designers
would propose 6 alternatives according to the 8 appeal factors.
Each alternative would integrate 3 critical appeal factors with
higher “partial correlation coefficient” from the 8 ones and
several corresponding design characteristics with higher
“category scores”. Hence, designers could apply their creativity
to figure out car features for each practical alternative.

Expert verification-

Experts’ decisions can be performed through the assistance of
AHP to determine the weights on desired factors in each
alternative of Crossover B-Car Interior.

A. Market Requirements Refined

In the stage of “market requirements refined” in the process
of product design and development, after specialists’
verification for the potential alternatives, they had to hold a
meeting to decide the best alternative from these ones by
considering market requirements.

VI. PRACTICES & RESULTS

A.Product Approved
Potential alternatives-

ISBN: 978-1-61804-287-3

184

According to the results of my previous study “The
evaluation process in product design and planning based on
consumer appeal”, the 8 critical appeal factors have being
already formed according to EGM. Then, 6 alternatives were
disclosed from designer brainstorming and each of them has its
own distinctive styles. Furthermore, designers had to select the
3 appeal factors from the 8 ones to present the unique features of
each alternative. In addition, the design specifications
corresponding to the three factors were mainly determined by
the weights of importance based on the result QTTI, including
partial correlation coefficients and category scores. Hence,
design items or categories with higher scores or partial
correlation coefficients were first considered to be left in the list
of design specifications. Table I, II, I, IV, V, VLVII, VIII
shows the order of items by partial correlation coefficients
corresponding to their categories with the highest scores in the 8
factors. Then, 6 alternatives based on the different consumers’
needs and their critical reasons were proposed. 3 alternatives are
listed for examples as the following:

The first one, “Warm and Joyful Family”, is designed for
family members by the following aspects.

Economical and Useful- artificial dark leather and

water-proof weave cloth for easy clearance, simple mechanism
for durable and stable needs, simple and readable instrument
cluster for easy reading, big module and simple mechanics for
the purpose of durable and stable needs

Customized for Consumer needs- pure air for family

members’ heath

Flexible and Innovative Space Usage- the variation of

door opening and seat folding for family members, utilization of
invisible space such as dashboard surrounding and
air-conditioning outlets for the needs of various ingenious
collection and storage, hooks on the back of seats, the door used
as the slope for the convenience of disable passenger getting
in/out of the car

Others- multimedia for family enjoyments, an integrated

module of knobs and buttons for easy control, a comfortable
steering wheel and gear stick , GPS, audio/video digital
entertainment system, referable colors, such as dark, gray or
brown.
« Innovative and Extraordinary- other equipment such as
power supply and water storage
Flexible and Innovative Space Usage- various and
flexible interior room setting for adapting different activities
Others- vivid and brilliant color for presenting sporty

style, a digital GPS (Global Positioning System) providing the
information of a height above sea level and instant road
situation, water-proof or dirty-proof texture such as artificial
leather or clothing, sporty colors such as orange, yellow, and
green, sufficient power supply, the equipment of water storage.
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Orders Items< Partial- The Category With The Highest Category
Correlation~ Score In Each Item« Scorese
Coefficientse
1¢  Sporty and 0.728¢ Vivid and brilliant colore 0.131¢
recreationale
2¢  Exqusite and 0.5635¢ Metal elements and strips« 0.091¢
quality-
3¢ Tastye 0.541- Leather interior 0.050¢

Table. I The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in
“Fashionably-designed”

Ordere Ttemse Partiale The Category With The Category
Correlations Highest Score In Each Item+ Scores~
Coefficients-
1+ The space confornng 0.647< Farmly space 0.095¢
user needs«
2+ Sufficient illuminations  0.638< Laght attached to the rear 0106~
view mirrore
3o Conforming to user 0.602¢ Adjustable exits of air 0.120-
habitse conditionals-
4 Conforming to 0.558¢ Real seats capable of leaning ~ 0.242¢

ergonomics< and adjusting-

Table. Il The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in
“Comfortable and convenient”

Order~ Items< Partial+ The Category With The Highest Category
Correlation- Score In Each Item« Scoress
Coefficients<
1¢  Safe and stables 0.781¢ Tranaquility inside the care 0.103¢
2¢  Worthmore than  0.652¢ For daily uses 0.1740
1ts coste
3¢ Endurables 0.137¢ Leathers 0.0110

Table. 111 The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in
“Economical and useful”

Order+ Itemso Partial- The Category With The Highest Category
Correlation~ Score In Each Item« Scores+
Coefficients
1¢  Customized for 0.816¢ Design for enthusiasts of sport or 0.230¢
the needs of the recreations
specific
populatione
24  Customized for 0.5319¢ Optional look style of seats+ 0.158+
individual
preferences<

Table.IV The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in
“Customized for consumer needs”
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Order< Items< Partial The Category With The Highest Category
Correlation+ Score In Each Item+ Scores<
Coefficients<
1¢  Digitizations 0.800+ The application of digital technology.  0.194«
such as digital GPS»
24 Technical 0.595+¢ Blue LED+ 0.077#
metallic senses
30 3Ce 0.320¢ Penpheral equipment supporting 3C
products+ 0.138¢

Table.V The order of items by partial

correlation coefficients

corresponding to their categories with the highest scores in “Technical”

Order+ Items< Partial- The Category With The Highest Category Scores< .
Correlation+ Score In Each Item+
Coefficients<
1¢  Outstanding 0.608¢
sense of touche The knob with oil pressure< 0.071¢
2¢  Qutstanding 0.416¢ Well-designed form. such as the
sense of sighte top form of a gear stick< 0.102#
3¢ Outstanding 0.416¢
sense of smells The scent of boutique< 0.067¢
4<  Outstanding 0.385¢
sense of hearings The tranquility mside car interiore  0.052¢

Table.VI The order of items by partial correlation coefficients
corresponding to
“Extraordinarily Experienced”

their

categories with the highest scores in

Orders Itemse Partial+ The Category With The Highest Category
Correlations Score In Each Item+ Scoress
Coefficients~
1¢  Extraordinary< 0.788¢ Changeable interior style« 0.196+
2o Innovatives 0.492¢ Innovative color matche 0.093+

Table.VII The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in “Innovative
and Extraordinary”

Order+ Items<

Partial-

The Category With The

Correlation~ Highest Score In Each Item+

Category Scores<

Coefficientss
1¢  Integrated and 0.729< Integrated storage space+ 0.115#
various ingenious
collection and
storages
2¢ Vanous and 0.692+ Front seat vanatione 0.102#

flextible interior

room seftings

Table.VIII The order of items by partial correlation coefficients
corresponding to their categories with the highest scores in “Flexible and
Innovative Space Usage”
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The third one, “Technical and Pleasurable E Generation”
style, mainly appeals to the application of technological
multi-function to achieve the goal of integrating humans’
behavior and thinking with it and focuses on the following three
aspects. Then, the sense of technical metallic, fashion, modern
and future can be performed through metal elements, quality
soft plastic, lively patterns, and grains and dots.

»  Technological- a digital system, supply for connecting

with popular and fashionable PDA (Person Digital Assistant) or
minicomputer for building a multimedia entertainment center,
technological metal texture for presenting cool, tough, young
and dynamic motion sense , digital technological system of
application and multimedia system, a digitized multi-functional
instrument cluster integrating road seating, the application of
mobile communication

]
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Economical and usefuld  1¢ 2¢ P 3¢ 34 194+ 0.20¢

Flexible and Innovative 14 14 14 P e P 39 54 1940 0200

Space Usaged

Customized for 1e 14 1¢ 2¢ 20 28 30 30 1.84¢ 020¢
consumer needs+

Innovative and 12¢ 12¢ 120 1¢ 1a 1a 34 3 101# 0119
Extracrdinary+

Comfortable and 120 12¢ 12¢ 1¢ le 1¢ 3¢ 3¢ 101+ 0.11¢
convenients

Technical® 12¢ 124 120 19 & 14 3¢ 30 101« 0.11#
Extracrdinarily U3¢ 15¢ U3¢ 130 13¢ 130 1¢ 1o 0367 0.04¢
Experienceds

Fashionably-designeds  1/3¢  1/5¢ 1/5¢ 13 13¢ 130 1¥ 1o 0360 0.040

Table.IX the radar figure of “warm and joyful family”

*  Customized for Consumer needs- touch panel used for

facilitating users ‘operating and shrinking users’ controlling
interface to accommodate personal digital devices, such as a
laptop or mobile phone, cool color or two-color series

*  Flexible and Innovative Space Usage- collection and
storage for personal digital equipment,
*  Others- illumination used for lighting and making cool

atmosphere such as LED and blue light, integrated controllers
for easy control
Expert Verification-

Three chief editors of auto publication and two experienced

ISBN: 978-1-61804-287-3

designers are invited for evaluating the six alternatives based on
their specialized fields. Experts had to decide the weights of
factors for each alternative by AHP. After getting the weights,
radar charts (Fig 3) which showed unique features with the
advantages of each alternative were made. Furthermore, the best
three alternatives plus their corresponding factors with weights

Extraordinarily
Experienced .
Fashionably Econ?nucal
Designed and Useful
Flexible .a.nd Comfortable and
Innovative Convenient

Space Usage

Innovative and
Extraordinary

Technical

Customized for
Consumer needs

Fig. 4 The radar figure of “warm and joyful family”

which were determined by experts would further proceed to
“market requirement refined” in this study. As a result,
“recreational and Lohas Explorer”, “technical and Pleasurable
E Generation”, and “warm and joyful family” were selected as
the final alternatives as following:

First, “Warm and Joyful Family” was recommended because
many consumers with family have the need of not only of large
interior capacity but also small car exterior body. Hence,
although more passengers can be accommodated for family
member, it would not be at the cost of the good flexibility of car
body for driving or parking. Hence, “warm and Joyful Family”,
is designed for family members. The weights of the 8 critical
types, based on the result of AHP (Table 1X), are showed in the
radar chart (Fig 4).

*  Economical and Useful (20%)- Design specifications

were mainly determined according to the analytical results of
QTTI. Determined design specifications included artificial dark
leather and water-proof weave cloth for easy clearance, simple
mechanism for durable and stable needs, simple and readable
instrument cluster for easy reading, big module and simple
mechanics for the purpose of durable and stable needs

*  Customized for Consumer needs (20%)- Design

specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included pure air for family members’ heath

*  Flexible and Innovative Space Usage (20%)- Design

specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included the variation of door opening and seat folding for
family members, utilization of invisible space such as
dashboard surrounding and air-conditioning outlets for the
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”Table. X The weights of 8 critical factors in “recreational and
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Fig. 5 The radar figure of “recreational and Lohas explorer”

needs of various ingenious collection and storage, hooks on the
back of seats, the door used as the slope for the convenience of
disable passenger getting in/out of the car

Others (40%)- Design specifications were mainly

determined according to the analytical results of QTTI.
Determined design specifications included multimedia for
family enjoyments, an integrated module of knobs and buttons
for easy control, a comfortable steering wheel and gear stick,
GPS, audio/video digital entertainment system, referable colors,
such as dark, gray or brown.

Secondarily, “Recreational and Lohas Explorer” was
recommended because many consumers with open mind desire
to do outdoor activities so they need large as well as dirty and

ISBN: 978-1-61804-287-3
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scratch proof interior space with enough power supply and
manageable storage. Hence, “Recreational and Lohas Explorer”
style, mainly appeals to the styles which satisfies people who
are engaged in outdoor recreational activities considers three
aspects from consumers’ needs, including the three following.
The weights of the 8 critical types are showed in the radar chart
(Fig 5) and (Table X).
Comfortable and Convenient (22%)- Design

specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included enough illumination convenient for outdoor activities,
a convenient and ergonomic gear, artificial leather or
water-proof weave cloth, comfortable and controllable steering
wheel and gear stick, simple and readable instrument cluster.

Innovative and  Extraordinary  (22%)-  Design

specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included equipment such as power supply and water storage.

Flexible and Innovative Space Usage (22%)- Design

specifications were determined according to the analytical
results of QTTI. Determined design specifications included
various and flexible interior room setting for adapting different
activities.

Others (34%)- Design specifications were mainly

determined according to the analytical results of QTTI.
Determined design specifications included vivid and brilliant
color for presenting sporty style, a digital GPS (Global
Positioning System) providing the information of a height above
sea level and instant road situation, water-proof or dirty-proof
texture such as artificial leather or clothing, sporty color such as
orange, yellow, and green, sufficient power supply, the
equipment of water storage.

Thirdly, “technical and pleasurable E Generation” was
recommended because E generation welcome new electronic
product such as PDA, tablet PC, and mobile phone. Hence, car
interior with the capability of supporting the new products and
mobile communication is a potentially orientation for
development. Hence, “Technical and Pleasurable E
Generation” style, mainly appeals to the application of
technological multi-functions to achieve the goal of integrating
humans’ behavior and thinking with it and focuses on the
following three aspects. Then, the sense of technical metallic,
fashion, modern and future can be performed through metal
elements, quality soft plastic, and lively patterns, grains and
dots. The weights of the 8 critical types can be showed in the
radar chart (Fig 6) and table (Table XI).
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Table. XV The scores of the 3 alternatives by calculating the
weights of the 8 factors of AHP

Technological (22%)- Design specifications were mainly

determined according to the analytical results of QTTI.
Determined design specifications included a digital system,
supply for connecting with popular and fashionable PDA
(Person Digital Assistant) or minicomputer for building a
multimedia entertainment center, technological metal texture
for presenting cool, tough, young and dynamic motion sense,
digital technological system of application and multimedia
system, a digitized multi-functional instrument cluster
integrating road seating, the application of mobile
communication

Customized for Consumer needs (22%)-Design
specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included touch panel used for facilitating users ‘operating and
shrinking users’ controlling interface to accommodate personal

digital devices, such as a laptop or mobile phone, cool color or
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Flexible and Innovative Space Usage (22%)- Design

specifications were mainly determined according to the
analytical results of QTTI. Determined design specifications
included collection and storage for personal digital equipment.

Others (34%)- Design specifications were mainly

determined according to the analytical results of QTTI.
Determined design specifications included illumination used for
lighting and making cool atmosphere such as LED and blue
light, integrated controllers for easy control.

In addition, the radar charts showing the 3 alternatives (Fig 7)
reveals common and different points among them based on the
variable weights of 8 critical types. Then, according to the
market analysis and experts’ opinions, the strategies for car size
adopt the principle of longer wheelbase and exterior width, as
well as shorter exterior length to create larger interior space and
smaller exterior volume. Hence, a comfortable interior space
and nimble exterior volume are created for the characteristics of
CROSSOVER B-CAR.

Extraordinanly
Experienced
Fashionably Economical
Designed and Useful
Flexible and Comfortable and
Innovative Convenient

Space Usage

Innovative and

Extraordinary Technical

Customized for
Consumer needs

Fig. 6 The radar figure of “Technical and Pleasurable
Generation”
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VII. MARKET REQUIREMENTS REFINED
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Table. XII The weights of 8 critical factors by AHP

In the stage of “Market Requirement Refined”, experts have
to select the best alternative among the three one based on the
results of AHP strategically. Hence, experts would be asked to
make the best decision by considering the all 8 critical factors.
In the beginning, | had to calculate the weights of the eight
critical factors by asking the experts to compare the importance
of them in pairs. The results showed “Flexible and Innovative
Space Usage” and “Economical and Useful” were the most
important factors of Crossover B-Car interior with the highest
geometric mean 0.24 (Table XII). In addition, The Consistency
Index was lower than 0.1 and indicated a better result in this
study (Table XI11). Furthermore, this study could determine the
best alternative according to the experts’ evaluation by AHP.
Hence, the calculated weights of the eight factors were used for
determining the weights of the three alternatives (Table XIV).
Then, after | got the weights of the three alternatives, the
alternative with the highest scores was determined. The results
showed that the best alternative is “Recreational and Lohas
Explorer”, which had the highest scores (Table XV).

VI111.CONCLUSIONS

A.Findings and managerial implications

The design system provides a conscientious and carful design
procedure which is evaluated by users, experts, and experienced
designers in order to make the process of product design and
development more efficient, credible, and practical. Then, the
methodology, based on the integration of Kansei Engineering

ISBN: 978-1-61804-287-3

189

< [ = = o [} i =] + B 4
PP g R g F o7 5
o . = 2 g B 3
8 8 g § &8 E E F
B 5 & =
s &8 B i § g B
% I A,
= F E 2 & & F
§ i o : 2 2 2
i % 8§ F B 2
- i o2 8 2
E B 5 8 ® »
a £ 3
a B ] B B
£ ! o 2
* 1 2 3 a
B =
L]
£
*
Extraordinanily 10 14 1a 20 20 50 50 54 217 0224 |l
Experienced<
Fashionably-designeds 1e 1 1 24 29 34 30 34 217 0220,
Techaicals 1a 14 1a 20 20 50 b 54 2170 0224,
Comfortable and 12¢ 12¢ 172¢ 1¢ 1¢ 3¢ 3¢ 3 1.16¢ 012,
convenients
Innovative and 12¢ 172¢ 12¢ 1# 1+ EC 3¢ 34 1167 0127,
Extraordinary+
Customized for /3¢ 1/3¢ 155¢ 139 130 1# 10 1a 0.420 0.047,
consumer needs+
Economical and useful®  1/3¢  1/3¢ 15« 134 13« 1# 1 1< 0.42¢ 0047,
Flexible and Innovative 130 1/5¢ 155 130 130 1e 18 1 0.42¢ 0047,

Space Usages

Table. XI The weights of 8 critical factors in “technical and
pleasurable E Generation” by AHP

and AHP, performs a preference-based methodology to
facilitate decision making and strategy adoption for design. In
addition, the procedure were used for determining the design
specifications and for searching solution principles in order to
develop an innovative and popular product successfully.

B. Future Research

We attempt to evaluate the products developed through the
Kensei Engineering-based system by comparing with other ones
produced through normal procedures. In addition, we try to
integrate the way that Jindo (1997) accumulate impression data
of important units constituting car interiors into the system in
the study.
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Longitudinal dispersion coefficient as sensitivity
parameter in water quality simulation model

Yvetta Veliskova, Marek Sokac

Abstract— Paper deals with sensitivity analysis of the outputs
from a numerical model MIKE 11 (one dimensional model) related to
values of the longitudinal dispersion coefficients, used as model
input data. These coefficients are one of the most important
characteristics, which impact the pollution dispersion modelling in
rivers. Determination of their correct values was a subject of previous
research studies, now the results and experience from these studies
are used in this contribution. A large set of numerical simulations
were performed with various values of the longitudinal dispersion
coefficient (D= 5 — 50 m®s™). Simulations were performed at the
Hron River in the part from Slovenska LCupca to the river estuary. To
separate the flow velocity contribution on the total pollutant
dispersion process, two series of numerical simulations were
performed: with the dispersion coefficients values depending on the
flow velocity and dispersion coefficient values, which are
independent on the river flow velocity. All mentioned simulations
were performed at two hydrologic conditions: annual discharge (Q,)
along the modelled river part and with the nearby minimum flow
situation (Qsss). Results, achieved till today, confirm relatively high
model sensitivity on input values of dispersion coefficients. The
influence rate is discussed in the contribution and documented by
figures.

Keywords—dispersion,  numerical

analysis, surface water.

simulation,  sensitivity

I. INTRODUCTION

he present legislation evaluating quality of water bodies
(WF) in Slovakia is based on implementation of the Water
Framework Directive (2000/60/ES). Concerning the Directive
it is required eco-morphological monitoring of WF, which is
based on evaluation of the rate of anthropogenic impact. It
does not refer only to river bed, but also the state of
environment nearly to stream is taking into consideration.
Dispersion coefficients are the crucial input parameters of
transport processes models [2], [5], [6]. Aim of this
contribution is description of fact how the values of
longitudinal dispersion coefficients, used as a one-
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dimensional model input data, affect the results of water
quality numerical simulation.

Il. THEORETICAL BASIS

In this chapter we are going to discuss the basic theoretical
terms and relationships related to dispersion in open streams
only to the extent important in relation to the scope of the
article.

One-dimensional advection-diffusion equation is the
simplest mathematical formulation of dispersion:

A

AC 0 () _acica @

ot OX  OX OX

where C is a concentration of relevant substance (mg.I"*), D
is a dispersion coefficient (m®.s™), A is a flow area (m%), Q is
a discharge in a stream (m®™ ), K is a coefficient expressing
the effect of chemical and biological processes on dissolved
substance (s), Cs is a concentration of pollutant source, q is
a discharge of source, x is a length (m) and t is time (5).

This equation includes two basic transport mechanisms:

1. advective (or convective) transport caused by fluid flow

2. dispersion transport caused by concentration gradient

Advection- diffusion equation is based on the assumptions,
that

- a substance under consideration is homogenously
distributed over the cross section and an ideal mixing
(immediate homogenisation in cross section) is taken into
account even for resource/abstraction of substance,

- a substance is conservative (is not subject to chemical and
biological processes) or its interaction with environment can
be described using the first order differential equation:

dc

5 =K¢ @)

- Fick’s law of diffusion is applied, i.e. dispersion
transport is proportional to the concentration gradient.

The first assumption, namely ideal mixing and homogenous
distribution of substances in cross section, is a result of one-
dimensional description of model area using the MIKE 11
model [3]. Such description is applicable where one
dimension predominates over other (for example the river
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where the length is a determining dimension and the phase of
cross-sectional mixing can be neglected). However, this
assumption cannot be applied to water reservoirs in any case
where distribution of hydraulic parameters over the depth and
width of flow cross section plays asignificant role (this
situation requires at least two or three-dimensional
simulation).

However, one-dimensional models for simulation mixing in
streams need the values of longitudinal dispersion coefficient.
As it follows from references [1-8], this coefficient derivation
is achieved by several ways: from the own experience or that
from the references, over the qualified estimates, up the
special calculations application. As dispersion coefficient
value is determined by the turbulence intensity in the given
stream section, its magnitude depends upon its main hydraulic
characteristics: form and magnitude of its cross section
profile, its flow velocity and its longitudinal slope.

I1l. MobeL MIKE

MIKE 11, developed by the Danish Hydraulic Institute, is a
set of modules for simulation of flow, water quality and
sediment transport in rivers, channels, river mouths, irrigation
systems and other surface water resources.

It is a dynamic one-dimensional model tool for detailed
proposal and management of simple and complex river and
channel systems. Simulation results can be wused in
engineering, water management, water quality management
and planning applications.

MIKE 11 consists of several modules for: hydrodynamics
(basic module), hydrology, cohesive sediment transport, water
quality and non-cohesive sediment transport. In this study
only the basic hydrodynamic and advection-dispersion
transport modules are used for simulation. Generally, a
module structure of the model offers great flexibility: each of
modules can be processed separately; data transfer among
modules is automated; coupling of physical processes is
easier; quick and simple application and development of new
modules is possible.

The type of database technology used in the model provides
efficient data storage and retrieval. Data organization and
handling is unified within the whole model system. MIKE 11
is operated through the interactive control menu system.

Hydrodynamic module is a basic computational module
required to run other computational modules. The module
simulates unsteady flow in streams through the finite
difference method by using implicit computational scheme.
The computational scheme is applicable to vertically
homogenous stream in conditions of subcritical and
supercritical flows. The hydrodynamic module requires the
most data from all modules that are used. The data are stored
in several datasets and in some cases it is possible to import
data from other formats (e.q. text files). The data can be
categorized into two large groups:

1. geometric data (describing stream channel geometry,
dimensions and topology) and
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2. hydraulic parameters (hydraulic roughness of stream
channel, etc.)

Advection-dispersion module is based on the one-
dimensional equation of mass conservation of dissolved and
suspended solids (e.g. salts or cohesive sediments). This
module requires the outputs of hydrodynamic module in time
and space (discharges, water levels, hydraulic radius and flow
areas). Advection-dispersion equation (1) is solved
numerically using implicit scheme with the finite differences.
Suddenly changed concentrations can be simulated in this
way. For advection-dispersion module, it is important to
specify the substances considered in simulation and the value
of dispersion coefficient. This value can be specified
according to the equation:

D=a.V’ ©)

where a is a dispersion factor and v is a flow velocity (m/s).
The resulting value of dispersion coefficient can be defined by
setting the minimum and maximum values.

IV. SIMULATION OF POLLUTION TRANSPORT IN HRON RIVER

Simulations for the study of the effect of dispersion
coefficient and pollutant concentrations along the river were
carried out using the numerical model of the Hron River in the
section from Slovenskd LCupca (river km 183.84) up to the
river mouth (river km 0.0). Numerical simulations were
performed using the above-mentioned MIKE 11 model. For
all alternatives of simulation we took into consideration a
uniform load of receiving body (the same concentration of
pollutant). The ammonia pollution was taken into account in
simulation and it was specified as a concentration of ammonia
nitrogen N-NH, in the model. The model way of getting the
pollution into the river is similar to accidental pollution of
river, i.e. discharge (release) of larger wastewater volumes
with relatively high concentrations of ammonia nitrogen (800
mg/l) during two hours. It is clear that these inputs to the
numerical model represent extreme emergency situation.
However, our objective is to analyse the sensitivity of
simulation results to data used as model inputs regardless of
the impacts of accident on water quality in a stream. To clarify
this issue it is important to note that the decrease in
concentrations (see charts in Fig.4) is caused not only by the
dispersion but also by mixing the water in the Hron River with
its tributaries (dilution) and by biological oxidation processes
that are included in the MIKE 11 model (water quality module
— WQ). The objective of this article is to determine the
sensitivity of numerical models to input values of the
longitudinal dispersion coefficient while maintaining other
processes having an effect on changes in quality of water in
stream (physical, chemical and biological processes of water
self-purification).

The value of dispersion coefficient D was selected through
the dispersion factor a and exponent b according to (3). The
values in the range from 5 to 50 were used for dispersion
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factor a. Two series of numerical simulations were performed
in order to eliminate the effect of flow velocity on pollution
dispersion from the results of simulation. One series was done
using the exponent value in (3) b =0, and thus the value of
dispersion coefficient did not depend on flow velocity. The
value of exponent in the second series of trials was b = 1 and
the dispersion coefficient was a function of flow velocity
according to (3).

All the mentioned simulations were carried out in two
alternatives hydrological conditions: average annual
discharge Q, in particular cross sections along the whole
length of river, and the discharge close to the minimum value

- Q355-

V. OUTCOMES AND DISCUSSION

We have obtained anumber of curves showing the
distribution of concentration along the whole length of the
monitored section of river. Then the curves were analyzed.
The analysis was aimed at the change in distribution of
concentrations at different values of the dispersion coefficient
while eliminating the effect of flow velocity (b=0). One of
such cases is shown in Figure 1 (for Q, and Qsss). It is
apparent that the time-concentration curves in considered
cross section differ in dispersion coefficient value from each
other. The model responds to the changed value of dispersion
characteristics. The values of maximum concentrations also
differ from each other regarding the value D and definitely the
discharge condition applied to particular model situation.

Other two figures - figures 2 and 3 — show the comparison
of simulation results proving the effect of dispersion
coefficient, whether it is the function of flow velocity in
a given river section or not. According to (3), when b equals
0, than the value of dispersion coefficient D taken into
account in simulation is not affected by the flow velocity. On
the contrary, if b # 0, than the value of dispersion coefficient
becomes the function of flow velocity and thus it is influenced
by this parameter. The results of the simulations show (see
figure) that such method of setting the values has an effect on
distribution of pollutant concentration in stream — maximum
concentration values and concentration distribution curve
shape are changed. These differences are less significant for
Qa (Qa > Qsss) than for Qsss. That is due to the fact that flow
velocity in stream at Q, is higher and close to the value of 1
m/s compared to Qsss where the velocities are considerably
lower. However, it is important to take into account the effect
of dispersion factor aof (3) on the value of dispersion
coefficient D.
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Fig. 1. Concentration curves at river kilometer 140.0 and Q, and Qsss
(b=0)

Another output of the series of simulations was the
distribution of maximum concentrations along the simulated
section of the Hron River. This graphical output has a great
significance in the assessment of the change in water quality
due to potential accidental pollution.

The Figure 4 indicates the distribution of concentrations for
both simulated discharges (Q, and Qsss) as well as for
different values of dispersion coefficient D (5; 20; 50). As
shown in the figure, the effect of selected value for dispersion
coefficient is evident. Despite the fact that this case is a
theoretical simulation of accidental pollutant discharge into
a stream and the concentrations indicated in the charts are also
only theoretical (illustrative), it is important to be aware of the
differences in maximum concentrations at particular river
kilometer for different dispersion coefficient values. Such
differences could be of crucial importance to river biota in a
real situation.

VI. CONCLUSION

The article deals with the sensitivity of MIKE numerical
model outputs to used values of dispersion coefficients. These
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Fig. 3 Concentration curve at river kilometer 101.3 for different
values of coefficient a (equation 3) (considering the effect of flow
velocity b=1 or without the effect of flow velocity b=0) — discharge

Q355

coefficients are one of the main characteristics affecting the
dispersion phenomenon in a stream.

Figure 1 clearly shows how this phenomenon affects
pollution transport — when the value of dispersion coefficient
is low, the dispersion phenomenon is minimal and
concentrations of transported substance are higher than in case
when the dispersion is applied in a larger extent.
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Fig. 4 Maximum concentration curve along the simulated section of
the Hron River

As it was stated previously, if the real situation in stream is
assessed, the differences in the values of maximum
concentrations at particular river kilometers for different
values of dispersion could be of crucial importance to river
biota. Therefore, it is important to select the value of
dispersion coefficients in simulation model very precisely
which is also confirmed by the results of this study.

We expected more explicit result when we firstly intended
to find out the sensitivity of water quality numerical model to
used values of dispersion coefficients. As the outcomes of
simulations indicate, it is necessary to continue with the
analysis because there are still many factors entering the
assessment and affecting the explicitness of effects.
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The Tactical Model based on a Multi-Depot
Vehicle Routing Problem

P. Stodola, and J. Mazal

Abstract—The Multi-Depot Vehicle Routing Problem is a famous
problem formulated more than 50 years ago. Since that time, a lot of
exact, heuristic and metaheuristic methods have been proposed in
order to find a feasible solution for this NP-hard problem. The first part
of this paper presents the original algorithm of the authors based on the
Ant Colony Optimization theory. This part introduces pivotal
principles of the algorithm, along with conducted experiments and
acquired results on benchmark instances in comparison with rival state
of the art methods. The primary part of the article deals with the tactical
model based on our problem solution: optimal supply distribution. The
model has become a part of our tactical information system which
serves as a tool for commanders to support them in their decision
making process. The model is introduced in terms of problem
formulation, implementation, and application in practical situations in
the domain of the military.

Keywords—Ant colony optimization, multi-depot vehicle routing
problem, tactical modeling

. INTRODUCTION

HE Multi-Depot Vehicle Routing Problem (MDVRP) is a

well-known problem with many real applications in the
areas of transportation, distribution and logistics [1]. In many
businesses (e.g. parcel delivery, appliance repair), it is vital to
find the optimal solution to this problem as it saves resources
for a company, reduces its expenses, shortens time needed to
distribute services, and thus makes the company more
competitive.

The MDVRP problem consists in computing optimal routes
for a fleet of vehicles to drop off goods or services at multiple
destinations (customers); each customer should be served only
once. The vehicles might start from multiple depots, each
located in a different place. The important characteristic is the
limited capacity of each vehicle which cannot be exceeded.
After visiting the selected customers, each vehicle returns to its
depot and might start a new journey to other (so far unvisited)
customers with a new load.

MDVRP is an NP-hard problem as it is a generalization of
the travelling salesman problem [2], therefore polynomial-time
algorithms are unlikely to exist [3]. In this article, we present
our original solution approach based on the Ant Colony
Optimization (ACO) theory as a new approach to this topical
issue. In fact, there have already been some attempts to use this
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theory for this problem, but nevertheless, the results of these
solutions are not of the quality as when using other
contemporary methods (see Table 2). We managed to develop
and design the fundamental details and parameters of this
approach so that the results are comparable to other state of the
art algorithms.

The primary part of this article comprises a tactical model
based on our problem solution which has a practical application
in the specific domain of the military. It is a model of optimal
supply distribution on the battlefield.

This tactical model has been implemented into an actual
tactical information system designed to support commanders in
their decision making process [4]. A key goal of the model is to
provide a tool to support commanders in their decision making
as this system include both fundamental and advanced models
of military tactics.

The solution methods for VRPs can be categorized as exact,
heuristic, and metaheuristic. A broad overview of various
methods is offered e.g. in [5]. For examples of exact methods,
see e.g. [6], or [7], to name a few. Similar to the exact methods,
many of heuristics have been developed, see e.g. [8], or [9].

Very popular metaheuristic methods have emerged in the last
few years. These can be classified as state space search or
evolutionary algorithms. For instance, simulated annealing [10]
or genetic algorithms [11], [12] belong to the main evolutionary
principles.

The remainder of this section focuses on the ACO methods.
The potential of the ACO algorithm has been discovered very
soon since it was published [13]. It was successfully applied for
various problems [14], [15], [16].

Recently, there have been publications using the ACO theory
for MDVRP problems [17], [18], [19]. The solution published
in [17] is compared with our algorithm as it uses the standard
Cordeau’s test instances for evaluation.

LITERATURE REVIEW

ACO algorithm is a probabilistic technique for developing
good solutions of computational problems. The principle is
adopted from the natural world where ants explore their
environment to find food; the idea is based on the behavior of
ants seeking a path between their colony and a source of food.

ANT COLONY OPTIMIZATION ALGORITHM
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A. Principle of the Algorithm

Fig. 1 presents the ACO algorithm we proposed for MDVRP.
The solution found by the algorithm is improved in successive
generations (iterations). In point 1, the termination condition is
tested, points 2 to 15 cover an individual generation. Each depot
employs a colony with the specific number of ants.

1. while not terminated

2. for each ant in a colony

3. set all nodes as unvisited

4. while number of unvisited nodes > 0 do

5. select a depot

6. compute ant’s probability of going to
unvisited nodes

7. select a node according to the
probability

8. if ant.load + node.load > ant.capacity
then

9. | return to the depot

10. else

11. | visit the selected node

12. return to the depot

13. save the best solution if found

14. evaporate pheromone trails

15. update pheromone trails

16. return the best solution

Fig. 1 ACO algorithm in pseudo code

In each generation, all ants in all colonies move between
individual customers (referred to as nodes in Fig. 1). At first,
the state of all nodes is set as unvisited in point 3. The algorithm
continues until all nodes are visited (just once). In point 5, the
depot (colony) is selected according to the given method; points
6 to 11 apply only to the ant from the selected colony. The ant’s
probability is computed in point 6; it determines the chance of
the ant to go to every remaining unvisited nodes. In point 7, a
node to be visited is chosen according to this probability.

Point 8 checks whether the ant can visit the selected node (i.e.
whether its current load allows taking the load in the node and
thus not exceeding ant’s maximum capacity). If not, the ant
returns to its colony (emptying its load) and the algorithm
continues in point 5. If yes, the ant visits the selected node
(delivering node’s load and marking it as visited).

In point 12, after visiting all nodes, each ant returns to its
colony. Then, if the best solution found in the generation is
better than the best solution found in previous ones, it is saved
(see point 13). Point 14 ensures evaporating the pheromone
trails and in point 15, pheromone trails are updated according
to the given method. Then, the next generation begins until the
termination condition is met. The best solution found is
returned at the end of the algorithm in point 16.
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B. Parameters of the Algorithm

The ACO algorithm requires setting a number of parameters
influencing the problem solution. Some parameters are adopted
from related problems; others are new (see below). The list of
all parameters is in Fig. 3.

A crucial parameter (proposed by authors) influences how
depots are selected (see point 5 in Fig. 1). We propose five
possibilities as follows:

Random selection: depot (i.e. its vehicle) is selected
randomly.

Selection of an idle depot: depot with the shortest
distance travelled so far is selected (i.e. vehicles take
turns according to their distance they travelled at the
moment of selection).

Selection of an idle depot (probability model): selection
probabilities for all depots are computed based on the
distance travelled so far (i.e. depots with shorter routes
are more likely to be selected).

Selection of a depot with the greatest potential: depot
with the greatest potential is selected. The potential is
computed as the sum of all pheromone trails which lead
to unvisited customers (at the time of selection) — see
formula (1).

Selection of a depot with the greatest potential
(probability model): selection probabilities for all depots
are computed based on the sum of pheromone trails to
unvisited customers (i.e. depots with the bigger sum are
more likely to be selected).

ek = Z 7} forall j€S,,

j€Sy

@

where ¥ is a potential for the colony (depot) k,

r{j- is strength of a pheromone trail from the colony k
between nodes i and j,

i isan index for the node with the current position of the
ant from colony k,

S is a set of all nodes,

S, is a set of so far unvisited nodes (S, c S).

In point 6 in Fig. 1, after a depot (colony) is chosen according
to the methods mentioned above, the probabilities of choosing
ant’s path to the one of so far unvisited nodes are computed
according to formula (2).

k(S
J)
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ij nijﬁ Hij K
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forall j € S,,

pij = -
il
where p{‘j is a probability for an ant from the colony k ina
node i to visit a node j,
r{‘j is strength of a pheromone trail from the colony k
between nodes i and j,
n;; is a multiplicative inverse of the distance between

nodes i and j,
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uﬁ‘j is a so-called savings measure [8],

K{‘j is a measure for including the influence of ant’s

current load [20],

a,B,y,6 are coefficients controlling the influence of
5, M4 1, Kl — see formula (2),

S is a set of all nodes,

S, is a set of so far unvisited nodes (S,, < S).

Number of ants in colonies n, (see point 2 in Figure 1) is a
parameter determining the number of different solutions to be
created and evaluated within a generation. Pheromone trails are
then updated according to these solutions (based on the given
method mentioned above).

Pheromone evaporation coefficient p determines the speed
of evaporating pheromone trails at the end of each generation
(point 14 in Figure 1) — see Formula (3).

=1 —p)-tf forall i,j €V, (3)
where r{‘j is strength of a pheromone trail from the colony k

between nodes i and j,
p is the pheromone evaporation coefficient.

C. Experiments and Results

As benchmark problems, we chose Cordeau’s MDVRP
instances taken from [21], namely p01, p02, p03, p04, p05, p06,
p07, p08, p09, p10, p11, p12, p15, p18, and p21 (instances p13,
pl4, pl6, pl7, pl9, and p20 were not included in the
experiments as they incorporate the constraint on the maximum
length of a single route, which the algorithm does not support).

Table 1 presents the results. We conducted 100 tests on each
instance and registered the best solution found, the mean and
standard deviation. The last column shows the difference
between our results and the best solutions known so far which
were received from [21]. The best known solutions were
achieved by various algorithms during the history of benchmark
instances.

Table 1 Results for MDVRP benchmark problems

Inst. NoC NoD BKS OBS Mean  Stdev Error
p01 50 4 576.87 576.87 58315 6.50 0.00%
po2 50 4 47353 47586 48286 344 0.49%
p03 75 5 641.19 644.46 650.04 412 0.51%
p0o4 100 2 100159 101849 103539 5.69 1.69%
po5 100 2 750.03 75571 763.09 3.68 0.76%
p06 100 3 87650 885.84 899.51 4.89 1.07%
po7 100 4 885.80 89553 91248 562 1.10%
p08 249 2 4420.95 444551 457223 66.75 0.56%
p09 249 3 3900.22 3990.19 414533 96.89 2.31%
p10 249 4 3663.02 3751.50 3864.92 50.21 2.42%

ISBN: 978-1-61804-287-3

pll 249 5 3554.18 3657.16 3760.60 38.94 2.90%
p12 80 2 1318.95 1318.95 132048 1.90 0.00%
p15 160 4 2505.42 2510.11 2576.27 18.46 0.19%
p18 240 6 3702.85 3741.80 3812.25 37.22 1.05%
p21 360 9 547484 5631.12 5788.19 46.64 2.85%

NoC — number of customers, NoD — number of depots
BKS — best known solution, OBS — our best solution

Table 2 compares results obtained via our algorithm with
other results published. Algorithms called GA1 [12], GA2 [22],
and GA3 [11] are based on genetic algorithm principles. GJ
stands for Gillett and Johnson’s algorithm [23]; CGW stands
for Chao, Golden and Wasil’s algorithm [24]. FIND (Fast
improvement, INtensification, and Diversification) is a tabu
search based algorithm [9], and finally ACO is another version
of an algorithm based on the ACO theory [17]. Best solution
values in Table 2 are indicated by bold numbers.

Table 2 Best solutions values obtained by various algorithms

Inst. Our GAl1 GA2 GA3 GJ CGW FIND ACO
p0l 5769 591.7 6222 5985 5932 5769 5769 6205
p02 4759 483.1 480.0 4787 486.2 4746 4735 -
p03 6445 6945 7069 699.2 6524 6412 641.2 -
p04 10185 1062.4 1024.8 1011.4 1066.7 1012.0 1003.9 1585.9
p05 755.7 7548 7852 - 7789 7565 750.3 -
p06 8858 976.0 908.9 8825 9122 879.1 876.5 -
p07 8955 9765 9181 - 9395 893.8 892.6 12579
p08 44455 48125 4690.2 - 4832.0 4511.6 4485.1 -
p09 3990.2 4284.6 4240.1 - 4219.7 3950.9 3937.8 9633.2
pl0 37515 42915 3984.8 - 3822.0 3727.1 3669.4 -
pll 3657.2 4092.7 3880.7 - 3754.1 3670.2 3649.0 -
pl2 1319.0 14219 1319.0 - - 1327.3 1319.0 -
pl5 2510.1 3059.2 2579.3 - - 26103 25515 -
pl8 37418 5462.9 3903.9 - - 38774 3781.0 -
p21 5631.1 6872.1 5926.5 - - 57915 5656.5 -
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We can see that our algorithm managed to find better
solutions in all cases when compared with the genetic principle
based algorithms (GA1, GA2, GA3) and also in case of Gillett
and Johnson’s algorithm (GJ). The results are also better in 7
cases (and in 1 case the same) in comparison with the CGW
algorithmand in 4 cases (and in 2 cases the same) in comparison
with the algorithm FIND.

The last column of Table 2 shows the results for another
version of the algorithm based on the ant colony optimization
theory. As we can see, the results for this algorithm do not
compare well with any other algorithm presented; in case of the
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instance p09, the error is more than 140% compared to the best
known solution.

IV. OPTIMAL SUPPLY DISTRIBUTION MODEL

The ACO algorithm has been integrated into our tactical
information system designed to support command decision-
making.

This subsystem seeks distribution patterns to provide
supplies to friendly elements operating in the area of interest as
efficiently as possible. Efficiency is based on the nature of the
task at hand; the objective might be to minimize the sum of
distances travelled by all vehicles, or minimize the time of the
whole operation, or minimize the total fuel consumed by all
vehicles.

The system provides a user friendly interface enabling to add,
edit and delete nodes (depots and customers). Fig. 2 shows the
main dialog for this model. As an example, 4 depots (labelled
Ato D) and 18 customers were included.

When all nodes are added (including their maximum
load/capacity in kilograms), the MDVRP algorithm is executed.
Values of algorithm’s parameters are set and used to select the
best options for the task at hand (see Fig. 3). Note the parameter

Method parameters

Optimization type: Minimal time
Potential {prob.model)

Attracting mode

Depots selection:

Unvisited nodes selection:

Pheromone trails updating: Best in generation

Mumber of ants: 100

Mumber of generations:

Evaporation coefficent:

Predsion and speed

Geodata precision:

Mumber of cores used:

called number of cores used; this parameter represents the
number of cores of a multi-core processor used for the
execution since the ACO algorithm can be parallelized.

Depots and customers
Depots: 4

Save...

A: 17521 11.53", 49° 18 1.93" (0)
B: 17° 22 27.67", 43° 17 53.22" (0)
C: 177 21' 43.62", 49° 17 4.05" (0)
D: 17923 22.97", 497 17 14.96" (0)

Customers: 18

Add niew depot

Edit depot

Delete depot

1: 17% 21' 27.08", 43° 17 30.78" (0)
2: 175 21' 55,69", 49° 17 42,99" (0)
3117722 18,11, 49° 17 29.48" (0)
4; 17522 37.62", 49° 17 32.54" (0)
5:17% 23 9,23", 43¢ 18' 2.72" (0)
&: 17523 24,37", 48° 17 33.77" (0)
7: 17522 43.90", 497 17 3.45" (0)
8: 17° 22 6.96", 49° 18' 2,35 (0)

Add new customer

Edit customer

Delete customer LT

Delete all

Solve

Close

Fig. 2 Dialog for the optimal supply distribution model

Updating coefficent:

Repeling coeffident:
Angle coeffident:

Aplha coeffident:

Beta coeffident:

Gama coeffident:

Delta coefficent:

Termination conditions

Gen, with no improvement:

Maximal time:

Fig. 3 Parameters for the ACO algorithm

Final routes for all vehicles are displayed both textually and
graphically — see Fig. 4. Depots are shown as blue hexagons,
customers as blue circles, and the red lines present the optimal

routes for individual vehicles. Although the example is rather
simple, the same system can be used for tasks with many depots
and hundreds of customers.
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OptiSens

_nnl"

File Scale Setting Tools
ER[(LEAR|OACL AL

View Help

Optimal supply distribution results “

Ready

Select depot

D: 673 km 774m, 5462 km 163 m (4.38 km)

Points on route

D: 673 km 774m, 5962 km 163 m
14: 673 km 521 m, 5462 km 194 m (+362m)
7:672km 996 m, 5461 km 783 m (+787 m)
15: 673 km 296 m, 5 462 km 641 m (+1.37 km)
17: 673 km 528 m, 5463 km 36 m (+642 m)
6:673km 778 m, 5462 km 930 m (+378 m)
16: 673km 901 m, 5462 km 633 m (+341m)

D: 673 km 774m, 5462 km 163 m (+501 m)

Summary

Total distance travelled: 17.64km
Longest time taken: 0:04:32
Total fuel consumption: 1.8

Save solution

1:15811

49° 17" 25.14"

198 m

17° 23' 37.28"

Fig. 4 Solution to the example situation

V. CONCLUSION

The paper presents the approach proposed by authors to the
capacitated MDVRP problems based on the ant colony
optimization theory. We have developed same new parameters
and options not published yet (e.g. methods of selecting depots,
method of updating pheromone trails according to the best
solution found in a generation), thus contributing to the ACO
theory. The new parameters we designed and verified
participate on the very good results which the algorithm was
able to achieve.

The strengths of the proposed algorithm are as follows:

Fast convergence close to the optimal solution.

High quality of solutions (comparable to the state of
the art methods).

Universal applicability (to metric, non-metric, and
asymmetric problems).

Possibility of distributed parallel processing.
Application of the algorithm without any modification
to solve classic VRP or capacitated VRP problems.

The proposed algorithm is of considerable significance in
practical application in the domain of the military. It has been
implemented into our tactical information system designed to
support commanders’ decision-making in order to provide the
interface to solve the tactical task.

ISBN: 978-1-61804-287-3

There are also a lot of ways of improving the current version
of the algorithm and the system in the future.

Some future perspectives are as follows:

Distribution of some computation to a GPU processor.
Distribution of processing not only to the cores of a
multi-core processor but also among more computers
(to the GRID networks for instance).

Development of other methods than empirical
approach how to find the best parameter setting for
various tasks.

Extension of the algorithm for solving other problems
(for instance MDVRP with Time Windows or with
Pick-up and Delivering).
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Abstract—This paper is concerned with robust mean square
stability of uncertain stochastic switched discrete time-delay
systems. The system to be considered is subject to interval time-
varying delays, which allows the delay to be a fast time-varying
function and the lower bound is not restricted to zero. Based on
the discrete Lyapunov functional, a switching rule for the robust
mean square stability for the uncertain stochastic discrete time-
delay system is designed via linear matrix inequalities. Finally,
some examples are exploited to illustrate the effectiveness of the
proposed schemes.

I. INTRODUCTION

Stochastic modelling has come to play an important role in
many branches of science and industry. An area of particular
interest has been the automatic control of stochastic systems,
with consequent emphasis being placed on the analysis of
stability in stochastic models. One of the most useful stochas-
tic models which appear frequently in applications is the
stochastic differential delay equations. In practice, we need
estimate the parameters of systems. If the parameters are
estimated using point estimations, the systems are described
precisely and hence the study of the systems become relatively
easier. On the other hand, if the parameters are estimated using
confidence intervals, the systems become stochastic interval
equations and the study of such systems are much more
complicated.

Switched systems constitute an important class of hybrid
systems. Such systems can be described by a family of
continuous-time subsystems (or discrete-time subsystems) and
a rule that orchestrates the switching between them. It is
well known that a wide class of physical systems in power
systems, chemical process control systems, navigation sys-
tems, auto-mobile speed change system, and so forth may be
appropriately described by the switched model [1-4]. In the
study of switched systems, most works have been centralized
on the problem of stability. In the last two decades, there
has been increasing interest in the stability analysis for such
switched systems; see, for example, [5—7] and the references
cited therein. Two important methods are used to construct
the switching law for the stability analysis of the switched
systems. One is the state-driven switching strategy [8—10];
the other is the time-driven switching strategy [11-13]. A
switched system is a hybrid dynamical system consisting of a
finite number of subsystems and a logical rule that manages
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switching between these subsystems (see, e.g., [13—15] and
the references therein).

The main approach for stability analysis relies on the use
of Lyapunov-Krasovskii functional and linear matrix inequal-
ity (LMI) approach for constructing a common Lyapunov
function [3-10]. Although many important results have been
obtained for switched linear continuous-time systems, there
are few results concerning the stability of switched linear
discrete systems with time-varying delays. In [7-15], a class
of switching signals has been identified for the considered
switched discrete-time delay systems to be stable under the
average dwell time scheme.

This paper studies robust mean square stability problem
for uncertain stochastic switched linear discrete-time delay
with interval time-varying delays. Specifically, our goal is to
develop a constructive way to design switching rule to robustly
mean square stable the uncertain stochastic linear discrete-time
delay systems. By using improved Lyapunov-Krasovskii func-
tional combined with LMIs technique, we propose new criteria
for the robust mean square stability of the uncertain stochastic
linear discrete-time delay system. Compared to the existing
results, our result has its own advantages. First, the time delay
is assumed to be a time-varying function belonging to a given
interval, which means that the lower and upper bounds for the
time-varying delay are available, the delay function is bounded
but not restricted to zero. Second, the approach allows us
to design the switching rule for robust mean square stability
in terms of LMIs. Finally, some examples are exploited to
illustrate the effectiveness of the proposed schemes.

The paper is organized as follows: Section II presents def-
initions and some well-known technical propositions needed
for the proof of the main results. Switching rule for the robust
mean square stability is presented in Section III. Numerical
examples are provided to illustrate the theoretical results in
Section 1V, and the conclusions are drawn in Section V.

II. PRELIMINARIES

The following notations will be used throughout this paper.
R* denotes the set of all real non-negative numbers; R"
denotes the n-dimensional space with the scalar product of
two vectors (x,y) or xTy; R™ " denotes the space of all
matrices of (n x r)— dimension. N1 denotes the set of all
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non-negative integers; A” denotes the transpose of A; a matrix
A is symmetric if A = AT,
Matrix A is semi-positive definite (A > 0) if (Ax,x) > 0, for
all z € R™; A is positive definite (4 > 0) if (Az,x) > 0 for
all z # 0; A > B means A— B > 0. A(A) denotes the set of
all eigenvalues of A; Apin(A) = min{ReX : A € A(A)}.
Consider a uncertain stochastic discrete systems with inter-
val time-varying delay of the form

w(k+1) = (Ay + AA, (k)z(k) + (By + ABy(K))z(k — d(k))

+ oy (x(k), x(k — d(k)), k)w(k),
k€N+, ZL'(](}):Uk7 k:7d2,7d2+1,...,0,
(1

where x(k) € R™ is the state, v(.) : R* — N :=
{1,2,...,N} is the switching rule, which is a function
depending on the state at each time and will be designed.
A switching function is a rule which determines a switching
sequence for a given switching system. Moreover, y(z(k)) = @
implies that the system realization is chosen as the i*" system,
i =1,2,...,N. It is seen that the system (1) can be viewed as
an autonomous switched system in which the effective subsys-
tem changes when the state 2(k) hits predefined boundaries.
A;,B;;i = 1,2,...,N are given constant matrices and the
time-varying uncertain matrices AA;(k) and AB;(k) are de-
fined by A/L(k) = EiaFia(k)Hia7 ABZ(IC) = EibFib(k)Hib7
where FE;., Eq, Hiq, H;, are known constant real matrices
with appropriate dimensions. Fj,(k), F;, (k) are unknown un-
certain matrices satisfying

Er(k)Fia(k) <1, FL(k)Eup(k)<I, k=0,1,2,..,
(2)

where [ is the identity matrix of appropriate dimension, w(k)

is a scalar Wiener process (Brownian Motion) on (2, F,P)

with

Ew(k)] =1, Elw@w(i)] =06 # ),
3)
and 0;: R" X R"x R — R"™,i=1,2,..., N is the continuous

function, and is assumed to satisfy that

o7 ((k), x(k — d(k)), k)oi(x(k), z(k — d(k)), k) <

pinx? (k) (k) + piox® (k — d(k))x(k — d(k), “4)
z(k),z(k — d(k) € R",
where p;1 > 0 and p;o > 0,7 = 1,2, ..., N are known constant

scalars. The time-varying function d(k) : Nt — N satisfies
the following condition:

0<d1§d(k)§d2, Vk€N+

Remark 2.1. It is worth noting that the time delay is a
time-varying function belonging to a given interval, in which
the lower bound of delay is not restricted to zero.

Definition 2.1. The uncertain stochastic switched system (1)

is robustly stable if there exists a switching function ~y(.) such
that the zero solution of the uncertain stochastic switched
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system is robustly stable.

Definition 2.2. The system of matrices {J;},i =1,2,..., N,
is said to be strictly complete if for every z € R™\{0} there
is i€ {1,2,..., N} such that 27 J;z < 0.

It is easy to see that the system {.J;} is strictly complete if
and only if

N
Umzmww

where

a;={zeR": a2"Jix<0},i=12,.,N.

Definition 2.3. The discrete-time system (1) is robustly stable
in the mean square if there exists a positive definite scalar
function V(k,z(k) : R"® x R™ — R such that

E[AV (k,z(k)] = ElV(k+ 1,2(k+ 1)) = V(k,z(k))] <0,
along any trajectory of solution of the system (1).
Proposition 2.1. [16] The system {J;},i =

is strictly complete if there exist §; >
1,2,.. .,N,Zivzl 0; > 0 such that

N
Z 6;J; < 0.
=1

If N = 2 then the above condition is also necessary for the
strict completeness.

1,2,...,N,
0,i =

Proposition 2.2. (Cauchy inequality) For any symmetric
positive definite marix N € M™*™ and a,b € R" we have

+a’b <a"Na+b"N~'b.

Proposition 2.3. [31] Let E,H and F be any constant
matrices of appropriate dimensions and FTF < I. For any
€ > 0, we have

EFH+ HTFTET < ¢EET + ¢ 'HTH.

III. MAIN RESULTS

Let us set
Winn Wiz Wias
Wi=| *  Wypa Wi,
* * Wiss
where

Wiin=Q — P,
Wiz = S1 — S14;,
Wiz = =S1B;,
Wiso = P+ S1 + 87 + HLHy + S1E4EL ST,
Wiaz = —S1B;,

Wiss = —Q + 2H% Hy, + 2pinl,
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Ji = (d2 = d1)Q — S14; — ATST +25, Eio ELST
+ Sl zbE Sl + HTHza + 2pll[

a={zxcR": 2TJzx<0},i=12,.,N, )
i—1

ap = oy, dizai\U@j, 1=2,3,...,N.
j=1

The main result of this paper is summarized in the following
theorem.

Theorem 1. The uncertain stochastic switched system
(1) is robustly stable in the mean square if there exist
symmetric positive definite matrices P > 0,Q > 0 and matrix
S1 satisfying the following conditions

(i) 36; > 0,i=1,2,..., NN 6, >0: 2N, 6:J; <0.

(i) W; <0, i=1,2,..,N.

The switching rule is chosen as ~(x(k)) = 4, whenever

x(k‘) € ;.

Proof. Consider the following Lyapunov-Krasovskii functional
for any ¢th system (1)

V(k) = Vi(k) + Va(k) + Vs(k),
where
k-1
Vi(k) =aT(k)Pa(k), Va(k)= Y 2T(1)Qu(i),
i=k—d(k)
—di+1
j=—d2+2l=k+j+1
We can verify that
Mllz(k)|* < V (k). (6)
Let us set £(k) = [z(k) z(k + 1) z(k — d(k)) w(k)]", and
0 0 00 P 0 0 O
0 P OO I I 0 0
H= , G=
0 0 0 0 0 0 I O
0 0 0 0 0 0 0 I

Then, the difference of V; (k) along the solution of the system
(1) and taking the mathematical expectation, we obtained

E[AVi (k)] = B[z (k + 1)P2(k + 1) — 27 (k) Px(k)]

26T (k)GT = 27 (k) Pz (k).

Using the expression of system (1)

0=—S12(k+1) + S1(A; + EiaFia(k)Hi